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Abstract 

The image transmission problem is introduced as well 

as the more important digital processing techniques for image 

bandwidth compression given. These different methods are then 

examined as to their relative merits and disadvantages. A study 

of pel amplitude frequency distributions and pel difference 

amplitude distributions is then made, using standard digitized 

images. From these results, companded DPCM followed by 

negacyclic coding is chosen as the source coding scheme to be 

investigated. A companded DPCM image processing and trans-

mission system is then simulated. The resulting pictures are 

presented, along with a proposal for a system in.corporating a 

negacyclic codec. 
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1. Introduction  : 

As the complexity of a society increases, the arnount of 

information required for preservation of its existence increases. 

This is in fact true of our highly technological society, where the 

increase in information is truly explosive, whether it be in the 

fields of commerce, law, sicence or even entertainment. This poses 

related problems of first storing this h-uge mass of data and secondly, 

that of, whenever required, efficientlytransmitting parts ofthis infor- 

mation to appropriate users. The word nefficiently" is very important 

sin.ce if no effort is made to reduce the amou.n.t of non-essential information or 

redundancy transmitted, communications channels will soon become 

overtaxed nearly as fast as they can be established. This applies as 

significantly to data storage channels; if the redundan.cy in a given 

amount of data is reduced, then that amount of data will have reduced 

storage requirements, or equivalently, more data can.be stored . 

in .a given storage area. 	In this report, the problem under 

consideration is that of reducing information transmission require-

ments for certain classes of signals. 

The process of reducing the redundancy in an arbitrary 

signal will result in its bandwidth being decreased, or equivalently 

to a reduction in its transmission rate or  ifs  storage requirements. 

The phrase bandwidth compression (BWG) will be assumed hereon 

to imply all of the above considerations. 

Much of the information flow in to-day's communications is 

in the form of visual data, the most obvious example being commer- 

cial television systems; others are closed-circuit television, spacecraft 

picture. transmission systems and facsimile. The use of these facilities 



would tend to increase if these communication systems were more 

efficient, and hence transmission quicker and cheaper. Also, the 

hierarchies of available systems would proliferate; clearly not 

every user would be interested in say a television system transmit- 
' 

ting 30 frames/s, the standard commercial rate, if the visual data 

to be examin.ed is some fixed image. To make this even clearer, 

consider the difference in requirements for transmitting a sound 

motion picture and a series of slides with a running commentary. 

Obviously, the second case would require a much lower frame rate, 

and so it would be a waste of money and channel bandwidth to use a 

standard TV channel. 

The type of users who may be expected to exhibit interest 

in such a "slow" TV system might be professionals needing to consult 

graphical data during a telephone conversation, or commercial 

concerns requiring copies of charts, documents, etc. The availability 

of reasonably quick transmission channels for visual data would enable 

for example branch offices to reduce the overhead required for 

storing much of their visual information since it could be located 

at a central. office and easily accessed by all branch offices. 

Visual signals are among the most information - rich and 

highly redundant signals known [ 1] 	. This is conceptually clear 

if we examine an arbitrary image: most of the infornution resides 

iri the contours of objects rather than in the actual grey level of the obje. ct. 

Hence the areas ofa picture exhibiting the least information, i. e. 

the areas'of only gradual change in grey level, which comprise the 

major portion. of most pictures,is highly redundant. This will be 

more thoroughly explained in section 3.. 

Thus image signals are naturally of great interest from the 



data compression viewpoint. Source coding can usually be applied 

to great advantage to image sources in order to reduce their 

redundancy and so to reduce their transmission rate (or equiva-

lently, reduce the image bandwidth, or compress the data) . This 

results in a much more efficient use of available channel bandwidth, 

and a reduction in information transmission costs. For reasons of 

convenience and cost, the actual redundancy reduction can be done 

digitally, in a software environment. 

In an earlier report [2] the more important digital image 

processing techniques for Bwc were examined from a theoretical 

rather than an engineering viewpoint. In this report, engineering 

considerations will be stressed in comparing various processing methods. 

From these comparisons and measurements of some basic image 

statistics, a system is described which has been simulated on a 

PDP-8 minicomputer at the University of Ottawa. Simulation was 

used instead of a hardware implementation since changes in overall 

configuration and in algorithms can more conveniently and cheaply 

be effected using software rather than hardware. 

The short-term goal of this project is to develop a practical :, 

digital iMaie processing•srstern'which can be.u.sed for BWC of slow-

scan television transmissions(in an analog form) through a narrow-band 

voice channel. This report includes a preliminary proposal for such 

a system. What is to be developed is essentially a system which , 

using a slow-scan TV unit as an analog image source,will effect an 

A/D conversion on the picture signal, digitally process the resulting 

digital signal for redundancy reduction, then reconvert it to an.analog 

signal for transmission through an analog channel in as short a tirne 
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as possible. This must be accomplished while retaining the 

original image quality. The image reconstructed at the receiver 

by accomplishing the reverse of the above operations can then be 

compared subjectively to the same image transmitted without 

any processing for bandwidth reduction. This subjective evalua-

tion can of course be supplemented by more analytical image 

quality criteria,thoughno criterionhas as yet been found which 

truly' characterizes image quality. 

The long-term goals involve taking an analog picture 

signal, digitizing it and processing it digitally for bandwidth 

compression, then transmitting the resulting digital image signal 

through a digital channel. This type of system should become 

more important, especially since the wrailability of digital 

hardware and channels is continually increasing while their cost 

is decreasing  1 3 . In this project, all digital processing 

will be implemented by programming in software on a Mini-

computer. 
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Z : Image Coding for BWC  

2.1: Some Image Characteristics  

A picture, as considered here, can 1De defined as a 

monochrome continuous non-negative fu.nction f(x, y) defined over 

a finite region of a 2-D space' and in which the value of the function 

at any point is given by the brightness level of the image, i.e. it is 

a real-valued function of two real variables. In general this bright-

ness level varies from black to white, with a continuous distribution 

of grey levels in between. This definition applies as well to graphic, 

two level (i.e.. black and white only) images, such as maps, lin.e 

drawings and printed matter, as to the more common half-tone image, 

such as black and white photographs. For convenience, all  discus-

sions are confined to images of dimension.N x N, where N is a power 

of  Z. 

Since all the processing considered here is to be ix -nplemented 

digitally, the continuous image must of necessity be sampled in 2-D 

space at the Nyquist rate, and quantized in amplitude. The samples 

themselves are known as pels (from picture element). Henceforth by 
n••nnnn 

mention of the word image, a digitized image is implied. 

Also, by image is implied a represenEative image of the 

ensemble of images under consideration. It is possible to design an image 

such that its statistics are very different from the average. Examples of 

such images would be intensity wedges, some checkerboard test patterns etc. 

Pictures requiring motion rendition (eg., television) can be described 

as real-valued functions of 3 real variables: 2-D space and tixne. 

These are beyond the scope of this paper. 
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Hence, since an. image must be of finite size, f(x, y) 

will be non-zero over only a finite range of values of x and y. Also, 

since there exists a practical limit, say M, to the brightness of any 

point in an image, f(x, y) is bounded by M. 

To the observer, an image consists of many large, 

low-detail or textured areas, and relatively few sharp, high-detail 

contours, which describe the edges of the low-contrast areas, Loss 

of texture information results in a coarse image containing abrupt 

jumps in grey level instead of a quai -continuous gradation in grey 

level. This leads to the appearance of a sharp discontinuity where 

none . exists: this is referred toas false. con.touring or quantization 

noise. This is much more objectionable than unstructured noise of 

the same value, since the eye is much  moi ;e sensitive to structured 

than to unstructured noise. On the other hand lack of edge rendition 

results in a defocussed picture, -which is also quite objectionable. 

Hence, to get a good quality digitized (or PCM) image, the 

sampling must be done at least at the Nyquist rate, while the quantization - 

must be fine enough to remove false contours and correctly reproduce 

edges. 

2.2: The Bandwidth Problem: 

The problems posed in the transmission of PCM images can 

now be examined. 

Given an analog image signal of say, 4 MHz nominal band- 

width, this can be sampled at 8 MHz, and if 128 grey levels are allowed, 

then 7 bits/sample (or pel) are needed. Hence, to transmit the PCM 



image in the same amount of time as the analog image, the bit rate 

must be 8 x 10
6 

x 7 bits per second, i.e. 56 Mbps, which requires 

a minimum transmission channel bandwidth of 28 MHz . Hence by . 

 digitizing the image, we have increased its bandwidth requirements 

by a factor which is equal to the nurnber of bits used to represent 

each sample. Then, why digit-ize? The reasons are many-fold, 

but one of the more important ones is the capability of ixnplementing 

practically any type of processing, -whether linear  Or  nonlinear, on 

a digital computer while for example, only linear operations could be 

performed on an analog image by an optical system. 

Digitized image:signals thus take up a broad bandwidth, 

several times the band-width required to transmit the same anal6g 

image, while the greatest advantages to be gained, as far as trans-

mission is concerned, are ease of extraction of the digital signal 

from noise, and the capability to regenerate the picture signal over and 

over again on long distance communicaticn links, while minimizing 

the noise. Unfortunately, the price to be paid for this, a 7 to 9 

times in.crease in ban.dwidth, is much too high. Hence, we want to 

transmit digitized images, but using a much narrower bandwidth; 

what is then required is a digitized image transmission system 

which is much more efficient than "straight" PCM, so that narrower 

bandwidths can  be used, or equivalently, so that the total number of 

bits required to transmit the image will be minimized. 

To see how this can be accomplished, a closer look at 

image characteristics must be taken. Information theory states that 

most communication signals convey information at a rate well below 



the capacity of their transmission channels. The excess capacity 

is required to accomodate the red-undancy, or repeated information, 

which the signals contain in addition to the actual information. 

Removal of some of the redundancy would reduce the channel capa-

city required for transmission, which is equivalent to bandwidth 

reduction. 

Existence of redundancy is particularly evident in pictures. 

Many areas of little or no detail exist in an image, where the pels 

have the same or nearly the same grey level, and so the pel-to ,pel 

correlation is very high. Hence a statistical correlation exists 

between the various points in the 2-D plane of the image,which gives 

rise to a 2-D planar redundancy. The elimination  of this redundancy 

would reduce the amount of information that n.eed be transmitted, 

with a corresponding decrease in bit rate, but not in non-repeated 

information rate. 

From the preceding discussion, it is conceptually simple to 

visualize a system in which all of the image redundancy is removed. 

At the XMTR it would consist of an image scanner, decorrelator and 

rate-equalizing buffer, this last to match the variable bit rate of the 

decorrelator output to the transmission channel rate. At the RCVR, 

a buffer would adjust the channel rate to the variable rate req-uired by 

the correlator. The output of the correlator would then be a recons-

truction of the original image signal from the scanner in the XMTR. 

Qualitatively, if an image is again considered as consisting 

of many large textured areas and relatively few sharp edges or contours, 

it can be seen that there exists a high correlation among the pels in a 

given textured area, a high correlation among the pels that "trace" a 

contour, and low correlation betwee n  the area pels and the edge pels. 

Hence, on the average, a high correlation among pels can be expected 

to exist in images. 
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In effect, all BWC methods, no matter what they are 

called, effect BWC by reducing image redundan.cy, the method used 

being or not being information-preservin.g. Four basic methods 

exist to accomplish BWC: parameter extraction, adaptive samplin.g, 

redundancy reduction and encoding. In general, an image processing 

technique for reducing image transmission bandwidth will make use 

of more than one method in an effort to optimize the digital image 

transmission system. 

What follows is a brief look at some of the more important 

approaches to BWC, with a view to stressing their relative advantages 

and disadvantages. It should be n.oted that the classification system 

used has been chosen for convenience only and does not necessarily 

correspond to any other system of nomenclature. Also, most of the 

methods described here have already been examined in much more 

detail in E 	. They will be very briefly described here, the 

ex-nphasis being on their relative advantages and disadvantages. 

Another very important point to be covered is the increase in suscepti-

bility of the processed picture signal to channel noise, since the large 

amount of redu_ndancy originally present served to immunize the 

- signal to channel noise to a certain 'extent. Certain techniques such 

as PCM and especially DPCM will be covered much more extensively 

than in [ 4] 

section 4. 

, as they apply more to the system to be discussed in 
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2. 3 : Methods of Achieving BWC: 

2. 3.1. Spatial Transform Coding: 

2. 3. 1. 1. Description: 	Spatial transform coding of 

images is an. attempt to make use of the redundancy reduction offered by 

both statistically-and viewer -oriented (psychovisual)coding. The 

adjective spatial is applied here to transform coding to underline the 

fact that, when transforming an image, we are transforming in 

space, the 2-D plane of the image. 

Transform coding consists essentially of two steps, the 

first of which linearly transforms the original set of correlated pels 

into another set of coefficients, which we would ideally want to be 

independent of each other, but which can be, at best, completely 

uncorrelated, The first step is the one which is dependent on the 

image statistics. The second step consists in quantizing each, or a 

subset of, the coefficients. Here, psychovisual coding comes in : 

the number of bits required to code the coefficients and the portion 

of the coefficients examinedwill be dictated by the subjective effect 

on the human viewer, if that is the ultimate use which will be made of 

the transmitted image. The ultimate use to which the encoded image 

is to be put will largely determine the coding scheme for this step. 

The scheme that produces the "best" image as far as the viewer is 

concerned will not necessarily be the one that produces the best 

image in the mse sense or for further processing, say for pattern 

recognition. In other words, optimizing a reconstructed image for 

subjective Viewing may degrade it from the point of view of information 

content, making it unsuitable for anything except viewing 
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Spatial transform coding 	( STC ) can be 	considered 

essentially as a process of dimensionality reduction. The transformation 

merely changes the position of the frame of referen.ce for the image 

with respect to the coordinates, so that the most important informa-

tion occurs along one portion of these axes, making the points in 

the coordinate system more independent,  1. e.  reducing their redun- 

dancy, so that some coordinates will become of negligible importance, 

and so can be deleted. 	More practically, the bandwidth com- 

pression occurs as follows: in the original image all pels have more 

or less the same importance, with the redundancy appearing in the 

form of interrelationships between individual pels. After transforma-

tion however, all points no longer have the same importance, with the 

points carrYing most of the "true" information tending to appear in a 

different part of the transform domain from the points due mostly to 

redundancy. If the transformation is chosen properly, the informa-

tion-bearing transform values are many orders of magnitude larger 

than those caused by redundancy, and so these latter terms can be 

reduced by either zonal or threshold coding. All transformations 

covered are information- preserving, since their Jacobian is unity.  . 

They.are also linear and.reversible, otherwise no image reconstruction 

would be possible. Another advantage of the transform method of 

image coding is the inherent channel error immunity, for low error 

rates, which results from the averaging operation of the transform, 

since each intensity sample of a reconstituted image is a weighted 

function s  of all transform samples. This is all the more remarkable 

since most other methods actually decrease noise tolerance of the 
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transmitted signal by reducing redundancy, that which gives 

PCM signals part of their noise immunity. 

In practice, STC is achieved by use of a digital computer, 

which accepts a digitized image for - processing and outputs the 

image transform. The rule by which this is accomplished will of 

course depend on the particular transformation used. The next 

step involves filtering in the transform domain, either threshold 

or zone-wise. This is also accomplished by a digital computer, and 

the fewer the number of T-domain coefficients transmitted, the greater 

the BWC, and usually, the lower the quality of the reconstructed image. 

At the receiver, the inverse transform is used to reconstruct the 

image. A general STC image transmission system is illustrated in 

block form in fig. 2-1. 

Each of the two steps described above can be implemented 

in different ways: the first step can use either 1-D or 2-D trans-

formation, and there exists a very large number of possible transfor-

mations,as well as many different methods of T-domain filtering 

for the second step. 

2. 3. 1. 2. Step 1 : Spatial Transformation  

The main advantages of 1-D spatial transformation 

as opposed to 2-D transformation are its compatibility with existing 

line-by-line image scanning equipment, lessening of the high-speed 

memory requirements, and the possibility of on-line processing of 

the image, which cannot be done as yet with 2-D transforms. There 

also exists special-purpose hardware for implerre nting certain 1-D 

"fast"  transformation  algorithms. 
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Fig. 2-1 : Block diagram of a general 'coding image transmission system. 
The dotted block labelled * is an alternate location for the 

sampler and quantizer. In other figures, the filtering, scanning, 
sampling and quan.tizing functions are considered to be included 
in the scanner block. 
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Its main disadvantage is that, due to the fact it works 

on a pel-to-pel basis on a line, it cannot take into account line-

to-line redundanCy, and so less BWC can be expected than for 

the 2-D case. This is because resialts indicate that line-to-

line redundancy (on a pel basis) is as important as pel-to-pel 

redundancy: clearly, why should image redundan.cy be a 

uniquely horizontal phenomenon ? 

Some important 1-D transformations used in image pro-

cessing can now be examined more .closely as to their  relative 

merits. 

Z. 3. 1.3 : 1-D Spatial Transformations : 

(a) 1-D Karhunen-Loéve Tr P  sf o r  rnat i on (KLT) 

This transformation is used principally as a yardstick 

against which other transform methods for BWC may be compared. 

This is becau.se the KLT can be derived mathematically as the 

optimum transformation for a mean-square-error (mse) criterion. 

As will be explained further in section  Z. 3.1.4 (a), if a threshold 

is set in the transform domain, then the KLT is the optimum 

transform for minimizing the number of transform samples lying 

above the thresholdwhile satisfying a mse criterion. The KLT is also 

known as the principal component, eigenvector, or Hotelling 

transformation [ 5 ] 

In an earlier report, the Hotelling and Karhunen-Loéve trans-
forms were treated separately. This may unfortunately have 
given the impression that they differ in some way. They 
describe the same transformation, with the same charac.teristics, 
but the KLT is usually defined on continuous variables, while the 
Hotelling transform is defined on discrete variables. 
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As for its drawbacks, even though it minimizes the mse 

for a given threshold, the mse is not a valid error criterion for 

many types of images, especially if they are destined to be viewed 

and not further processed. (Actually no good analytical criterion 

for image fidelity as far as human viewing is concerned is known 

as yet). Secondly, this transform requires a great amount of compu-

tation relative to other methods, and no "fast" transformation 

algorithm exists for the KLT. 'So the search continues for fast and 

efficient transformations, even though they may be suboptimal in 

the mse sense. 

1-D Fourier Transformation :  (FT) 

The main advantage of this transformation lies in the avai-

lability of special-purpose hardware which will very efficiently 

compute the 1-D Fast FT (FFT), using say, the Cooley-Tukey 

algorithm, which can be implemented in 2 N log
2 

N complex 

operations, where N =
n 

is the side dimension of the square image. 

This results in savings in hardware costs. The fact that images 

are usually scanned line-by-line makes this a very tempting pro-

position for on-line image processing, even though to the author's 

knowledge, no such implementation has yet been realized. 

A modification of the Cooley-Tukey algorithm that implements 

a 1-D FFT using N log
2 

N complex additions and subtractions and only 

—
N 

[  log 2(N-2) 	+ 1 complex multiplica,tions,has been developed. 

Since for most computers, MULTIPLY time is longer than ADD time, 

the time saving is significant. 

(b) : 
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Its main disadvantages lies in the fact that since the FT 

consists of complex numbers, all multiplication and additions 

must consequently be complex, and so are much slo -wer than the same 

number of operations performed on real numbers. Hence it is 

slower than, say, the Hadamard transformation, which operates only 

on real numbers. 

1-D Hadamard Transformation: (HT) 

The main advantage of this transformation lies in the fact 

that special-purpose hardware exists to efficiently compute the 1-D 

Fast HT (FHT), using N log
2 

N real additions, which is faster by 

about one order of magnitude than the FFT. Only additions are 

required since the HT consists only of + 

2. 3 .  1.4': 2-D Spatial Transformations: 

For 2-D transforms, if the forward transformation matrix 

is constrained to be orthogonal, then the transformation can be inter-

preted as a decomposition of the image data into a generalized 2-D 

spectrum. Then each spectral component in the transform domain 

corresponds to the amount of energy of that spectral orthogonal 

function contained in the original image. In other words, the 

tran.sform serves as an orthogonal basis for a decomposition into 

some generalized spectral representation. Hence the "usual" 

concept of frequency must be generalized to include transformation 

of orthogonal functions other than sine and cosine waveforms. 	• 

Also all of the 2-D orthogonal transforms which will be examined 

will have the added requirements that their kernel be separable 

(c ) : 
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and symmetric . In practice, this means that the 2-D 

transformation can be implemented in two steps: the first 

step is accomplished by doing first a vertical row-by-row 

transformation, then doing a line-by-line transformation of 

the transitional 2-D data (or vice-versa). This is an 

important consideration in practice. 

The main advantage of 2-D transformations for 

image processing is that they take both vertical and hori-

zontal correlation into account. Their main drawbacks 

are the low speed with which they are implementable, due 

to the number and complexity of the required operations and 

the large-scale high-speed memory requirements. Following 

are the more important types of 2-D-spatial transforms. 

(a) 	2-D Karhunen-Leeve Transformation:  

This transform, which is nearly identical to the 

1-D KLT, suffers from the same problems : computational 

complexity and lack of a fast computational algorithm. 

Since it is difficult to implement, but optimum,it is used 

nearly exclusively as a standard of comparison with other 

coding methods, and in particular, spatial transform coding 

methods. This transformation produces uncorrelated 

coefficients, minimizes the rnse and packs the maximum 

amount of variance into the first k coordinates, for any k. 

( k  >0, 	k E ) . 
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2-D Fourier Transformation :  

The main advantage of this transformation is with 

respect to 2-D éigenvector transformations : the FT has a fast 

computational algorithm, while the others do not. In block coding ' 

of images, the FT produces a smaller mse than the Haar and 

Hadamard transform for block sizes larger 'than  32x32,  and also performs 

better than the slant transform fox: blocks greater than 64  x64  . 

However, the FT still has some disadvantages; 'for 

example, compared to the 2-D HT, which can  be implemented using 

the same number of operations, but which consists of addition of 

real numbers rather than multiplication of complex numbers, there 

will be about an order of magnitude more time required for the 

Fourier transformation than for the HT. 

Ciood Transformations : (GT)  

This class of transformatiorB is a proper subset of Kronecker 

Matrix Transforms(KMT)  (i. e.,  so-called "powers of two KMT's"). 

One of their characteristics is that they are all implementable in 

2N log
2 

N operations , 1. e. they all possess "fast" computational 

algorithms. Following is an examination of the most important 

Good transforms . 

(d) : • 	Hadamard Transformation (  or Discrete Walsh Transform) 

This is one type of GT. Its advantage lies in the fact 

that it can  be implemented in N log
2 

N +N real additions , since 

the HT con.sists exclusively of +  1)s.  Since for most computers, 

(b) 

(d) 
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ADD time is much less than MULTIPLY time, the titne difference 

in implementatio n  for a FFT and a FHT is explained. 

Hence the HT is faster in implementation than  is the•FT, 

and is also faster  than  the slant transformation. 

Its main disadvantage is that the degradation due to the loss 

of high-frequency (1. e. "edge") information caused by zonal sampling 

is greater than for the FT, since it uses a rectangular wave basis 

instead of a sinusoidal one. 

Slant Transformation : (ST)  

This is the only transformation used for image transformation 

-which was specifically designed to attempt to tailor itself to image 

characteristics and to computational efficiency requirements. It is 

an attempt to compact the image energy into as few transform 

domain samples as possible. It possesses a fast computational algo-

rithm, and in at least one implementation., the ST gave a ruse  only 

slightly worse than that of the KLT and for some range of parameters, 

also slightly -worse than the FT, but better than all others. For 

certain simulations, it was found to give subjectively much less 

degradation than the HT, and do on..ly slightly worse than the KLT. No 

information on the time required for implementation has been given. 

Haar Transformation : 

• 	This is an orthogonal but nonorthonormal transformation 

consisting of + l's and O's which is directly related to the Walsh 

(or Hadamard) transformation. Its main advantage lies in that its 

(e)  

(f) : 
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implementation requires 2(N-1) operation.s, which is much less 

than 2 Nlog
2

N operations. Unfortunately the advantage of this 

very efficient computational algorithm is offset by its relatively 

large coding error, and so the Haar transformation has n.ot 

generally been used for image coding. 

More recently, [ 6 however, it has been found 

that the Haar transformation could give results which are sub-

jectively as good as those obtained from the Hadamard transform, 

while the implementation is rnuch quicker. The results are 

slightly better if block coding is used. 

2.3.1.5:Basis  Picture Interpretation of Im.age Coding: 

Another way of referring to image transformation is to 

consider the transform as a series exp:ansion of the N x N image 

onto say N x N basis pictures. Thus a picture is described as a 

weighted surn of "basis pictures". In practice, as when approxi-

mating a waveform by a Fourier series expansion, the series 

expansion is truncated after say k terms. Then, sin.ce the basis 

pictures aœ  orthonorrnal, the mse of approximation by the 

truncated series is equal to the sum of the variances of the co- 

efficients discarded by the truncation. 

It has been shown  that the Hotelling (or KLT) transfor-

mation in this respect 

(i) 	produces uncorrelated coefficients 

minimizes the mse of approximation 

(iii) 	packs the maximum amount of variance into the 

first k coordinates, for any k. 
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Of course, for any practical-sized image, the N x N 

basis subpicture would require too much memory, so that a 

more feasible approach is to express an Mx M subpicture 

(M < N, M/N) as a linear combination of Mx M basis subpictures. 

It was found that the set of basis pictures resulting in the mini-

mum mse was the Hotelling transform, followed by the Fourier, 

then Hadamard transform . 

2.3.1.6: Step Z: Transform Domain Sampling  

The techniques used for BWC in the T-domain can be 

classified as either being based upon the unique structure of the 

energy distribution in the T-plane Pr' those that attempt to apply 

conventional spatial domain BWÇ methods to the T-dorx-iain rather 

independently of the energy distribution in the T-samples. ,The 

latter type has a much poorer performance due to the large dyna-

mic range of the transform samples and their low (in one case, 

zero) correlation as compared to the original image pels , which 

getrally have a high correlation. 

Many transform BWC. techniques can be analyzed from 

the viewpoint of 2-D samplin.g, in which the image transform is 

multiplied by a 2-D sampling function which takes on the values 

zero or one ("dropped" or "retained ") according to sorne a 

priori or adaptive rule. Then  the reconstructed image consists 

of the original image plus some additive interference that is 

dependent upon the form of the original image and the sampling 

function. Both deterministic and non-deterministic sampling 

have been.used. 
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Zonal Sampling 

Since most images eXhibit a high degree of correlation 

between adjacent pels, in the T-domain the greatest part of the 

energy tends to be clustered at certain spatial frequencies. 

Hence in zonal sampling, only those areas (or zones) of the 

T-domain which are expected to contain a high proportion of the 

energy are quantized and transmitted. This does achieve a large 

BWG but unfortun.ately, at the cost of defocussing: loss of high-

frequency but low-energy T-samples results in an incorrect 

rendition of sharp edges. 

Threshold Sampling :  

To reduce this problem, T-sampling retains only those 

T-domain samples which are above a given threshold level. 

Unfortunately, though this method gives good picture reproduction, 

since we cannot predict which samples will be above the threshold, 

the position as well as amplitude of retained T-domain samples 

must be coded and transmitted. Hence the bit rate will be in-

creased, thus decreasing the BWÇ. 

2.3.1.7:Quantization Schemes for BWC: 

This step is necessary to •code the retained T-domain 

samples (after step 2) for transmission. Originally uniform 

quantization PCM was used to code the retained T-sarnples 

after zonal samplin.g but more recently, much work has been 

done on "matching" the quantization levels and quantum steps 

(a)  

(b)  
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to the T-domain coefficient statistics, so as to achieve an even 

lower bit rate. 

In the technique known as block quantization, a sub-

section (i.e. a subpicture) of the image is spatially transformed, 

a statistical parameter of the subsection pels is measured and 

the T-domain samples are quantized accordingly : where there 

is more detail, the quantization will be finer. The idea here is 

to achieve a high efficiency with respect to bit rate while maintain-

ing the system conaplexity to a minimum; the cost in complexity 

for a very slight increase in BWC performance can be extremely 

high. 

2.3.2: PCM Coding of Images:  

Even though, as mentioned previously, PCM requires 

too large a BW for image transmission, it is still worth mention-

ning since it describes the basic or historical digital image trans-

mission  techniques. Its use is -usually confined to being a standard 

of comparison for other image transmission systerns. 

PCM consists only of scanning, sampling and quantizing 

the image. (see Fig. 2-11). If the quantized samples are then coded 

and transmitted through a noiseless channel, an exact replica of the 

quantized image will be received; clearly, if the quantizatio n  is not fine 

enough, there will be some degradation in the received image, but 

only as much as in the quantized original image. 

Given a restricted chann.el capacity (restricted to less 

than the Nyq-u.ist rate) and sampling the image at the maximum 

channel rate, the image will be undersampled,so a pattern of 
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dots and/or lineswill appear in the reconstructed image. This 	• 

pattern is that of the sampling function used, and is often 

referred to as an artifact, since it is a structure which does not 

appear in the original image. 

Another problem is that, if the grey scale is not quan-

tized finely enough, false contours ("quantization noise") will occur 

in the reproduced image in the textured areas,  1. e.  where there 

is a gradual blending from one level to the next. These false 

contours are especially objectionable to a viewer since they are 

structur'eci, and the eye is much more sensitUe to structured than 

it is to unstructured noise of the same rms value. Use of this 

fact has been made in one scheme wherein . pseudo-random noise 

is added to the analog picture before quantization, an identical noise 

being subtracted at the receiver; this serves to "break up" the 

false contours, permitting blending of grey levels in the recons-

tructed image. Unfortunately, while this method may be promising 

for images intended solely for viewin.g, it will of course degrade the 

image with respect to any further processing, such as for parameter 

extraction, etc. 

Other attempts to arrive at breaking up false contours 

have been to use either random or ordered dither, which.is  a low 

amplitude high-frequency perturbation pattern: the penalty for this 

is a slight increase in the background noise level of the image. 

However, it does restore sorne cif the information which a normal 

coarse quantizer would remove, such as spatial details and 
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intermediate shades of grey. Again, this method should be used 

for viewer-oriented systems and not for information extraction. 

2.3.3:  DPCM Coding of Images :  

Since the human eye is much more sensitive to intensity 

differences than  it is to absolute intensity values in images, and 

since there exists a strong correlation between nearby pels in 

most images, it is natural to assume that the transmission of pel 

differences as opposed to absolute pel values would afford a large 

BWC. 

The basic difference transmission technique is differential 

PCM (DPCM), in which effectively the derivative of the input is 

transmitted rather than the instantaneous amplitude, as in PCM. 

DPCM [ 7 3 	systems are based primarily on an 

invention by Cutler. His original patent in 1952 was granted for a 

system which produced a quantized estimate of the next pel, given 

the previous pel or soxne combination of the previous pels, then 

transx-nitted the signed quantized difference between the estix -nate of the 

next pel value and the actual next pel value. His implementation., 

to obtain the estimate,which he called a predictor, originally con-

tained integrators; this explains why integrators are mentioned 

in the basic definition of DPCM. 

Wiener [7  J  had derived the basic equation for linear 

prediction as early as the 1940's. In 1955, Elias [ 7] applied 

linear prediction to PCM coding, while in 1968 Graham [8 ] applied 

linear prediction to Cutler's basic DPCM system- Today DPCM 
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is usually considered as a type of prediction quantizing system 

see Fig. 2-III ) . Incidentally, PCM can be considered as a 

special (or degenerate) case of DPCM. 

While it has been determined [7  J 	that nonlinear 

prediction is superior to linear prediction in the signal-to-

quantization error sense, it has not been determined how much 

better -it would be, so that most DPCM image processin.g systems 

have confined themselves to the inclusion of a linear predictor 

in the qu.antization feedback loop. This makes analysis Much 

easier, since n.onlinearities introdu.ce :analytical 	problems. 

DPCM as used in image processing is a system Which 

gains a bit-rate advantage by making use.of some statistical rela-

tionships of the image; it reduces the inherent redundancy  in the 

image so that the transmitted signal consists mostly of non-

redundant information. However, the very redundancy of PCM 

is what gives it such a large noise immunity •; a one-bit error in 

a transmitted image sample will produce an error in one pel only 

in the reconstructed image, For the case of DPCM, however, 

there is less redundancy to provide noise immunity, and so this 

system is mu.ch more vulnerable to channel noise than PCM. 

This is qualitatively obvious if we consider the worst 

case situation of one error occuring in the first transmitted 

difference only; then the first and all subsequent pels in the 

received image will be in erroy even if they are transmitted through 

a noiseless channel, since the 2nd pel is linearly dependent on the 

ist pel, the 3rd on the 2nd, and so on. 
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Clearly, these errors could . affect at most one line 

of the reconstructed image if resets consisting of the actual 

(PCM) pel value were transmitted say,as the first ,pel on eachline. 

Or, if the channeLerrorrate is high, resets ...(ôr updates).  could be 

sent more often, say three or four times per-line, [ 9 

Also, it has been shown that E 10 	if DPCM is 

used to reduce the quantizing noise by say k db, then the error 

rate in the digital channel required for satisfactory transmission 

is reduced by a factor of (1.26)
k

. However, this is of little 

consequence if the digital channel has a low error rate, and if 

the limiting degradation is that caused by quantization noise, 

then a decrease is quantization noise is desirable, even if this 

means increasing the  • noise introduced iii - the transmission medium. 

In short, DPCM provides a reduction in bit rate as 

compared to PCM, or equivalently, an increase in image quality 

for a given bit rate, at the price of increased system complexity 

(and therefore cost) and a reduction in channel noise immunity. 

Returning to the linear predicior as described above, 

in most cases the estimate is simply taken to be the difference 

between the current pel and the preceding pel multiplied by some 

factor p ( o < p < 1). This can be implemented very simply as 

shown in Pig 2-TV. 

However, there is no reason to believe that the above 

scheme is the best linear prediction scheme. Since there exists 

a high pel-to-pel correlation in images, the question is whether 

or not to confine the estimate to be a function of the previous pel only: 

over how man.y consecutive pels does a high correlation exist ? 

p of course is the pel correlation coefficient. 

1 
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Martin  [11 ] made a study of the 2-D planar red-un-

dancy of images'as a function of the number of "neighbouring " 

pels taken into account. He found that by far the greatest part of 

the redun.dancy is contributed by the first preceding point (on the 

same scan line). The only other pel offering any signi ficant 

contribution to the redundancy for the pel under consideration is 

the one immediately "above" it, on the preceding scan line. 

Noting the relative importance of these two contributions, the 

case for the pel on the preceding scan line is weak, since the 

extra req-uired memory would hardly be worth the expense, given 

the very slight increase in performance. 

This is in contrast to the prediction used in DPCM speech 

quantization  [12.]  ,where from 3 to 8 prev-  ious samples are used 

to predict the value of the n.ext pel. It would obviously be a waste 

of hardware in this case, except in exceptional circu_mstances. 

Unfortunately, Martin's results were for areas and did 

not specifically apply to pel-to-pel correlation along a scan line. 

However, Habibi has shown that, theoretically the prediction error 

from a n
th

-order predictor decreases with n up to n 3, with no 

appreciable change in prediction error for n >3. His results applied 

to the (n-1) preceding pels along a scan line. Hence predictors 

of order > 0 (i.e. -utilizing more than the previous pel value in the 

prediction scheme) are useful for image processing. Fig. Z-V 

illustrates a generalized non-adaptive n
th 

order predictor. 

Rice and Pl aunt [13 ] state that correlation studies on 

Surveyor and Mariner pictures indicated that of all pels preceding 

a current pel on a scan line, only the one immediately . precedin.g 
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the current pel contributed Significantly to the prediction process. 

Obviously, there is no  generar  agreement  about the order of pre-

dictori required. • 

Of course, if the prediction scheme is to be near-optimum, 

it must adapt itself continiiously to local image conditions, which 

will substantially increase the predictor complexity. The adaptive 

part would be in the settings of the various weights or gains asso-

ciated with each of the n previous pels to be considered. 

So now, through the agency of some prediction and 

quantization scheme, a DPCM signal has been produced. Some of 

its characteristics can now be examined. 

First, given a k-bit PCM input to a differential quantiZer, 

the output will be a (k+1)-bit DPCM signal. At first glance, it 

seems we are producing bandwidth expansion instead of BWÇ 

This is due to the fact that the absolute value of the pel difference n 

can be the whole dynamic range of the gray scale, which requires 

k bits to express; however, the difference also has a sign, which 

requires an extra bit , hence the (k+1) bits required. 

Fortunately, there is a way out of this [ 14] - this 

is due to a factor inherent in human vision. The sensitivity of the 

human visual system to small differences in luminance decreases 

at boundaries between light and dark areas. Thus, to match to 

this characteristic, small amplitude jumps are quantized finely 

while large amplitude ones are quantized coarsely. In other 

words, the DPCM quantizer must be a linear one followed by a 

digital compressor with a characteristic such as shown in Fig. 2-VI 

or the  compression can be implemented in the quantizer itself,Whichever 
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Fig. 2-VI A typical digital compressor characteristic. 
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method is used, the compressed DPCM signal is much more 

limite.d in dynamic range than with the original PCM or DPCM 

signal, hence the DPCM signal can be reduced to kt bits (kt< k ). 

This will of course only produce an approxiinate reconstruction 

of the corresponding pel at the receiver, but it is possible to 

keep the reconstruction error to a low relative value, as will be 

seen below. 

Another point of interest can be mentioned here; since 

in a DPCM signal, the differences tend to occur in bursts of the 

same sign, then the sign bit can be replaced by a sign difference 

bit. In other words the sign bit would normally be a 0 (say), and 

would be a 1 only if there were  a change in sign from thé previous 

sign. Clearly, this does not achieve any bit saying, but it does 

on the average reduce the weight of the DPCM words, if the 

.average length of a one-sign run iS greater than 2. 

Another practical problem is the following:PCM usually 

contains an even number of levels, if . all bit patterns are to be 

used for a given word length. Hence the DPCM words must 

express an odd number of difference levels (i.e. 0, + 1, + 2, 

.... etc). To remedy this situation, usually the 0-level, the odd 

level, is combin.ed with either the +1 or -1 level, so as to produce 

an even number of differencelevels. This will of course add some 

low-amplitude noise to the reconstructed image but it make more 

efficient use of the number of bits allowed for coding the DPCM 

levels. Clearly, . this argument does not necessarily apply if, 

for k-bit DPCM words, not all possible 2
k 

words are used for 
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coding the allowed DPCM levels. Then, of the left-over words, 

one might be u.sed for coding the 0-level, and other words for 

spécial  purposes, such as START SCAN and STOP SCAN 

commands. 

.The DPCM system as described up to now would have 

a configuration as illustrated in Fig. 2-VII. 

eR ferring to Fig 2-VII the output 1.(t) for an input 

tx.( ) can be considered. Say x
i 

is entered, then x'1
is transmi-

tted, and assuming a noiseless channel, x
i
' is received, giving 

a reconstruction %
' 

Now generally there will be a difference 

between x.  and 	' and this difference will tend to increase on 
1. 

the average as i increases, assuming that the difference for the 

first image pel was 0. This is because of the nonlinearity in-

herent in the compression step after the quantization, so that 

most levels will not be exactly reconstructed. Of course, if the 

DPCM outputs a large jump, then the reconstruction error willbe 

large, but the relative error will be nearly independent of the 

magnitude of the jump. However, since large jumps appear 

relatively infrequently, these large reconstruction errors are rare. 

Also, errors will be introduced if the 0-difference level is inclu-

ded in. either the +1 or -1 difference level; these last errors are 

of small amplitude (that of the smallest quantion level of the non-

uniform quantizer) but they will appear .very frequently. Hence, 

the effect of these tvvo systematic errors is that, as i increases, 

even though the error in reconstructing à given jump may be 

unnoticeable, all these errors are being accumulated in the RCVR 

adder, such that on the average, the magnitude of this error can go on 
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increasing. So the reconstructed image will at first closely 

approximate the original image, but as the number of trans-

mitted DPCM words increases, the reconstruction error will 

on the average increase in magnitude,then decrease again, but often 

not without having caused long sequences of large amplitude 

errors, since the system is not essentially self-correcting. This 

effect can of course be limited to one line by resetting the first pel 

of each line to its PCM value, but may still be large for some portions 

of the line. 

This problem has of course a simple solution conceptually, 

at the expense of more hardware. The DPCM coder must not use 

the actual previous pel(s.) to form an estimate of thé current pèl, as 

there is no knowledge of the reconstructed pel errors and so the 

transmitted differences rnay tend to increase the reconstruction 

errors. However, if the difference between the previouS reconstructed 

pel and the current pel are transmitted, then each new "jump" helps 

to compensate for the errors of.• previous jumps. 

This is because, by finding the difference between the 

previous reconstructed pel and the current pel the next reconstructed 

pel will tend to be closer to the current pel, so that the system is 

essentially self-correcting, given a noiseless channel. Of course, 

due to the companding scheme used, this error will not always go to zero 

but it will Severely limit the magnitude and recurrence of errors. 

This system then utilizes feedback from the RCVR ; and 

would have a configuration as illustrated in Fig Z-VIII. This system 

would seem to imply the use of a separate feedback channel to 

transmit the reconstru.cted values to the DPCM predictor. However, 

if the part of the RCVR which produces the reconstructed pel values 

is also incorporated in the XMTR, the reconstructed pel values will 

be available at the XMTR for its linear predictor. The overall system 

incorporatin.g this feedback is illustrated in Fig. Z-IX. 
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Z.3.4:  Delta Modulation  : 

This coding system can be considered as a special 

case of DPCM, in -which only 2 levels (+1, usually) are allowed, 

and the linear prediction is the difference between the current 

pel and the previous pel. Clearly, this system is extremely 

simple to implement, and so, reliable and cheap. 

Refinements to this system have been devised in which 

for instance, the step size depends on a weighting circuit, the 

step size chosen being a function of the number of repetitions of 

similar bits, such as would occur at an edge. The weighting 

circuit can be a function of some local average of the 

signal, or 	a function of the instantaneous slope of the signal. 

Unfortunately, when using K M, for a given bit rate, 

the reconstructed irnage is nearly always in.ferior to straight 

PCM. 

The principal advantage of  L M systems are theiir simpli-

city. However, as just seen, the complexity of the system can be in-

creased in such a way as to reduce the bit rate, and hence achieve 

better SW.C. However, some of these implementations are so 

complex that the simplicity advantage of A M over say DPCM 

is reduced or lost altogether. 

The principal disadvanta,ges of à M are the following : 

at sharp edges, the delta modulator cannot correctly track the edge, 

since it is restricted in step size; the solution to this is to increase 

either the sampling rate or to devise a system where the step size 

is adapted to local image conditions. The second problern is the 
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presence of granular noise whenever the code "seesi! a 

string of equal-valued pels, .since then the coder outputs 

altern.ate positive and negative steps. Also, for a given SNR., 

a higher sampling rate is required for 4. M than for DPCM. 

.3 .5: Du.al Mode Systems .  

Nearly all of the systems previously considered suffer 

• from either or .both of the following; if the system is designed 

around proper edge rendition, requiring high spatial frequencies, 

then usually the low spatial frequencies will be badly reproduced 

at the RCVR., and vice-versa. An optimum system would con.sider 

'edges and textured areas separately: it would sample the low s . 

less finely,but quantize them more finely, and vice-versa for 

the edges. It may be possible to achieve this using adaptive 

samPling, but this has not been done as yet. 

A dual-mode system is one which utilizes a different 

quantization procedure for different spatial frequency bands, 

usually separated into a "highs" andulows" band. 

The different general approaches have been two-fold: 

one is to directly transmit a low-definition, analog image for 

textured areas and to superimpose on it an image consisting 

of the edges or contours (contours are connected edges). The 

other is to code the "lows" and "highs" using different schemes, 

transmit them separately, and recombine them at the RCVR. 

To  transmit  edge information, both the position and the ampli-

tude of the edges must be transmitted, usually using run-length 

coding. This results of course in a bit-rate increase. • 
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Another approach has been to transmit the edges by 

locating and tracing all contours in an image. Edge points are 

detected, using some appropriate property of edges, such as 

the gradient, then finding other points of similar amplitude 

which are connected to it, thus tracing a contour. Of course, 

the positions of points in a contour must also be transmited. 

In other implementations, curves are fitted to some of the 

contour points to approximate it. Frona a psychovisual view-

point, contours are very important since the human eye judges 

the intensity level of an area by means of the contour. surrounding it 

it. 

The main disadvantages of these systems is first, the 

fact that when only portions of an image are transmitted, the 

positions of these points must also be specified; secondly it has 

been found that all the information contained in an image cannot 

be reproduced using only a low definition "lows" image and a 

It contour" (or "highs") image. This is because edge information 

not located on a contour is lost if it is of low contrast when 

contours are drawn. 
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3: Image Statistics of Interest 	[15]  ,[16] 

Examination of a representative image, say an aerial 

photograph of a city, poses the problem as to the specific lo-

cation of the actual in.formation and that of the redundancy. 

Eventually, an intuitive feeling is arrived at: the most impor-

tant parts of the images seem to be the shapes, rather than the 

grey levels of objects in the image. The shapes are defined by 

connected edges, or contours, which represent large jumps in 

pel amplitude. This is well illustrated in the work of cartoonists, 

where the contoursof the drawings carry most of the information. 

Since the information is mostly concentrated at the edges, the 

redundancy must also be distributed non-uniformly throughout 

the image: it is very small in high- information :areas and vice-versa. 

Thus the redundancy at edges and contours will be small. Thus it 

is to be expected that little BWC can be a.chieved at edges , 

but most of it will occur in areas of low information, such as 

blank or textured areas. 

Since the most relevant information is located in areas 

of abrupt changes in amplitude, it would seem normal to represent 

edges by a differential function, such as the Laplacian  or gradient 

function, or more simply, the derivative of the function. Noise 

consideration of course preclude differentiating the analog image 

signal, but if the signal is digitized, the differences between 

successive quantized samples (i.e. "jumps in amplitude") can 

be considered, Clearly, large jumps or differences will correspond 

to sharply-defined edges, and in a typical image, these will be 

relatively few in number . 
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Hence the problem can be restated as follows: what 

is required is an efficient method of coding digitized images. 

To find an efficient method, we need some knowledge of the 

digitized image statistics. Clearly, if these statistics are 

about the same for all or most images, then some coding scherne 

adapted to the image statistics can be found. 

One basic statistic would be the frequency distribution 

of amplitude levels (i.e. pel values) for a given image. This 

was done on a PDP-8 minicomputer for the three images avail-

able on perforated tape: MOON, GIRL and COUPLE. The 

resulting distributions are illustrated in Fig. 3-I. The actual 

numerical values for the distribution plots are given in Appendix 

A. Clearly from Fig. 3-I, these three images have very different 

amplitude frequency distributions. Hence if a Huffman code were 

designed to match to MOON, say, it would give a BWC for MOON, 

but it might actually give a bandwidth increase for GIRL and 

COUPLE. So this statistic is of no use for image coding. 

If the frequency distribution of pel values is of no help, 

then some other statistic might be found to be nearly stationary, 

i.e. independent of the image, or nearly so. Sin.ce, as previously 

mentioned, most of the important information is in the pel diffe-

rences, it is natural to examine the frequency distribution of 

differences between pel values. Here, for simplicity, only the 

differences between adjacent pels is considered. Also, at this 

time, it is convenient to introduce a parameter 	p , such that 

the 	 tie
.th 

pel difference p., s given by 

pel 	p x pel
1  , 

O 	p 	1 	 ( 3 -A) 
i- 

in which p is the correlation coefficient, an estimate of 'the correlation 

between the  .th and i 1
th

pels. 
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Fig. 3-1 : Frequency distribution of pel amplitudes for 

MOON (a), GIRL (b) and COUPLE (c) . 
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Using (3-A), the frequency distributions of the pel 

differences for MOON, GIRL and COUPLE were measured. 

The graphical results are presented in Fig 3-II, while the 

numerical values are given in Appendix B. 

It can be readily ascertained from an examination. of 

Fig. ,  3-II  that, for a given picture, the statistics are heavily 

dependent on p . One limiting case i. 	p =  0, which gives 

the same distributions as in Fig. 3-I . However, the most 

interesting case occurs for p 	1; this gives a frequency 

distribution which appears very n.early gaussian, centered at 

the zero-difference point. This is consistent with previous 

discussions of image properties and the high correlatio n  which 

has been found to exist between adjacent pels. It also agrees 

approximately with the results obtained by Estournet [15]. 

Hence the probability of a zero pel difference is high, 

while that of a large difference is small. But what is of utmost 

importance is that, for p - 1, all three images give about 

the same pel difference distribution. 	So pel difference 

statistics are quite similar for all three images and this fact 

can be used in the design of an efficient image coding scheme. 

Obviously, this scheme will be some type of DPCM system. 
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Fig. 3-11 (a) 	Frequency distribution of pel differences 

for MOON, with  p=  1. Q0, 0. 99  and 0.98. 
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for COUPLE, with p = 1. 00,  0. 99  and 0.98. 
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4. Measurements and Simulations: 

Work has begun at the University of Ottawa on 

simulation of a companded DPCM* system which takes into 

consideration the points discussed in section 2.3. 3 • 

A DEC PDP-8 minicomputer was used for the actual imp' le-

mentation, with a high-speed paper tape reader (HSR) for 

reading image tapes, while a D/A converter was used to 

output images on a CRT display unit. All three sample images, 

MOON, GIRL and COUPLE were available with each pel 

stored as an 8-bit binary number on perforated paper tape. 

Thus the pels exhibited a range of levels from ( 00 000 000) 

to (11 111 111), or equivalently, from .0
8 

to 
3778° 

This 

results in 400
8 

(= 256
10

) possible grey levels for the pels. 

The image dimensions were all 400
8 

x 400
8

,resulting in 65,536
10 

pels. 

Thus the original images are described by (256
10

•
)
3 

= 16, 

777, 2.16
10 

bits. 
- 

The procedure arrived at was for an image processing 

program to be loaded on the computer, then one of the image tapes 

read in on the HSR. The pel values, after processing, were then 

reconstructed and outputtedon the CRT display. The res -ulting 

image was photographed using either a Polaroid Land camera 

or a 35 mm Praktika LTL camera fitted with a 1.8/50 lens. 

In all cases, the original image was first displayed and photographed 

as a control, then the image tape re-read in and the actual pro-

cessing carried out, the reconstructed image outputted on the CRT 

and itself photographed. 

* This is often  referred to as non-uniform quantization DPCM 

or non-uniform step DPCM. 



- 50 - 

• The measurement of the pel and pel difference 

frequency distributions as outlin.ed in section 3 	was the 

first item dealt with. This consisted in obtaining a frequency 

distribution of pel amplitudes for MOON, GIRL and COUPLE. 

(See Fig 3 - ). 

Next the distribution of pel difference (à) amplitudes 

(where à is defined as 

à= pel. - p x pel. 	) 
1-1 

was obtained for different values of the correlation coefficient p . 

This was also done for all three image, the results appearing 

in figure 3 - II 	Exax-nination of these distributions clearly 

demonstrates the close similarity of the pel difference 

statistics for values of p close to unity. 

A companding scheme applied to DPCM was then 

arbitrarily devised and tested; it appears in figure 4 -I 

This scheme was then incorporated in  the  DPCM system as follows: 

a pel value was read in from the HSR, the differen.ce between 

this and the previous pel was calculated, then this was inputted 

to the compression subroutine, which outputted a compressed 

difference. The compressed difference was then "transmitted" 

through a noiseless channel, the compressed difference expan-

ded, and an estimate of the original pel reconstructed by addition 

to the previous recon.structed pel. (A block diagram of this 

system can be exarnin.ed in figure 4 - II ). 

As expected, this scheme produced reconstructed 

images:in  which on the average, the magnitude of the differences 

between the original and reconstructed pels was found to be large 
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Range of DPCM coder outputs 	 Compressor output* 	Expander output 
(octal, absolute value) 	 (octal, absolute value) 	(octal, absolute valu 

0 	 0 	 0 

1 	 1. 	 1 

2 	 2 	 2 

	

3,4,5 	 3 	 4 

	

6,7,10 	 4 	 7 

	

11,12,13,14,15 	 5 	 13 

	

16,17, 20 , 2,1 , 22 	 6 	 20 

	

23,24,25,26,27,30,31 	 7 	 26 

	

32,33,34,35,36,37, 40 	 10 	 35 

41,42,43,44,45,46,47,50,51 	 11 	 45 

52,53,54,55,56,57,60,61,62 	 12 	 56 

63,64,65,66,67,70,71,72,73,74, 	75 	 13 	 70 

	

76,77,100,101,... 	400 	 14 	 103 

Compressor output coded as 4-bit word, + sign bit, so tran.smitted 

as 5-bit word. Left-over words are + 15 8 , + 168 , + 17 8 . These 

can be used as special syMbols, such as a TEST sequen.ce, START 

SCAN, STOP SCAN, etc. 

Fig. 4-I Companding scheme used for DPCM coder output in all 
simulations. 
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• Image 
Tape 

Delay 

Channel 

Fig. 4-11 : Block diagram of image processing and transmission simulation 
system that does not incorporate a feedback loop in the XMTR. 

' 	This was the original simulation system. The delay, counter 

and —
1 

- scale referen.ce blocks are used to generate the previous 

pel value for the first pel of each scan line. 

HSR Compre ssor 
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a'n'd appear in bursts in the reconstructed image lines. The original image 

and their recon.structed counterparts can be examined in 

figure 4 -III . 	Since the scanning is from right to left and 

top to bottom, near the right-hand . margins the reconstructed 

images are very good approxiMation.s to the original. How- 

ever, the approximation deteriorates . in bursts along a scanline as the 

left-hand margin is approached. 

To improve the quality of the reconstructed image, 

the original companded DPCM system was modified by 

insertion of a feedback loop in the XMTR section. This feed-

back loop recon.structs the previous pel at the XMTR exactly 

as it will be reconstructed at the RCVR, given a noiseless 

channel, and so the difference between the previous reconstructed 

pel and the current pel can be compressed and "transmitted". 

The configuration of the RCVR itself remains unchanged. 

Figure 4 - IV 	is a block diagram of this system. 

Using this modified companded DPCM simulation scheme, 

the image transmission simulations were repeated. The results 

appear in Fig. 4 - V . A subjective comparison of the recons-

tructed images 	in Figures 4 - III 	and 4 -V clearly 

reveals the improvement in image q-u.ality provided by the modified 

system. 

Finally, to provide some immunity to chann.el noise, an 

algorithm to replace a pel difference by a PCM update value at 

every k pels is being developed. .(This is required since the 

feedback loop at the XMTR is located entirely within the XMTR 
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Fig. 4-III: (a) Original 8-bit/pel PCM version of MOON 

and (b) 5-bit/pel reconstruction of MOON, using 

a companded DPCM system without feedback in 

the XMTR (Fig. 4-II ). 
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Fig. 4-III:(c) Original 8-bit/pel PCM version of GIRL 

and (d) 5-bit/pel reconstruction of GIRL, 

using a companded DPCM system without 

feedback in the XMTR. (Fig. 4-II) 



(e) 

(f) 

-  56  - 

Fig. 4-111: (e) Original 8-bit/pel PCM version of COUPLE 

and (f) 5 -bit/pel reconstruction of COUPLE, 

using a companded DPCM system without 

feedback in the XMTR. (Fig. 4-11). 
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Fig. 4-IV: Block diagram of system used for digital image 
processing and transmission simulations 

at the University of Ottawa. 



(a) 

(b) 

- 58 - 

Fig. 4-V: (a) Original 8-bit/pel PCM version of MOON 
and (b) 5-bit/pel reconstruction of MOON, using 
a companded DPCM system with feedback in 

the XMTR. (Fig. 4-IV). 
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Fig. 4-V : (c) Original 8-bit/pel PCM version of GIRL 

and (d) 5-bit/pel reconstruction of GIRL, 
using a companded DPCM system with 

feedback in the XMTR (Fig. 4-IV). 
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Fig. 4-V : (e) Original 8-bit/pel PCM version of COUPLE 

and (f) 5-bit/pel reconstruction of COUPLE, 

using a companded DPCM system with feedback 
in the XMTR (Fig. 4-IV). 
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section and has no knowledge of channel errors. Hence whenever 

a channel error occurs, the reconstructed pel at the RCVR and 

the output of the XMTR feedback loop will not be the sam.e, so 

that the feedback loop will not tend to reduce the effects of 

channel noise.) However, transmission of an 8-bit PCM word 

interleaved in a string of either 5 or 4-bit DPCM words requires 

more complex hardware to implement, and by the fact that the 

PCM word is twice as long as the DPCM word, it is twice as 

likely to be affected by channel noise. Also, an error occuring 

in a PCM updating word can cause a much larger error in the 

reconstructed image  than  a DPCM word, since the DPCM.Word 

will be conapanded and limited in amplitude by the expander 

characteristic, while the PCM updatin.g .word, with its much greater. 

dynamic range, would be transmitted directly. The use of a .  

PCM update would also slightly decrease the BWC, by an amount 

proportional to the BER of the channel, sin.ce the number of 

updates used per picture would be proportional to the channel BER to 

achieve the same quality of re.çonstructed image. 

*For these reasons, the updating word was chosen to be 

a DPCM word, its value being the difference between the half-scale 

grey level (2.(1108 ) and the pel value in the original image. Thus the 

update , while only as exact as the companding schexne can make it, 

will be very close to what the PCM value would be, while requiring 

no more bits than any other DPCM word and reducing the probability 

of error in the updating word by half, as compared to 	8-bit PCM, 

since it is half the length. It also simplifies hardware requirements 

slightly, since all words would have the same length. Figure 4 -- VI 

* For reasons of simplicity, in the remainder of thi*s discussion, 

a DPCM system utilizing 4-bit DPCM words will be assumed. 
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is a block diagram of a system which could be used to simulate 

the effects of channel noise on the system and the ability of the 

system  to recover from channel errors. 

In a practical system, it should be possible to trans-

mit a test sequence before an image is transmitted, get an 

estimate on the current BER for the channel, then  adjust the 

value of k accordingly. This would require some feedback 

from the RCVR. If 5-bit DPCM words were used, some of the 

"le ft -over " words (see Fig. 4 - 1 ) 	co-uld be used to directly 

transmit the value of k before transmission of the picture. 

To simulate this latest system, an algorithm  to 

produce errors at rando m locationstn. the 2-D image must be 

implemented, then the error sequence added to the transmitted 

words, the num.ber of errors per image being proportional to 

the BER. It seems conceptually possible to transmit reasonably 

high-quality images for relatively large error rates at little or 

no cost in BWC, the extra exPenses occu.rring in the hardware . 

Of course, for maximum efficiency, the value of k should, 

adapt itself to the changing BER of the channel. However, imple-

mentation of this type of system might conceivably increase the 

bit rate, since test sequences of some kind would probably 

have to be transmitted, say at every two lines of the image. 

The implementation would definitely be awkward, and probably 

not worth the expense, since the BER would not con.ceivably 

change very much while one image is being. transmitted . For the 

case where a connection  is made through a telephone voice channel, 

once the connection is made, the channel would probably  not  change 

appreciably until another connection was made. 
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transmission system used for simulations, with added 
capability of sim.ulating channel errors, for a given BER. 
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Clearly, there would be. at most one connection made per image 

so the implementatio n  of a sysiem where k was adaptive would 

probably be of very little help. 

In all of the DPCM simulations, sin.ce the correlation 

.th 
between. the last pel of say the 	line of an image and the first 

pel . of the (i+1)th 
line can be expected to be very low, the DPCM 

word tran.smitted for the 1st pel of any line is actually the 

difference between the actual pel value and half the grey scale 

range ( bein.g 200
8 

in this case). Hence a large error does not 

occur in the first few pels of a line of the reconstructed image. 

An.other point which should be made clear at this time 

is the inherent synchronization of this system. Since the received 

and reconstructed images always have the same dimensions, and 

since all transmitted words are of the same length, framing 

should be perfect at the receiver as long as the framing circuit 

gates at the correct tirne. This can be ensured - by transmitting 

a unique START word; the end can be determined at the receiver 

when the next pel would overflow the standard image dimensions. 

Hence it should be possible to reconstruct high-quality 

images with a BWC of 8 1 with respect to 8-bit PCM , using 
5 	. 

the above system, even in the presence of a relatively high BER. 

However, the systexn is not optimized, and further work must be 

done to find, for example, the optimum,compression characteristic. 

Optimized compression schemes have been ,developed using a .rnse 

criterion [17 3 , but this criterion is not necessarily a valid one 

for image processing system's. Hence some further experimental 

work shoukl give u.seful results. 
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A BWC of —
8 

:1 is not very impressive, but as 
5 

will be seen in section 5, the addition of some more hardware 

should provide a mean.s of producing another large BWC factor 

multiplying that achieved with the DPCM system described above. 

The system comprisin.g the DPCM system with added transforma-

tions will henceforth be referred to as the proposed system, to 

be described in the next section. . 

8 
The BWC factor of —

5 
:1 could in all probability be 

changed to a factor of —
8 

• / if the 5-bit DPCM is coded as 4-bit 
4 

DPCM. The only disadvantage of this is the loss of the "unused" 

words (see fig. 4-1 ) and probably of sorne image quality as well. 

These unused words could be used as a START command for the 

DPCM receiver or for implementing changes, given adaptive 

processes. Otherwise these words could be used simply to 

represent 	DPCM levels, giving theoretically a slightly impro- 

ved image qu.ality, though it is doubtful that the change would be 

even noticed in a practical system. Clearly,there is room for 

improvement, even of the basic DPCM system as described 

above, but a BWC greater than 2:1 could probably not be achieved 

without a serious degradation in image quality. 
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5. Proposed System:  

As discussed in the previous section, the system 

could obviously be improved upon. It might be possible to 

find a method of coding the symbol stream emerging from the 

DPCM coder before transmission in a very efficient manner 

such that BWd could again be achieved, giving a larger overall 

system BWC 'factor. One class of codes which have been 

suggested are the negacyclic codes 18 3 • They are nearly 

unique in their ability to operate upon + ve and - ve multi-level 

signals, instead of on binary data alone, and can be easily 

generated since they are quasi-cyclic. 

The system would.operate as follows: the negacyclic coder 

(NC) wo -uld examine the output of the DPCM coder, and when the 

s -uxn of the absolute values of the emerging multi-level signal 

had reached a certain value, the NC would interpret this n-length 

sequence  as  being an error pattern,generate a syndrome of length s, 

and transmit the syndrome itself to the RCVR. At the RCVR, the s-

length syndrome would be decoded to produce the n-length "error 

pattern", and this inputted to a DPCM decoder as in the previously 

mentio. ned system. If, on the average, n >> s, then a further BWC 

of ( —
s 

) will be achieved. 

It may turn out that the type of output from the DPCM 

coder is not suitable for immediate negacyclic coding. In this 

case, intermediate processing on the DPCM output would tran.sform 

it to a form more amenable to negacyclic coding. Fig. 5 - I 

is a block diagram of the proposed simulation system. 
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The system will complement one at the image processing 

lab of CRC at Shirley Bay. The two systems will be linked so that 

some of the concl-u.sion5arrived at on an analytical basis can be 

checked under real life conditions.- 

One practical aspect of the system that will be of great 

interest will undoubtedly be its sensitivity to channel noise. A 

little thought immediately shows that the updating scheme used in 

the system without n.egacyclic coding will be of no help here. If an 

error occurs in a transmitted syndrome , then of course it will be 

decoded incorrectly at the RCVR, thus producing an incorrect input 

to the RCVR DPCM decoder. Thus the outputs of the XMTR DPCM 

decoder and RCVR DPCM decoder will not be identical, and so the 

updating scheme will fail. 	 -- 

This problem rnay be alleviated provided an appropriate 

error - correcting code can be found such that the loss in BWC will 

be small compared to the channel noise immunity provided. 

This can be most simply studied by simulation, -u.sing a random 

number generatin.g algorithm to produce errors in random locations 

in tran.smitted code words and viewing the effect on the reconstructed 

image for various BER. 
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6 . Concluding Remarks  

This report introduced the image transmission 

problem with som.e of the more important attempts which 

have been made to date to solve it. These have been briefLy 

examined as to their relative merits and disadvantages. 

Next, using the three standard digitized images, 

MOON, GIRL and COUPLE, a study of pel value as well as 

pel difference frequency distributions was made. It was 

concluded that in the second case the statistics were very 

similar , while the pel value frequency distributions were 

definitely not,being different for all three images. 

Using these facts, companded DPCM followed by 

negacyclic coding was chosen as the "best" source coding 

scheme for the case under investigation. However, the system 

as proposed may still possibly turn out to 	require too 

complex an implementation and so be too expensive to have any 

practical applications. 

A simulation of the companded.DPCM portion of the 

system. (see Fig. 4- II ) was implemented on a PDP-8 mini-

computer, and the results indicated that some control was required 

on the reconstruction error otherwise it could become relatively 

large. This error control was then implemented in the form  of 

a feedback loop producing a reconstructed pel at the transmitter 

itself. Then  a method was suggested to reduce the effects of 

channel noise on the reconstructed image and was found to be effective. 
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The BWC of slightly less than 2:1 produced by this 

system was judged to be too srnall to justify the syste m  cost 

in hardware, so a negacyclic çoder was inserted between. the 

DPCM coder and the channel. This coder considers DPCM 

sequences as representing error patterns and outputs a short 

syndrome which uniquely describes the "error pattern". The 

DPCM portion of the RCVR is then preceded by a n.egacyclic 

decoder which will output DPCM sequences, given a syndrome. 

Larger overall bandwidth reduction factors could be expected to 

result from this system. 

Clearly, while the results to date are promising, only 

preliminary work has been done. However a library of image 

processing and display routines has been developed to run on the 

PDP-8, so the simulation system exists in its basic form, and 

could easily be altered or added to by usin.g appropriate sub-

routines. Of course, the use or different input devices will 

necessitate addition.al A/D grD/A converters, interfacing hardware, 

etc. 

. Another point that must be stressed is that the final 

system configuration will not necessarily be as outlined in the 

report. For exarnplè it might be found WoTthwhile to use . pre-and 

post -emphasis. on the analog image signal before A/D and D/A • 

conversions. If it is found that the approach taken is•either not 

feasible for some reason.(s), or gives unsatisfactory results, 

alternatives will be tried. Again since the requirements are for 
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a physically-realizable system, little time will be spent on a 

system which rnay be excellent in theory but is found to be un-

workable in practice, as these systems are only of academic 

interest. 

The most interesting aspect of this proposal lies of 

course in the use of negacyclic codes to achieve BWC. 

The code itself can be simply generated using cyclic techniques, 

even though the code is not strictly cyclic ; the greater part of 

the work will consist in making a judicious choice of a proper 

negacyclic code. V .C. Chau [19]  of the University of Ottawa, 

in a thesis to be published soon, has derived many generator 

polynomials for negacyclic codes of different lengths, and the 

choice of code will con.veivably be made from these. Appendix 

C contains som.e background on n.egacyclic codes while Appendix 

D gives lists of Galois field elements for sorne of these codes 

as well as the corresponding generator polynomials. 



A E. pe ndix A: Pel Distributions  

! 



Pel 
Value 

• No. of 
Occurences 

1 

1 
1 

Pei Distribution, MOON: 

indicated. 

	

Pel 	No. of 

	

Value 	Occurences 

+0000 	.0076 
+0001 	0015 
+0002 	0009 
+0003 	0015 
+0004 	0013 
+0005 	0013 
+0006 	0015 
+0007 	0020 
+0008 	0001 
+0009 	0011 
+0010 	0014 
+0011 	0022 
+0012 	0018 
+0013 	0020 
+0014 	0019 
+0015 	0013 
+0016 	0017 
+0017 	0016 
+0018 	0022 
+0019 	0020 
+0020 	0018 
+0021 	0010 
+0022 	0018 
+0023 	0009 
+0024 	0012 
+0025 	0016 
+0026 	0016 
+0027 	0012 
+00e8 	0007 
+0029 	0019 
+0030 	0021 
+0031 	0019 
+0032 	0022 I 
+0033 	0020 
+0034 	0027 
+0035 	0013 
+0036 	0019 
+0037 	0023 
+0038 	0022 
+0039 	0025 
+0040 	0025 
+0041 	0026 
+0042 	0033 
+0043 	0027 
+0044 	0037 

+0045 	0031 
+0046 	0042 
+0047 	0040 
+0048 	0040 
+0049 	0053 
+0050 	0052 
+0051 	0045 
+0052 	0050 
+0053 	0066 
+0054 	0054 
+0055 	0055 
+0056 	0078 
+0057 	•.0056 
+0058 	0068 
+0059 	0074 
+0060 	0071 
+0061 	0079 	, 
+0062 	0063 
+0063 	0065 
+0064 	0069 
+0065 	0092 
+0066 	0102 
+0067 	, 0093 
+0068 	0100 
+0069 	0106 
+0070 	0088 
+0071 	0081 
+0072 	0068 
+0073 	0114 
+0074 	0097 
+0075 	0118 
+0076 	0111 
+0077 	0118 
+0078 	0100 
+0079 	0104 
+0080 	0116 
+0081 	0110 
+0082 	0117 
+0083 	0145 
+0084 	0150 
+0085 	0136 
+0086 	0179 
+0087 	0170  
+0088 	0184 
+0089 	0202 

occurences are 

Value 

+0090 
+0091 
+0092 
+0093 
+0094 
+0095 
+0096 
+0097 
+0098 
+0099 
+0100 
+0101 
+0102 
+0103 
+0104 
+0105 
+0106 
+0107 
+0108 
+0109 
+0110 
+0111 
+0112 
+0113 
+0114 
+0115 
+0116 
+0117 
+0118 
+0119 
+0120 
+0121 
+0122 
+0123 
+0124 
+0125 
+0126 
+0127 
+0128 
+0129 
+0130 
+0131 
+0132 
+0133 
+0134 

No. of 
• Occur en 

ces 
0206 
0233 
0226 
0283 
0283 
0286 
0279 
0325 
0371 
0392 
0394 
0427 
0474 
0530 
0531 
0564 
0558 
0663 
0675 
0715 
0698 
0720 
0726 
0716 
0797 
0830 
0851 
0870 
0924 
0872 
0862 
0904 
0881 
0906 
1005 
0947 
1102 
1121 
1034 
1051 
1030 
1127 
1118 
1104 
1054 

* In all distributions, only non-zero 



I. 

Pei ; 	No. of 
Value 	Occuren 

ces 
+0225 	0003 
+0226 	0005 
+0227 	0001 
+0228 	' 0007 
+0229 	0002 
+0231 	0004 
+0232 	0002 
+0233 	0003 
+0234 	0003 
+0235 	0005 
+0236 	0007 - 
+0237 	0005 
+0238 	0003 
+0239 	0009 
+0240 	0012 
+0241 	0006 
+0242 	0006 
+0243 	0009 
+0244 	0006 
+0245 	0004 
+0246 	0003 
+0247 	0004 
+0248 	0001 
+0249 	0001 

• Pel 	No. of 
Value 	Occurences 

_ 
+0135 	1117 
+0136 	1094 
+01.37 	1301 
+0138 	1247 
+0139 	1099 
+0140 	1103 
+0141 	1074 
+0142 	1047 
+0.143 	1016 
+0144 	1035 
+0145 	0934 
+01/16 	1012 
+0147 	0948 
+0148 	1053 
+0149 	1091 
+0150 . 	0929 
+0151 	0904 
+0152 	0846 
+0153 	0802 
+0154. 	0687 
+0155 	. 0778 
+0156 	0727 
+0157 	0729 
+0158 • 0675 
+0159 	0587 
+0160 	0499 
+0161 . 	0451 
+0162 	0369 
+01 .63 	0364 
+0164 	0327 
+0165 	0340 
+0166 	0263 
+0167 	0249 
+0168 	0216 
+0169 	0172 
+0170 	0141 
+0171 . 	0110 
+0172 	0105 
+0173 	0093 
+0174 	0077 
+0175 	0061 
+0176 	0044 

.+0177 	0058 
+0178 	0050 
+0179._ 00/48 

No. of 
Occurences .  

+0180 	0039 
+0181 	0032 
+0182 	0031 
+0183 	0028 
+0184 	0034 
+0185 	0029 
+0156 	0026 
+0187 	0022 
+0188 	0029 
+0189 	0025 
+0190 	0022 
+0191 	0015 
+0192 	0027 
+0193 	0019 
+0194 	002ç,‘ 
+0195 	0022. 
+0196 	0019 
+0197 	0017 
+0195 	0023 
+0199 	0018 
+0200 	0011 
+0201 	0016 
+0202 	0014 
+0203 	0028 
+0204 	0018 
+0805 	0019 
+0206 	0024 
+0207 	0013 
+0208 	0008 
+0209 	0011 
+0210 	0012 
+0211 	0019 
+0212 	0007 
+0213 	0009 
+0214 	0009 
+0215 	0011 
+0216 	0007 
+0217 	0005 
+0218. 	0013 
+0219 	0005 
+0220 	0008 
+0221 	0003 
+0222 	.0005 
+0223 	0003 
+0224 	0003 

Pel 
Value 



1 
1 
1 
1 
1 

1 
1 
1 

1 
1 

1 
1 

Pel Distribution, GIRL: 

Pel . 	No. of 
Value 	Occur ences 

„..+0000 	0011 
+0001 	0096 
+0002 	0110 
+0003 	0105 
+0004 	0193  
+0005 . 	0181 	. 
+0006 	0229 
+0007 	0165 
+0008 	0162 
+0009 	0217 
+0010 	0152 
+0011 	0177 
+0012 	0205 
+0013 	0241 
+0014 	0264 
+0015 • 0331 
+0016 	0198 
+0017 	0383 
+0018 	0186 
+0019 . 	0428. 
+0020 	0207 
+0021 	0205 . 
+0022 	0500 
+0023 	02.77 
+0024 	0304 . 

. +0025 - 0200 
+0026 	0349 ' 
+0027 	0441 
+0028 	0416 • 
+0029 	0467 
+0030 	0502 
+0031 	0511 
+0032 	0457 i 
+0033 	0509 
+0034 	0465 
+0035 	0597 
+0037 	0567 
+0038 	0838 
+0039 	0876 
+0040 . 	1049 
+0042 	1119 
+0043 	1335 
+0044 	1437 
+0046 	1691 .  
+0047 	1663 i  

Pel 	No. of 
Value 	Occur ences 

+0049 	192 2i 	. 
+0050 	1779 ' 
+0052 	1708 	I . 

+0053 	1434 
+0055 	1458 1 
+0057 	1210 
+0058 	1050 
+0060 	0791 
+0062 	0778 . 
+0064 • 0706 
+0065 	0765 
+0067 	0726. 
+0069 	0929 
+0071 	0814 
+0073 	0922 
+0075 	0890 
+0077 	0945 
+0079 	0971 
+0081 	1005 
+0083 	0940 
+0086 	1032 
+0088 	0933 
+0090 	0955 
+0092 	0845 ; 
+0095 	0893 
+0097 	0862 , 
+0099 	0871 	. , 

+0102 	0882 
+0104 	0925 
+0107 	0905 
+0109 	0941 
+0112 	0842 	. 
+0115 	0864 	, 
+0117 	0885 
+0120 	0917 
+0123 	0751 
+0125 	0796 
+0128 	0687 
+0131 	0719 
+0134 	0627 	. 
+0136 	0587 
+0139 	0468 	• 
+0142 	0452 
+0145 	0310 • 
+0148 	0350 . 

• Pel 	; 	No.. of 
Value 	Occur en- 

. 	. 	ces 

40151 	0287 
+0154 	, 0274 
+0157 	1 0202 
+0160 	0220 
+0164 	0196 
+0167 	0187 
+0170 	0158 
+0173 	0138 
+0176 	0162 
+0180 	0138 
+0183 	0132 
+0186 	0115 
+0189 	0116 
+0193 	0137 
+0197 	0108 
+0200 	• 0118 
+0203 	0122 
+0207 	0109 
+0210 	0097 
+0214 	0112 
+0218 	0095 
+0221 	0082 
+0225 	0050 
+0229 	0041 
+0232 	0033 
+0236 	0022 
+0240 	0012 
+0244 	0003 
+0247 	0003 
+0851 	0004 
+0254 	0003 

1 
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Pel Distribution, COUPLE: 

	

Pel 	No. of 

	

Value 	Occurences 

+0000 	0007 
+0001 	3794 
+0002 	1549 
+0003 	2407 
+0004 	2814- 
+0005 	1329 
+0006 	1114 
+0007 	0791 
+0008 	0763 
+0009 	0772 
+0010 	0645 
+0011 	0643 
+0012 	0722 
+0013 	0665 
+0014 	0684 
+0015 	0807 
+0016 	0463' 
+0017 	1268 
+0018 	0706 
+0019 	1675 
+0020 	0788 
+0021 	0759 
+0022 	1485 
+0023 	0678 
+0024 	0621 
.+0025 	0363 
+0026 	0597 
+0027 	0622 
+0028 - e554 
+0029 	0640 . 
+0030 	0556 . 
+0031 	0572 
+0032 	0638 
+0033 	0727 
+0034 	0666 
+0035 	0737 
+0037 	0681 
+0038 	0799 
+0039 	0672 
+0040 	0691 , 
+0042 	0741 
+0043 ' 	0779 
+0044 	0803 
+0046 	0884 
+0047 	0834 

	

Pel 	No. of 

	

Value 	Occuren.ces 

+0049 	0857' 
+0050 	0849 , 
+0052 	0852 
+0053 	0798 
+0055 • 0924 
+0057 	08.33 
+0058 	0883 
+0060 	0848 
+0062 	0948., 
+0064 • 0907 
+0065 	0956 
+0067 	0823 • 
+0069 	0980 
+0071 	0766 . 
+0073 . 0760 
+0075 	0732 
+0077 	0699 
+0079 	0650 
+0081 	.0632 
+0083 	0532 
+0086 	0590 
+0088 	0544 
+0090 	0505 
.+0092 	0492 
+0094 	0001 
+0095 	0478 
+0097 	0456 
+0099 	0443 
+0102 	0369 • 
+0104 	0370 
+0107 	0352 
+0109 	0339 
+0112 	0285 
+0115 	0257 
+0117 	0218 
+0120 	0240 
+0123 	0164 
+0125 	0167 
+0128 	0128 
+0131 	0134 
+0134 	0128 
+0136 	0105 
+0139 	0095 
+0142 	0127 -  
+0145 	0120 

	

.Pel. 	No. of 

	

Value 	' Occurences 

0151 
+0151 	0144 - 
+0154 	0108. 
+0157 	0078 
+0160 	0064 
+0164 	0034 
+0167. 	0021 
+0170 	0017. 
+0173 	0010 
+0176 	0011 ' 
+0180 	0011 

- +0183 	0008 , 
+0186 	0011 - 
+0189 - 	0005 
+0193 	0.007 
+0191 	0003 
+0200 	0004 
+0203 	0004 
+0207 	0002 
+0210 	0002 
+0214 	0001 
+0225 	0003 
+0229 	eme 
+0236 	0001' 
+0240 



Appendix B: Difference Distributions  



(1) 

Pel Difference Distribution, MOON*; 0 . = 1.00 . 

Pel 	No. of 
Differerice Occurences 

'Values 

Pel 	No. of 
Difference Occurences 

Values 

Pel 	, Np. of 
Difference Occurences 

Values 

1 

-0149 
-0139 
-0118 
-0113 
-0103

• -0102 
-0101 
- 0099 
- 0094 
-_0092 
-0091 
-0089 
-0088 
-0087 
-0086 
- 0085 
-0084 
-0083 
- 0082 
-0081 
-0080 
-0079 
-0078 
- 0077 
-0076 
-0075 
-0074 
-0073 
-0072 
-0071 
-0070 
-0069 
-0068 
-0067 
-0066 
-0065 
-0064 
-0063 
-0062 
-0061 
- 0060 
-0059 
-0058 
-0057 

_-0056 

000i 
0001 
0001 
0001 
0001 
0001 
0001 
0001 
0002 
0001 
0002 
0002 
.0002 
0002 
0001 
0001 
0002 
0003 
0001 
0001 
0001 
0.002 . 

 0002 
0002 
0002 
0001 
0003 
0003 
0002 
0006 
0003 
0004 
0003 
0006 
0004 
0010 
0008 
0005 
0007 
0008 
0006 
0013' 
0009 
0017 

. 0011 ; 

-0055 	0011 
- 0054 	0018 
-0053 	0012 
- 0052 	0010 
-0051 • 0012 
-0050 	0011 
- 0049 	0019 
-0048 	0022 
-0047 	0018 
- 0046 	0018 
-0045 	0029 
- 0044 	0033 
-0043 	0027 
-0042 	0028 
-0041 	0030 
-0040 	0034 
-0039 	0043 
- 0038 	0046 
-0037 	0061 
- 0036 	0056 
-0035 	0060 
-0034 	0072 
-0033 	0081 
-0032 	0077 
-0031 	0078 
-0030 	0101 
-0029 	0113 
- 0028 	0130 
- 0027 	0131 
- 0026 	0163 
-0025 	0165 
-0094 	0181 
-0023 	0214 
-0022 	0243 
- 0021 	0285 
-0020 	0325 
-0019 	0311 
- 0018 	0407 
- 0017 	0476 
-0016 	0 .535  
-0015 	0594 
- 0014 	0724 
- 0013 	0848 
-0012 	0957 
- 0011 1147 

- 0010 
-0009 
-0008 
- 0007 
-0006 
-0005 
-0004 
-000-3 
-0002 
-0001 
+0000 
+0001 
+0002 
+0003 
+0004 
+0005 
+0006 
+0007 
+0008 
+0009 
+0010 
+0011 
+0012 
+0013 
+0014 
+0015 
+0016 
+0017 
+0018 
+0019 
+0020 
+0021 
+0082 
+0023 
+0084 
+0025 
+0026 
+0027 
+0028 
+0029 
+0030 
+0031 
+0032 
+0033 
+0034 

1249 
1510 
1726 
1964 
2207 
2419 
2552 
2822 
2899 
3044 
3245" 
2895 
2966 
2837 
2584 
2342 
2011 
1866 
1696 
1491 
1256 
1056 
0946 
0819 
0674 
0570 
0516 
0474 
0374 
0354 
0288 
0306 
0220 
0201 
0173 
0164 
0162 
0134 
0123 
0116 
0100 
0098 
0092 
0073 
0072 



1 
1 
1 

(n) 

Pel 	No. of 
Difference Occurences 

Valnes 

I -. 	+0035. 	0b59 
.+0036 	0055 
+0037 	0057 , 

I 	+0038 
+0039 	

0046 
0041 

+0040 	0034 ' 

II 	+0041 
+0042 	

0032 
0033 • 

. 	+0043 . 	0032 • 

11 	
+0044 	0023 
+0045 	0027 , 
+0046 	0014 ! 
+0047 	0017 	• 

11 	
+0048 0018 
+0049 

	! 
0011 	i 

+0050 	0020 

II 	+0051. 	0016 1 
+0052 	0016 ! 
+0053 	. 0015 	. 

II 	
+0054 • 0012 
+0055 	0011 
+0056 	0009' • 
+0057 	efflps 

II 	+0058 
+0059 	

0008 . 
0007 

+0060 	0005 • 

II 	• +0061 0006 
+0062 	0006 

 ' 

+0063 	0005 

II 	
+0064 
+0065 	

0008 
0004 

+0066 	0004 	. 
+0067 	0003 

II 	+0068 
+0069 	

0004 
0012 

+0070 . 0002 	! 

II 	+0071 	0002 	• 
+0072 	0004 • , 
+0073 	0004 

IF 	
+0075 	0001 
+0076 	0001 .  
+0078 	0004 
+0079 	0002 

I +0080 	0001 
+0081 	0001 _. . 	. 	 ___ 

II 

Pel 	No. of 
Difference Occurences 

,lue s' 

+0083 	0001 	• 
+0084 	0001 
+0065 	0002 
+0087 	0001 
+0089 	0001 
+0090 	0002 
4.0 091 	0002 
+0093 	0003 
+0097 	0001 
+0099 	0001 
+0101 	0001 
+0103 	0001 
+0104 	0001 
+0105 	0001 
+0106 	0001 
+0109 	0002 
+0110 	0001 
+0111 	0001 
+0114 	0001 
+0120 	0001 
+0137 	0001 
+0142 	0001 



(iii) 

Pel Difference Distribution, MOON; p = 0.99 

1 

Pel 
Difference .  

Values 
- 0148 
-0116 
- 0112 
-0101 
-0099 
-0098 
-0093 
- 0092 
-0090 
-0089 
- 0087 
-0086 
-0085 
-0083 
- 0082 
-0081 
-0080 
-0078 
-0077 
-0075 
-0074 
-0073 
-0072 
-0071 
-0070 
-0069 
-0068 
-0067 
-0066 
-0065 
-0064 
-0063 
-0062 
-0061 
-0060 
-0059 
-0058 
-0057 
- 0056 
-0055 
-0054 
-0053 
-0052 
-0051 
-0050 

No. of 
Occurences 

0001 
0001 
0001 
0002 
0001 
0001 
0001 
0001 
0002 
0001 
0001 
0003 
0002 
0002 
0001 
0002 
0002 
0001 
0003 
0002 
0002 
0002 
0002 
0003 
0003 
0003 
0002 
0002 
0001 
0004 
0007 
0013 
0001 
0002 
0003 
0007 
0007 
0010 
0009 
0008 
0015 
0009 
0013 
0013 
0008 

Pel 
Difference3 

Values 

-0049 
-0048 
- 0047 
- 0046 
- 0045 
- 0044 
- 0043 
-0042 
- 0041 
- 0040 
-0039 
- 0038 
-0037 
-0036 
-0035 
-0034 
-0033 
- 0032 
-0031 
-0030 
-0029 
- 0028 
- 0027 
- 0026 
-0025 
-0024 
- 0023 
- 0022 
-0021 

• -0020 
- 0019 
70018 
- 0017 
-0016 
-0015 
-0014 
-0013 
-0012 
-0011 
- 0010 
-0009 
-0008 
- 0007 
-0006 
- 0005  

No. of 
Occurences 

0007 
0012 
0016 
0025 
0013 
0026 
0024 
0026 
0031 
0024 
0032 
0041 
0038 
0050 
0060 
0048 
0064 
0066 
0077 
0070 
0088 
0111 
0105 
0125 
0145 
0174 
01,68 
0195 
0233 
0271 
0326 
0327 
0389 
0466 
0560 
0583 
0676 
0805 
0983 
1101 
1222 
1463 
1673 
1946 
21116 

Pel 
Difference 

Values 
-70004 
- 0003 
- 0002 
-0001 
+0000 
+0001 
+0002 

• +0003 
+0004 
+0005 
+0006 
+0007 
+0008 
+0009 
+0010 
+0011 
+0012 
+0013 
+0014 
+0015 
+0016 
+0017 
+0018 
+0019 
+0020 
+0021 
+0022 
+0023 
+0024 
+0025 
+0026 
+0027 
+0028 
+0029 
+0030 
+0031 
+0032 
+0033 
+0034 
+0035 
+0036 
+0037 
+0038 
+0039 
+0040 

No. of 
Occuren.- 

cée • 

2534-
2744 
2904. 
3159 
3126 
2957 
295s 
2926 
2648 

!,2434 
2089 
1890 
1751 
1558 
1306 
1098 
0968 
0835 
0690 
0571 
0516 
0482 
0390 
0355 
0288 
0309 
0229 
0200 
0182 
0165 
0162 
0142 
0123 
0112 
0101 
0090 
0099 
0072 
0076 
0055 
0058 
0058 
0047 
0042 



(iv) 

1 
1 
1 
1 
1 
1 

1 
1 
1 
1 

1 

1 

Fel 	 Nb. of 	Pe 	 Nb. of 
Differences 	Occurences 	Differencees Occurences 

Values 	 Values 

+0041 	0027 	 +0091 	
. 
0003 rn  

+0042 	0039 	 +0094 	0003 
+0043 	0031 	 +0097 	0001 
+0044 	0033 	 +0100 	0001 
+0045 	0022 	 +0102. 	0001 
+0046 	0026 	 +0104 	0001 - +0047 	0015 	 +0106 	0002 
+0048 	0023 	 +0109 	0001 
+0049 	0015 	 +0110 	0001 
+0050 	0013 	 +0111 	0001 
+0051 	0016 	, 	 +0112 	0001 
+0052 	0015 	' 	 • 	+0115 	0001 
+0053 	0017 	 +0121 	0001 
+0054 	0015 	' 	 +0143 	0001 
+0055 	0013 
+0056 	0010 	 . 
+0057 	0009 
+0058 • 	0007 	 \ 
+0059 	0008 
+0060 	0007 
+0061 	0006 
+0062 	0006 
+0063 	0005 
+0064 	0005 	i 
+0065 	0009 
+0066 	me 	• 	

. 

+0067 	0005 	•, 
+0068 	0003 
+0069 	0005 
+0070 	0011 
+0071 	0002 
+0072 	0002 	 • 
+0073 	0004 	, 
+0074 	0004 
+0076 	0001 	 . 

' +0077 	0001 
+0079 	0004 
+0080 	0002 
+0081 	0001 
+0082 	0001 	' 
+0084 	0001 
+0085 	0001 
+0086 	-0002 
+0088 	0001 

. 

	

_4.0090 . . 0001 	_ __ 

1 



Pel 
Difference 

Values 
-0146 
-0114 
- 0111 
- 0108 
-0100 
-0098 
-0097 
-0095 .. 
-0091 
- 0089 
-0088 
-0086 
-0085 

-0083 
-0082 
-0080 
-0079 
- 0078 
- 0076 . 
-.0075 
-0074 
-0072 
- 0071 
-0070 
-0069 
-0068 
- 0067 

-006.5 
-00.64 
-0063 
-0062 
- 0061 
-0060 
- 0058 
-0057 
-0056 
-0055 
-0054 
- 0053 
-0052 
-0051 
-0050 
-0049 

Pel Differen.ce Distributions  MOOM; p= 0.98  

	

No. of 	 Pel 	 No. of 	 Pel 	- I 	No. of 

Occurences 	Dtfference.,- , 	Occurences 	Differen.ce:s• ' Occuren= 
Values • 	 Values 	• - ces 

0001 	' 	 - -00 .48 	-6-à-ei • :•• • • 	 -0003 	2314- f :- 

0001 	 -0047 	0010 • '• 	 -0002 	2 52 

0001 	 -0046 	0015 i 	- • 	•*--0001 	2656. 	; 

0001 	 -0045 	0020 	 +0000 	2889 

0001 	 -0044 	0018 	• 	 +0001 	' 3011 

0001 . 	 -0043 	0021 	 • 	' +00 .02 	3126 
0002 	 -0042 	0026 	 . +0003 	3041 - -) . 	 , 	. 
0001 	 . -0041 	0027 	 +0004 	2924 

0002 	 -0040 	0028. ! 	 +0005 	2979 

0001 	 -0039 	0021 	 +0006 	'2771. 

0002 . • 	. 	 -0038 	0031 	 +0007 	_254'5 
0001. 	 -0037 	0042 . 	 +0008 	2278 
0002 	. 	 -0036 	.0034 	- 	 +0009 	1939 

0003 	 -0035 	0045 , 	 +0010. • •1833 .  

0001 	 -0034. 	, 0061 	 • 	+0011 	1613 

0002 	 - -0033 	0049 	 +0012 	. 1431 

0002 	 -0032 	0069 	 +0013 	1196 
0003 	 -0031 	0066 • 	 +0014 - 	1042 

0001 	. 	 -0030 	0058 	 +0015 . 0881 
0002 	. 	 -0029 	.0080 	 •+00 16 	0751 

0002 	, 	 -0028 	0089 . 	 • .+0017 	0607 

0001 	. 	 . -0027 	0098 	- .. 	+0018 	. 0541 

0002 	 -0026 	0121 	 - +0019 	0499 

0003 	I 	 -0025 	0113 	 +0020 	0433 

0003 	I 	 -0024 	0135 	., 	+0021 	0352 

000.3 	 -0023 	0158 . 	 +0022 	0320 

0002 	 -0022 	0173 	 +0023 	0297 

0002 	• 	 -0021 	0183 	 . +0024 	0278 

0003 	 -0020 	0238 	 +0025 	0214 

0001 	 -0019 	0244 	. 	+0026 	0179 

0004 	 -0018 	. 0298 . 	. 	 +0027 	0175 

0006 	• 	-0017 	0324 	 +0028 	0 .182 

0008 	' 	 -0016 	0359 "; 	 +0029 	0129 

0006 	 -0015 	0425 	 +0030 ' 0138 

0003 	. 	 -0014 	0493 	 ' +0031 	0111 

0007 	 -0013 	0567 	 . +0032 	0108 

0004 	I 	 -0012 	0630 	 +0033 	0101 

0008 	' 	 -0011 	075.9 	 . +0034 	0086 

0012 	 -0010 	0905 t 	 . +0035 	0081 

0007 	 -0009 	0999 1 	 +0036 ' 0.074 
t 

00.09 	i 	 -0008 	1197 	 +0037 	0058 

0013 	. 	 -0007 • 	1357 1 	 +0038 	0063 

0011 	. 	 -0006 	1572 I . 	 +0039 	0055 

0013 	I 	 -0005 	1865 4 	, 	+0040 	0048 
1974 1 + 0012. 	I 	 -0004 	 0041 	0049 

— . 	.. 	.., 	,.... 	. 	- ........ 	... 	..____.. 



1 
1 
1 
1 

1 

•1 

1 
1 
1 
1 
1 

• \ 

• 

(vi) 

.• Pel. 	- 	No. of 	 Pel 	• No. of 
Difference .• • Occurences 	Difference‘.: 	Occurences 

Values.'. 	 Values 	' .._.... 	. 	._ 
+Éj0 42 	0032 	' 	 +0094 	0001 
+0043 	0038 	 +0095 	0002 
+0044 - 0032 	. 	 +0101 	0001 

• +0045 	0030 * 	 • 	- +0104 	0002 
+0046 	0023 	 , +0105 	0001 

..+0047 	0023 	 +0106 	0001 
+0048 	0019 	i 	• 	- 	+0107 	0001 
+0049 	0024 	 +0110 	0002 
+0050 	0014 	 +0112 	0002 
+0051 	0012

• 	
+0116 ' 0001 

+0052 	0012 	 +0121 	0001 
+0053 	0021 	 +0143 • . 0001 . 
+0054 	0018 
+0055 	0013 	- • 	.. 	 •-• 

• +0056 	0012 	: • 
+0057 	0006 
+0058 	0012 	, : 	• 
+0059 	0005  
+0060 	0010 	. 
+0061 . 0006 
+0062 	0005 	 ' 

, . +0063 	0006 	 . 
+006/4 	0005 	: 
+0065 	0007.  
+0066 . 0007 
+0067 	0003 	 • 
+0068 	0006 
+0069 	0003 
+0070 	0004 ' 	 • 
+0071 	0010 
+0072 	0003 
+0073 	0003  

• +0074 	0004 
+0075 	0003 
+0077 	0002 	. 
+0079 	0001 
+0080 	0005  
+008.1 	0001 	. 
+0082 	0001 
+0085 	0001 	 . 
+0086 	00.02 	 . 
+0087 	0001 	1. . 	‘ 	. 
+0089 	0001 
+0091 	0002 	. 

_____± 0092 ..__ 00.0.3____: . 



Pel Difference Distribution, GIRL; = 1.00  

' 

(vii) 

Pel 	No  
Difference of 

Values Occurences 

• el 	No. 
Difference 	of 

Values Occurences 

	

-0076 	0015 	, -0127 
-0126 
- 0119 
-0118 
-0117 
-0116 
-0115 
-0114 
-0113 
-0112 
-0111 
-0110 
- 0109 
- 0108 
-0107 
-0106 
-0105 
-0104 
-0103 
-0102 
0 .-0101 
-0100 
- 0099 
-0098 
-0097 
-0096 
-0095 
-0094 
-0093 
-0092 
-0091 
-0090 
-0089 
-0088 
-0087 
-0086 
-0085 
- 00E34 
-0083 
-0082 
- 0081 
-0080 
-0079 
-0078 
-0077 

0001 
0001 
0001 
0002 
0005 
0009 
0010 
0007 
0009 
0006 
0018 
0008 
0020 
0010 
0002 
0014 
0007 
0009 
0007 
0011 
0007 
0009 
0006 
0008 
0003 
0006 
0004 
0004 
0004 
0002 
0005 
0005 
0010 
0027 
0002 
0039 
0049 
0031 
0004 
0052 
0041 
0005 
0044 
0018 
0006 

-0075 
-0074 
-007,3 
-0072 
-0071 
-0070 
-0069 
-0067 
-0066 
- 0065 
-0064 
-0063 
-0062 
-0061 
- 0060 
-0059 
-0058 
-0057 
-0056 

-0054 
-0053 
- 0052 
- 0051 
- 0050 
-0049 
-0048 
-0047 
-0046 
-0045 
-0044 
- 0043 
-0042 
-0041 
- 0040 
-0039 
-0038 
-0037 
-0036 
- 0035 
-0034 
-0033 
-0032 
-0031  

0012 
0002 
0003 
0002 
0004 
0004 
0004 
0006 
0005 
0004 
0001 
0004 
0003 
0002 
0002 
0005 
0005 
0008 
0006 
0005 
0005 
0011 
0009 
0005 
0011 
0008 
0009 
0008 
0010 
0013. 
0013 
0006 
0018 
0016 
0016 
0021 
0027 
0033 
0020 
0026 
0038 
0028 
0041 
0042 

, Pel 	:No. 
Difference 	of 

Value 's Occurence 
--0030 • • 0074 
-0029 	0047. 
- 0028 	0068 
-0027 	I 0056 • 
-0026 	' 0085 • 
- 0025 	0109 
- 0024 	0113 

• -0023 	0118 
-0022 	0161 
-0021 	01-64 
-0020 	0152 

•- 0019 	0237 
-0018 	0183 
- 0017 	0261 - 
- 0016 	0339 
-0015 • 0328 
-0014 	0469 • 
-0013 	0565 
-0012 	0525 
-0011 	0858 ' 
-0010 	0797 
-0009 	1054 
-0008 	1475 
- 0007 	11190 
-0006 	1936 
- 0005 	2671 
- 0004 	2370 

• -00fet3 	4022 
- 0002 • ; 	331iT  
-0001 	25. 9 
+0000 	. 8116 
+0001 	2702 
+0002 	4363 
+0003 	3923 
+0004. 	2393 
+0005 	2575 
+0006 	1947 
+0007 	1426 
+0008 	1453 
+0009 	1032 
+0010 	0818 
+0011 	0940 
+0012 	0558 
+0013 	0593 
+0014 - 0510 



1 
1 

1 

1 
1 

'‘ Pel 	No. 	 Pel 	No. 
bifference 	Of 	 -'llifference of 

' Values .0cçurences 	i Values pc,ourences 

+0015 	0358 
+0016 	'0420 
+0017 	0301 
+0018 	0235 
+0019 	0257 
+0020 	0165 
+0021 	0204 
+0022 	0173 
+0023 	. 0123 
+0024 	0113 
4-0025 	0118 
+0026 	0112 
+0027 	0068 
+0028 	0071 
+0029 	0053 
+0030 	0073 
+0031 	0057 
+0032 	0044 
+0033 	0047 
+0034 	0051 
+0035 	0041 
+0036 	0025 
+0037 	0036 
+0038 	0036 
+0039 	0025 
+0040 	0027 
+0041 	0016 
+0042 	0026 
+0043 	0014 
+0044 	0026 
+0045 	0013 
+0046 	0012 
+0047 	0020 
+0048 	0009 
+0049 	0008 
+0050 	0012 
+0051 	0004 
+0052 	0009 
+0053 	0009 
+0054 	0003 
+0055 	0003 
+0056 	. 0003 
+0057 	0006 
+0058 	0008 

_+0059 	0006  

4e060' 	0005 
+0061 	0003 
+0062 	0005 
+0063 	0003 
+0064 	0002 
+0065 	0002 
+0066 	0002 
+0068 	0001 
+0070 	0002 
+0071 	0002 
+0072 	0002 
+0073 	0001 
+0074 	0002 
+0076 	0001 
+0079 	0001 
+0082 	0001 
+0089 	0001 
+0090 	0001 
+0093 	0001 
+0095 	0001 
+0112 	0001_ _ 

1 



Pel 
Difference 

« Values 

1 

1 
1 
1 

-0035 
-0034 
-0033 
-0032 
- 0031 
-0030 
-0029 

• -0028 
-0027 

• -0026 
-0025 
-0024 
- 0023 
-0022 
- 0021 
-0020 
- 0019 

•-0018 
-0017 
-0016 
-0015 
-0014 
-0013 
-0012 
-0011 
-0010 
-0009 
- 0008 
-0007 
-0006 
-0005 
-0004 
-0003 
-0002' 
- 0001 
+0000, 
+0001; 
+0002' 
+0003 
+0004 
+0005 
+0006 
+0007 
+0008 
+0009 

1 	 Pel Difference Distribution,  GIRL;  p 0.99 

F'el 
Difference 

Values • 

-0080 
- 0079 
- 0078 
- 0077 
- 0076 
- 0075 
-0074 
-0073 
-0072 
- 0071 
-0070 
-0069 
-0068 
-0067 
-0066 
-0065 
- 0064 
- 0063 
-0062 
-0061 
-0060 
- 0059 
- 0058 
-.0057 
-0056 
- 0055 
- 0054 
- 0053 
-0052 
- 0051 
- 0050 
- 0049 
- 0048 
-0047 
-0046 
-0045 
-0044 
-0043 
- 0042 
- 0041 
-0040 
- 0039 
-0038 
- 0037 
-0036 

Pel 
Difference 

Values 

-0126; 
- 0125 
-01214 
-0123 
-0122 
- 0120 
-0119 
-0118 
-0117 
- 0116 
-0115 
-0114 
-0113 
-0112 

. -0111 
-0110 
-0109 
-0108 
-0107 
- 0106 
-0105 
- 0104 
-0103 
-0102 
- 0101 
-0100 
-0099 
-0098 
-0097 
-0096 
- 0095 
- 0094 
- 0093 
- 0092 
-0091 
-0090 
-0089 
-0088 
- 0087 
- 0086 
- 0085 
-0084 
-0083 

•-0082 
-0081 

No  
of 

Occurences 

0007 
0009 
0010 
0006 
0001 
0003 
0001 
0007 
0001 
0001 
0003 
0002 
0003 
0005 
0001 
0005 
0004 
0001 
0003 
0001 
0003 
0003 
0002 
0002 
0002 
0003 
0001 
0003 
0005 
0003 
0002 
0005 
0007 
0003 
0002 
0004 
0009 
0011 
0031 
0003 
0040 
0056 
0038 
0005 
0054 

•No. 	_ 
of 

- Occurences 

0042 
0004 
0045 
0020 
0006 
0018 
0016 
0001 
0005 
0002 
0005 
0003 
0003 
0006 
0004 
0005 
0003 
0005 
0003 
0003 
0004 
0002 
0004 
0002 
0008 
0007 
0008 
0005 
0009 
0007 
0010 
0009 
0011 
0009 
0002_ 
0016 
0011 
0012 
0009 

, 0017 
0014 
0020 
0016 
0031 
0031 

• No. 
of 

Occuren; 
• ces 

• 0026' 
0024 

I 0038 
' 0034 	• 
0028 
0060 
0066 
0046 
0072 
0063 
0080 
0113 
0100 

• 0180 
0145 
0184 
0144 
0235 

• 0200 
0254 
0346 
0295 
0508 
0572 
0552 
0898 
081à-
1063 
1662 
1509 
2207 
3006 
2784 
8271 
4805 
3796 
6903 
2573 
4400 
3089 
2146 
2619 
1470 
1358 
1488 



No. 
of 

Occurences 

+0010 	09-42 
+0011 	0730 
+0012 	0917 
+0013 	0621 
+0014 	0494 
+0015 	0557 
+0016 	0353 
+0017 	0345 
+0018 	0357 
+0019 	0217 
+0020 	0250 
+0021 	0179 
+0022 	0202 
+0023 	0154 
+0024 	0136 
+t3025 	0112 
+0026 	0114 
+0027 	0107 
+0028 	0060 
+0029 	0087 
+0030 	0044 
+0031 	0078 
+0032 	0056. 
+0033 	0038 
+0034 	0051 
+0035 	0048 
+0036 	0031 
+0037 	0030 
+0038 	0037 
+0039 	0029 
+0040 	0028 
+0041 	0028 
+0042 	0014 
+0043 	0026 
+0044 	0014 
+0045 	0022 
+0046 	0016 
+0047 	0012 
+0048 	0019 
+0049 	0007 
+0050 	0009 
+0051 	0011 
+0052 	0005 
+0053 	0011 
+0054 	0005 

Pei 
Difference 

Values 

_ 	.
•+0.055 	0005 

	

+0056 	0002: 

	

+0057 	0004 

	

+0058 	0007 

	

+0059 	0008 

	

+0060 	0004 

	

+0061 	\ 0004 

	

. +0062 	0003 

	

+0063 	0006 

	

+0064 	0003 

	

+0065 	0002 

	

+0066 	0002 
+0067 • 0001 -  

	

+0068 	0001 

	

+0070 	0001 .  

	

+0071 	0001-",  

	

+0072 	0003 

	

+0073 	0001 

	

+0074 	0001 

	

+0075 	0002 	- 

	

+0076 	0001 

	

+0079 	0001 

	

+0082 	0001 

	

+0090 	0001 

	

+0091 	0001 

	

+0094 	0001 	• 

	

+0096 	0001 

	

+0113 	0001 

Pel 
Difference 

Values 

No. 
of 

Occurences 



Pel 
Difference 

Values 

No. 
of - 

 Occur'ences 

Pel - 
Difference 

Values 
_ 	. 

_ 	• 	. 
-0078 	0041 
-0077 	0004 
-0076 	0044 
-0075 	0021 
-0074 	0008 
-0073 	0019 
-0072 	0011 
-0071 	0003 
-0070 	0002 
-0069 	0003 
-0068 	0004 
-0067 	0002 
- 0066 	0003 

•-0065 	0004 
-0064', 	0006 
-0063 	0001 
-0062 	0003 
-0061 	0006 
-0060 	0004 
-0059 	0004 
-0058 	0002 
-0057 	0002 
-0056 	0006 
-0055 	0003 
-0054 	0007 
-0053 	0011 
-0052 	0006 
-0051 	0008 
- 0050 	0009 
-0049 	0010 
-0048 	0008 
-0047 	0012 
-0046 	0006 
- 0045 	0007 
-0044 	0013 
-0043 	0011 
-0042 	0011 
- 0041 	0009 
-0040 	0016 
-0039 	0014 
-0038 	0016 
-0037 	0023 

• -0036 	0030 
-0035 	0031 
-0034 	0024 

-0032 
-0031 
- 0030 
-0029 
-0028 
- 0027 
-0026 
-0025 
-0024 
-0023 
-0022 
-0021 
- 0020 
- 0019 
-0018 
- 0017 
-0016 
-0015 
-0014 
-0013 
-0012 
- 0011 
-0010 
-0009 
-0008 
- 0007 
- 0006 
- 0005 
-0004. 
-0003 
- 0002 
-0001 
+0000 À 
+0001 , 
+0002 
+0003 
+0004 
+0005 
+0006 
+0007 
+0008 
+0009 
+0 • 10 
+0.01,1 

. 	 . 	 ..•• 	
" 

Pel Difference Distribution, GIRL; p =  O. 98  

Pel 
Differ en.ce 

Values 

-0123 
-0122 
-0121 
-0120 
-0119 
-0118 
- 0117 
-0116 
-0115 
-0114 
-0113 
-0112 
-0111 
- 0110 
-0109 
-0108 
- 0107 
-0106 
- 0105 
- 0104 
-0103 
-0102 
-.0101 
-0100 
-0099 
- 0098 
- 0097 
-0096 
-0095 
-0094 
- 0093 
-0092 
-0091 
- 0090 
-0089 
- 0088 
-0087 
- 0086 
-0085 
- 0084 
-0083 
-0082 
-0081 
-0080 
-0079 

No. 
of 

Occur ence s 

_ 	. 
0002 
0004 
0007 
0004 
0006 
0005 
0004 
0003 
0002 
0004 
0002 
0005 
0005 
0010 
0003 
0001 
0001 
0005 
0002 
0002 
0005 
0002 
0004. 
0003 
0009 
0002 
0009 
0005 
0004 
0003 
0005 
0006 
0001 
0009 
0003 
0006 
0009 
0013 
0028 
0002 
0040 
0052 
0031 
0005 
0055 	I. 

No. 
of 

Occuren- 
ces 

0029 
0028 

10041 
0029 
0052 
0054 
0050 
0079 
0057 
0100 
0086 
0101 
0.140 
0112 
0198 
0134 
0195 
0261 
0234 
0328 
0391 
0408 
0582 
0656 
0729 
1111 
1021 
1703 
1926 
2094- 
3115 
3704 
381G 
4889.  
5047 
4659 „ 
368.6 
3768' 

2516 
2267 
1 300 

 1650 
1119 
p988 

1 



1 

1 
1 
1 
1 
1 

+0058 
+0059 
+0060 
+0061 
+0062 
+0063 
+0064 
+0065 
+0066 
+0067 
+0ffli 
+0069 
+0071 
+0073 
+0075 
+0016 

0001 
0006 
0007 
0006 
0003 
0006 
0004 
0006 
0002 
0002 
0001 
0001 
0001 
0002 
0003 

, 0003 
0002 

+0079 	0001 	' 
+0083 	0001 
+0091 	0002 
+0095 	0001 
+0097 	0001 
+0114 	0001 

Pel 
Difference 

Values 

No  
of 

Occurences 

Pel 
Difference 

Values 

•  No. 
of 

Occurences 

1 

+0012 
+0013 
+0014 
+0015 
+0016 
+0017 
+0018 
+0019 
+0020 
+0021 
+0022 
+0023 
+0024 
+0025 
+0026 
+0027 
+0028 
+0029 
+0030 
+0031 
+0032 
+0033 
+0034 
+0035 
+0036 
+0037 
+0038 
+0039 
+0040 
+0041 
+0042 
+0043 
+0044 
+0045 
+0046 
+0047 
+0048 
+0049 
+0050 
+0051 
+0052 
+0053 
+0054 
+0055 

0823 
0825 
0535 
0667 
0461 
0314 
0442 
0260 
0279 
0212 
0209 
0181 
0141 
0157 
0105 
0112 
0078 
0101 
0055 
0066 
0078 
0044 
0056 
0035 
0053 
0025 
0036 
0042 
0022 
0029 
0021 
0021 
0024 
0019 
0017 
0013 
0020 
0010 
0012 
0006 
0012 
0008 
0006 
0006 



(xiii) 

Pel Difference Distribution  dOUPLE  ; p =  1.00 

of 
Occurences 
0003 	• 
0002 
0002 : 
.0004 
0003 
0003 
0004 
0004 
0001 
0003 
0005 
0002 
0006 • 
0003 
0003 
0006 
0005 
0007 . 	-- 
0011 	i 
0005 	• 
0010 
001.1 	.1 
0004 
0008 
0009 
0014 
0011 
0015 
00,11 
0015 	• 
.0012 
0015 	• 
0018 
0019 
0013 
0012 	. 
0028 
0014 
0020. 
0026 
0019 
0017 
0024 • 
0017 
0014 
0021 

Pel 
Différence « Of 

Values Occur.ençes 
-0174 	00.01 
-0155 	0001 	! 
-0154 	0001 
-0152 	0002 
-0145 	0001 	• 
-01/44 	0001 
-0142 	000e 
-0139 	0001 • 
- 0137 	0001 
-0135 	0001 
-0131 	0001 	- - 
- 0130 	0001 
-0129 	0002 
-0127 	0035 
-0126 	0027 
- 0125 	0068 	• 

' -0124 	.0022 
-0123 , 	0001 
-0121 	0003 	! 
-0119 	0001 . 	. 
- 0118 	0.003 
- 0117 	0002 
- 0116 	0002 
-0115 	0001 
-0114 	0004 	• 
.-0113 	0006 	‘, 
-0112 	0002 
-0111 	0011 
-011-0 	0013 
-0109 	0039 	• 
-0108 	0023 
-0107 	.0041' 
-0106 	0084 

• -0105 	0043 	; 
-0104 	0026 	! 
-0103 	0008 
-0102 	0014 
- 0101 	0009 
- 0100 	0006 	• 

,.-0099 • 	0006 
-0098 	0002 
-0097 	0004 
-0096 	0004 	• 
-0095 	0004 
-009_4 	0002  

Pél 
Diffe r'ehè e 

. -ÏfMes  
- 0091 
-0090 
-0088 
-0087 
-0086 
-0085 
- 0084 
-0083 
-0082 
-0081 
-0080 
-0079 
-0078 
- 0077 
-0076 
- 0075 
- 0074 
-0073 
-0072 
-0071 

. -0070 
- 0069 
- 0068 
-0067 
-0066 
-0065 
-0064 
-0063 
-0062 
-0061 
-0060 

•.-0059 
-0058 
-0057 
-0056 
-0055 
-0054 
-0053 
-0052 
-0051 
-0050 
-0049 • 
-0048 
-0047 

46 -00 _ 	. 

•
• 

	

. 	• 	No, 
Differenè'è 	.of 

Malues Occurence 

	

-00.45 	0019 	• 

	

,-0044 	0018 

	

'-0043 	I 0013 

	

-0042 	0031 

	

-0041 	0019 

	

-0040 	0034 

	

-0039 	• 0036 

	

•• -0088 	0027 
- 0037 	0042 

	

-0036 	0035 

	

-0035 	0046 
- 0034 	0041 

	

-0033 	0050 

	

-0032. 	0048 

	

-0031 	0052 

	

.7-70030 	• 0065 
-0029 . 0061 
-0028 , 0082 

	

-0027 	0079 
- 0026 	0089. 
- 0025 	0110 

	

..-0024 	0107 

	

-0023 	0119 

	

-0022 	0086 

	

-0021 	0158 

	

-0020 	0148 
0198 

	

-0018 	0222 

	

-0017 	0241 

	

70016 	0313 
- 0015 	0317 
- 0014 	0357 

	

-0013 	0451 
• -0012 	• 	0465 

	

-0011 	0610 

	

4.0010 	0663 

	

., 0009 	0873, 

	

-70008 	1072 
•".0007 	1168 

	

(,-. 0006 	1476 

	

-.0005 	1811 

	

-0004 	2078 

	

-0003 	2587 
- 0002 	4118 

	

-0001 ; 	503/4 



1 
Pel 	No. 

Difference 	of 
Values Oc curence s 1 
+0000

•  +0001 
+0002 
+0003 
+0004 
+0005 
+0006 
+0007 
+0008 
+0009 
+0010' 
+0011 
+0012 
+0013 
+0014 
+0015 
+0016 
+0017 
+0018 
+0019 
+0020 
+0021 
+0022 
+0023 
+0024 
+0025 
+0026 
+0027 
+0028 
+0029 
+0030 
+0031 
+0032 
+0033 
+0034 
+0035 
+0036 
+0037 
+0038 
+0039 
+0040 
+0041 
+0042 
+0043 
+00,44 

13052 
4694 
4049 
2682 
209 

 1754 
1412 
1163 
0987 
0816 
0629 
0625 
0470 
0398 
0329 
0296 

• 0284 
0218 
0232 
0181 
01.69 
0187 
0164 
0143 
0133 
0127 
0109 
0128 
0087 • 
0067 
0079 
0058 
0067 
0068 
0048 
0056 
0038 
0051 • 
0044 
0038 
0050 
0025 
0044 
0027 
0026 

1 
1 
1 

1 

1 
1 

1 

Pel 	No. 
Differen.ce 	of 

V-alues Occurence: 

+0102i- , 
+0105 	0001 
+0116 , 0001 
+0117 	0001 
+0121 	0001 
+0123 	0001 
+0127 • 0002 
+0- 135 	0001 - 
+0138 	0001 -  
+0146 	0001 

1 
(xiv) 

Pel 
Difference 

V allies 

+0045 
+0046 
+0047 
+0048 
+0049 
+0050 
+0051 
+0052 
+0053 
+0054 
+0055 
+0056 
+0057 
+0058 
+0059 
+0060 
+0061 . 

 +0062 
+0063 
+0064 
+0065 
+0066 
+0067 
+0068 
+0069 
+0070 
+0071 
+0072 
+0073 
+0074 
+0075 
+0076 
+0078 
+0079 
+0080 
+0081 
+0082 
+0084 
+0086 
+0087 
+0089 
+0090 
+0091 
+0099 
+0103 

No. 
xif 

Occuren.ces 

00_31 
0017 
0020 
0018 
0024 
0026 
0020 
0036 
0018 
0015 
0016 
0014 
0010 
0018 
0014 
0017 
0007 
0013 

..:0012 
 0011 

0012 
0004 
0003 
0005 
0004 
0009 
0002 
0001 
0004 
0005 
0002 
0001 
0001 
0003 
0001 
0002 
0003 
0001 
0004 
0001 
0002 
0001 
0001 
0001 
0002 

1 



1 

1 

r 1 

1 
1 

1 

Pel Difference Distribution, COUPLE; p = 0. 99  
- 

No. of 
Occuren-- 

No. of 
Occurences 

No. of 
Occurences 

Pel 
Difference 

Values  
-- 0 172 	0001 
- 0153 	0001 
- 0152 	0001 
- 0150 	0002 
-0143 	0001 

• -0142 	0001 
-0140 	0002 

• -0137 	0001 
-0135 	0001 
-0133 	0001 
-0129 	0001 
-0128 	0001 
-0127 	0002 
- 0126 	0035 
-0125 	0045 
-0124 	0060 
-0123 	0009 
-0122 	0001 
-0121 	0001 

• -0118 	0003 
- 0117 	0001 
- 0116 	0003 
- 0115 	0002 
-0114 	0002 
- 0113 	0001 
-0112 	0003 
-0111 	0002 
- 0110 	0004 
-0109 	0007 
- 0108 	0014 
-0107 	0018 
-0106 	0010 
- 0105 	0033 
-0104 	0014 
- 0103 	0020 
-0102 	0011 
-0101 	0024 
-0100 	0018 
- 0099 	0016 
- 0098 	0023 
-0097 	0022 
-0096 	0023 
-0095 	0023 
-0094 	0018 
-0093 	0014 

Pel 
Difference 

Values  

	

j•  '-0092 	0004 
- 0090 	0005 
- 0089 	0008 

•-0088 	0003 
- 0087 	0004 

	

-0086 	0004 

	

-0085 	0005 

	

-0084 	0003 
-- 	-0083 	0006 

	

-0082 	0001 

	

-0081 	0003 
- 0080 	,0005 
- 0079 	0003 

	

-0078 	0005 
- 0077 	0.006 

	

-0076 	0003 
- 0075 	0004 

	

-0074 	0005 

	

-0073 	0006 

	

-0072 	0011 

	

-0071 	0005 
- 0070 	0010 

	

-0069 	0013 

	

-0068 	0004 

	

-0067 	0007 

	

-0066 	0010 

	

-0065 	0012 

	

-0064 	0011 
• -0063 	0017 

	

-0062 	0011 

	

-0061 	0014 

	

-0060 	0016 

	

-0059 	0012 

	

-0058 	0022 

	

-0057 	0019 
- 0056 	0015 

	

-0055 	0010. 
-0054 . 0030 

	

.-0053 	0017 

	

-0052 	0022 

	

-0051 	0022 

	

-0050 	0023 
- 0049 	0. 015  

	

-0048 	0031 
-0047 . 0017 

Pel 
Differ ende 
-Values 	• 	ces  

-0046 	0010 
-0045 	1 0021 
-0044 	0022 
-0043 	0021 

. -0042 	0015 
-0041 	0027 
-0040 	0023

•  - 0039 
- 0038 	0033 
-0037 	0026 
-0036 .. 0043• 
- 0035 	0037 
-0034 	0049 
-0033 • 	0038. 
-0032 	0052 
-0031 	. 0048 
-0030 	0053 
- 0029 	0068 
-0028 	0057 
-0027 	0091 
- 0026 	0084 
-0025 	0103 
-0024 	0108 
-0023 •  0111 
- 0022 	0112 
-0021 	0106 
-0080 	0159 
-0019 	0152 
-0018 	0213 
-0017 	0227 
-0016 	0266 
-0015 	0314 
- 0014 	0323 
-0013 • 0402 
-0012 	0462 
-0011 	0500 
-0010 • 0688 
- 0009 	0714 
-0008 	0959 
-0007* 	1188 
-0006 	1308 
-0005 	1658 
•••0004 	2091 
-0003 	2 ,535  
-0002 • 3556 , 



1 
1 

1 

1 

1 
1 

Pel 
Difference 

Values 

	

+0044 	0017 

	

+0045 	0036 

	

+0046 	0020 

	

+0047 	0019 

	

+0048 	0022 

	

+0049 	0015 

	

. +0050 	0027 

	

+0051 	0025 

	

+0052 	0027 

	

+0053 	0029 

	

+0054 	0012 

	

+0055 	0017 

	

+0056 	0015 

	

+0057 	0013 

	

+0058 	0014 

	

+0059 	0012 

	

+0060 	0020 

	

+0061 	0011 

	

+0062 	0002 

	

+0063 	0018 

	

+0064 	0014 

	

+0065 	0010 

	

+0066 	0007 

	

+0067 	0003 

	

+0068 	0004 

	

+0069 	0006 

	

+0070 	0003 

	

+0071 	0008 

	

+0072 	0002 

	

+0073 	0001 

	

+0074 	0005 

	

+0075 	0003 

	

+0076 	0003 

	

+0079 	0003 

	

+0080 	0002 

	

+0082 	0004 

	

+0083 	0001 

	

+0084 	0001 

	

+0086 	0002 

	

+0087 	0002 

	

+0088 	0001 

	

+0089 	0001 

	

+0090 	0002 

	

+0092 	0001 

	

+0099 	0001 

No. of 
Occurences 

Pel 
Difference 

Values 
+0103 
+0105 
+0117 
+0118 
+0121 
+0123 
+0127 
+0128 
+0135 
+0138 
+0147 

1 

/ 
 Pel 
Difference 

V'al-ues , 
' ~~~l- 	6315 . 	\ 
+0000 	8985 	I 
+0001 , 	6832 
+0002 
	

' 282l  
+0003 	3354  
+0004 	208  2  
+0005 	1771 
+0006 	1634 
+0007 	1177 
+0008 	1091 
+0009 	0844 
+0010 	0737 
+0011 	0596 
+ffl2 0540 
+0013 	0454 
+0014 	0340 
+0015 	• 0340 
+0016 	0282 
+0017 	0240 
+0018 	0262 
+0019 	0172 
+0020 	0203 
+0021 	0168 
+0022 	0178 
+0023 	0142 
+0024 	• 0140 
+0025 	0134 
+0026 	0105 
+0027 	0131 
+0028 	0097 
+0029 	0080 
+0030 	0064 
+0031 	0078 
+0032 
+ 	

0060 
0033  0064 

+0034 	0062 
+0035 	0047 
+0036 	0046 
+0037 	0048 
+0038 	0043 
+0039 	0038 
+0040 	0041 
+0041 	0048 
+0042 	0024 
+0043 	0049 

No. of 
Occuren- 

ces 

0002 
1000 
0001 
0001 	' 
0001 
0001 
0001 
00 ,01 
0001 
0001 
0001 

No.. of 
Occurences 



. No. of 
Occurences 

Pel 
Difference 

Values 

-0170 	0001 
-0151 	0001 
-0150 	0001 
- 0149 	0001 
-0148 	0001 
-0141 	0001 
-0140 	0001 
- 0139 	0002 
-0136 	0001 
- 0134 	0001 	; 
-0132 	0001 
-0127 	0002 I 
- 0126 	0001 	' 
-0125 	0001 
-0124 	0037 
- 0123 	0026 
-0122 	0048 
- 0121 	0028 
-0120 	0006 
- 0119 	0004 
-0118 	0002 
-0117 	0002 
- 0116 	0003 
- 0115 	0002 
- 0114 	0004 
- 0113 	0003 
- 0112 	0005 
-0111 	0007 
-0110 	0029 
-0109 	0018 
-0108 	0032 
-0107 	0016 
-0106 	0073 
- 0105 	0048 
-0104 	0050 
-0103 	0037 
- 0102 	0004 
-0101 	0005 
- 0100 	0001 
-0099 	0002 
-0098 	0009 ' 
- 0097 	0003 
-0096 	0003 
-0095 	0001 • 

•_r0094 	00_01 

Pel 
Difference 

Values 

e-0093 
-0092 
- 0091 

" -0090 
-0088 
- 0087 
-0085 
-0084 
- 0083 
-0082 
-0080 
-0079 
-0078 
-0077 

• -0076 
- 0075 
- 0074 
- 0073 
-0072 

• -0071 
- 0070 
-0069 
-0068 

• -0067 
- 0066 
- 0065 
-0064 
-0063 

• -0062 
-0061 
-0060 
- 0059 
-0058 
-0057 
-0056 
-0055 
-0054 
-0053 

• -0051 
- 0050 
-0049 
-0048 
- 0047 
- 0046  

No. of 
Occurences 

--efflà 
0002 
0003 
0001 
0002 
0004 
0001' 
0004 
0004 
0004 
0002 
0008 
0006 
0004 
0005 
0004 
0003 
0005 
0008 
0010 
0006 
0005 
0011 
0008 
0006 
0013 
0010 
0014 
0013 
0009 
0022 
0011 
0017 
0019 
0015 
0017 
0009 
0027 
0016 
0027 
0020 
0017 
0020 
0027 
0012 

Pel 
Difference 

Values 
' 

a 

• -0045 
-0044 
-0043 
- 0042 
-0041 
- 0040 
-0039 
-0038 
-0037 
-0036 
-0035 
-0034 
- 0033 

• -0032 
-0031 
-0030 
-0029 
-0028 
-0027 
-0026 
-0025 
-0024 
-0023 
-0022 
-0021 
-0020 
-0019 
-0018 
- 0017 
-0016 
-0015 
- 0014 
-001,3 
-0012" 
-0011 

« -0010 
-0009 
-0008 
-0007 
-0006 
- 0005 
- 0004 
-0003 

- 000C 

0019 
0017 
0016 
0020 
0018 
0029 
0025 
0039 
0036 
0016 
0051 
9)036 
•0050 
0045 
0049 
0048 
0057 
0066 
0064 
0103 
0062 ' 
0116 
0108 
0112 
0099 
0133 
0157 
0169 
0229 
0231 
0268 
0332 
0372 
0375 
0494 
0576 
0685 
0889 
0976 
1326 
1478 
1855 
2509 
q4.46- 

No. 01 
Occuret 

ces 



Pel 
Difference 

Values 

+0103 
+0104 

- +0105 
*0106 
+0. 118 
+0122 
+0124 
+0128 
+0136 
+0139 
+0148 

No. oi 
Occuren 

ces 

0001 	- 

open. 
'0001 
0001 
0002 
0001 
0001 
0002 
0001 
0001 
0001 

. d 

Pel 
Difference 

Values 
-40000 -  
,+0001 
+0002' .  
+0003 

. ..+0004 
+0005 

, +0006 
+0007 
+0008 
+0009 
+0010 
+0011 
+0012 

. +0013 
+0014 
+0015 
+0016 
+0017 
+0018 
+0019 
+0020 
+0021 
+0022 
+0023 

• 4.0024 
. +0025 
' +0026. 
, +0027 
+0028 
+0029 
+0030 
+0031 
+0032 
+0033 
+0034 
+0035 
+0036 
+0037 
+0038 
+0039 
+0040 
+0041 

• +0042 
+0043 
+0044 

No. of 
Occurences 

1136-4-  
.6162 
3759 
8949 
2482.: 
1968 
1671 
1501 
1068 
1090 
0696 
0723 
0501 
0566 
0355 
0366 
0319 
0228 
0293 
0193 
0205 
01 61 

 0198 
0144 
0151 
0136 
0120 
0134 
0101 
0105 
0061 
0078 
0063 
0063 
0070 
0052 
0053 
0034 
0050 
005a 
0032 
0053' 
0031 
0041 
0022 

Pel 
Difference 

Values . 

+0045 
+0046 
+0047 
+0048 

.+0049 
. +0050 

+0051 
+0052 
+0053 

• +0054- 
• +0055 

+0056 
+0057 
+0058 
+0059 
+0060 
+0061 
+0062 
+0063 
+0064 
+0065 
+0066 
+0067 

. +0068 
+0069 
+0070 
+0071 
+0072 
+0074 
+0075 
+0076 
+0077 

• +0078 
+0079 
+0080 
+0082 
+0083 
+0084 
*0086 
+0087 
+0089. 

 +0091 
+0092 
+0093 

, +0099 

No. of 
Occurences 

0035 
0020 
0022 
0025 
0013 
0023 
0023 
0031 
0031 
0018 
0014 
0013 
0015 
0012 
0015 
0017 
0013 
0009 
0008 
0017 
0011 
0009 
0006 
0004 
0004 
0006 • 
0006 
0004 
0004 
0005 
0001 
0001. 
0001 
0001 
0003 

. 0003 
0002 
0002 
0001 
0003 
0002 
0001 
0001 

. 0001 
0001 



Appendix C 	Negacyclic Codes  



1 i) 

1 
1 
1 
1 

1 
1 
1 
1 
1 

1 

For example, the sequence 1 2 -2 -1 0 -1 over GF(5) was 

the Lee weight = 1 11 + 1  Z  1 + - 1 +  1 - 1 1   + 1 o 1 	+ 	1 - 1 1 

over GF(p). 
X

n 
+ 1 

The quotient h(X) - 
g(X) 

is called the parity 

modulo p and l a  

1 

'Appendix C: Negacyclic Codes r  18] 

A negacyclic (NC) code V of block length n over GF (p) 

(p prime > 2 and n a nonmultiple of p) is the set of all 

multiples of a gen.erator polynomial g(X) which divides Xn  + 1 

check polynomial. 

In the discussion of NC codes we require the Lee metric 

rather than the Hamming metric. 

The Lee weight of the n-tuple a
0 

a
l. 

a
Z 

... a
n-1 

over  CF(p) 

is the sum of the Lee weights of a. . 

The Lee weight of a. = 

0 _< 1 a. 1 < P -1  
- 	2 	• 

By a t-random-error-correcting NC code V, we mean that V 

can correct any combination of t or fewer errors as long as the Lee 

weight of the error pattern is t or less. 

For example, if t = Z and • p = 5, then the error polynomial 

E(X) can be a. X i  with 	a. 1 = 0, 1, 2 ; a. Xi  + a. Xi. with 
1 	 1 	 1 

+ 	1 a. 1 	2.  

• 	It is of interest to note that, since in the correction of burst 

errors it is the length of the burst that is involved and not the weight 

of the burst, NC codes do not have any advantage over cyclic codes in 

regard to burst-error correction. 



(ii) 

Expressing V(X), an element of V, in the form 

V(X) = 	a
o

+ a
1 
 X +a X

z
+ 	+ a

n-1
X

n-1
, 

let us consider 

3 '(X) = 	-a
n-1 

+ a X + a X
2 

+ 	+ a 	X
n-1 

0 

where V '(X) is said to be an NC shift of V(X). We note that 

3 1 (X) = 	X V (X) - an-1 	- an- 

• or 

3 '(X) = 	X V(X) - an..1  (X' +1) 

Since g(X) divides V(X) and  X+1, it follows that g(X) divides 

3 '(X). Thus we can make the following 

Cornin.ent; For ,every word of V, the NC shift of the word 

also belongs to B. 

This indicates why NC codes are called what they are. The 

analogy between NC codes and cyclic codes is obvious. 

Analogous to the class of cyclic BCH codes we have the kn.own 

following 

Theorem ; If the roots of g(X) of V incl-ude a, a
3

, a
5

, 
2t-1

, where 21; - 1 < p, then V is t-randoxn-error-correcting. 

From the theorem it is clear that the main restriction is that, 

for a given p, t has to be less than p+1. We recall that there is no 

such restriction in the case of BCH codes. 



The NC codes discussed previously have•all lengths n =- 
r 

P  Now we discuss the NC codes with lengths n 

To find g(X) for such codes we proceed as follows: for a 

given n and a given p, let u be the smallest odd positive integer such 
r 4  

that nu - P 	 . Then g(X) can be found from the following 
2 

Theorem: 	If the roots of g(X) I include a
u

, a 
3u 

, . . . a 
( 2t - )u 

where 2t - 1 <p, then the NC code of length n can correct any error 

pattern of Lee weight t or less and a is a primitive element of GF(pr ). 

This theorem follows directly from the theorem given previously 

2 

Since g(X) divides Xn  -I- 1, this also means that g(X) 

divides X
2n

-1. Therefore 2n = p
r

-1 or n = p
r 	

. 
2 

In view of this we have the following 

p-1  
Comment: With reference to the theorem, V has n = 2 

and a is the  primitive  element of GF (pr ). 

For example, if p = 5  and  r = 2 and t = 2, then we have 
r 

GF(pr ) = G F(2 5 ),  n= 	 = 12. If we construct G F(2 5 ) using 
2 

X
2
+ X + 2 which is a primitive polynomial with degree r = 2, then 

we find that a
3 

= a
2t-

1 is a root of X
z 

 Z.  Therefore g(X) = 

(X
2 

-I- X -I- 2) (X
2 
 - 2) = X4 

+ 2 X
3 

+ X + 1. Thus this g(X) gen.erates 

a (12,8) 2-error-correcting NC code. 

1 Since g(X) divides X
n

+1, where n=-
p 
 --- , the knowledge of 

the irreducible factors of Xn +1 is vital to the design of NC codes. 

P - 1  Negacyclic Codes With n A 2 	 . 

r 
P -1  



(iv) 

P - for NC codes with length n 	1. The restriction that u 

is odd is necessary since if u is not odd then Xn +1 will not 

divide Xn  + 1 . 

r 
Example  : 	For p = 5 and r = 2, we have v 	- 12, 

If n = 4, then 4. 3 = 12 so that u = 3. The polynomial -2 + X
z

.  
• 

lias  a
u 

= a
3 

as a root. Therefore, if we make g(X) = -2 + X , 

then this g(X) generates a (4, 2) NC code with t 1. 

We conclude this appendix with a list of generator polynomials 

for NC codes of  certain lengths • 



Appendix D : Some Negacyclic Code Generator  

Polynomials. 



NEGACYCLIC CODES, LEE MFT11Cf = • 5,R = 1Z 

X** 12 + 1 = 	 • ORDER OF ROOT 

( 	-1( °•2)X + X**? ) 

( 	+( 	O)X 	X**2 ) 	8 

( =•2'. +( 	2)X.+ X**2 ) 	24  

( 	-f)X + X**2 ) 	24  

( 2 +( 1)X + X**2 ) 	8 

( 	2 +( 	1)X + X**2 ) 	2/1 



A q..r. I 

I. 

UVER GF( 7**2) k%141 Pte1MITIVE'PULYNOMIAL 

li) (X)=X** 2  t( -e),1/45( 
. 	. 

At I NuN—ZERO ELEMEMIS 

A** 0 = 

A** 	= 

A** 2 = 	2A + 	2 

A** .3 	1A + 	4 

A** 	4 = 	14 1. 	2 

A** 	5 = 	4 4  +' 

AAA 	6 	WA f 

A** 7 = 	34 t 	0 

A-;KA 	8 = 	14 4- 	1 

t.), 	q = 	34 + 	2 

A*-A 1M = 	34 	I 

A** 11 = 	24 +. 	1 

A.** 12 = 	01% + . 4 

A**  13= 	44 + 	0 

A** 14 = 	3 4  t 

A** 15 = 	4A + 	1 

A** 16 = 	4A + 	-3 . 

A** 17 = 	1A+ 	3 

A** 18 = 	OA + 	2 

• A** 19 = 	2A + 	0 

A** 20 = .4A + 	4 

A** 21 = 	?A 	3 

.A** ?2 = 	24 + 	4 

AA* 23 = 	3A . + 	4 

A** 24 = 	04 	1 '  

—2 ) 



-  lu  - . 

GENERATOR POLYNOMIAL  IS : 

G(x) = x*.A4 	.;.2)X**3 	.0)X**2 .1>( 



1 =  

c) 

(.e 

NrOCYCLIC CnOES, LEE NFIRTC, P e 5,R = 3. 7 N = .62 

. 	ORDER  OF  RuOT 

t( P, 1)X 	.;-2)X**2 . 	X**3 ) 	- , • 	.124 

( -2 t( 	2)X +( -2)Xli*2 +'-x**3  

	

0)X +( -1)X**2 + X**3 ) 	124 
i 

( - 2 .1- ( -, 2)X 	0)x**2 	x**3 ) 	' 	124 

( -2 +( -1)X +( 	(0)x**2 	x**3 1 	124 

( -2 t( -1)X +( 	1)X**2 + x**3 ) 	124 

( -2  '+( • 1)X +( 	1) .x**2. 	x**3 ) 	124 

'( -2 t( 	0)X +( '2)x**2 	x**3 ) 	• 	124 

( -2 +( 	1)X +( 	2)X**2 + X**3 ) 	124 

( -2 +( P)X 	2)X**2 + X**3 ) 	124 

( 	2 -I.( 	0)X 4-( -2)X**2 	X**3 	124 

( 	2  -F( 	1)X +( -2)X**2 	X**3 ) 	124 

( 	+( 	2)x +( -2)x**2 + x**3 ) 	.124 

( 	2 +( -.1)x +( -1)x**2 + x**3 ) 	124 

( 	2 +( 	1)X +( -1)X**2 + x**3 ) 	. 	124 

( 	2 +( -2)X +( 	0)X**2 + X**3 .  ) 	. 	124 

( 

 

	

2+(  -1)X t( 0)X**2 	x**3 ) 	124 

( 	2 -1-( 	ø)X  4-( 	1)X**2 	X**3 ) 	124 

( .2 +( - 1)X -1- ( 	2)X**2 	x**3 ) 	124 

( 	2)X +( 	2)X**2 t X* *3'.) 	124 

( RE(X) ) 

wHERE RE(X) = 

I*X** 0 

0*X** 1 

1*X**, 2 



CI 

1 
1 

ID 

- V - 

• TAIU 	OF AL L Noni—LENo  FL F MF NTS ()VER 

A** 	« Ç1 	 1 

A** 	I 	 1A  

5** 3) 	IlH PK Imi I IVE PO L YNO MI AL. 

P ( X )X ** 3 + ( 	) x * * 2 
, 	. 	• 

0)*X + ( -2) I. 	( 

e ) 

A** 	2 LI 	11‘.**2 

A** 	3 	1A**? + 	NA + 	2 

A** 	4 	1A**2 + 	.2 4  + 	2 

A** 	 34**2 + 	2 4  + 	2 

A** 	6 = 	ØA**? + 	2 4  + 	1 

A** 	7 

~~	

2A* -*? + 	IA + 

• 3A**2 + 	04 + 	4  

3A**2 + 	4 4 + 

A** 	IO 	2A*)1/42 	14 + 	1• 

A** 11 	3A**2 + 	lA + 	4 

4** 	12 tr. 	4A**? + 	44 + 	1 

A** 	13z•- 	3A**2 + 	1A + 	3 

A** 14 	4A**2 + 	3 4  + 	1 

A** 15 	2A**2 + 	14 + 	'3 

A** 	16 	3A•*2 	34 + 	4 

A** 	17 r. 	1A**2 + 	44 + 	1 

A** 18 	0A**2 4. 	IA + 	2 

A** 19 	14**2 + 	?A + 	0 

A** 	2(A ::: • 3A**2 + 	• 04 + 	2 

A** 21 	3A**2 + 	, 24 + 	1 

A** 2 1  r. 	0A**2 + 	14 + 	1 

A** 23 r. 	14**2 + 	14 + 	0 

4** .  24 	2A**2 + 	0 4  + 	2 

A** '25 	2A**2 + 	24 + 	4 

, 4** 26 	44**2 + 	44  + 	14  



Vi 

1 
1 

1C)  

g 
g 

11-3 

î 
1 

A** 	2/ 	3A**2 .1. 	4A. 

•ot* 28 = 	2A**? S.' . 3A'S' 

A** 29 	OA**2 

1A**2 t 	14A i. 

.A** - 31 = 	04**2 	0A- 5 .  

A** 32 = 	KA**2 	.24 5- 

A** 3S = 	2A**2 	OA 	- 

2A**2 	' 0 4  

A** 35 	2A**2-+ 	4 4  

-A** 36 = 	1A**2 	4 4 :t: 

A** 	37 =. 	0A**2 .1. 	44' 

A** .  38 = '4Ae*2 t 	2 4  t 
. 	. 

A** 39 = 	1A**2 t. 
. 	— 

.14**2 - .4. 	3A •  

A** 	41 = 	AA**2. .1- 	2 4  .1* 

.A** 42 = 	1A-**2 	2/‘ 

A** 	43 	• 3A**2:4. 

A** 44 = 	1A**2.-t 	2 4  t' 

A** 45.4: 	3A**2  s 	1 4  

A** 464A**2 	2A 4._ . 	. 

A** 47 = 	1A**2  s 	1A-4; . 

A** 48 = . 2A**2 	3A•  

. A** 49 	0Ae*? 	2A 

A** 50 = 	2A**2 4. 	4 4  

A** 51 = 	lAk*2 

A** 52 = 	1A**2 

2 

4 

0 

4 t 	0A 

44'  t: 	2. 



- vii - 

A** 53 = 

A** 54 = 

A** 55 

A** 56 = 

A** 57 = 

A** 58 = 

A** 59 = 

A** 6o = 

A** 61 = 

A** 6? = 

A** 63 = 

A** 64 = 

A** 65 = 

A** 66 = 

A** 67 

A** 68 .=  

OA**2 	2 4  + 	2 

2A**? + 	2 4  +' 	0 

4A**? 4- 	øA  +. 	4 

4A**2 	4 4  + 	3 

3A**2 + 	3A + "3 

1A**2 + 	3 4  + 	1 

4A**? + 	1 4  + 	2 

OA**2 + 	2 4  +- 3 

2A**2 + 	34+ 	0 

0A**2 	0A + 	4 

OA**? + 	4 4  t 	0 

4A**2 t 	OA + 	0 

44**2 4. 	OA + 	3 

4A**2 4. 	3 4 4. 	3 

2A**2  4. 	34 . 4- 	3 

OA**2 4. 	3 4 	4 

A** 69 = 	3A**2 + 	4A t 	0 

A** 70 = 	2A**2 t 	OA + 	1 

A** 71 = 	2A**2 + 	1 4  + 	4 

A** 72 = 	34**2 + 	4 4  + 	4 

A** 73 = 	2A**2 	4 4  + 	1 

A** 74 = 	1A**2 	1 4  + 	4 

A** 75 = 	?A**2 + 	4 4  + 	2 

A** 76 = 	1A**2 + 	2 4  + 	4 

A** 77 = 	3A**2 t 	44  + 	2 



- viii - 

A** 78 = 	2A**? + 	?A + 	1 

A** 79 = 	44**? + 	14  + 	4 

	

0A**?. + 	4 4  + 	3 

A** 	81 = 	LIA**? + 	3A + 

A** 82 = 	2A**2 + 	0 4  + 	3 

A** 83 = 	2A**2 + 	3 4  + 	4 

A** 84 = 	0A**2 + 	4 4  + 	4 

A** 85 = 	4A**? + 	4 4  + 

A** 86 	3A**2 + 	0 4  + 	3 

A** 87 = 	34**2 + 	3 4  + 	1 

A** 88 = 	1A**? + 	IA + 	1 

p** 89 = 	24**2 + 	14  t 	2 

A** 90 L.: 	3A**2 + 	2 4  + 	4 

A** 91 	PiA**2 + 	4 4  + 	1 

A** 92 = 	44**2 + 	I + 	0 

A** 93 = 	0A**2 + 	0 4  + 	3 

A** 94 = 	OA**2 	3 4  + 	0 

A** 95 	3A**? + 	ØA  + 

A** 96 = 	3 4 **2 + 	ØA  + 	1 

A** 97 = 	3A**2 + 	1 4  + 	1 

A** 98 = 	4A**2 + 	IA + 	1 

A** 99 	OA**2 + 	14  t 	3 

A** 100 = 	1A**2 + 	3 4  t 	0 

A** 101 = 	4 4 **2 + 	0 4  + 	2 

A** 102 = 	44**2 + 	2A + 	3 

A** 103 = 	1A**2 + 	34  t 	3 



ix 00 

A** 104 = 	4A**2 + 	3 4  t, 	2 

A** 105 	2A**2 + 	244. 	3 

A**.106 = 	4A**2 4 	3 4 	4 

A** 107 = 	2A**2 + 	4 4  t , 3 

A** 108 = 	1A**2 + 	3A + 	4 

A** 109 = 	4À**? + 	4 4  4. - 	2 

A** 110 = 	3A**2 + 	2 4 -+ . 	S 

oc* 111 = 	0A**2 + 	3 4  t 	1 

A** 112 = . 3A**2 + 	lA t. 

A** 113 = 	4A**2 	.04 	: 

A** 114 = 	44**2 + 	1A + 	3 

A** 115 = 	0A**2 + 	3A + 	3 

.4** 116 = 	3A**2 + 	3 4  t, 	0 

A** 117 = 	1A**2 t 	0 4•  + 	1 	• 

• A** 118 = 	1A**2 + 	lA t 	2 

A** 119 = 	2A**2 + 	2 4  + '2 

A** 120 = 	4A**2  t 	24.1,  ' 4 	• 

A** 121 = 	1A**2 + 	.4A + 	3 - 

A** 122.= 	0A**2 + 	SA + 

A** 123 = 	.3 4 **2 	. 24 

A** 124 = 	0A**2 + 	0 4  + 	1 

GENERAT0 R POLYNOMIAL IS . i. 

G(X) = x**6 f( 	2)X**5 +( -.1)X**4 +( .m2)X**3 +( +.3)X**2 +( 	
+( 	1 



x 

NEGAcYCLIC CODES, 1:Ek METRIC, = 7,R = 2 	= 24 
1 

y*A ?4 	1 = 

a 
CÎ  

1 
1 
1 
1 
1 

( -2 +( -3). X + x**p ) 

( -2 +( -2)X + X**2 ) 

( -2 +.( 	?)X + X**2 ) 

( -2 +( 	3)X + x**2 ), 

( -1 +( -3)X + X**2 ) 

( -1 +( -1)X t X**2 ) 

( -1 +( 	1)X + X**2 ) 

( -1 +( 	3)X +  

( 3 +( -2)X + x**2 ) 

( 3 +( -f)X + X**2 ) 

( 	3 +( 	1)X + X**2 ) 

ORDER OF ROOT • 

48 

118  

48 

16 

16 

16. 

 16 

48 

48 

( 	3 +( 	?)X . + X**2 ) 	. 	' 148  

1 
1 
1 

1 



-; 	 " 

• • 

TAHLF 0F ALL H0N-ZFRO FLFMF :NTS . OvER GF( :. 7**2) WITH PRIMITIVE PoLyMnmIAL ! 
. 	. 

P(X)=X**2 . +( -1)*X + ( 	3) 

• 1 
1 
•1 

1 
1 

1 

1 

1 A** 0 = 

*A** • 	14  

A**. ? 	1 4  4- 

A** 	= -24 t . .-3 

A** 	4 	2 4 • . 	6 

A** 3 = 	IA 	. .6 

A*,k 6 = 	24  + -3 

A** 7 = 	6.  + 76 

A** 8 = 	0 4  + -4 

A** 9 = 	3 4  t :0 

• 4*** 10 = . 	3 4  t 

A** 11 = 	1 4 :t -2 

6 4  + -3 

A** 13 = 	34 t -4 

A** . 14 = 	6 4  + 

A** 15 = . 4 4  t 

A** 16 =. 	0 4  + 

.A** 47 = 	- 24 +. 	0 

A.** 18 = 	2 4  1- -6 

A** 19 = 	3A + -6 

A** 20 = 	4 4  4. eà 

A** 21 = 	2A,+ 	5 



1 
,A** 2? = . 4A 4 

A** 23 =. 	5A, 

A** 24'= . 	• C/IA 

A** 25 = 	6A t 

A** 26 = 	6A-4 -4 

A** 27 = 	PA 

A** 28 = 	5A +. 

A** ?9 = 	6A + 

A** 30 = 	5A-1- 

A** 31 = 	1A 4 -1 

A** 32 	~ A +. -3 

A** 33 = . 4A :h 	0 

A** 34 = 	.44 +. 

A** 35 = 	ÔÂ + 

A** 36 = 	1A +• 

A**• 37 -=«. 	4 A -I.  

A** 38 = . 1A + 

A** 39 = 

A** 40 = 	0A + 

À** 41 = 	5A + 

• A** 42 = 	5. 4 

A** 43 = 	4A + 



-3)X**5 -1)X**4 t( ,1)X**3 t( -3)X**? +( 	1)X t( -1) + ( x ** 6 ( (X) 

• xiii. 

	

A** 44 = 	3A t 

	

A** 45 = 	5A + .-2 
• 

	

, A** 46 = 	3A4 

	

A** 47 = 	2A + -2 

	

A** 48 = 	OA + -6 

GENERATOR POLYNOMIAL IS i 



! ! 	ORDER OF ROOT 

t -3 + (  -3)X *1 -3)X**2 + X**3  3 	342 
: 	- 

( -3 +( 3)X 4( -3)X**2 + x**3 ) 	342  
• 
1 -3 4 1  ,-1)X 4( -2)X**2 + X**3 ) 	342 	H 1 

" 

X**171 4 1 = 

1 -3 4( 0)X +( -2)X**2  4  X**3  J. 	342 

I -3 el 2)X et -2)X4*2 	X**3 ) 	, 342'  

	

i - 3 +1 3)X +( -2)X**2,4 X**3 ) 	. 	- 	342 

• -3 +( -3 3 X 41 -1)X**2 + X**3 ) 	342 

	

( -3 +1 -2)X 4(  -1)X**2 + X**3 ) 	' 	'342 

	

t -3 +1 -1 3 X +1 -1)X**2•4 X**3 ) 	342 

t -3 41 0)X 41 -13X4*2 	X**3 ) 	- • . 342 

( -3 41 ,C)X 41 0)X**2 	X**3 	. 18 

	

' 1 -3 *( -2)X 4t 11X4*2 4 X**3 ) 	.342 

-3 41 2)X +( 13X**2 	X**3 ) 	342 

	

( -3 *1 -1)X +t 2)X**2 4 X**3 ) 	• . 	342  

( -3 * ( 	1)X 4 1  . 2)X**2 . * X**3 ) 	.342 

	

-2)X +1 33X**2 + x**3 ) 	• 	342 

i -3 +( 0)X 4( 3)X**2 + X**3 I 	342 

( -3  + ( 1 )X +t 31X**2 	X**3 ) 342 

( -3 +1 3)X +1 33X**2 + X**3 ) 	342 

I 	1 +1 -:1)X  •(  -3)X**2 4 X**3  1. 	114 

XIV - 

NEGACYCLIC. CODES, LEE METRIC, P = 7 0 R = 3, N = 171 

( 	1 +1 . 0IX +1. -3)X**2 . 4.X**3 ) 	114 

t ,1.+ ( 	3)X e( -3)X**2.+ X**3 ) 	38 

t 1 +1 1)X +( -2IX**2 + X**3 ) 	114 
• 

C 1 +( 2)X +( -23X**2 * X**3 ) 

1 *I -3)X +1 -13X**2 + X**3  3 	114 

11.4 



114 

38 

1. 14 

o 

342  

...n ..,12[ 	 ele 

.... "VG 

I . 	2 +( 	-2)X +( -2)X**2 + X**3 ) 	342  

t 	2 +1 	3)X +( -2)X**2 + X**3 ) 	342 

t 	2 +( -I)X +t -1)X**2 	+ X**3 	) 	342 

t 	2 +t 	1)X +I -1)X**2 + X**3 	) 	342  

L 	2 +t 	3)X +1 -1)X**2 + X**3 	) 	• 	342 
• 

0 	t 	2 + 	-2 X +t 	0)X**2 + X**3 ) 	342 	. 

L 	2 +( -I)X +( 	0)X*2 + x**3 	) 	342 

1 	2 +t 	0)X +( 	0)X*2 + X**3 	) 	ia 

L 	2 +( 	3 ) X +( 	0)X**2 + X**3 	) 	342 	• 

t 	24-t 	-2)X +t 	1)X'2+  X**3 	3 342  

I 	2 	+I 	1)X +( 	1)X**2 + X**3 ) 	• 342 	. 

. 	 . 

• 

L 2 +t 3)X +( -33X**2 + X**3 ) 

ID 

0 

IL, . 1  

r  

XV - 

21X + (  -1)X**2 . + X**3 ) " 

( 	1 +I -2IX +( 	0)X**2.+ X**3 ) 114 

I 	1 +( 	1)X +i 03X**2 . + X**3 ) 

( 

 

14-t  2)X +t 0)X**2. + X**3 ) 

t 1 +t -2)X +( 1)X**2'+'X**3 

t 1 +t 0)X +U 1)X**2 + X**3 ) 	114 

t 1  +( 3)X +( 1)X**2 + X**3 ) 	38 

1 1 +t -2)X +( 2)X**2 + X**3 ) 	114 

( 	1 	-1)X +t 2)X**2 .  + X**3 ) 	*. 	114 

L  1 17( C)X +( 2)X**2 + X**3 ) 	• 	38 

C 	1 +( -3)X +( 3)X**2 +' .X**3 ) 	• 	-.38 

I +t I)X +1 3)X**2 + X**3 ) 38 

t 2 +i 2)X +( -31X**2 + X**3 ) 342 



1 2 +( -3)X +( 2)X**2 + X**3 ) 

i 2 +( -1)X +( 2)X**2 . + X**3 ) 	342 

i 2 +( -2)X +1 31X**2 + .X**3 	342 

(' • 2 .+( -1)X +( 3)X**2 + X**3 )- 	342 

..342 

g 
1 2 +( 2)X +( 3)X**2 + X**3 	342 

(I 1 +i. C)X +( (3X**2 +t -61X**3 



A** 14 = 	2A**2 + OA + 3 

A** 15 = -64**2 + -14 + 

1 

10,  

A** 12 = 	54**2 + 	34 + 

A** '13 = -54**2 + -6 4 +, -3 

A** 16 = 	34**2 + 	1A 4. 	5 

A** 17 = -14**2 + - 14 + -6 

A** 18 = 	24**2 + 	3A i  2• 

A** 19 = -3A**2  4 -24 .1+. -4 

A** 20 .= 	04**2 + 	24 + -. 6 

'A** 23 = -4A**2 + ;. .3A 

	

A** 24 = 	1h**2 + 	IA + 

A** 25 = -24**2 . + -14 1+. -2 
; 

	

---4** 26 = 	5A* *2 . + 	24 + 4 

• 

A** 21 = 64' + 	•0 • 

A** 

24**2  

22 = 	04**2 + -44 + -4 

xvii 

TALE  OF ALL NON-ZERO ELEMENTS CVER GF ( 71:6*3) WITH  PRIMITIVE  POLYNOMIAL 
• • 

A** 	0 	 1 	
P 	X**3 +( 3)*X**2 

1+ ri ,23*X 	{ 2) 
A** 	1 	' 	; 	• IA • . 

A** 	2 = 	•1A**2 

A** 	3 = -34**2 + -24 + -2 

A** 	4 = 	0 A**2 + 	4 4 + 	6 

5 = 	44**2 	64 ; + 	0 A* ;:i 

A** 	6 = -6A**2 + -14 + 
	

1.  

A** 	7 = 	3A**2 + 	44 + 	5 

A** 	8--= -54**2 + -14 + -6 

A** 	9 = 	0 A**2 • 	44 + 

A** 10 = 	4A**2 	34 + .0 

11 = -24**2 + -14 	-1 A** 



A** 3 •  = 	54**2 + 34  + 0 

• 	, 	- 
A** 27 = 	+ -64 . . 

A** .  28 . = 	54**2.+ . 	2Â+  

- 6e**2 1. - 5 4  + -3 

A** 30 = 	64**2 + • 2 4  + 

A** 29 = 

A** 31 = -2A**2 * 	OA A. H5 

A** 32 = 	64**2 * .6 4  + , 4 

A** 33  = -54**2 + -°14 + .-5  

A** 34 = .0A**2 + 	5 4  + 	à 

. A** 36.= -5A**2 + .-3 4  + '-3 

A**. 37 = 	54**2 	.04 + 	3 

	

A** 	38 = 	-1A**2 	+ 	OA + 	 • . 

	

A** 	39'= 	3A**2 	+ 	64 	; 	2 	. 

	

A** 	40 . = 	-3A**2 + 	-44 	.-6 . 

	

A** 	41 = 	54**2 +. 	OA + 	; 

	

, A** 	42 = 	-1A**2 + 	-44  + 	: -3  

	

A** 	43 = 	—1A**2 + 	6 4 	2 	. 
i 

. 	A** 	44 = 	2A**2 	4 4 	: 	2 	. 	. 

	

A** 	45 = 	-24**2 + 	-24  + 	-4  

	

A** 	46 =. 	44**2 + 	OA + 	4 	 . 

0 	A** 	47.= 	-54**2 + 	-44 + 	1 	. 	. 

	

.A** 	48 = 	4A**2 + 	2 4  + 	3 . 

	

A** 	49 = 	-34**2 + 	-54  + 
,„___. ......... 

	

A** 	50 = 	44**2 -1- 	54  + 	6 

! 	A** 	51  = 	OA**2.+ 	-2 4  + 	-1  
t 	. 



f 
i 

0 

A** 55 = 	64**2 + 	5 4  

A** 56 = -6 -4**2 + 	+ 

I
• A** 57= 	0A**2 + 	OA + * 5 

A** 58 = 	C4**2 + 	5 4  + 	0 

A** 59 = 	5A**2 + 	OA + 	0 

A** 60 = .-14**2 	-34 +  -  

A** 61 = 	04**2 	 :1- 

A** 62 = 	6A**2 + 	2 4  + 

A** 63 = -24**2 +  _54 . +  .-5 

A** 64 = 	14**2 + 	6 4  + 	4 

A** ,65.= 	34**2 + 	2A + -2 
5 

A** 66 = 	O4**2 + -14 4  -6 

•-• 

A** 67 = -1A*1.:42 + 	1 4  + 	0 

A** 68 = 	44**2 + 	2 4  + 

f 
1-D  

A** 69 = -..34**2 +  -64  '+ 

A** 70 = 	24**2 + 	54  ,+ 	6 

, A** 71 = -44**2 + 	OA ,+ ; -6 • 

.,•n•n•n•n••nn••nn 

A** 72 = 	5A**2 	+ 	2 4• 

73 = 	 + -24 

A** 74 = 	24**2 + 	2 4  + 	5 • i 

A***  75 = -44**2 + 	IA + -4 

A** 76 = 	64**2 + 	44 1+ 	1 • 

A** 

.4** 77 = 	OA**2 + -4A +. 
, 	I 

1 



A** 81. = -24**2 +  -24+  —2 

A** 82 =• 	4A**2 + 	2A . +. ! 4 

A** 83 = 7-3A**2 + -4 4  + -1 

A** 84 = 	5A**2 + 	54  + 	6 

A** 85 = -34**2 + -44 .  + -3 

1, 

A** 94 = --3A**2 + 	OA '4 

A** 95 = 	24**2 + 	OA  +6  

A** 96 = -64**2 + 	2A .+ 

10  ii i 	 . 

0 

A** . 97 = 	64**2 + 	14  +. 5' 

• • 	.. 

0 L 
0 • .A** 98 = -3A**2 + . OA + -5 

A** 99 = 	24**2 -  + 	14  . 6 

A** 100 = -54**2 + 	24 . + .  -4 

A** 78 = -'4A**2 + 	24 + 

A** 79 = 	0 A**2 	14  + 

-a -7— 

 

A**.. 80 = 	14**2 4- 	. 1A 

A** • 86 = 	5A**2 + 	3 4  + 	6 

A** 87 = -54**2. e -44  	-3 

A** 88, = 	,4A**2 . .+ 	OA + 

A** 89 = -5A**2 + -5A +H -1 ..• 	, 
. 	• 	, 

A** 90 = 	3A**2. + .  2 + 	3' 

A** 91 = 	04**2 + -3A:+ . -6 

A**. 92 	r34**2 + 	lA 

A** : 93 = 	34**2 •+ 	bA 	6 

A** 101 = 	34**2 + 	6 4 	3 

A** 

 

102=  -34**2.+ -3A .1: -6 



1 

110 .  
0 24 + 4A**2 + 

	

= 	-3A**2 + 	-14 + 	-1 

	

A** 111 = 	1A**2 + 	5 4 + 	6  

• A** 112 = 	2A**2 + 	44 + 	2 

A** 113 =. 	-2A**2 + 	.1A + 	-4 

	

A** 114 = 	OA**2 	+. 	OA + 	4 	 . 

	

A** 115 =. 	GA**2 + 	44  4. 	0 	 . 

A** 	116 = 	4A**2 	-t- 	OA 	4. , 	0 	 . 

	

A** 117 = 	-5A**2 + 	-14 	-1 	 , 

	

A** 118 = 	OA**2 + 	2A 	3 

	

A** 119 = 	2A**2 + 	34 + • 	. 

	

A** 120 = 	-3A**2 	-44  + 	-4  

. 	 . 

	

A** 121 = 	5A**2 + 	2 4 ' 	6 

	

A** 122 = 	-6A**2 + 	-44 + 	-3 	. 
' 

	

A** 123 = 	0A**2 	2A 	5 
0 

, 	A** 124 = 	. 2A**2 	+ 	5 4 	0 	. 	 • 

	

A** 125 = 	-14**2 + 	-44 + 	-4 

• A** 126 = 	-1A**2 	+ 	5 4 + 	2 	. 	 . 

	

- A** 127 = 	1A**2 + 	44 	' 	2 

... 	 A** 	128 = 	1A**2 « + 	OA + 	-2 	 . 

' 

OH 

!.) 
1-) 

1 

1 
À** 103 = 	6A**2 + ' OA + 

A** 104 = -4A**2 + -64 + -5 

• A** 105 = 	6A**2 + 	3 4 + 	1  

A** 106 	-1A**2 + -44 + 1 -5•  

A** 107 = -1A**2 + 	44 + • 2 

A** 108 = 	OA**2 + 44 + 2 

•A** 109 = 



1 

1 r  

1 

xxii - 

A** 129 = . —34**2 + 	3 4  

A** 130 = 	54**2 + 	44  + • 

. 	A** 131 = 	—44**2 + 	—44 + . —3 	 , 1 , 
A**  132  = 	1A**2 + 	54+  ' 	I  

.. 

A** 133 = 	24**2 + 	—1A + * —2 

A** 134 = 	04**2 + 	IA + 	—4 
. 	 , 

A** .135 = 	14**2 	+ 	3A 	4- 	.0 	 . 
, 	 . 	 . A** 136 = 	04**2 + 	—24 4- 	—2 	. 

1 
, 

• A**  Ti  = 	—24**2 + 	5 4  + 	0 	 . 	. 

A** 138 = 	44**2 + 	4 4  + 	4 	. 	 . 

. A** 139 = 	—14**2 + 	—4A + 	—1' 	. 

A** 140 = 	—1A**2 + 	IA + 	2 	 . 

A** 141 = 	44**2 	+ 	44 	+ ' 	2 	 . 	. 

,. 
A** 142 = 	—IA**2 + 	—64  + 	—1 

A** 143 = 	—34**2 + 	1 4 + 	2 	 . 
, 

A** .144 = 	34**2 + 	14  + 	6  

• • A** 145 = 	—1A**2 + 	*OA + ' —6 	 . 

A** 146 = 	34**2 + 	3 4  + 	2  

• A** 	147 = 	—64**2 •+ 	—4A + 	—6 	 .  

A** 148 = 	CA**2 + 	6 4  + 	5 

,.. 	  
o 	 A** 149 = 	64**2 + 	5 4  + 	0 

A** 150 = 	—64**2 + 	—5 4  + 	—5 

. 	A** 151 = 	64**2 	+ 	04 . + 	5 	, 

A** 152 = 	—44**2 	OA  t 	— 
, 

A** 153 = 	54**2.+ 	3A4- 	I  
_ 

. 	, 
. 	. . 	. 	, 	 .. . 	_ 

. 	. 
, 	 . 

• 



• 
• , 

xxiii- 
• 

_ 	„ 	• 

• • 

A** 154 =. 	 + 	+ H-3 
• - 

44* 155 e 	64**2 + 	04 - + ; 3 

A** 156 = -44**2 + 	-2 4 	-5.  

A** 157 = • 34**2 + 	3 4  +..; 1 
.1 

A** 158 = -64**2 + -5 4. + -6 
• ; 

A** 159 = 	64**2 * 	6 4  + 	5 

L.) 

11)  

0 

lo 

Q 

A** 160 = -5,4**2 + 	0,A + -5 

A** 161 = 	14**2 + 	5A + 	3 

A** 162 = 	24**2 + 	lA + -2  

A** 163 = -54**2 	+  1  -4 

A** 164 = 	24**2 -+ 	6 4  + 	3 

A** 165 .= 	04**2 + -IA + -4  

A** 166 = -14**2 + 	3 4  + 

A** 167 = 	64**2 + 	2 4  + 	2 

A** 168 = -24**2 + -34+  -5  

A** 169 = 	34**2 + 	6 4  + 	4 

A** 17C = -34**2 + -2A ,+ --6 

A** 171 = 	04**2 + .0A  +' 6 

A** 172 = 	OA**2 + . 64+ 0 

A** 173 = 	64**2 + 	OA + 	0 

A** 174 = -44**2 + -5A + 

	

A** 175 = 	. CA**2 + 	34+ 	1 

	

A** 176 = 	34**2 + 	1 4 , + 	0 

A** 177  = -14**2 + -64  + -6  

	

A** 178 = 	-3A**2 + 	3 4 	2 
• 

•	  

	

179 = 	54**2 + 	IA + 	6 
1 



X.XiV 

A** 185 = —24**2 + 	OA + . –3 

A** 189 = –2A**2 + 	4 4  + – 2 

A** 190 = 	34**2 + 	24 + 	4 

A** 186 = 	6A**2 + • 14 + 	4 

• –34**2 .4. -  71 4  • 

A** 188 = 	1A**2 + 	lA + 	6 

A** 187 =. 

A * * 191 = 	04**2 * –2 4  + –6 

A** 192 ° –24**2 + 	IA + 	0 

A** 193 = 	OA**2 + 	44 ,+ 	4 

• A** 194 = 	44**2 + 	4 4  + 	0. 

A**  195=  –14**2 + 	4- –1 

A** 196 = 2A**2 + 	1A ' 4 ; 2 

A** 197 = –54**2 + 7-24 + –4 

A** 198 = 	64**2 • 	64+ 	3 

p** 199 = 7-54**2 + .-24 	75 

A** 200 = 	64**2 +. 	5A + • 3 
• . 	. 

A** 201 = .-6A**2 *  –24+-5  
_ 

A** 202 = 	2A**2 + 	OA +' 5- ' 
, 

A** 203 = –64**2 + 	lA +•-4 . 

44:e .  204 = 	54*?.>2.. 	14 	5 

• • 	. 	A** .4. 80 

A** 181 .•:-« 

• 
04**2 +• –44  

– 44**2 	44 

11.) 

0 

I. 

10 

L 

A** 182 .= • 2A**2 + 	IA + 
• 

• A** 183. =. – 54**2 	–3A. 	– 

A** 184 .= .*54**2 	64 .  



1 
I .  

j 
o 

XXV •• 

• A** "205 	04**2 + -5 4  

• A** 20-6 	-5A**2 + 	liA ,+ 	• 

A** 207 = 	54**2 + 	3 4  + 	3 

• À** 208 = .-5A**2 + 	OA .;+ • -3 

A** 209 = 	1A**2 + • CA• + 	3 

A** 210 = -3A**2 + 	1 4 	-2 

A* *  211 = 	3A**2 + 	4 4  + 	6 

A** 212 = -54**2 + 	.04 '+ -6 

A** 213 = 	14**2 + 	44H+ 	3 

A** 214 = 	14**2 + 	lA • ./(.! -2 

A** 215 = -24**2 + 3 4 	-2 

A** 216 = 	24**2 + 	2 4   + 

A** 217 = -44**2 + 	OA' + -4 

A** 218 = 	54**2 + 	4A + 	1 

A** 219 = -44**2 + -2A  

A** 220 = 	34**2 + 	5 4  

A** 221 = -4A**2 + -54 +. 

A** 222 = 	OA**2 + 	2A' + 

A** 223 =. 	24**2- • 	• 1A * 

A** 224 = - 54**2 + 744 . + 

A** 225 = 	44**2 + 	64+ 	3 

A** 226 = ,-‘64**2 * -5 4  + -1 

A** 227*= 	-6A**2 + 	44  + 	5 

A**• 228 = 	04**2 + • OA + -5 

A** 229 = 	04**2 + 	24 + 	0 

I. 



xxvi 

230 = 	2A**2 	OA 

A** 231  = -64**2 

A** 232 = • CA**2 + 	1 4  + 	5 

- 	 ' 

4. -44 + 

I. 

A** 233 = 	1A**2 + 	5 4  + 	0 

.• 
0 	 A** 234 	'2A**2 + -24 	i 

1 	A** 235 = -14**2 -+ 	1 4  + -4 

- 	A** 236 = 	44**2 -I- 	54 i- 	2 

A**  237 = 	04**2. + -6 4  "4" 

.. A** 244 = -1A**2 * 	2A 71' -4 

A** 245 = 	54**2 + 	5 4  + 2 

0 

A** 254 = 	34**2 * 	4 4  + 	1 

t 1 • 	 A** 255 = °-5A**2 .* -54 :* -6 . 	 . 	_ 

A** 238 = -6A**2 + 	64  + 

A** 239 = 	3A**2 + 	5A + 	5 

.A** 240 = -44**2 + -1A + • -6 

A** 241 = 	44**2 + 	2 4 ' + 	J.  
! 

A** 242 = -34**2 * 	OA + : -1 

A** 243 = 	24**2 + 	54  **- 6 

A** 246 = -34**2 + -14 + ' -3 

A** 247 = • 14**2 + 	3 4  + 	6 

o  

A** 248 = 	0A**2 + 	4 4  + -2 

A** 249 = 	44**2 + 	5 4  + 

A** 250 = 	04**2 + - 1A + 

A** 251 = -14**2 * 	6A 

A** 252 = 	24**2 + 2 4  + 2 
; 	. 

A** 253 = -44**2 .1 -24  .1. -4 



+ 4A- 4: 1 'S A** 256 = 

î 

xxvii 

A** 257 = -5A**2 + -34 + . -6 
• . 

A** 258 = : 54**2'+ 	4 4  +. 	3  

A** 259 = -4A**2 +. 0 .4 i."; -3 .  

A** 260 = .54**2 + 	54 f 	1 

A** 261 = -34**2 + 	-3 

A** 262 = 	04**2 + 	3 4  + 	6 

44* 263  = • 34**2 +: 6 4  +- 	0 

A** 264 = -34**2 4 -64 

• A** 265 = .34**2 + _OA + 

A** 266 =-2A**2 + 	OA + 

- A**. 267 = 	.64**2 • 	5A, + 	• 

A** 268 = -6A**2 	-1A 4 

A** 269.= 	A**2 + 	OA  • 

A** 270 = -24**2 + -14 + 

A** 271 = 	5A**2 * 	5 4  

1 
ID  
!c)  

A** 272 = -34**2 + -64  4- 

A** 273 = 	34**2 	344 

.A** 275 =•44**2 + 	64 	5 

• A** 276 = -64**2 + -34 + 
. 	_ . 	. 

A** 277 = ,14**2 + 	4 4  + • 5 

A** 278 =. '.1A**2 + 	3 4  11-  ; -2 

A** 279 = 	04**2 + 	3 4  + : -2 

A** 280 = 	3A**2 + 	54  

A**  281=  .-44**2 + -6 4  + .-6 

0 



A** 300 = -44**2 	+  -344  -5 

2A**2  4 	3A+ 	1 A** 301 = 

xxviii 

A** 282  = 	6A**2 + 	24  + 	1 

A** 283 = -2i**2 + -4A  +.L5 -5 

.0 

.A** 284 = 	2A**2 + 	64  .+ . 4 

• A** 285 = 	OA**2 + 	OA + •.-4 
, 

A** 286 = 	04.**2 + 	3 4  + 	0 

A** 287 = 	34**2 + 	OA + 	0 

A** '288 = -24**2 + -64 + 

A** 289 = • 04**2 + 	5 4  + 	4 

A** 290 = 	.54**2 + 	44  + 	0 

A** 291 = -44**2 + 	-3 

A** 292 =. 	2A#42+ 	5A + 	1 

A** 293 = -14**2 	734 .+ , -4 

A** 294 = 	04**2 + 	5A 4 2 

A** 295 = 	54**2 + 	2 4  '44- 	0 

A** 296 = -64**2 + -34 + -3 

44* 297  = 	14**2 + 	24  + 	5 

-14**2 + 3A 	-2 

A** 299 = . 6A**2'4. 	OA + 	2 

•A** 302 = 73A**2 + -34  +. -4 

4**•303 = 	64**2 + 	24 +: 6 

A** 304 = -24**2 + -764  +, -5 

A** 305 = 	04**2 + 	4 4 . +. 4 ' 

A** 306 = 	64**2.+ 	44 4 . 

o 

s!, 

1)0 

j 
î 

!) 

I .  

-6 

A** 298 = 



‘), 

13  

11°  

' 	 • 	 ,,  

X.IC1X 

o 
o  

Y 	' 

A** 3O7 zr- 	,,OA**2 + —54 + ;.;5 

3C 8-= -5A**2 + 2A + 

A** 309 = 	3A**2  

•A** 310 = —6A**2 + —3 4  + —6 

A** 311 = 	1A**2 * 	6 4  +, 5— 
_ 

; 
À** 312 = 	3A**2 +. 34  + —2  

A** 313 = —6A**2 + 	:+ : —6 

A**  314.= 	3A**2 + 	6 4  + 	5 
; 

A** 315 = —3A**2 +  —14+-6  

A** 316 = 	14**2 + 	0A • +; 6 

A** 317 = —3A**2 + 	4A +, —2 

A** 318 = 	6A**2 + 	4A 	6  

A** 319 = 	OA**2 +  

A** 320 = —64**2 + 	2 4  +. 

A** 321 = 	64**2 + 	5 4  4:• 5  

A** 322 = —6A**2 + 	04  +' 

A** 323 = 	44**2 + 	OA +, 5 

A** 324 = —54**2 + —3 4  

A** 325 = 	.5A**2 + 	2 4 • 	3 

A** 326 = —6A**2 + OA + —3 
. 	 . 

A** 327 = 	4A**2 + 	2À + 	5  

A** 328 = —.34**2 +  —344-  —1 

A** 329 = 	6A**2 + 	54  + 	6 

A**  330=  —64**2 + —6 4  + —5 

A** 331 = 	54**2 + 	OA + 	5 

A** 332 = —14**2 + —5A + —3 

• 



A** 333 =- L.2A**2 * 	6A 4 

A** 33 4 = 	5A**2 +. 4A 

A** 335 = —2A**2 * —64 4 .— 

A** 	336 = 	.0A**2 + 	14 . 4 
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