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FOREWORD

This repbrt represents the work of a number ofnpeople,
staff and students, at McGill ﬁniversity during academié year'1973—74.'

Apart from the three principals, who supervised the whole undertaking

and made their own personal contributions, the two main participants

were:
Georges Sudarskis, Dipldmé dg'L‘Ecdle Supérieure de
Coﬁ@ercé de Paris, who contributed Part II,nsectioﬁé‘Z
and 3 of Part III, in fulfillment of the thesis re-

quirement for the M.B.A, degree.

Professor T.H. Merrett, B.Sc. (Queen's), Ph.D._(Oxoﬂf),
‘assisﬁant professor, School of Computing Science,
who contributed the whole of Part IV with the-excep-

tion of section 3.

The other contributors were :

John M. Meaker, B.A. (Hons. Economics), Sheffield; part’
of whose thesis towardé the M:B.A. degrée‘at-MéGill‘

forms the Appendix to éection 2 of Part i,

P.S. Migicovski: an undergraduate .(B.Com.) student at
" McGill, who under the supervision of Brdfessor Thorpe
. was responsible fér section 4;2.3;f(Intenéity of 

usage) of Part II.



PART 1I:

INTRODUCTION .



1. Objectives
As set out in Centract No. 0SP3-0125 dated June 11, 1973, the

title of the present study is "Research and development of parametric cost

models to evaluate strategies in the design of a national data bank net-—

" work". The objectives set were as follows :

1. The purpose of the project is to develop a modei_for evalu— -
ating strategies in the design of netional data baﬁks.' Two
basic strategies in desighing;such a system are ideetified_:
(i) One central data bank accessed 1direetly b§ all users, ,,i

(ii) One central data bank which periodiecally updates'satel—

lite banks. The satellites may contain complete contents =

of the central bank or a suﬁset‘of_most frequentlyffe—:
quired information, with the user accessing the elosest
data bank containing required infqrmation."
2. The major factors for consideretioﬁ in selecting the appro-
priate design ﬁqr a particular appiicafion wili include :

‘hardware vs. communication costs,

user requifements for current information (hourly, daily,vl“

.weekly,etc.; batch.vé. immediate enquiry),

patterns of ﬁser acfiviﬁy (uniformly distfibuted th;ough
~time;. or péak:aétivity»at perticular pefidds),:' o

user requirements for information access (the size of
upset that.would satisfy needsaof a regionel gfoﬁp

of users).

The project will develop parametric cost-modelslreflecting o

these factors. The comparative analysis Will.identify the

parameters of critical importance in system design and the
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effects of varying such parameters, such asiby‘g0verﬁment.
policy or subsidy. Use of the model in pl_anniﬁg the design
of a specific data bapk will identif} minimum‘csst'csnfigu¥
‘rations. The model envisaged resulting fromhthis initial
projest will necessarily be restricted in scopevand flexib;
ility, but can be the basis of further‘developmedt and-re—
finement as additional data bank requlrements are 1dent1f1ed.
The project work will be performed by a team of- three" McGlll .
faculty from the Faculty of Management.and_the'Computlng".
Centre and two graduate students. The primar§:source‘bf"data
for cdnstructlng the model will be data bank systems.oper~ |
ating at the McGill Computlng Centre, in partlcular the ?L

Financial Research TInstitute data bank. A survey of other‘.

" major data banks in operatipﬁ or plamned will be conducted,"

based on published information.

Statement of work

\

The work shall comsist of the following'stepsAt

Define hardware models of each system [l(i) and»l(ii)'befdre—_
mentioned]. Deyelop a cost model dfseach,system,>insldding.
development, operating and maintenance costsy aad.cdmmuﬁié
catidn costs.

Define relevant user profiles reflecting demands for surrency.
of information; informatiqn access and scope df_information. .
Validate the models with known parameters‘and dser profiles."
Perform a éomﬁarative.analysis Of the. two basie‘modexs, |
:Varying parameters reflecting hardware costS5‘esﬁmudication
costs and user proflles, as a basis for selectlng the apprs—

priate des1gn strategy for a speclflc type of data bank.
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2. Scope

Almost inevitabiy, the fit between what has been accomplished
and the set objecti&es is not perféct at allvpoints. Iﬁ cbntrgst

“to the treatment suggested in paragraph 1 of. the objectives, Qﬁr ap—
proach in 1(i) has been to describe and model the‘F.R.If,data banks'

- (Parts II and IV), while in 1(ii),‘éfter exploring tﬁe conceptual
issues involved (the latter was .a major part of the préject); ﬁé.haVeﬁ
formulated thé centralization vs. dispersion problém by ﬁeahs of'a
general parametric cost model which could apply fo F.R.I; or to any'
other data bank system, iﬁcluding one yet to be established or‘com—..
puterized, and have carried out a number of sensitivity énaiyses-oh
this‘modei.

| Time-and circumstances = mainly circumstances — did not permit

- us to go as fully as wé had hoped into questions of user needs and charac-

teristics-: the user profiles described in the appendix'toAéection é of

Parf IL ére based.on a 1imited sample. We have hét,‘at a‘préctical

level, goné.iﬁto'thé problem of Eartiai'dispersion of a Centfﬁl data bank

(diépersing only the most frequently)required infdrmation),'though we have '

discussed this problem conceptually. See also oﬁr further remarks under

sec£ion 5,."0ther findings". Finally, time has.not pérmittéd'us;to coﬁdubt

a survey of "other major data banks in oﬁeration or planmned". We.did méﬁéi

contact with the Canadian Coﬁstruction Information‘Corppraﬁion,-Cttawa, and

had some conversation with them in August, 1973; but aé their s&stem ﬁés |

_‘ﬁOt coming into opération until early in 1974 ‘it Wés too late for us to:

follow up with a visit. Mr. B.W. Holmeé; Operatiohs Magager éf the Corpor—'

ation,.expressed iﬁterest in our project;'and felt that its'bénefits éduld_?

be extensive.
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Coneeptually, we feel we have covered most of the-gronnd”sethout_
in the objectives. It would be usefulvto gather more infornetion than
we have been able to abont data bank users, preferably in relatlon to a.
data bank other than F.R.I. (we encountered some dlﬁflculty in galnlng
entree to F.R.I. members) . Thls would enable further sen81t1v1ty analysesj

to be carrled out ‘on the parametrlc cost model of Part III, or on minor .

modifications of it.

Finally, we have (in Part I, section 6) offered gratuitous comments
on “afematter “which, as a result of undertaking the study, seemed to us

important in relation to government information and communications policy-..

3. Methodology

From the point of view of methods employed, the study divides into.
three fairly distinct parts. The first (Part II and certain eectione of
Part III) is concerned with familiarization and 1nformatlon gatherlng.

Under this heading we obtained information by personal-v151ts from the .

F.R.I., the McGill Computing Centre, and from Bell Canada (on'communication ;

rates).: Further information was obtainedvby ﬁeens of a questionnaire

sent to'F.R.I. members. We thank all those who co—onerated.with ﬁs,;;n:r.
partieular‘Mr._Riehard Hamiiton (director) and Mr. W.’Calder.of the Finan— -
cial.Research Inetitute; Mr. Gerald Samuel of Bell Canada; and the reepon—_

dents to the questiomnaire..

The second part, concerned with data storage considerations (Part 1IV),

is-a computer scienceAetudy, and is exclusively the work of a speeialist'h

in that field, Professor T. H. Merrett. | | |
The third part, which is the core of the prOJect ie eoneerned with

the development of cost_models - notably the two "naiVe-lcost.models de;

veloped‘in sections 2 and 3 of Part II, and especially the.parametric_eost
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model of Part III. -In.general,'cOst functions may be developed in two

ways :

(1)

(i

1

By meané of ‘activity (or process) analysis ; This'analysié-
starts with production functions, expressgd in physicél terms
and built uﬁ from engineering.détavor'data colleétéd’by ex—‘
periment. Cost fqnctions»are then‘dg£ivéd from thesé,
usuall& by assuming optimizing behaviéur (i.éi minimize the

cost of various output levels, given input prices.and the

technical relationships between inputs and oﬁtputs represented

in the production function). "Ih.practice it'is'sometimeS"
difficult to obtain the data required for this.épproéch; tﬁoughA
if it is available there are consideiable advantaées in
approaching the production function from its téghnical basé,
becaust it is then relatively easy to incorporéte‘the effecfs.;

of technological progress. Moreover, one is not restricted

to a narrow range of observations as under the second method

to be described. In-following this approéch it is sometimes

_necesséry to transform units to those .more suited to economic

analysis; this may involve specifying and introdﬁcing further

activities. It is necessary to ensure that all activities

- are independent and additive.

The second approach is to develop production functions or

cost functions statistically, either from cross—section or

time—-series data. . The form of the modelé.Would here range

from single equation least squares models at one extreme to

simultaneous equation models adapted to cross—section data at



. : the other. . The statistical route is fraught with diffi-

culties, some of which are listed below :
(a) Statistical analysis cannot prove that a certain cost

relationship is the true one. "It provides a procedure

for the rejection of an hypotheéis if the brobability of

a particuiér relatioﬂship'havingAgenergted tﬁe sémple.f
observations is less than ééme.fairly.sméll{pféSelectéd.x_:“
value. Several different hypotheses:may wgil be not
'inconsistent with the observations. - |
(b) Unless carried out very garefully, statistiéai,énélyéis7 
" may imparf a bias towéfdsjlinéarity_(or curviiineari£y)
in éostlfunctions; e.g. in statistical estiﬁatidn of

long-run cost functions using accounting data, inclusion

of straight-line depréciation introduces é'lineaf bias> 

' o ' ' : if depreciation due to use is iﬁ fact néﬁ—lineérly‘related

‘ to output.

(c) In statistical studies 6f multiﬁrodﬁét_firﬁs, where an
output index is used to meésuieIChangés’iﬁ fhe.ieﬁéilof-A 
a diversified output range énd the index is (aé Customarily).
constfﬁcted by weighting quantify relétives Wiﬁh esfimates‘
of avefage variable cost for each ptbduct;fthis amounts
to'determining output by cost; and of.int?Odﬁéing a
spufiéus dependence'whgre meésuremeﬁt.of aﬁ.indepéndenf i
relationéhip is realiy reqﬁired; |

(d) In the case of cost functions based on.time series égalyéis, 

' ' observations of cost coming from successive 'time periods




. _ . s 3 during which factor. prices méy ﬁave changéd V.su'bsta'ntia];ly |
in respénse4to influences other than the.firm's furchaseé,.
there are two commonly used’mefhods of correcting for
ﬁ:ice Changés : deflatioﬁ df actual cost fiéﬁfés by a‘
'factor_price index, and'feCalculatidn.of cdsté b&Iappiy*
ing some common set of faétor'pricesltojéétﬁalAféctdr'iﬁ4.-‘-
pués of each period. Aé Johnston has pointed oﬁtl, ﬁhé?v.ﬁ

“adequacy of the deflation procedﬁre dependqun the form

 of the produéfion fuhction; and in fact an adequaté de—:V 1
flation procedure may not exist in'particﬁlar céses;

The second method has been shown to reSﬁit'iﬂ an overf.:
statemeﬁf df-costs in every péribd except that Fo‘which

the selected factor prices rélate.  The sefiouéness of _

any bias iﬁtroduced by corrections for factor price changes -
has toAbe assessed in individual céses acéording t0 thé:
amount of wvariation in.relative facﬁor pricgs in the.f

‘period concerned..and the possiBilities of.factor éﬁbsti—
tution in the produgtidn process.-

(e) .With.cost functions based on cross—section data éidif— o
ficulty arises because of the Variability.of“cdnditiéﬁs
between firms of different size.at any giﬁen tiﬁé.:. This
makes for variations'ébout the-cdst sgéie liné. | |

C(B) Aléo*in thé case of cross;ééction_studiés éonditidns:
favourable to the occurfence of the rggfeésion fallacy

are likely to be common.

. o l. J. Johnston,. Statistigal Cost Analysis, McGraw-Hill, 1960.




‘ - - A (g) As already noted, when observations are confined to
samples of actual data, this may providé too narrow a,
range of values. |

(h) finally, a Eossible criticism : the lesulté of most
statistical.cost studies haﬁe béeﬁ incompatiole with
received eoonomic theory (speoifically, they-soggéot

an L-shaped rather than the traditiomal U-shaped short—

R - - . run average cost curve). Many of these studies have
been statistically suspect, e.g. observations did not

span the whole range of possible outputs.

Our project, as it unfolded, seemed to lend 1tselflto the activity
analysis approach™, : and this we have followed. _ Part IIT is in fact a
,ﬂww;;.i. linear and non-linear activity analy51s of the problem of centrallzatlon
VS..dispersion of data banks. The parametrlc cost model Whlch is pro—
posed in seotion 3 of Part III is . .80 . " integer llnear proorammlng

model which has the very useful property of unimodularity, enabling it

to be solved as a continuous linear programming problem.

Though it was -‘not clear'to us that we would be able to do so for some
time at the outset - which is an additional reason for dlscu551ng statls—
tical cost functlons here.
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4. Basic study: Parametric cost model

' The conceptﬂof'&ata—bank implies centralization,.ansoiidétion,
.efficiendy (1aék of redﬁn&ancy). However, with thé multipiicafién of users,
it appears that the cqmmﬁnications cost due to the conﬁecfioﬁ.to'the'dété—'
bank hinders further audiencé and-patronage.‘izThe attémpt-made ﬁith Dété-v
ro@te énd Infodat.by the two Canédian épmmunications.carrieré'to abolish R
distance is a étep towards the information ufility which w111 a116Wpeve£yf.

one to get access. to the stores of knowledge.

HﬁweQer,.even,this breakthrough is not énbugh'to eliminate
entirely'the communications cost. ~ Just as time—shaﬁing sstgmi ﬁanage—’ 
ments»tried to "distribute intelligence" (and reduce the volume éf_datav:
‘tranémitted) to.éave on their long-distance communicétions bi1is,:itAis
' fruitful to see how data-banks éan distribute data to reduce”theii ovérf" -

all operating cost.

In the following,reference will be made to the previous work as
an introduction to the proposed model. = A more detailed analysis éppears

in part III of this.report.

4.1 Previous work

v Four models relevant for the analysis of centralization vs..

. . . . - . 1: ! )
dispersion have been dlscussed)oﬁivery general in scope™,the other three

e ' . . s . : C a2
more. specifically related to the information science-computer field .

1Kochen~and Deutsch: "Toward a rational theory of decentralization: some
implications of a mathematical approach", Political Science Review (63), 1969.

2Information Dynamics Corporation, "A methodology for the analysis of Information
Systems",Final Report to the National Science Foundation, 1965. Streeter,

"The optimal number of computer installations', IBM Systems Journal, Vol. 12, .
No. 3, 1973. . Casey, "The optimal allocation of files in a network'", Spring .
Joint Computer Conference, 1972. I "




Kochen and Deutsch, iq a brilliént study, have attemp?ea'fb '1;. : ‘\‘V' }
ideﬁtify the basic economic parameters'éf the dispersion.deéisioﬁ, a de— - ' )
cision which bears on thé optimal number of~service gentféé§,1 Assuﬁiné.a‘ .
uniform diétribution of demand along an elongated strip; thé.greatér the
number of service céntres, the less the distance travelled an& thus(gﬁ/
the,cdmmunications‘or transportation costs. _ Since each se;vicéicentre':;
has an operating cost, the optimum occu?s when fhe‘adéitiOQAl cbét.of one *
more service.centre is just equal to the savings in éommunicationé cost.

Kochen and Déutsch develop a formﬁla which is the mathematicaistranscrip—  o
tion of this observatiom. When the assumption ¢f é:uQiform diétriﬁutibq-
- of demand is feia#e&, the forﬁula bécomes.ﬁore comﬁlexgrand Ehejépfiméi‘fH
number of service centres iélléss than thatvin the uniférm distribu;i§n:'

case by a factor dependent omn the geographical concentration of demand..

It is thus the:relative weights of thé following-paraméteréA.
.which determine the optimal system configurafion: "fixed ppératihgicost'off 
a service centre, total demand, channel cépacity; dnit.commuﬁicgtion.cqst.‘
If the direction of changes due to the variaﬁions of péramefers-are.rela%
tively easy to'predict (an increase in opefating coéts of afseyviée'ceﬁffé°
will make dispersion less desirable), tﬁe magnitude of changes ithhe spléi
ution, by contrast, is Very dependent upon the interactions'beﬁweeﬁ tﬁe‘

parameters.,

Some quélitative faétors are not incorporated’intoAﬁhé ﬁddel; but
simply mentioned. AThg improvement_ﬁf'the resﬁbqse.time én& fhe:feliagility_:"f
of ‘the system, the interaction between the user and theiser&ice‘centreé
(which multiplies tﬁe distances) are suéh factors;'aﬂd'in péitiéuléf,-éeﬁéris-

paribus, call for more service centres than initlally envisaged.
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Kochen and Deutsch's model is of wide thebretical applicabiliﬁy
(warehouse location, logistics, transpoftatiOn, communications) aifhougﬁ':
its genefality limits its use for practical purposes. . |

Streeter carries out a rather similar analysié; bpt with a par—

ticular emphasis towards the design decision for computer—communications

‘systems. Notably, two features which are commonly applied to the computer

field ~ the concepts of economies of scale and of_service-quality‘(turn—

around time) - are incorporated in his analysis.

reonomies of scale éppear in ﬁhree'aépgét§ of the.compﬁter oﬁefétidn:.

.~(i) the harﬁwaré cost is subject to Grbsch's:law.ﬁ'computing
power increases_asxthe:square of compdtertébst;-

.~(ii) larger supervisory software is‘rélatively ﬁoré efficient;
larger, consolidated data storagé.avoids duplicétion;
large computer systems caﬂ more-dften be'better'utilize&,

(iii) personnel costs demonstrate very steep ecbﬁomies.of'scéle;

All other tﬁings being equél, the economies of scale thus:teﬁd to favour

large installations, and consequently centralization.

The service quality is enhanced by the ﬁse of onelléfge capacity'..
service centré'as opposed to many smaller cépacity service cenéres( ' This_:
queuing—theoretic resultAalso supports a téndency tOWardé a.uhique'éomputer'
installation. However, as centrélization increaées, the service inter—
ruption duration also increases, since a éomputer failure is more and ﬁore

synonymous with the total system failure. Turnaround time and service

 interruption time are thus very differently affected by the degree of cen—

tralization.
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Both Kochen and Deutsch's and Streeter's approach~aim at finding =
the optimal number of service centres. The tools they developed are not
powerful enough, however, to deal with the class of problems known.as plant -

location, which require the consideration of local comstraints (warehouse

availability, for instance) as well as of the overall optimum..

Two différent models have been built to deal with this situation.
Sparks, Chodrow et al., devéloped a simulation'fiaméwork, %hich usés'aé..
main inputs the user data (needs, number, distribution), the.info;mation— ;
'rélated data (volume and forms of informatiom) and the activity—reiated‘
data (processes iﬁ the transformation of the informatién). _ Thé’simuiation“
- combipes these data and transiates them'intéxinformation floﬁs and résouréef
fequirements, according to altermative designs called "structuieﬁ_(invdiving
three different degrees of decentralization aﬁd three-differént degrees of.::
specialization). The information flows and iesourée requireménts in turn
determine the communications cost and the méﬁpower cost. The inconveniénce
of the simulation rests in the large number of input daté_réquiréd {(more- |
than 47,000 pieces of data have to be fed in!). Practiﬁaliy; thié_model
has been run oﬁcé, for its.validation; _-Another.shortcpming_is thét the --
model does not optimize: it simply regurgiﬁatés the iﬁput daté énd it.is
the responsibility of tﬁe designer to propose the alternatiyes, Eranslité::
each of them into the model "structureh, and see which ome is best. Ac—
cordingly, although the model uses a nuﬁber of interesting concefﬁs, it is

hardly recommended for practiéal purposes.
|

As explained in detail in Part III of this report;’the problem
of the optimal degree of dispersion for a data-bank opération canvbe ex—

pressed as a fixed-charge transportation problem (also known in the operatioms
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research literature as the warehouse location problem). The improvement
of the analysis due to thé introduction of mathematical érogramming fégh—
niques consists in the possible addition of constraints to the initial
simple maximization or minimization ﬁroblem. An excellent illustration
of this is a recent paper by Casey, in which he presents a fixed~charge
transportation problem for the optimal allocation'of files in a network.
Thié mbdel incorporates the transmission of both the‘update traffic and the
quéry traffic. These tend to have opposite effeéts on the>optimal‘file
'assignment: much query activity favors the closeness of the file to the
uéer (hence dispersion), whereas the existence of‘update activi£y févors
the centralization of the files. An essential parameter is thué the ﬁﬁ—
"date/query traffic ratio. - Thisiis quite true in é»nétwork where.each |

. remote user can be authorized to update the.files,>or<in cerﬁain appliﬁationé 
such as airline reservation systems or national library'catalogueé,i Iﬁvis

an unnecessary complication when updates originate from just one centre.

In this last case, the update transmission cost can be lumpeé into the

fixed charge associatedlwith egch satellitef | We then revert to the.abové

fixed-charge transpbrtation problem.

With Casey's model, we come very close to a solution>for-thé
optimal degree of dispefsion.. We find, however, that thé fiked—chafge
transportation problem is simpler and more appfopriate tovﬁhe operations
of a.data—bank similar to the FRI. 'One.séeks to find the number éf copies

- of a data-base (and associated programs), which will minimize the overall

system cost, subject to local servicing and capacity requiremeﬁts.
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' Mathematically :
o min ; pX cjk(xjk) + ZGkok (1)
j k
subject to iﬁk:iﬁ, all j
P T S e
where xjk = the communication volume between region j and>éefvice

R centre k in bits. N

jk()\jk) = the communications cost associated with the
transmission of A, -
jk
6k = the fixed cost associated with the maintenance

"t

fv”qfﬁfhé a£ta¥Eéég c6§y;anthé»hdst~coﬁputer-k.

o2
il

a binafy 0-1 variable taking the value 1 if_there is

s oL _ a copy of the data-base in host computer k.

The. direct application pf this formulation to a situétion in-
volving the use of the digital data commqnicatioﬁ network is notvpossibie,
however,.becauée thea pricing.of Dataréute and Infodat is based on the cdnf'~:
cept of_private line, e.g. the user pays a monthly charge for his liqel"
regardless of the ﬁsage which is madevof‘if; éﬁk‘ié‘thﬁs»#ﬁfglaﬁed“tojxjk: 
Since the communication cost is a functioﬂ of the line capacity,_which~in_
turn is some function - -of the number of end users, an élternative formulation
expresses the commugication cost as a function of the number dfirequired.
channels. In expression (1) gbove, xjk will no ionger represent the com—  _

munication volume, but the number of end users in region j who are serviced '

by the installation k, and cjk(xjk) is the associated communication cost.

'
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4.2 The froposed Parémetric Cost Model
| In view of the computational burden for a iarge—size matheﬁa— .
" tical mixedjinteger program, a slightly different méthematiéal tooi
was developed:, which fully exploits the nature of tﬁe.Data;oﬁte

- pricing scheme. Establishing a communication link between region j

and computing centre k (as opposed to installing a copy‘df-tﬁé daté~-

base in a computing ﬁentre in region j-itself) is a yes-no decision in
terms of cost. Agcordingly, the file alloéatién can be éxpreséed as a ;i
simﬁle integer programming problem, which is to find the leqsﬁ—éost:_;
cpmbination‘of communicatién links and serﬁice éentréé,‘sﬁbject>tp‘t

service constraints. The basic model thus is:

o - - . min ?i a.jk Xjk
subject to: (i) Ix.,. =1 for all j.
' k qk
(ii) Xjk f-xjj forAall k %.i and‘éll j
(ii1) % =0 or 1
a,t when j is mot equal fo k, it is the cost:of é communica—

jk
tion link between service centre k and region j; when k| equalé’
k, it is the fixed cost,of.maintaining a copy of the data-~ -

base at the computing centre k. The a.. 's can be visualized

ik
as the elements of a matrix; the diégonal elements,.the‘ajj's;
are the data~base maintenance cost, whereas the rest of the

. : matrix elements are the service centre-to-user region Communi- .

cations cost.



Xjk: an integer variable which can takg yalges 0 ér 1,
depending on the existence of é facility of cost ajk
(communicatiqn link, or data-base copy).

The first type of constraints shows:that\each usef
region j must be serviced By one (and only_oné) Seivice
;entre k. The second type of constraint is l;giéél: é_

communication link from service centre k to region j nec-

essarily implies the existence of a_éafgllite data-bank -

in location k.

ajk’ the cost of a given facility, is determined in.

advance, since we are considering service requirements of &

the type: twenty users in the Toronto area are to be conneciﬁd;‘%md;,y

© to the.data—bank. The alternatives are cbnnectioﬁ to one

of the n-1 candidate locations>for"a service centrerr instal-
lation of a copy of the data files'in a Toronto-based cqmpufing :
centre. Thus, givén the user population in each aréa, and

the envisaged Dataroute Eosts; the»costAajk.of éach'élter—‘

native is first computed, then fed in as data input for the

solution of the mathematical pfogramming problem above: The

‘communications cost includes the Dataroute line and end-of~1line .’

equipment cost; local lines, modems and terminals qosts afek

not relevant to the analysis; The data-base copy maiﬁtenance
- cost (or operating cost of a Staeilife) includes.fhe $torage:
cést of the copy, the computer cost for updatiﬁg theicopy, o
the update transmissioﬁ cost, and the annualized set-up ¢6s£‘

for the initial duplication onto the host computer storage.
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Since the costs of the alternatives are worked out in advance,'

a few assumptions are needed. Notably, it is assumed that the'required

line capacity (resulting from the number of 'end users) is given.fof.each- ‘

user region and all users must be serviced. It is also assumed that the

tradeoff is between storage cost and communications cost; in other words,

the usage cost is the same across all candidate computing~cénttes, and
excess capacity exists everywhere to accommodate the extra load (this
eliminates the interference of differentials in the optimal location

decision). Another critical assumption bears on the updates: " these are .

all received by the satellite computing>centres directly from fhe’acqui—

sition office and no relaying is allowed (otherwise the update transmis—

sion path and cost would depend on the network design, which it has to

precede) .

This mathematical programming model'possesses some interesting

.

properties, some of them are being discussed in section 3.4 of Part III.

An illustrative example is given, together with the computer output, .

in the appendices to Part ITT.
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4.3 Sensitivity Analyses

The proposed model is a constrained optimization problem -
(integer programming). The solution of the problgm is fhrough algorith~
mic procedufes, some of which exist as computef codes. TheacOﬁpgter
routine used was "MPSX" (méthematical~programming_package @evelbped by -
IBﬁb. In particular, MPSX provides a parametric programﬁipg option
which permitted the following sensitivity analyses, by modifying the

relevant cost coefficients ajj in the objective function:

min ?i ajkxjk
Table 1 is a summary of the results. ‘Because of'the vgryi
schematic problem which is addressed andlbecause of the very strict
assqmptions, thesé results must not be taken at face value. .Whaf’was
inteﬁded with thié modelAwas‘to indicate tendenéies»and the ééonomié
desirability of some confiéurations. It ﬁust also be kept in mind that
this model singles out a portiom only df the hardware costs of a data-—

bank (e.g. computer storage and update cost, and communications cost)

. . . . 1 '
~ without taking into account the other costs.” Notably, when we refer

R e ' 2:
to total cost, it is the sum of the cost of maintaining the data-bases

and the cost of communicatioms.

lComputer retrieval cost, acquisition and validation cost, local lines
and terminals, development cost. S . :

2The (incremental) cost of a satellite.




TABLE 1: The results of the sensitivity analyses

Case 1 - ' Caée 2 ' Case 3 - Case 4

Operating costs - : 15 channels per area 30 channels per area  Non-unif. dist. Non-unif.dist. (x8)
- of a satellite : Total channels: 180. Total channels: 360 Total channels: 90 Total channels: 720
$10,000 = Total costs: . $35,040 S $46,228 819,437 $54,691
i ' # of copies: =~ 1 . , 1. : 1 : _ 1
§ 7,000 Total costs: N/A 43,230 N/A 59,093
- # of copies: : N/A 1 N/A ' 2
$ 6,000 . Total costs: N/A ) | 42,095 N/A 46,286
' # of copies: N/A ‘ 2 N/A 4
$ 5,000 Total costs:  N/A 40,095 . 14,437 | 42,286 .
# of copies: N/A : 2 1 : 4 ©
. - _ o i
$ 4,000 Total costs: N/A . 38,095 13,437 37,878
# of copies: N/A 2 1 5
$ 3,000 Total costs:- ~ N/A 35,003 11,826 31,655
' ' # of copies: N/A : ' 5 2 o 8
$ 2,000 Total costs: | N/A 24,000 9,826 . 22,900
~ # of copies: = N/A . 12 A o 2 10
$ 1,800  Total costs: - 18,168 - N/A 0 N/A © N/A
: o ## of copies: 4 : : N/A o N/A : N/A
$ 1,600 Total costs: 17,216 - NA N/A N/A
o # of copies: 6. - : - " N/A - ' CN/A . N/A
$°1,400  Total costs: 15,840 NA WA n/A
. ' .# of copies: 7 S  N/A N/A . N/A
$1,200 -  Total costs: 14,288 ’ N/A . N/A N/A
' # of copies: = - - 9 ‘ © N/A ' N/A o N/A
'$ 500  Total costs: © _ 6,000 - CoN/A S NA ' N/A

# of copies: - 12 R . N/A N/A : N/A
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Twelve user areas have been considered (slightly less7than>the.

‘number of Dataroute Service Areas) with four assumptions about useripop—

ulation: two uniform user distributions with respectively 15 and 30
required channels per area; two non-uniform user distributions following

the city population density.l

The study can be visualized as finding how much can be saved in -
communications costs by installing copies of the original data-base (and

incurring the additional operating cost§). The monthly operating cost of

a satellite is decreased from a high $10,000, as'a responsé to the net
changes in various.parameters (storage volume, storage_coét;.ﬁpdate
volume . . .), individually or simulténeously;' Tt must be notedithat‘
this cost woﬁld be between $4,000 and $5,000 for a data-bank similar..,..
in size and operatioﬁ to the FRI. |

The first observation is that a greater total user poéulation
leads to datd-base duplication much earlier (at higher levels af opera-
ting costs); as expected. A second observatioﬁ is that tﬁev"totai".'

cost seems to level off as the total user population increases. A third

observation proceeds from the comparison between the uniform and the non-

uniform distributions.. The "total" cost' for a non-uniform distribution

can be lower than the "total" cost for auunifdrm distribution.of a much

smaller number of users, and dispersion occurs much earlier for an uneven. .

distribution, although there are less satellites for an uneven distribu-

tion at the same level of total user population; This can be explained’

lThe first non-uniform distribution assumes two data-bank users per
100,000 inhabitants, the second distribution, eight times as many.
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as follows: as the operating cost of'a.satellite decreases, it becomes
attractive to savé on the éommunications cost of serving‘thé most.
populated areas by installing a copy §n one of the'afeas' computers,

aﬁd thué one would expect a progressive cream—skiﬁming of these popula-
ted areas. In the case of a uniform disfribution, on the contrary, the
dispersion would not be as gradual. A;léét:conclusion canvbé.madeion

this dispersion procesé: once a threshold is attained by the depreasing
operating costs of a satellite, a large numger of copies bécomes warrénted;
'In other words, if the storage cost (which ordinarily is_fhe largest cost
component in the maintenance of a copy) decreases sufficieﬁtly,lthere will -
bg advanfages in duplicating the data-base in eVery'signifiCant user area,

without carrying out lengthy' tradeoff :analyses.
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4.4 Scope and Limitations

The model presented‘aims at answering a very pfecisé problem:
what is the impacﬁ of variations in such factors as storage voluﬁe and
cost, update voluﬁe and cost, user population and distributiqn,lcﬁmmﬁni—'
cationé cost,.upon.the consolidation'ornon.the«duplication and Qisper—
sion of a data-bank's files? 1In particular, it sheds soﬁg_light on ﬁhé.
fact that beyond a certain point, it becomes econoqical‘to dubliﬁate a
widely accessed data-base, or at least a part of itt..The mérit'0f this
model, besides its simplicity, is that it alléws for a tho;ough sensitivity;g
analysis, as shown in'the previous sectioh,:and it éan,cénstitute-onei
building block in~a simulation model in which some relatiopships that -

have not been included in this study (user population vs. required channels,

total vs. ﬁdption of the data-base, storage aﬁd update methods; batch vs.
on-line enquiry) could be more deeplj investigated.
The limited scope of this model is responsible‘for‘its
~shortcomings: |
(i) . the Whoie formulation is based upon the‘éurrent pricing strﬁctﬁré
| of the two coﬁmunications carriefs in Canada, and éarticularly
on the concept.of private line. Should the pricing scheme tﬁ;n
' to a switched pay-as-you-use offering,.due to the}deVelopment
of~aigitalidata communications, the approach‘woﬁld have to revert:
‘ té the fixedwéharge transportation.problem.

(ii) the model reétricts itself to the COnéideration of-oﬁe ééquisition
centre updating all the other satellites,_ﬁhich'is typical Qfxéérf_:
tain applicétioﬁs onlyfof ofja‘process 6f aispersioﬁ;,rafher thaﬁ4
of centralization (in which égfeliites also have_;cquisition.'

autonomy) .




o

(iidi)

(iv)

(v)

(iv) -
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the model does not allow for the.servicing of one area. from more
than one satellite (this would destroy the all-or-mone tyﬁe

of degision assumed in the model);

although we mention abo?e that this may constitute a possible.
improvement, the model as it now stands does not coﬁsidér‘the
queuing problem which arises when the nofion of end.uéer‘is

mofe closely examined. The user diStribution is simplf specified..
in terms of requiréd channels. | ”

the model assumes there is no midway between the COﬁpiété duplica-~
tion of the data-base on a local computer and'theAfeﬁote-accessi
from a terminal. In other words, either the terminal‘iS*connectéd

to a local computer, or it is connected to a remote computer.

.In some cases, notably with the advent of computer networks, this

is no longer an accurate representation of reality;‘sincé terminal-
to—-computer cqmmunicétions will be superseded by computer—-to~computer
communications, which will make_feagible the &ata tfansfef with: |
various degrees of ﬁreprocessing, froﬁ aAcomﬁléte data—baggn
transfer to a data-base subset transfer or just a pfint;out fiig
transfer. However, the cohcepts aﬁd tﬁe méthod underlyingyfﬁé‘ f
model are still applicable in the context’of.computer?to—computér
communications which also revolve around the very commoﬁ storage~
computation-communication tradeoff (the concept of\distribufed
intelligence is sucﬂ an example) .

édministrative costs arising from the cohtroi of operétions

héve been neglected. It is possible that tﬁevincremental'mahage«:
ment time spent on smooth decentralized.Operationsris so consider-

able that this fact more than offsets any:other consideration.
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5. Other findings

5.1 Communications Cost

Our attention being more particularly directed towards the
recent introduction of the dlgltal data communlcatlons networ s, a few
observations concerning our findings are made here.

v
Figure 1 depicts on the same graph the average cost per channel

.(When multiplexing is used ) for communlcatlon links between Montreal and

Toronto, and Montreal and Vancouver for a range of‘required channels.. It .

.shows that :

(i) the cost per channel is not very sensitive to variations in
channel capacity (going from a 110 bps channel to a 300 bps
_channel increases the chammel cost by 25%).

(ii) the cost per channel is mot very, sensitive to distance (there

e RS T

is a 30% difference in cost between a channel from Montreal
to Toronto and a ehannel from Montreal to Vancbuver).
(iii) there exist very steep economies of scale (ﬁithin>some ranges) ,
due to the fixity of the end-of-line equipment cost.
Observations (i), (ii) and (iii) stem frbm the fact that the end-
of-line equipment cost (notably~the multiple%or cost) constltutes a nmon—
negligible portion of the communications cost, with the result that other

cost factors (channel capacity, distance) almost vanish from the cost equation.

It is interesting to relate the above observations to the responses
to questions in the 1969 "Study of the Relationships between Common Carriers,

Computer Services Companies and their Information and Data System'" -

1
Cost per channel is defined as average cost (total cost + number of - channels)
including the line, access arrangement and multiplexor costs.

2Telecommlsslon_Study 5, Appendix to the volume. The Department of Com-
munications. ' '
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" lines). " Th the case of leased, privaté lines, these often exceeded the
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The two questions were :

Q.6: "What new telecommunications and processing services
are or will be required to meet the present and anti-

cipated needs of the computer 1ndustry and its customers7"‘

Q.7: "In what respects and to what extent are present day

transmission facilities of common carriers inadequate to

meet the requirements of computer technology, including
that of accuracy, speed, and bandwidth?"

As far as costs were concerned, the general feeling among users
of data-processing services was that teleprocessing services were too costly,

and the comments suggested that charges should be made more in relationito

data volume and mileage than to chénnel‘time usage (in case of switched

usage time requirements. The user comments regarding the improvement  of
the telecommunication services and equipment (channel speed, error rate, .

etc.) are now .almost matched by the technical achievements realized by

DétarOute and Infodat.

Another category of respondents was computer services organization

which, besides levelling the same criticisms as the users, pointed to Man

artificial pricing structure'. The example is given of the multiplexor

charge which provides no incentive. for the multiplexing of channels.

Tﬁe negétive cémments thus focus on twb points : the fricing
concépt (leased private line; switched line;.packét switcﬁiﬁg) on‘the-one:.
hand; and thé»pricing structure on the other.. .If we éan'aééume that theses
criticisms indicate what the'uéérs‘ needs are, it is possible to see ho& _

Dataroute, for instance, performs against them.

DatarOute is a prlvate line offering.: Time—shafing applications‘c"

and data-bank enquiry are characterlzed by reldtively long holdlng tlmes
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(terminal sessions) combined with a low line utilization ratel due to
short bursts of transmission of information. These qharacteristics call
for efficiency gains by channel sharing, e.g. ci;cﬁit switching.énd even
message-switching as opposed to private lines as a pricing concepf; The

case where leased lines would make .sense is the possibility of sharing the

. communication facility, by multiplexing, in which a channel is divided into’

a fixed number of subchamnels (although' this would not take advantage of
the statistical nature of data communication). As will be shown, multi-

plexing is to some extent encouraged.

Our observations (Fig. 2) confirm that the pricing structure of

‘a component as critical as the multiplexor is an incentive to its use.

It is time that the multiplexed channel average cost is half of the cost

_of the equivalent low-speed channel.

5.2 Computer operations

In_Part iV, the computer operations of acquiring,.maintaining
and using a databank are -analyzed. - * The work relates the,dataBank as
the computer sees ii to the databank as ﬁhe user sees if and developéA‘,
analytical tools to calculate the cost to the user frbm the.basié.operating
costs of the compufer. The final results are total cosfs, exﬁressed as a
palynomial in t, the agé of the databank, of acquiring, storing, mainéaining
and using the databank throughout its lifetime. 'ThisAfoimglatiqﬁ of the
cost as a function of t permits several useful transformations.that:can
aid databank planners and analysts, and is original;A It aléo.allows growth?

of the files to be taken into account.

lTelecommiss‘ion study 5(g) p. 42, also our study in Part Ii, section_2.4;2;3l
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. The concept. of the usage distl;ibu'tion is de;velope'd in the work,
and general analyses are éiven for squentiai and direct éccess file
organizations. While the treatment of Aifferent file orgaﬁizations is

- necessarily inéomplete, many practical databanks use combinatioﬁs'of

sequential and direct organizations and the analyses given can bé'applied.r>.

Two extensive applications of the analytical methods devéloped

are givén. An application to a simple sequential'file illustrates and

- helps devélop the concepts. The methods are shown to be 'viable by an |
'application to a large éxisting databank.with a cdmplicatedvérganizatidn
and growth pattern. Specific suggestions .to improve the efficiéncy of
this databank, which can be made as a result of analysis, ére not presented

here but reserved for future work.

SRR
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5.3 User Needs and.Characteristics

5.3.1 User Needs

A user needs survey was carried out with_the purpose of
ascertaining the relationships between the data-bank and.the other -
sources of information for the financial community, and Betwéen the
data-bank and the user's expectations.

According to the respondents, although.thg déta—bank is
"invaluable", it is the least used information source} ‘Respondents
add that they foresee an increased use of data—Banks in the;futureT

Among other things, tﬁq,'?oints are mentioned.

(i) the timeliness of data is.essential; and.there_is-mﬁch room.for3'
improvement in.this'field, for-financial détafbénks.

- (ii) dinternational data and a greater breadth of company fundaméntal
data to-be needed. Of course, these suggestions éfe egamplés..
of what are some of the user needs.

Numeric data banks will only compete agéinst other sources

of iﬁformation insofar as they capitalize on their inhefeﬁt adVantaéés,‘:

nofably size;Aspeed and data manipulation capabilities.A The.deﬁelép—

meﬁt of a numbef of programs or a significantiy sophisticated langﬁage
supporting the manipﬁlation_of data is.thus-a definite requifément

besides the data acquisition and storage function.




.earlier (the need for more and more programs). Tight control_pf'the'
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5.3.2 Usage Qver Progréms,and Files

The characteristics of usage were sﬁudied, and in particular,
distribution—-of-usage curves wére draﬁn for both the FRI programs and -
files. Fifty percent of the programs are almost never used: this has

clear implications for program development in spite of what was remarked

program developmenﬁ activity has thus to be exercised.

As for the usage distribution over the files, it strongly sug-
gésts that the data-bank files could be split according~to the access
intgnsity, and that the most popular data—fiies could be duplicated
to serve the demands more efficiently;

The sensitivity analyses carried out for a wide range of
operating costs demonstrate that beyond a threshold, it becomes econom—
ically desirable to make cépies of a data—base. One obvioué way to .
achieving lower operating costs (in terms of storage cost and update
tfansmisSion cost) is to make . a copy of only a segment of>the fotal~'
dataebasel The least accessed data could then be stéred ceﬁtfally and :
searched through:remote.batch p:ocessing.

.With the deyelopment of combuter neﬁworks, there has recentiy
been much dispussion about the wholesale—retail sbecializétion of the
cpmputers in the network. If a computing centre is s?eciélized in the’

financial field, and if other computing centres are interested in its

files, then part of them could economically_be duplicated .onto the

retail computing centres. We call them retail computing centres because
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they would presumably also store segments of other data-bases (medical,

legal, bibliographic . . . ) to provide users with extended services.’

~ As pointed out among its limitations, the parametric cost model _:

developed earlier does not permit us to make judgments’ concerning the
allocation of files in a computer network, since it assumes that the

. . . : 1 ‘ .. . \
communication links are not shared” by an activity other than that

related to the considered data-~base. However, two pieces of information ~

our sensitivity analyses and the distribution~of~usage curves - éllow us
to think in terms of a computer network, in wﬁich some compﬁtérs will
perform very specialized data acquisition -and validation functions
whereas the other computers in the network'wouid 5e reposiforieé of

retail files suiting the needs of the local users.

5.3.3 Usage Patterns of Terminals and CPU

The outstanding result of a studonf the data»baﬁk'userA
behaviour is that é very small number of users account for'thé ﬁse of
most of the resources in communications and CPU: 257 of the data-bank
users use up mofg than 75% of the total terminéi session ﬁime, and 25%
of the users (presumably the same) account for 75% of the totai Cry ?
£ime. o

This has interesting implications for at least two aspects of
the operations of satellité data-banks. Fbr‘the ﬁarametric cost ﬁpdel,*
it was assumed that it'was immaterial2 which éémputing centre the data-.

bank user was connected to. In fact, the attitude of'theAcomputing

1 : ] . o - N
Resource sharing would present considerable difficulties for cost
allocation. ‘ :

~2All the computing centres providing the same advantages.

S
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centrés"managementl very much depends on the additional revenues the.
data-bank users will provide, that is, on the usage. By contrast, the
data-bank ménagemeﬁt_sees the sifuatioﬁ in terms of ﬁumber,of uéers;
and it_was emphasized that the relationship between user numbe?_aﬁd
load was far from proportional.

Another conclusion is that most ﬁsers (the lgaé£ active) do
not need '‘a private line since they have very low communication'reﬁuiré—
ments (75% of the terminai sessions are very short, lesé théﬁ 25 min.).-f’.
Howéver, if one‘furns fo a dial-up access to the Dataroute'lipe-(whexe:f
a number of users havé access to the same line3'bne after.thé othe?); |
the waiting time for the free line may be a serious defe;feﬁt to a
systgm of fast queries. This situation callé for techniqués.which
enable these users to share the same.channel at the_sameAtime'(concen—'

trators or message-switching).

1 = . L e
For such matters as storage cost, and maybe, maintenance and supervision
services. '

e ELE s T
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6.1 Ownership of .major data banks

A second comment which has important policy implications concerns
the ownership of major data banks.. Should they be owned by'privafe coﬁf.'*
puter bureaux or by the Govermment? -~ And if by the former; should the.
government regulate the activities of such‘institutions? . Some'feirly com~
pelling arguments can be adduced as to why governmeﬁts shoﬁld ha&e a strong.
intereet in informetion policy and exercise some control ofer majof ieform~;‘

ational activities. Whether these imply public ownership or merely public

:regulation is a question which would require further analysis;

First, let us affirm that the production of informationkand know—
ledge, and its dissemination, are important economic activities. In 1962‘,g
the American economist Machlup estimated that the "knowledge indestfy";
which he defined as comprising such activities as educafion,.research,.pub~.u'
lishing, broadcasting and other information services, accounfed in>the16.SﬂAL ‘
for as much as 29 per cent. of GNP.l Mainly based on the years 1947 #o 1958,
he further estimated that these activities were collectively growing et.an.l
annual fate.of 16.6 per cent. Machlup's estimates were generally regerded -
as being somewhat:iﬁflated, especially the growth rate. Tﬁere WOuld, however?‘

be general agreement with the more moderate view that:

1 F. Machlup [1]. Tn more detail, the activities which Machlup distinguished

as making up the "knowledge 1ndustry" were education at all stages (the

largest), research and development, the media of communlcatlon (books, petriod-

icals, newspapers, broadcastlng, ete.), information machines (electronic com-—
puters, automatic control systems) and information services (legal services,
engineering services, accounting services, medical services; financial, in-

surance, banking and real estate services, stock and commodity market serv1ces,

credit agencies and loan assoc1at10ns, employment agencies, auctioneers;
postal, telegraph and telecommunication services, the judiciary, parts of

the services of national security and international affairs: and finance. SOPRE
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"Trends in research and development expenditure, the em-
ployment structure, educational activity, and consumer
expenditure patterns suggest that the share of the in-
formation and knowledge industry [in the GNP's of advanced

industrial countries] may well be increasing". 1,2

‘The first reason why this important and growing activity should be
of especial interest to governments is that investment in thé prbduétion

of knowledge and information is one of the main sources of economic growth

in advanced 1ndustrial societies. One American researcﬁ;r;bélieves it:téAbe
Ehg_fundamental sburce of economic growtﬁ (see Denison [3]). in dtﬁer_ |
jwords, it is noﬁ-thought by a number of economistS‘that‘téchnplogical in-
novation rather than investment in real capital is what chiefi&»distinguishes'.
fast-érowing and slower—growing and stagnant economies, economicAgfowth'- |
being measured as the change in the value of the aggrégate.oﬁtpug‘of'gpquj'

and services of the economy, measured in constant prices (i.e. changes in -

real national income). The "information explosion" has meant that "

machines'
and equipment are more thé external evideﬁces-than the real.cbre of.a
vtéchnology".3

It is generally recognized that as.the degree of indﬁétrialization
in an economy_increases, the greater becomesvthe skillvconteﬁt 6f i£s_ou£¥“'
puf of goods and services: the production of information and khowledgeiléa@s"
to changes in occupational structure, as well aé to chaﬁges in fhe fofﬁ and
the size of the grosé national prodpct. vﬁuch of thé éaply work on‘ecoﬁomic '
growth by contrast star£ed with conceptsvahd estimates-of;labour.énd capi-
tal which abstracted from their'prodﬁctivity: labour?ﬁ?nput was measured .
in man—hoﬁrs, ﬁndifferentiated for differencés‘in skills and kﬁéwledge,

and thetéapital inputs similarly. Progress has been méde in idéntifyihg ’

1

~ Lamberton [91, p.7 . . _ ‘
Z,Further evidence in support of this contention is provided by J. Marschak [12]
3 Simon [14], 1964, p. 94. - | |
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and measuring the information that becomes an integral part of‘lébour
input. Measurement of the prod;ctivify of non-human capital féfmsithat
comes from increased knowledge has proved lesé tractable.

To be useful, knowledge and informatioﬁ must be produced_and dis—
seminated: like other activities, informational‘activities havé both pro-
duction and distribution aséects. As Machlup pointed out,l_goverﬁments
already finance or otherwise support a-large-part of thesg.p;ocesses in
various ways: by conducting scientific researchvin their own establish-

ments and supporting industrial research and development and academic

research, indirectly through the patent system, by financing education and

 training, providing tax incentives to undertake research in certain de-

fined areas, in some countries even paying individuals and firms to file .

certain kinds of information, such as the results of scientific research.

Many of the items listed are concerned with the production of information=.-- i

In view of their large financial stake in these activities; éﬁa_awareness
of théir economic effects, it seems natural that governments’éhoﬁld alsé_
be copcerned to see tﬁat maxiﬁum,benefit ié obtained by widéspread dis~ -
semination of this knowledge and information.- As the Organisétion fbr
Tconomic Co—operapion and Development'has observed,[lB]':’ | |

"As research develops.and specialities multiply, and as

the numbér of researchers grows, the reciprocal information
of scientists and the transfer of discoveries ralses in-
creasingly important problems. Information policy is
rapidly assuming a paramount place in modern national and .-~
international science policy. And all the more so since,

as information grows and its transfer becomes more essential
to the development of science, the task of diffusion itself
grows more difficult. The individual on his own cannot suc-
ceed in satisfying his need for information, and government '
is bound to intervene in this field. Universities, libraries,

L 1111, pp. 9-10
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business and administration must be able to call upon a

vast network of specialized institutions with costly equip-
ment, qualified staff and common rules. The government is .
the natural coordinator of this network. It alone can bear
certain costs. It must compel its agencies to search for,
acquire and supply the maximum of information. It must
initiate rules and methods that will make information
cheaper and easier to use. It is the normal correspondent
of natiomal and intermational organizations in the field

of scientific and technical information - ~

The OECD report goes on to-discuss the tWO*fOld function of information>

policy (in addition to the encouragement-of the-prodnction of information.‘
and knowledge) : documentation and diffusion, and encouraging users to
utilize the transferred knowledge. The methode'used for transferring
knowledge and discoveries in fundamental reeearch to.the scientific'comr~y
munity.are'often‘yery close to those ueed for the transfer of technology';
results to industry. PreSumably there-is also'a‘noint beyond which com—

puterized data banks become more efficient than conventional libraries.

Ceoieees mReT BB W RS

The efficiency of wvarious sectors or activities in the economy
interacts with the érowth rate of the economy; andlthis.ieads.to a second -
-argument. " Even in an economy not especially wedded to an objective of
rapid'economic growth it Wonld still be desirable that all activities_
should be carried out as efficiently.as possible : the economic‘welfare'
of the community depends on this (and on the existing distribution of

wealth) , and the government of most free societies have the raising of

econonic welfare as a foremost (or at’ least high) objective. ' A particuiar

‘distribution of resources in the economy is sald to be economically effic-

ient if and only if it is not possible to make someone.better off without
making anybody else worse off -~ assuming there are no externalities (i.e.-f n .‘
that one individual's welfare is unaffected by the welfare of others,:and '."'f'*

that the costs and benefits of an action all fall to the decision maker) .

1 ' '
I.e. economic efficiency is a necessary, but.not a sufficient, condition :

- for maXimizing the economic welfare of the community
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Any configuration of the economy other than this economically efficient
(or Pareto-optimal) ome is undesirable on welfare grounds. . If there
are no externalities present it is mno longer necessarily true that we
can consider-a configuration better because one individual has more goods

and no others have less.

The desirability on efficiency grounds of optimizing the production

and distribution of knowledge and information in an economy is fairly
obvious. Thus educational background is a crucial determinant of the

quality of labour, comditioning both the types of work an individual is

able to do and his efficiency in doing them. The:output,that‘can be obtained

from-a given amount of labour, capital and land is enlarged ..ith each ad-

vance in knowledge of how to produce and distribute goods and services at

lower cost. Such advances may occur either in the field of techﬁology‘.

. . , . 1
or in that of management and business organization.

Hére we refer not only to the application of new knbwledge but to
achieving the maximum use of existing knowledge. The best practice. pos-
sible with the knowledge available at any given timé differs, often quite
substantially, from the average practice adtually in use. 'Consequently
a contribution towards greater efficiency and economic growth.may be made
by advances in kﬁowledge or by reducing.the lag-between average and best
current practice. . | |
It remains to be shown why this deéirable state of affairs.~ in-

creased efficiency - is likely to be achieved more fully if the govern-—

ment is strongly represented at the distribution, as at the production,

end of the "knowledge industry"

In a pioneering article in 1945, Hayek [6] emphasized the importance of

"knowledge of particular circumstances.of time and place" (1nformat10n of
particular applicability) as opposed to ”sc1ent1f1c knowledge (information

of general applicability).
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First, the government islalready the repository of a large

amount of information in areas such.as science, technology,
economic surveys and statistics, to name a few. Under the
National Library Act, 1968-69,copies of all "books" pub-

lished in Canada must be depositéd, "book' here including

"any "document, paper, record, tape or other thing published

by‘a publisher, on or in which information is written,zre*>

corded, stored or reproduced". The provinéés have similar

requirements.

Reverting to the economic efficiency argument, and still -

assuming there are no externalities, for optimal resource

allocatilon within the economy it must be impoSsible to make

someone better off and none worse off by :

(a)  taking the goods actually produced‘and allocating them -

differently émong CONsSumers;

(b) taking the existing resources and allocating‘thém dif- -

ferently among producers, so as to produce more of all’

-goods;

(c) changing the composition of total output, i.e. the re—

lative amounts of different goods, or of goods and
leisure.
Paragraph (b) requires that production be technically

efficient (i.e. that no reallocation of resources between

‘producers will increase the total output of one product with-

out decreasing the total output of others). Because increasihg

returns to scale are likely in the activities at the

1

'-See [1] and [2].
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distribution end éf the information industry (computing, .
communica£ions), it‘is possible that any single ﬁrivate
firm would operate at tdo small a size to take édvantage of
large—-scale processes : a lérger output of the.serviée_
could be obtained, with the same résoﬁrces, 5y operating
with large-scale methods. Many kinds of iﬁformafion are
produced inefficiently.at'the p?ésent time:

(iii) For distribution of information services to be efficient,
all consumers must be ableAto exercise free choice, subject.
to any budget constraiﬁté, at prices.which aré.qniform.for
all. A private firm might practice pfide discrimination
— between different classes of useré, large and small ﬁsers,
temporally or spatiélly.

(iv) In détermininé the price at which informatiop ié supéiiég_‘ww
to users the govermment is more likéiy to act in é méﬁnér
consistent with efficiency considerations ‘than private

firms would be.l

The argument here is by no means straightforward, and has .- be qualified in ‘
several ways. Provided the allocation .of resources among producers and the
allocation of goods/services among consumers are both efficient,the optimal
outputs of information will be those that equate marginal cost to price. In
the absence of divisibilities, increasing returns to scale, of resource limit-
ations to individual producers, and of corner solutions, this condition would
be realized in a perfectly competitive economy. . The existence of many imper-
fections in the real world means that we are faced with a 'second best' situ-
ation and marginal cost pricing is no longer thé appropriate rule. All that.
can be said is that to the extent that imperfections (e.g. monopolistic ele--
ments, taxation) lead to prices greater than marginal cost in the rest of the
economy, the 'second best' price may be < MG : on the assumption that market
imperfections elsewhere in the economy raise rather than lower this 'second
best' price, the theoretical rule becomes price Z MC. "For further details
see Lipsey and Lancaster [10] and Farrell [4]. -
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(v) There ére strong grounds for believing that the production
of knowlédge yields sécial benefits in excess of the private»
benefits accruing to the recipients of the knbwledge.l :Some
of these "third-party" benefits (externmalities) woﬁld prob-
ably be lost if (in.some cases) the.produption of infOrmaﬁiOn;
and (in others) the dissemination of information were 1léft
in private hands.2
(vi) Search and advertising are complementary informational pro—...
cesses. In terms of exchaﬁge transactions, the sea?cher
locates specific offers;-the.advertiser "pusheé” the fact
of his existence and possibly someAdetailS about his tefms . o
for dealing. Regarded as an information—traﬁéfer process,
resources are wasted in édvertising which conveys uﬁauthéﬁ—' ' i ,w
"t;¢f~information. Greater government control over'théfuszﬁ"”@Méﬁ
dissemination of information might prevent spmé éf this
social Waste.3
(vii) Expenditure by users im acquiring at least some kinds of in-
formation is one of the first ifemsiof expenditure likely t§
be cut in time of slﬁmp, making the private operation of
such sépvices.hazardous in the iong run. This makes the

public operation of such services a natural candidate for

inclusion in govermment counter—cyclical economic policy.

See Machlup [11}, pp. 115- 7 for a discussion of the externalities arlslng
from educatlonal expenditure. S

Some would argue that externalities are, in fact, of predominant importance.
For example, Galbraith [5], who speaks of "private wealth and public squalor™, -
believes that much that is wrong with the United States is due to having

~ neglected them.

See Hirshleifer [7]
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If these very briefly stated argumeﬁts in favour of a high
degree of government coﬁtrolovérnwjor information services were to ﬁe
elaborapea, besides putting the welfare arguments more rigorously, a dié—A
tinction would have to be drawn between knéwledge (data that can be pﬁt ﬁo
general use)‘and information (data which is useful\for some particular
purpose), and between private and public iﬁforﬁation. Information is
of-value only if it can affect action. It would be socially valueless
to inform everyone in the community that a particdlarjstate of affairs
would obtain with certainty in 1984.1 All éur rgmarks in .this section
are to be interpreted in this light. Also certain 'sensitive' information\'
of which the government is custodian must be kept privéte'in the public

interest.

L See Hirshleifer [8].
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PART TII: COSTS OF A DATA BANK.




CHAPTER 1

THE FRI: GENERAL DESCRIPTION
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" "INTRODUCTION

Data~banks already are a pervésive institution in ouri
coﬁputer age, and will becéme more and more so in the' future. The
computerized information services made possible thé dréam.of thé
Worldfs entire store of knoﬁleége aécessible fo.eﬁeryqng, ﬁithja‘
:cérresponding upsetting of the traditional.educatioﬁél methodséA‘A-
electronic libraries can reduce the considefable wastage of time
aue to Eibliééfaéhic searches and duplication of>research;-theA
‘>banking networks may realize the cashless society. There are no
limits ‘to the developments of the data-bank applications, oﬁly those
- that public policy imposes.

We feel very strongly that although'the_cénéept of déta—baﬁk-’
already has emerged, in practice at least, it is too interdisciplinary
by essence to be simply categorized as an offspring of the compﬁter,
‘as it may be older than the computer itself. Notably,:the documenta—“
tion science has yet to contribute a 1ot.to the.develbpmeﬁt of data-
banks. The cogmunicaﬁion technoloé&zalso Has a éynergiéticneffeét
when associated with the coﬁputer technology, and here, ﬁew problems.
Iarise for the computer—pommunication utility: -in:partipulgr; the>
degree of centralization and consolidation of data-banks which is’
economically and.socially desirable is greatly éffectéd_by‘thg
" telecommunications industry offerings (in terms of teéhnology and

rates).
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These remarks suggest some avenues of research in the

economicg of data-banks (as opposed to anAengineering viewpoint):

what is the cost of a computer system and how to .price its services?

- What is the cost of processed information and how should it be spread

among the users? Given the cost of communications, what is the
optimal degree of dispersion and how does it vary With changes in
rates and ugage load?

These are‘typically the qﬁestions we address to in this
paper, with particular reference to the experience of the Financial .
Research Institute in‘Montreal,'a financial data-bank, and to tﬁe
preseﬁt state of the Canédianﬂdigital data network. Thé>firét two

chapters are essentially descriptive: Chapter One is a general presen-

tation of the Financial.Research Institute;.Chapter Two goes a little
more into the detall of its operations; Chapter Thfée confains a
discussion of the conceptual elements of the costs of a data-bank:
computer and communications system costs, and.information storage

and retrieval system costs.
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_ . 1.1 Historical Dev:Aa]_opmentl
| TheAidga of creating a financial déta—bank in Montreal
appeared in February 1968, Professor Donald Armétrong; from the-
Faéulty of ﬂanagement at McGill was the originator of the pfojectl

He~launched the idea in a speech delivered to the businesstcommunity’:

in Montreal: it stemmed from a growing frustration among the financial

community about the.lack of a financial data~bank.. Affer'the speech,.'
highmfanking officers from the Montvreal Trust, Royal,TruSt_a#d Nesbitt
Thomson showed interest in the proposal and tﬁey were joined later by'
Canadian National, Canadian facific, The.Bank of Montreal, The Royal’

Bank, Burns Brothers and Denton, Bell Cana&a and Sun Life. Together -

with McGill University, these organizations set up the Financial

Research Institute, with a goal of developing a data-bank for the

usage of its members and the applicatioh of financial techniques .
which needed foAbe computerized, The Financial Research Institute
‘was set up as a non-profit brganizatiqn (section 2,of.Cbmpaﬁies Act)
inyAugust 1968, With ten members. |
The‘start—up'ofvoperations ﬁas made with the Compustat

tapes;? donated” to McGill University by Standard and Poor's in 1967.

lThis section and section 1.4 have their source in priVate communica—
tions with Professor Donald Armstrong and Mr. Richard Hamilton,
presently Chief Executive Officer at the FRI. -

2Financial data on U.S. and Canadian companies, compiled by a service
of Standard and Poor's and made available on magnetic tapes.
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Until the beginning of FRI operations, the:tapeé were not .utilized
becausa of the 1ack of an access program. One programmer was hired,
then a second, to wrlte the proérams for accessing the data (the Vety
first program;,PANCA, ranked and screened the companies).

| For some time, the FRI had not even an office.“.Initially;
the data-bank was not available on—line through time—sharing and .
terminals. Users used to fill in torms with-their requeat{'-the.
teqnests.were then batched and processed, and the users obtained.a"
report aftar a few hours. Although this system was unsatisfactory,
it laated almost one year, because it was oheaperl for the members
than to go to the U.S.A., where tha source of data was.

The next move was to develop a sizeable'Canadianidata~base,

A&n annual fee paid to Standard and Poor'a enabled the FRI{to get'tna
special service of Canadian company data. The stock. price data were
pioked up by bits and piaces from the Montraal, the Toronto,. the:
New York.and the American Stock Exchanges, which all had the daily
prices recor@ed on magnetic tapes. The last part of tne data—base;'{
the aoonomic.data, was to be obtained from Statistics Canada; after
long nagotiations: -Statiatics Canada had never entered this kind of

contract, and the FRI was their first customer.

lAt that time, the annual subscription fee for the Compustat tapes

was around $30,000, while the membership fee for FRI was $45,000
per three year period, or $15 000 on an annual ba31s.-
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When in 1969, the FRI changed operations ffom batch ‘.

processing to on-line time~Shariﬁg~procesSing, it benefited from

the operating system (RAX) of the McGill Computer, which was one

of the best that could be foﬁnd in Canada at that time, according

to the words of the then Chief E%ecutive Offiéer, Professbr Armstrong.
Hﬁwever, the FRI was a more successful ventﬁre in saleé -

than iniproduction. The main reason was that the FRI-éervices were

a highly saleable product, but a product so vast that it did not

always satisfy the users' wants. A measure of FRI's success can be

found in the growth in membership: from ten, it grew to forty within

two yeérsT

- The FRI also became attractive for its main.competitors.
The FRI Was.unique in its kind, and offered an evér—growing range
of more and more sophisticated services: The FRI sold more of
Standard énd Poor's materialwin Cénada than StandardAand_Poor's'itself
did in the U.S.A. An offer from McGraw-Hill-Standard and Poor's to
buy the FRI and set up a Worldﬁide network of similaf data-banké with
fRI's present Rﬁow*how and pérsonnel,.was turned down afte# long ;
negotiations. 'Enstéad, the FRI members agreed to put down the funds

the FRI needed for its expansion.:

What was a booming environment suddenly became gloomy in

1970 when the stock market collépsed, and some stock brokers disappeared.

The market for the FRI services fell, and within a few months, ‘'the
business evaporated," according to Professor_Afmstrong. Indeed, this

is an illustration of the volatility of the information service
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industry prospects. Not only are the particular user needs a very.

vague thing, but the aggregate demand is highly unstable, since in a

recession period, the first expenses to be curtailed are those related

to services,especially information. .

The FRT revenues are stable: they vary only‘WitHAthe number
of members. . On the other hand, during the.development period l968—l97l,v
expenses had steadily increased, exceeding revenues. The members were
certainly getting a better_service, at the cost of a deficit from theA
FRL, which they had to bridge. The FRI needed a financialvéure:
Professor Armstrong decided to leave his charge of pregident'in order
to facilitate a chénge in policy. When Richard Hamilton, fhe.new
Chief‘Executive Officer, took over in March 1970, he ha& the talsl.c_t_ci____w
éut expenses below revenues, which he did accomplish: thesé drastic

measures essentially consisted in reducing the staff for program

development.

A
\

- _Expenses.
////I e
' L”ﬂﬂa’,,ea—Revenues

B

1970
R R . . . : 1 .
This experience is consistent with Bower's remark” that operating.

deficit is usually quite high in the first years of operation of a

1 . N
Richard S. Bower, "The computer service industry," Bell Journal
of Economic¢s, Autumn 1973. :




computer service bureau and then disapﬁeras, due to early expenditures
made in order to get revenues later.
It should be noted that the services rendered in the early

"research and development' whereas much

years of FRI could Be classified as
emphasis is now placed on regular routine information services,-e.g..pqrt;'
fblio evaluation. Present structures are therefore less subject to. |
recession.

Another innovation méde in 1970 was the unbundling of

services. Partial membership was now offered, and the fee matched

better the service and users' requirements.
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1.2 Organizational Structure

The FRT is a very light, flexible, small organization, of
around ten to.twelve people: the diréctqr<and his ‘assistant, pro—‘
grammers and secretarial staff. A branch office in Toronto (two
people) essentially provides assistance to local users.

The function of the organization consist into:

(i) design and writing of application brogramsffdf'data:maiﬁtenance and

éditing;'iﬁiﬁiatib# and;goqrdinatiép of iﬂ&ﬁéfﬁ&uabpiibations.'{
(ii) da?; @pd%ti#g;acti§£ﬁy:: new data egéry, e;rbr cﬁeéking;
(iii) program documentation; file directories.
(iv) user assistance: support of members' qée, training.
the members and the McGill Computing Centre. The members sit on
the Board of Directors and elect the Chief Executive Officer of'the:
TRI. A particular user will often want the FRI to write a special'
program for him (e.g. portfolio managers complaining about their'com- '
puter bills and wanting4the portfolio program to be converted for the
stocks they are interested.in) and of course, the FRI willvhave to
deal with thatAparticular request. |
The deﬁelopmenﬁ of new programs is then made @n a trial and
error basis: at each stage, it is checked what the users are dding
with them; if they use them,:they are ﬁakeﬁ to the ﬁext stage. There
is a delicate balance to be maintained betWeéﬁ what Will be Wfitten by
the FRT (resource availability is limited because .of the small size.
of the organization) and what will fe passed on'tb the user, in terms ’

of his own time or his computer bill.
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The second party is the McGill Computing Centre. The
small size of the FRI dis due to this association with the Computing
Centre, which performs all hardware~related operations; the FRI just

buys the computer time required for the file update and the prograﬁ_

- debugging, as any other regular user, plus the disk storage space.

Specialization also is a characteristic; the FRIL acts as a middleman

between his prospective data-bank users and the Computing Centrel,

although the relation between the end user and the Centre dées not

go through the FRI - there is a speciai contract for this afrangemént;‘-
The bargaining power of the FRI vis a vis the Coﬁputing'

Centre (for-such.matters as rates and services) mﬁch_depgnds on thé

number of ‘active users the FRI brings to share the computer systém

cost, and on the possibility-of alternative arrangements With other

time-sharing vendors.

Same thing between the telecommunication nétwork and the end user for
the connection of remote customers to the computer.

McGill bills the customer. Assistance to the customer is the
responsibility of FRT.




- 54 -

1.3 Membgrship

Presént usérslof the FRL files divide into commercial users
and university users. Prospective commercial users are all the membefs
of the financial community: banks.ahd trusts, mutual funds, brokerage
house,Ainvestment counsels, insurance companies, exchaﬁges. -University
users include the four Montreal univérsities‘plué six others. |

It is not sure that university users are more sophisticated
than commercial users. Although a considerable amount of d;ta exists
on'on~line storage (a differential advantage upon the Compusfat tapes) ,
it doeé not seem that it indu;éd a proportional am;unt of research (at
least not comparable to that engendered in fhe University of Chicago's.'

Centre for Research on Security Prices). Each year a number of Master's

research papers are written on financial subjects, but only a fraction

actually refers to empirical research carried on the FRT data-bank. .

Membership can be obtained by payment of a fixed fee pro-
portionate to the extent of service desired: a segment of the data

bank, or the whole file.

lSee Appendix 1 for a complete list.
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The annual ﬁembership fees are shown beloyw:
Full membership - $15,000 -

Partial membership

Financial Analysis#® 9,000
Economic Analysis 2,800
Portfolio Management 5,800
Chartered Banks 2,500

Beside this, each member has an arrangement with the MeGill

Computing Centre by which he pays for the use of the syStém (basically,

he is charged for the computer time, the connect time and the storage,

if any; we will treat this specific topic in the next chapter).

As far as computer science is concerned, about eighty percent

.of the users of the FRI data-bank are very unsophisticatéd.‘ Financial
analysts in specialized deparﬁments of their_respective compaﬁy, the&i
do nqt.want to iearn about computers or programming.. However, as

. they get more involved, they can be assisted b& a @rogrammer~to explaiﬁ
. the data more fully. Until this moment though, ome of Fﬁl's.goals is
té design its application programs so that théy are not imposing on

the user the need to learn about computers. We already attendea to
this tradeoff earlier and we shall deal with it moré exfensi&eiy in

Chapter 3.

*including the Chartered Banks.
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1.4 TFuture Plans.

The plans for expansfon head intae three main directions:
number of users, new data-bases, and availability of service acrdss,
the country. Partial membership, making entry less:costly,'contiﬁuen
to attract four to five neW‘memBgrs each year. A major project

is now under way: the bond market data bank (by data-bank is meant

hoth the data base and the access and manipuldtion programs). Due

to the size of this data-base, the FRL is comnsidering setting it up oﬁ'~:,f

of data will require high speed printers instead of the usual terminals.

This project may require as much of manpower resourcés as what has
been doné by the FRI so far, in terms of deveiopment;

Another objective of FRT is to make its*servicés avéil;gI;fJ;
across the country; Lately for iﬁstance, it was decided to install
a Dataroute line beﬁween Vancouver and Montréal to serﬁe;a~new member

in Vancouver. This was made possible through the dramatic decrease

in communication costs,

‘., At the user ‘end, the huge lists .
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1.5 Relation to Other Similar~Da£aéBanks :

A dataﬁbank.todéy.develdps‘alqng two dimensions: one
is the documentation science dimension, the other is-the ComPﬁter
science dimensioh.: Any data~bank can be descgibéd in te%ms of“
these two coordinates, and the FRI fit~at'theviﬁtefééétign‘df :

_these flelds accordlng to the graph.below.

INFORMATION AND DOCUMENTATION SERVICES... . - SDI"“ ‘

- Abstracts .
- Retrespectlve-search

= ISR f—
INFORMATLON STORAGE,AND;RETRIEVAL'SYSTEM :-%;gzify
. . ' - Computer
COMPUTERTZED ISR SYSTEM —’Alphamerliidata ~bank . |7 |
' - Text retrieval P S
"~ Numeric data A o
NON- INTEGRATED D.B. . 7 :
.f . . —Tqms: g ;
TWO-WAY CLASSIFICATION " Cards |

NUMERIC DATA-BANKS. o DASY

DIRECT"ACCESS:FILE“PARAMETEﬁgy

LOW ACTIVITY
-HIGH INPUT RATE
LOW VDLATILITY.%@g

BATCH UPDATE
ON LINE-SYSTEMFRY
\

TIME-SHARING SYSTEM ™~

COMPUTER SYSTEM ' Q\NM%\N““%\N\\;M
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Having located the FRI daté*bank amoﬁg thQ Whole spectrum
of information-related systems, and thus shown how specific it is,
let us now‘compare.it with other financial data-banks.

Perhaps the most famous of them is Investors Maﬁagemeht
Scienées, Compustat tapes. Invgstors Manégement Sciences is a sub~
sidiary of Standard and Poor's and £hus gets firéﬁ—hand,data;~ The
Compustat tapel contains 20 years of énﬁual data for 1,800 listed
industrial companies, 850 over-the-counter companiés; 154 utilitiesv
and 500 Canadian companies. Quarterly aata are also avaiiable for
the ﬁast 10 -years. There élso exisﬁs.a Bank Compusfét co&ering 110
banks. The tapes are regularly updated and availabie directly from
IMS for a suﬁscription fee or through various‘time—sharing systems.

However, the distinction must be clear between the data-bases (= the

files) maintained (e.g. formatted, updated, checked) by IMS or Data

Resources Inc., another firm specialized in economic data, and the

processing programs to access,-manipulate and display information

from these da?a bases, which are developéd by other firms'(most'of the
time, time-sharing vendors, like Interactive»Daﬁa Corp.).

A data-bank is a‘combination of the data-—bases and the
processing programs. Such a data-bank is for instance,‘prdﬁided b&-

Interactivg_DataAquporatiqn which makes available:

1"Investment Analysis and Portfolio Management," Cohen,‘Zinberg_and
Zeikel. '
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— the Securities' Price Data Base:. price and volume data for all.

New York and American Stock Exchange common stock.

I

the Corporate Financial Data Base: similar to the Compustat tape

(obtained from IMS)

]

the Economic Data Base (obtained from another company) .

!

the Financial Return Data Base: returns on common stock.

the On-line Ticker Data Base: data on tradingAtﬁroughout the day.

‘the Bond Data Base: daily price and volume information.

Interactive Data Corp. also provides the follpwing product

’

program: - Analystics: screening, ranking and statistical functions.

— XPort: portfolio management

— TAL: investment analysis language.

IDC is typical of a time-sharing vendor which specializes in fhe develop- =

ment of programs, while buying the data-bases elsewhere. The FRI also

concentrates on the programs, but is not a computer—time vendor.  This

has. an iﬁportant implication, in that there is ﬁot such aﬁAiﬁcentive'
on the part of the FRI to have efficient prbgrams on one:hahd, aﬁd>to‘
press the members to use them, on the other hand;

A question arises at this poin;, following these last ébﬂ—“
siderations: to what extent the FRI is represéntative of a daté4bank?
We first noticed thaf the FRI is not an>integrated ope?éfion: theré
is no data collection, FRI does not own'a.computer. Hoﬁever,.we

mentioned that most financial data-banks get their data-base from out-—

side: in this respect then, FRT is no different. Second, FRI is

not a computer—time vendor.

To ensure comparability then, from now one, we shall consider the FRI )
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and the McGill Computing Centa:el as one entity.
Other features of FRL, which will be dealt with.at léngth
later, also make it'somewhat unique.’ The_FRI &ata—bank sexrves a
small number of intensive users. This has an impact on.both.the
economics of the data-bank and its management:
- effort is more oriented to providiﬁg custom-tailored service‘than
E

standard, efficient programs. The optimality of file structure

‘and programming algorithms may be sacrificed to their simplicity.
— this tendency is encouraged by members which dé not only hgve a

right of control, but a right to ask for specific services.(é.g.

write a program which satisfies a particular need).

—~-the marketing and the public relations aspect overrides the cost

consciousness. The structure of revenues (membership fee) makes - = ==

. . . . ‘ 2 .
it more interesting for FRI to recruit a new member” than to improve.

operation efficiency.

- in a technique of production analytical framework, thé sfstem
formed by the FRI and the Computing Céntfe would then tend to

" 'substitute ﬁére marketing to reséarch resources, €.g. More manpower
time will be dgdicated to.promotion and assistancé than to program
development (aAclear implication of this is that the FRI uses
more uncontrollable inputs, if we can go as far as to séy that

program development time is controllable).

lAt least, the segment of the McGill Computlng Centre act1v1ty devoted
to servicing the FRI and the FRT members. :

2 . o '
FRI's unit of operation is more the number of users than any other

measure. The marginal revenue from a new customer is thus the fee
he pays, while the marginal cost of servicing him is almost nil.
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In conclusion, at the FRI, management factors are more
ot - . : R A
critical than cost factors, and the small scale of operation is a

limitation of the study. At the scale of FRT operatioms, costs will

reflect more.policy decisions than environmental, design and operations

parameters. It is certain that on another scale, factors which are
now irrelevant to FRT can take a considerable importance. Keeping
in mind these inherent limitations, let us now proceed to examine FRI

operations more closely.

lIn terms . of volume of data, and volume of usage.




' APPENDIX 1

LIST OF F.R.I. MEMBERS




FINANCIAL  suite 910,

-~ 63 - 635 dorchestér boulevard west”
RESEARCH montreal 101, quebec :

INSTITUTE  telephone: ‘866 9558 -

.qunumy,”l‘?-ﬂf -

LIST OF MEMBERS BY AREA

MONTREAL

Bank of Montreal o

Banque Canadienne Nationale . -

Bell Canada

Bunting (Alfred) & Co lexfed A .

. Caisse de Depét et Placement du Québec’
Canadian National Railway o

Canadian Pacific Limited

DuPont of Canada le;’red

Greenshields, Inc. N

C.J. Hodgson & Company -

Levesque, Beaubien Inc. - -+ . T ] TmemeRs e

Monireal Trust Company

Nesbitr Thomson & Company L!mll"ed
O'Brien & Williams

Royal Bank of Canada

Royal Trust Company

Sun Life Assurance Company of Ccnqdq
‘qu;ers Securmes Limited

OTTAWA

Bank of Canada
Government of Canadq - Depi' of Commumc:ahons

TORONTO

A .E. Ames & Company Limited . .
agf Management lexfed

Bache & Co.

Burns Bros. &.Denton Limn‘ed ‘

Canada Life Assurance Co.
Draper Dobie.
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Page 2

TORONTO - CONT'D

Canada Trust: Huron & Erie
Canadian Imperial Bank of Commerce
Canavest House '
Dominion Securities Harris

Fry, Mills Spence Limited
Independent Order of Foresters
Midland~Doherty Securities -
Naiional Trust Company

North American Life Assurance Co.
Toronto=Dominion Bank

Wood Gundy Securities Limited

WATERLOO

Mutual Life Assurance Co. of Canéda

CWINNIPEG

Richardson Securities of Canada

- REGINA

Houston Willoughby & Co.

 UNIVERSITY MEMBERS

Ecole des Hautes Frudes Commerciales -

McGill University
McMaster University

‘University of Manitoba

University of Quebec

- University of Sherbrooke

University of Toronto
University of Waterloo
University of Western Ontario
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2. FRI: Description of Present Operations

As emphasized in the previous section, a data-bank includes
both the data-base and the access programs. Following this distinc-.

tion, we first present the types of files, then the -product programs.

2.1 Data-Bases Maintained

2.1.1 The Economic Data

This data Dase éontains 9,200 monthly, qﬁarﬁerly.and énnual
time series of economic variables, both U.S.iand Canédiaﬁ. Theée_v
data highlight a wide variety of economic inaicators, organized
around the National Income and Produc£ Accounts, the Grosszational.
Product Components by Industry, Retail and Wholesalé Trade daté,

Population and Labour Force, etc. . .

2.1.1.1 Source of Data

The data are obtained from Statistics Canada. A subscription .
contract entitles the FRI to receive a magnetic tape. every month from

Ottawa.

2.1.1.2- Data Elements,ARecord Layout; Data and Update.Volume.

-Eaéh economic series is referred to by a series number.
The file organization is indexed sequential_(a‘homemade indexed
sequential organization; FRI does. not use any of the manufacture£~ h
provided data—manageﬁent packages) . The index rg;ord layout is

shown belows:.

The user can find this series number in a series dlrectory 51m11ar B
to that provided by Statistics Canada._ ‘ ’
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. ——— ——— v~

INDEX Series Update Number of  |Beginning of | End of
number frequency- observations |logical re- | ‘logical
' ' ~cord™ ' recordl
— ,“—igf M7
MASTER data data data e - . e e _data
_—— . —
Vel

updated

tape.2

One series

L — am——_

Lanaliecusliii N e

The 9,200 series require 5.8 miilion bytes. TheyAare”,wzz;Frwa;;_;

every month upon arrival of the Statistics Canada magnetic

Moreover, it is found to be more economical to totally rewrite

the whole file: no space is wasted waiting for forthcoming updates;

the physical location of the records has thus to be .upset every time.

The computer update time amounts to seven (7) minutes/month.

The average number of observations being 360 (30 years of monthly data)

per series, the update volume amounts to 0.28% of the total volume.

1
Track number, word number.
e

2Which is mounted on a tape reader at the McGill Compufing Centre.
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2.1.2 The Tinancial Data-

The U.S. and Canadian Financial Data files total 175,000

_series.l There are 1,800 U.S. companies (annually and quarterly) -

-énd 150 utilities (annually) each with 60 data items of the balance

sheet, income statement and market .data; there are 250 Canadian

.companies and 80 utilities, each with 80 data items.

2.1.2.1. Sburce of Data

Data are acquired from the

Financial Post, with which the

FRI has a partnership deal for financial information. Data are

entered on a tape in Toronto by the Financial Post services, and the

tape is sent to the FRI 'in Montreal.

2.1.2.2 Data Elements, Record Layout, Data and Update Volume

The organization of the file is Indexed sequential with

fixed 1ength records. A typical record is displayed below:

Company - Ticker Beginning of
'.} number symbol | 1og1calcg%a
" Year 1 Year 2 V Year 3
Company 80 Data. Items _
. 80 Data.-Iltems
name . (cash, receivables.,.)

lSo as to be consistent throughout, a series is defined as the time
series: there will then be one series for the dividends of company X
from 1953 to 1973: The time series is a concept, different than the

record layout of the data.
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_This file is updated weekly and monthly. Each U.S.
company is assigned ‘half a disk track and this segment of thevfile
is entirely rewritten at each update; each Canadian company is.
allqcated_one full track and new data are simplyaappended. The
update time amounts to 28 minutes per ﬁonth. The total .file volume

currently is 17.3 million-bytesf
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2.1.3 The Stock Price Data

2.1.3.1 Source of Data

According to our:definition of series, tﬁere are 2,000
series of daily data from the New York, American, Toronto and
Montreal Stock Excﬁangeé. The'Montreal‘Sfock éighéﬁge'ééndquapgri‘
' Eépesuéo the FR;} ﬁﬁile.the‘two ﬁ.é:{énd ﬁﬁe iéfonfé'Stoéggﬁgcﬁéngés.dééa .

are sent over by lines.

2.1.3.2 Data Elements, Record Layout, Data and Update Volume

This file contains information about the daily'p;ice.and
trédedAvoiume-for the stdck of 2,000 listed companies t&ge£her'with
the date and amount of dividends and splits. The file ofganiéation

TSR . ' is indexed sequential, with variable lengtﬁ cﬁains. To acdoﬁmodate
the needs of different users,l the same set of data is stored twice;
once in day sequence, and once in éompany seqﬁénce.' Thé reéord lay— -

out is shown bélow:

A portfolio manager is interested in the prices of a number of stocks
on a particular day; other analysts wish to have the history of prices
- of selected stock. : ' :

@
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|

%
Company X

|
I
1
These series are updated daily and quarterly, and the update time

. 1s 100 minutes per month (CPU).
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2.1.4 The Banks Data

2.1.4.1 Source of Data

This is one major area where the FRI does the data collec—
tion itself. Published informationl concerning the_Caﬁadian chartered

banks is taken and processed by the FRI personnel.

2,1.4.2 Data and Update Volume

The file occupies 1.4 million bytes, and is updaﬁed weekly,
monthly or quarterly depending on the particular information (monthly
update time is one minute of CPU). This file is organiéed randomly

with a computed record address.

1Con31st1ng in quarterly ard annual reports, and a monthly publlcatlon
from the Treasury.

, .
Due to the format of the data, it amounts to typing 1t from the
terminal into save files. :




@
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|
2.2 Services Offgred» . | .' - - '.'

The FRI has developed and made avaiiable to users a number : L
of data access, manipulation and reporting prégraﬁs; Iﬁ does mot ) . ‘;
use. a data base management software package; reasdns-;ﬁat Wére given
are: they are very expénsivé to operate, and they are nét suffiéiently~ :‘
oriented towards users.l |

Mosf available programs are essentially déta—relatéd, i.e.
they only access data in one file, which is by no means ; drawback
since in each of the areas — economics,.financial data, stock market ;; ”
data, banks data -~ financial management activities are toﬁallf different;:-
However, a set of manipulative programs (such as gro&th rate, internal. 
rate of refurn, regression calculations) can be used for any_t&pe of -
data, through user—created filESa.

Accordingly, each of the files - economics, finanéial funda-
mentals, stock prices and banks data ; is accessed through a set of
programé,.ranging2 from:

(1) the basic data-retrieval sgbroﬁtine, which is the elementary ;
building-block in any of the ofher programs;. Users which
are able to write their own programs also make use of these . -
--routines. These.routines;take%ﬁévantage'oﬁsthé McGill system ;
routines for input-output: iarge blocks ofAdataiare read3 
. Into core and the desired infofmafion ié then'eétracted; byx 

direct table look-up.

1 . ; s - '
e.g. there would be a considerable time spent in training the user.

2it_must be kept in mind that this is more a continuum than very
distinct categories.

SMost of the time, the block consists in a whole track from the disk- _ _
pack storage. See MUSIC User Reference Manual, McGill University Computing;
Centre. ' o L :




(ii)

(iii)

(iv)
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the elementary‘print out p:ograms,'which.disp%éy the desired

cross—sectional or time series, according to a format

specified in command parameters; A typical'coﬁmana is:
PRINT, CYNAME, LTEM, YEARL.TO YEAR2

where: CYNAME = the company name referred to by a ticker

symbol.
ITEM = the series name, e.g. assets. :
| YEAR1 = Start of time series
- YEAR2 = end of time series

the report-—generating programs, which displa? data in a .

sophisticated format. AThey generally are anAeXtension of

the previous category.l |

the file-related manipulation progréms: fhese are thelmostt"

complex and relate to specific.financial manageﬁent.éctivities.

Such programs are:

(a) the screening programs: according to:a number of
criteria,2 a selection is made of the.x sfdcks presenting

performance regarding these criteria.

lHowever, the'folloﬁing category could also fall into the report .
generating programs, although they involve much more computation.

2 .
This system recalls the Boolean logical data retrieval system by
which a search is organized with commands such as:

~(MAN) AND (OVER 30) OR (MAN) AND (LESS THAN-BO) AND (COLLEGE) .
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(b) .the portfélio management programs: for the setting ﬁp
of the classification scheme of stocks, the creating and/
or updating the portfolio with_transacﬁioné (sell, buy . .
and the valuation of the portfolio at a particular moment
in time. | |
(v) the general-purpose manipulation progréms, which haye aiready
been briefly alluded to, work upon data from the'user.files.
They compute growth rates, internal raté_of return, Epnd yield,.
regression planes, make plots and macrbeconomic forecasts;
There are approximately ome thousand oé these prbgrams;Lréquiringla _
total of thirty—million bytes.
- This set of programs is completed by a‘thorough documenta-—
tion concerning both the data files and the prog£ams. |

The FRI also engages in what is called the suppbft of the
FRI members' use: training of the ﬁembers' staffs, maintainingi
contact with them, meeﬁing with them to diséuss neW things 0r problem
areas. Since more and more users do theif own programmiﬁg, a growing
activity is to help them with the'debuggiﬁg of their progréms.

This, of course, leads us to consider the costs incurfed'ﬁy
the FRT in order to provide these services.. In the.following ééétion,'
the emphésis will then be on descriptive figures and coét réiationshiﬁs
specifié to the FRI, leaving for later the impli;ations for.ansintegrated.
data—-bank. It will necessarily be a Qery brief section,'since the data—‘
retrieval cost study will be included in the chaﬁter bearing on the
user s;gtistics, and the diséussion about the categofizaﬁion of costs

will be found in Chapter 4.

1 . s o . :
These are not entirely distinct programs; there exist many versions of
a basic program. ' ' -
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. . - 2.3 FRI Operating Costs

Categories and Percentage Breakdown

Costs at the FRI break down into:

‘1972. 1971 19870 1969
~ Data acduisition costs 20% - 21% - 18% | él%

~ — Net Computer Costs : 12-157% ‘Al775. 19 19
- Salaries 35% 32 29.5 24

- Communications 12-15% 12 '13.5 12

- Administrative and Overhead A 15% ‘17.5 _Zd 24

2.3.1 - Acquisition Costs

In some cases, the contract between the FRI and the data -

source includes some services from the FRI (notably in the case of

. the Stock Exchanges) and the value of these services are considered . = .

as a cost. Otherwise, they are simply contracts for cash.

2.3.2 - The Gomputer Costs

The computer costs fall into three categories:

(i) the storage cost, which is proportional to the storage space.

The McGill Computing Centre normally charges 15¢ weekly fbr

one "IBM 2314 DASD" track and 30¢” for a "3330 DASD" track (the

IBM 2314 Direct Access Storage Device has a track capacity of

7294 bytes, while the 3330 DASD track houées 10,000 bytes).

l20¢ if the user does not need his file backed up by a copy on tape.
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The FRI because of its large and-relatively constant demand

for storage space, has exclusive use of two 3330 on-line disk

packs. These are utilized for storage of data and production .

programs, For the data storage, the FRI has an arrangement

with the Computing Centre and pays $665 per Week;l

fﬁe updéte CPU fime is nofﬁéily.pfoﬁoffionél.ﬁébfﬁé ﬁpdate
volume, although when thé file 1is entirely rewritten (the
econoﬁié data, a part of the financial data), the update time
becomes dependént upon the total filé ﬁolume. Wﬁén storage

cost and update time cost are compared:2

"Economics - Stock.market Financial Bénks
STORAGE COST ' é700/mo.“ $9,000/mo. - $2,100/mo. $168/mo. 
UPDATE TIME COST $ 70/mo. $1,000/mo} $ 280/mo. § 10/mo.
It is noticed that there is a ratio of 10:1 between storage
and update costs. This is consistenf ﬁith the facﬁ that

storage volume is a multiple of update volume in -this typé

of aﬁplicatiOn (time series).

The CPU charging rate depends on the period of day as

shown below:

1Storage hardware will include the following components:. block mul-
tiplexor channel, controller, and disk spindles. One controller
supports up to eight spindles. Manufacturer's quotations for rental
costs comprise approximately $600 per month for a 3330 spindle, $2400.
'- per month for a controller and $500 per month for a block multiplexor

channel.

The arrangement between FRI and the McGill Computlng Centre

then comes. closer to rental cost.

2These costs have been computed with the rates of $1. 20/track/mo. and
$10/min. CPU. -
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Hours: 1 'Min. CPU

8:00 to .9:3Q ‘ 510 -
9:30 12:00 12
12:00  2:0Q0 10
2:00 4:30 : 12
4130 6:00 - 10
. 6:00 10:00 . 8

(iii) The programming and debugging involve both CPU time and
connect time.l Accordingly, in addition to the CPU rateé

shown above, we have the comnect time rates:

Hours 10-15 cps2 30 cps 60 cps 120 cps .
8:00 9:30° $3.00 4.50 6.00 "9.00
9:30 12:00 4,00 - 6.00 8.00 12.00
12:00 2:00 - 3.00 4,50 6.00 . 9.00 -
2:00 4:30 4,00 6.00 8.00 12.00
4:30 6:00 3.00 -4.50 - 6.00 - 9.00
1

6:00 10:00 .00 1.50 2.00 3.00 oo
This last category is essentially research and develoﬁment’
and maintenance. -

The total computer costs at the FRfihave been drasfically '

reduced since 1970, when the FRI had a much larger staff for.develoﬁment:_'

1970 $ 100,300
1971 . 57,900 (=42%)

1972 49,300 (-15% on 1971)

1While the update activity involved only a negligible connect time.

2c'haracters per second; 1 cps &9 bits per sec. 10-15 cps is the
speed of the usual TWX or IMB 2014 terminals. '

-3The appended figures are net of a 15% rebate to FRI on total

computer usage costs of FRI and users combined in excess of $2,500
per week, and of a 25% rebate on combined usage costs in excess
of $4,000 per week. '
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2.3.3 ' . Salaries

The summary table. at the énd of the section'gives a break~
doyn of.manpoﬁer resources. used for operaEions.and capacity.isﬂ
Capacity w0uld‘also include the staff time for the dqcuﬁentation of |
programs and data. A last‘cateéorx that has been left out is the
programming and debugging time,iand.the deVelopment'of:prod#ctsvand

markets; all three are in the development category.

2.3.4 ° Communication Costs

~ The  communication costs include:
- 8 terminals at the FRI connected with the McGill

Computing Centre.

one tape receiver to be connected to a tape reader
in New York (the NYSE and AMEX Stock Market‘data).
— a transmission line from New York to Montreal.
It is owned by a member who lends it to the FRI aﬁ'night.:;lf costs:
the FRI $8 monthly. - |
- 15 lines from Toronto-to'Montreal.l
-2 liﬁes_from ﬁinnipeg to Montreal. The policy of FRI ’
is to pay for the distance Monfreal-Toronto in a "two
basic point pricing" fashion, and to Eave‘the user pay
. the rest. The cost to_FRI is tﬁus two.linesiiéronto—.

Montreal. The network is thus:

These two terms will be discussed in Part IiT, section 2. - Capacity,roughly_
defined includes all activities necessary for being ready. o -
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' MTL
TORONTO
NY
2.3.5 - Rent, Administrative and Overhead Costs

This cost component involves two office rents, one in
Montreal and one in Toronto, the administrative expenses,.postage,

telephone, supplies, etc.'

2.3.6 ":Development Costs

While we do not have estimates-of'ips cost, develoﬁmént
has consisted.of programmning effort, ;ésearcﬁ on financial data
éomparability and format (notably the egtablisheﬁent qf homﬁgeneous
claésification systems for financial data). The FRi has also incﬁfred

major one-time costs in validating the data in the files.




'Acquisition Costs
~ contract for cash

- value of reciprocal
services

- transmission cost

Storage & Update

- storage

-~ update time (CPU)

. Staff Time (Operations)
Man-Days/Mo.

- data quality
- customer support

- data loading ;

SUMMARY TABLE OF OPERATING STATISTICS

ECONOMICS

$15b/mo.

5.8 M. bytes

7 min/ﬁo.

STOCKMARKET

NYSE
AMEX
MSE
TSE

$600/mo.}

$250/mo.}

$380/mo.}NYSE~MTL
MSE

75 M. bytes.

100 min./mo.

20
20

10

FINANCIAL

$3500/mo.

17.8 M. bytes

28 ﬁin./mo.

10

BANKS

$8/mo,

1.4 M. bytes

1 min, /mo."

....T8 -—
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2.3.7 A Naive Cost Model = Part I

While examining the costs incurred at FRI, it WasApossible
to identify some determinants of cosfs, e.g. éome factors, such as
the file size and the update volume, which had a direct impact upon
the cost figures.-

The major part of costs are»relatively.indepéndént of
these quantitative factors, and are mainly function :of the type

of data, some contract passed with suppliers, ete. . .  Moreover,

it is difficult to relate the magnitude of the staff and other costs

. to the magnitude of the file size and update volume.’

In summary, and this is the inherent limitation of a COst 
study, most costs are fixed with réspect to output,l whether output
is the use of the system or the number of seriés stored. Since, so
far,»we have jusﬁ dealt with the FRi and not with the user subsystem,'
the discussion can be limited to the primary output of the FRI: the
files andlthe programs. |

| However, even this is not so simple: is the FRI -primary
output the humber of bytes stored, or the number of series stored?

In the first case, storage is variable with the output, while in the

latter case, it is variable only to the extent of changing the number

- of series stored. The same applies to the update time, which is

fixed with respect to a given number of series.

1 _
A more thorough discussion of the concept of output appears in
Chapter 3 of Part II. : :
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A naive approach. is to dis:egard these problems by focussing

the model on the capacity costs, where the main cost factor is the

gcale of operation. The model would then be able to predict the -

magnitude of period costs with.respect to some parameters of interest.
As we mentioned earlier, this cost model incorporates in a very crude
-way. the data acquisition and salary costs: the only cost area where

~its accuracy is faultless in the computer costs.

The main determinants of the storage volume are:
—~ the age of the series (in years)

— the update frequency (number of updates per year)

‘the number of series (defined as the time series) -

— the record length :' o 3

I

The factors to take into account fof the-upaate volume A
are just:
| (i) the number of series
(ii) the update fraquency‘
(iii) the record length -

(this would be the case for a simple appeﬁding of the new data; now,

-if the whole file is rewritten for each update, as it happans_ for

the economic seriés for instance, then the updafe volume is the

whole storage volume).

1 :
Which are the "direct" costs of storage and update; the balance is
considered as indirect and overhead costs.

the index (if any) S e
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Then, if'Xi: update frequency for series i 1 < i §;X2
X,: number of series stored

9°

i . .
X,: age of series 1

3¢
Xz i 1L ' : ' ‘ o
the update volume is: X C1 Xl measured in bytes and the storage
=1 ‘ ’
Xz i1 4
volume is: X G, Xi X, in bytes. If we assume:
1=1 27173 :

1. an average update frequency for all series i: Xl"

2. an average age for all series: X3
3. the update volume is negligible in compérison with
the storage volume
4. fhe update coét is proportional ﬁo.the update Volumé;
the computer and other costs are the sum of the storage—rela#ed:éost:
CZXZXlXB.and the up&ate—related cost: ClX1X3;
cost dependent on éize of data-bank: XiXB(Ci + CZXZ? f'C

thus:

1
3‘.

The purpose of this model is to point to some paraméters_
of cost, the.most important being the file size and ﬁhe update
frequency. Its.shortcomings appear when one considers the variety
of file organizations and update strategies. However, a greateft
“ limitation lies iniits concentration on a-liﬁited portion.of the

FRI's total costs.

163 includes, among other things, the-storage_control unit cost.
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2.4 Usage and Cost to  the User

We mentioned earlier that the data-bank system should include
the McGill Computing Centre which provides the usage facility. Since
the overall system cost includes the usage cost, this section con-—

siders usage parameters.

2.4.0 User Needs and Characteristics

In order fo place the FRI into perspectivé, it is mecessary
to turn te the user, see who he is, What‘are his activities; his infox-
mation_needs and sources. A more deta;led surve& is preéented in
Appendix 2. In this section, only the major findings will be outlinéd.

The first observation to be made is that data—bénks and'othér

specialized information services appear as the least important source

. v . . X
of infommation. for the financial community. Before coming to the -7

explanations, it must be mentioned that the importaﬁce of data-—banks
is expecfed to increase in the next>fivg years relatively to other
sources.

The obstacles to a more fapid develoPment of financial data-
banks fall into three main categofies. First, déta~banks have td com-
pete wifh traditional sourﬁes of information. More specifically, they
ére a duplication of other media. béﬁé—béﬂké<éré limited in that they
offer something that already exists elséwhere. With'thé éxception of
in~house'data banks, they do not include data forxr unlisted_coﬁpanies;
in contrast to the expectations-of'financial analysts, who would prefer

more breadth of information than depth.l

lFrom the data-bank management viewpoint, collecting data for unlisted

companies would involve a considerable effort, to be offset by the (pre- .

sumably) small incremental benefit, since unlisted company data are
seldom looked for. f ' o
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Data banks also have to coﬁpete With other hqn—coﬁputerized
information services. If the criteria for a good informatién soﬁrce"
are: ease‘aﬁd speed of access, timeliness, aécuracy, coﬁvenience and
completeness,_tﬁis last quality does not seem to be applied to mumeric -
data-banks, as notes and adjustments are not included. ‘For_instaﬁée,AA

the users' personal files seem to be generally preferred as a source

of past data. 1In some cases, however, computerized data-banks will
éavourabiy_compete against other sources when a great deal of manipulation' o
on lérge amounts of data (screening) is needed. .

‘ Another considerable obstacle to the greater uéége of:data—f
banks is that they are repositories of past data, which are not sough&I

per se, but only to the extent that they can help to predict the future

course of events, or derive a trend. Besides this, data are not used“mfm*éA;famf-

further back than 10 years. The usefulnéés of a data baée is thus_
inherently limited, but it can be enhanced by more powerful forecésfing
tools.

Some additional information oé the usage.which is.maae of the.
FRI data is aéhfollows: the price—data are generally accessed to evaluate
the portfolios, whereas the company data are used és a complement to

. other sources. The economic data are uéed mainly as inputs fpr econometric

models and studies. | |

Several respondents’' remarks point.to the-desiraﬁility of
more selective services (to avoid duplication) and in particﬁlar ﬁo

new applications such as Selective Dissemination of Information (SDI),

an article retrieval service, and international economic data (IMF date,

' for instance).
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2.4.1 Types of Users

Table 1 shows the FRI commercial users:

TABLE 1°
USERS - NUMBER |
— brokers and investment firms i7
— banks . ‘ 7
~ trusts ‘ 6
— insurance companies . 5
- industrial companies ‘ . 4
— government services 3

The FRIL provides‘four main services: stock market data, fiﬁancial
data, banking dgta and economics, according to the broad claésifica~
tion of its series. Each category of user may be expected to show
a bias towards a service, banks for baﬁking data, industrial companies
for economic_data, etc.

A matrix of interdiscipiinary bias was built where the
coefficients are derived fromAthe actual usage of the files by

categories of users:

lSource: FRT
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© TABLE 2 .
Financ¢ial =~ 'éféééﬁérkéf "'Bénks' " Economics

Brokers & ILnvestment . : :

firms : 6% 76% 7% 11% =
Banks 20% 42% 2% - 1% =
Trusts o 5% ' 927% A 0% 3% =
Insurance 5% | 79% | féz - 13%. =
Industrial . 552. ' 337 0% 122 - =

" From this table, it can be seen that the trusts are the most biassed
towards a particular file (presumably because of the portfolio manage-
ment programs), while the banks are the most diversified'users,

followed in this by brokers, investment firms and insurances (which

probably have the same financial management activities). The in&ustriélé

notably do not follow the general pattern of bias towards the stock-
market data: on the contrary, they show greater interést for the'v
financial reports.

We believe that a generalization of this métrix‘prdvides
a good description of thg pattern of usage among services. Moreover,.
it has an important role to play in the pfediction'of demand for
partiéular services given a population of users cafegdrized aCCofding

to this scheme.

1002"
100%
100%
100%

100%
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2.4,2 Usage Patterne

2.4f2.l Among Programs and Files:
Another interesting feature, revealed by the study of

usage; is that usage follows. some kind of Pareto's Law: tﬁat is,

'a relatlvely small percentage of programs contrlbute a. hlgh percentage

of usage. More specifically, using 1og-normal paper, 1t Was observed

that the number of programs run is lognormally dlstrlbuted or equl"’i -

valently, that the logarithm of the number of programs run. is normally ‘ﬁ3:T

" distributed. -

98 - P e mpomslwerp orSgyrpcfayo oo < . \".\, SRR
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If no precise explanation for this<particu1ar:sﬁape of the   i
A L . |
contribution-by~usage curve was found,1 it must be remembered ﬁhat : '.,  ”7w
Pareto's Law is a well-known phenomenon in the"social.sciences. {
: _ ; , |
Tndeed, one could hardly expect usage to be uniformly(distributed . >:*J‘A;“Jﬁ
among programs; tﬁe uniform distribution would have'beeﬁ?feprésented‘;1 }-w e

by the diagonal on the chart below:

“100%
Eumulative
percentage. 0f
programs
50%
0 A : A100% -

50% -  Cumulative percentage of usa

The more distant the distribution curve is from this diagonal, the
more dispersed (e.g. concentrated in some segments and light'inh

others) the distribution is:

1 - .

Beside the fact that there cannot exist negative use of a program
and that most of the programs are run between 0 and 10 times,

e.g. the distribution is very skewed. ’
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The implications of this observation are of two ofdefs:
(i) it is of valuable interest to asseséftraderqffs such as cost
of keeping and mainﬁaining the' program versus. expected Bénefit.
‘fr0m usage. Ité importance lies precisely on the emphasis
it places on marginal analysis: what impact will it have on
usage to dispose of, say, 20%.of the programs?
(i) with this relationship, it becomes ﬁOSsible to project the
usage of‘a particular program for various levels of total usage
since the parameters of usage distributioﬁ can be expected‘to
remain fairly constant. |
In fact, usage distribution among'programS'mayAnoﬁ_Be éﬁdﬁnagcritical
matter, since once a program is in the.sysﬁeﬁ, there are relatively -
small costs associated with keeping it.l It becomes'a key factor .
when deéliné with files instead of programs. 'Fiies are éxpensiﬁe
£6 maintain and store, and the trade—off is more relevant in tﬂis
case.
The same ;nalySis was carried upon the‘usage émqng the
four files (a. finer analysis was not possible?) and approxiﬁétely.a

similar relationship showed:

1althoughﬁthis will be discussed in Chapter 3 of this part.

2Usacre is only recorded by the FRI in terms of number of program runsj
since one file is accessed by many programs we only have a very
rough idea of file usage. ' ' '
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was not possible to see whether Pareto's Law

holds for usage against age of the data, we suspect that it Would; '

usage would then concentrate on the most recent data items.

2.%.2.2 Usage Over Time

dramatically increased since the beginning of FRI operations.
has been a 50% increase of 1971 usage over 1970 and a 30% increase in

1972 over 1971.

Usage, as measured by the number of program runs, has

There

Although no seasoﬁality can be observed, the year

high is in November, with annual jumps in usage in the perlod March

to June (annual company reports are publlshed at thls perlod of the

year) .

was carried out on the FRI usage.

a moving-average process of the first order on the first differences:

A time series analysis along the Box and Jenkins method

= 58 + Ut

—

.70U

t-1

The best model to fit the data was

500 1000 2000
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where Z are the first differences of the observed series. Thﬁ

random shock interpretation” of this model’ suggests that the effect of

a disturbance at time t (a sudden upsurge of activity by the‘users)
carries over the period t+l but with a negative Welght. in other terms,
a period of high usage will generally be followad by»a perlod of lower

usage, as if an equilibrium had to be achieved.

2.4.2.3 Intensity of Usage

Data concerning characteristics of terminal sessions and the _-"“

usage of CPU by FRI members are presented gndﬁcommentéd on:iﬁ fhis
section,‘in an effort to assess the load placed on the cémputer systen
by the very existence of .the FRT data-bank.

. The terminal session time is defined as the intervai of time
starting.when the user signs on tﬁe system and»en&ing whén the‘terminal
is disconnected from the system. The CPU time is simply a surfogate
for the émount of work done during a session. For our purposeé, a .
user is identified by his code; since an FRI. member (a company) méy be
attributed a number of codes, there are more "users" than members: The

sample period chosen was one week in November (the peak period for the

FRI data-bank usage). It has been checked that the sample is represen— -

tative from the point of view of the stability of the results. It must

be recalled that terminal session time (or comnnect time) and CPU time

are two of the three components of the computer bill.

’

During this week, for 1282 terminal sessions of the FRI data~f

bank users, the average terminal session time was W = 23 minutes (with

a standard deviation o = 3L.5 minutes). The average CPU time per ter-

minal session was Hopy

= 0,267 minute (with a standard deviation of’

GCPU = 9f551)'
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Figure 1 shows the plot of the cumulative éercentaée of
terminal sessions rankeé by session durétion. Figure 2 sﬁows the cum~
ulative percentage of total terminal session time accouﬁted for.by ”'
users., As can.be inferred from these graphs, a small percéntage onlj
of the session (25%) last more than 25 minutes, and there is a large
number (45%) of short terminal sessions (less than 5 minuges). From
Fig. 2, one séés that 25% of the users account for ﬁore than 75% of thev
total terminal session time, and the 50% most aétivelusers'aécount for
a little less than 90% of the totél connect time.

Figure 3 is a plot of the cumulative percentage of terminal
sessions ranked.by CPU usage. Figure 4 shows the»cﬁmulétiQe percenfége
of total CPU time accounted for by the users; These graphé'depict“””f?”*m R
similar relationships. Approximately 75% of the sessions use up less. |
than 0.20 minute of CPU time (Fig. 3) and 75% bf_thé users require iess_'
than 25% of the total CPU time used (Fig. 4). The conclusion is that . ::

there is a number of very active users (25%.of the-total) who put a
heavy load on the system (consuming 75% of the recorded resource:usaée),k'>-
whereas the light users (the remaining 75%) are.responsible for onlyv25%'
of the resource usage. |

These observations provide a‘ba;is for»asseséing the load
placed by data-bank users on é tiﬁe—sharing system, both in.tefms of
processing time and communication sub-system reqﬁireﬁents (te;minalé,
lines, channel ports). They bear direct implications for the models
exposed in part III (the terminal session.time, or service duration,

is one of the two basic parameters of thevqueuing problem arising with

the contention for channels.
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92.4.3 Cost as Related to Usage

Since we include.the user—servicing subsystem (e;g. the.
McGilthomputing Centre) in our datawbahk.system; the'c&g;s the users
are bearing are inputs to the operation. In,sectidn 2.3;'we examined
inputs that were related to the file size. and the update volume.- In
this section, we deal with inputs that are dependent on the usagé of
the data~bank, iﬁ other words, on the.number of accesses to the data;"~-

bank.

2.4.3.1 TUser Computer Bill and Other Costs

Besides his FRI membership fee, the user payé for his use
of the time-sharing computer service. In section 2.3, the‘rate structure:;
for the computer cost was exposed: both CPU time, connect time and
storage of user files are the basié for charging the user. Beside these:
computer costs, he pays Bell and/or General Electric for the transmis;
sion hardware (the terminal, the line, etc.) and sérvicé. But first,
some bbsefvations about the computer bill must be made.

On one hand, data about user acéess to certain pgogramé
per period of time and on fhe other hand, the computer bill per memger
for.the same peridd of time, were availabie. EleVen members, heavy
users of the stockmarket data, Were.selected, and we used a regressioﬁ>
analysis of their monthly computer'bill on their corresponding monthly
program usage. Two explanatofy variables were'used as sufrdgatés for

program usage.
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P

S: stockmarket data access program runs

o ' M: other program. runs -

TABLE 3 -~ Computer Bill vs. Usage

Member ' !
1. Computer bill = 7.58 + 3.7M + 1060 . R = .92
2 c = —0.85 + 3.6M + 539 , 12
3 c = 0.58 + 3.3M + 2441 ©L22
4 c = 8.55 + 9.7M - 373 _,-.83."
5 c = 108 + 8.51M - 1227 .~ 48
6 c = 3.45 + 3.8M + 69 . Y
> 7 c - 1.85 + 13M+ 180 o YRR
8 c = 138 +36 - : .63
9 c = 3.95 + 29M + 992 . .63
10 c = -11S + 21M + 3430 - .66 |
11 c =

6.7S +-1.7M + 274 - .60

More detailed independent variables could have been added, bﬁt since
this would have required more observations than available.(lz monthé) '_
and would have resulted in the instability of the coefficients. Some
coefficients obviously cannot be relied uponl (possibiy because alnum—

ber of outliers distorted the least—squares computation). If we assume

lA low RZ or a negative coefficient casts some doubt about the validity

of the relationship. The t-values are not shown; they give significant
values to all coefficients but those of the rejected regressions 2, 3, 10. -
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some stability of the members' private files, then the regression

intercept gives an estimate of the storage cost component.
The computer bill however inciudes the cost of mény other
things than just the FRI programs run: user-made programs on non-
FRL files, notably. In the matrix below, tﬁe processing of ERI
files withiabsolutelf non—-FRI programs is iﬁpossible, but because
. of the nature of the timeuéharing system, the user can héﬁe computer

activities which are not recorded by the FRI:

FRT programs non—-FRI programs N
~ - - .,....m...,z .
FRL files " measured impossible :
User files % measured not measuredn?_'

On an.overgll basis (e.g. all ﬁembers fogether),ithere is
a .78 correlation coefficient between the computer bill éﬁd the>stock~
market data access program usage, and oniy a .50-coefficiént between
the bill and the other programs usage.

The overall regression equation is: .

Computer bill = 6.66S + 3.9M + 101 ~R.2 = .79
t-values @ (2.23) -

This means that on the average, a user spends $6.6 on a stockmarket
program, and has a storagé cost of a hundred dollars pér month. Héw—
ever, the individual regression lines show wide variations; with an -

access cost between $1.8 and $13. The determinants of these variations =~

‘will be explained in the next subsection.
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The conclusion is that the number of program runs is a fairly
good predictor of the computer bill, at both:the individual and the
aggregate level. We are thus faced with two different measures.of
data-bank usage: the computer bill and tﬁe number of program runs.

On one hand, the number of accesses is subject to criticism, because .
it does not spedify what is being.done-during the run Chow many .
portfolios handled, how many queries, etc.): in other word%,fwith

which intensity the data-bank is consulted.  On the other hand, the

cdmputer bill dincludes such items as non-FRI program runs, storage cost; ;“'

and connect time, which eventually bias the measure upward.
In summary:

number of runs is
.the computer bill is a surrogate for: a surrogate for:

~ intensity (number of queries, or
access to file)

— frequency of access (access to 1- = frequency of access
programs) ' : '

- storage cost

- non-FRI program work

The only common factor between the two measures is the
frequency of accesses, but the intensity of access is not. If we

. 2 A
assume that a user has a stable workload” (e.g. a certain number of
. : i

1, . A
or indifferently, the number of accesses to the program.

200 . .
This seems to be supported by our earlier remark (sectdon 2.4.2.2)
that there exists a tendency towards equilibrium over the periods.
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companies he looks after, a.number of portfolios to evaluate), either
he will access the data-bank a few times, but intensively, or many

' times, but less intensively.-

Frequency
of access

> Intensity of access

The regression coefficient ($6.6) is a surrogate for the
intensity of the average program run. More precisely, the computer
b#il is such that:

$bill = (frequency) x (intemsity) x (proportionality constant)

# of # of
accesses queries in
one. access

If, as hypothesized, there is some inverse relationship between the
number of access and intensity, then we should expect a computer bill

less than proportional to the number of access:

Monthly cost

= Number of accesses
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Some slight evidence was in effect found of a decreasing
slope, but its statistical significance is low. The'imporfant
feature thus remains in the. linear relationéhié between usagé.and
;ost. The variations around this linear pattern are due to the
variations in usage intensity, which will be the fopié of the next.

section.
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An elementary program, PRICIT; was run.. This program
searches the stockmarket data file and prints out the price quota-
tions for the desired stocks, for a specified day. Given a list-ofvb
ticker symbols rgpresenting the stocks, the program'firsf'computes
the relative location of these companies in the block éf data éhat
will be read in, then actually searches the block coﬁtéining ﬁrice 1
quotations for all companies for the day requeéted, reads it in core }

as an array, selects the-Stocks and prints out the quotatidns._
The execute time thus depends on two pérameters:v

1. the number.of days searched.

2. the number of companies searched. : s

Job execution

time
2-
| Curve 1
| : One company,
i : : many days 14
! . 1oad'timéL . L
1 ) s > Nuniber of days -

. Job execution
time

Curve 2 11
One day, '

. - " many companies

Number of~compdnh



Curve 2 flattens ouﬁ very quickly: this is due to the fact that
once the block.corrgspon&ing to the right day is in coré, it is
almost immaterial whether 10 or 200. quotations afe aékéd. Neglecting
some non-linear terms in curve 2, a relatibn giving the job CPU tiﬁé
against the number of days (ND) and tﬁe number Qf cdmpgnies (NC) was -
arrived at: V

. . CPUt =~ND(I+SNC) + t + uND ‘ with r, s, t, u = coefficients

which reduces in: CPUt = ND(u + r + SNC) + tl

-

From this formula, it is possible to predict access cost:
assuming a CPU time charged. at rate Py and a connect time charged

at rate Py> and a given proportional relationship v between the

. . size of request (NCND) and output time, the cost'pér access is:

2

C = [ND(u + r + SNC) + t]pl + VNCNDPZ

With X as a number of accesses per period of timé; thé
cost to the user accessing PRICIT would be: COST = X.C+F (F being
the fixed costs associated with the rent 6f terminal and lines).

We cannot, unfortunately, generalize too fast, because '
PRICIT isAnot by far the only program. However, the parameters ﬁD

and NC which define the search profile, can help to categorize users,

ltwo similar models can be found in recent articles of the Journal of

Chemical Documentation: — "the development of a general model for esti-
‘mating computer search time", Park, et al., Vol. 10, no. 4, 1970.

— "Evaluation of search time for computerized IR systems", Ware et al,

Vol. 12, no. 4, 1972.

‘ V 2Original estimates of utr, s, and t for PRICIT were: utr = 1.15 sec.,
s = .0053 sec., t = .80 sec. : ' :
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a large NC relatiye_to ND being typical of‘portfolio managers,and
the converse being true for security amalysts. Different classes
of programs can be accommodated by.different coefficientS'u+r and s.
This model can be useful for justifying a‘unit—pricing
policy, aécording to which users would be cﬁarged'on the basis of

queries of "calls'.
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2.4.3.3 Additional Cost to the User

We mentioned in passing that there were Some additional
costs for terminal and line rent. The terminal monthly rental charge

is between $100 and $200 (from Bell or General Electric). To each

.terminal must be attached a modem or data—setl_Cleased from Bell)

with a monthly rental charge of $20. Eventually, the user has to

pay for a business line, which amounts to $18/mo.:

‘Terminal = Data-set Telephone line

[:]—lj'f*“—*‘ EXCH. ‘“.":':/,,;_————»—'*!EXCH. -

=

[ ARES Y

$ 100-200 / mo. § 20 / mo. § 18/ wmo.

ll‘ts role is explained in section 3.1.2 below."

MeGi 1
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2.4.4 . The Naive Cost-Mpde1~w-Part52 -

In this subsection, we. are concerned with costs that are’
dependent on the data-bank usage. -Communication lines, data set,
terminal rent are fixed inputs, but the computer costs of access are
the variable inputs. These variable inputs can eaéily be related to:

i) X=X,
@ x - %,

(ii) ND = X5: the number of series searched and printed per access.“(

the number -of accesses to the data-bank per period

Then the cost of the user-servicing subsystem is:

. . | . 1
COST = X6 {X4[(C4 + c5) X5 + c6] + c7} + 08

where Xé: number of users of the data-bank

C,: CPU time cost per series searches: (u+r+ch)pl-'

CS: connect time per series searched and printed: (vNc)p2
06: program load time: (tpl)
C7: terminal, data set, line rent. 08: communication controller.

This descriptive model is as crude as thé part 1 naive model,-
although it might prove to be a rather simple device for predicting

the overall usage-related system cost.

1. , : R . R . S .
King and Bryant in "Evaluation of information services and products"
developed a similar model for retrospective search systems.
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APPENDIX 2

USER NEEDS QUESTIONNAIRE
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[CHAPTER 67. ~

THE METHODOLOGY OF THIS STUDY

Objectives of This Study

The information required in any user survey is dependent

on the objectives. 1t is necessary therefore to repeat the

objectives of this research report.

(a)

(bj

(c)

(d)

(e)

' These objectives are the following,
to describe the existing sources of information used by
professional investors, and to ascertain the main differences

between brokerage and institutional need.

to formulate ideas of how professional investors think their = ="

futufe information needs will be met.

to make recommendations as to how financial information can

be improved, and future requirements.met.
to utilize the methodology, which has been developed in

scientific and social science information need and use surveys,

in the investment information field.

to comment on the relevance of future computerized information

systems,

As noted in the previous methodology chapter, King and

Bryant distingﬁished two types of situation. In the first the

purpose of the study is to add to the store of knowledge concerning
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information flows, man—maqh1ne interfaces etc. The second

evaluation situation arises when facts are needed about users of

- specific or contemplated systems.

This currént information survey is largely of the first
type in that the.purpose of this study is to add to the store of
know]edge concerning 1nforhation flow. King and Bryant state that
in fhié type of‘study; needed information is loosely struttufed, |

and often the structure of the study develops only after the

~investigation is under way. This has been the case for this study.

However, several members of the financial community are
subScribérs_to existing information services and détarbanks;~*
Therefore, there is an element of the second t&pe Qf situation in
this study; In this second situation there is a sharper chus dn

specified questions.

6.2. Definition of This Study

In'fhe prevfous chapter on methodology, 'user §tudies"
were discussed; The distinction between use of, demand for, and
need for informationiwas made. This research report is }arge]y'a )
'use of' type of user'study, as the prime concerns of the

questionnaires and interviews are the information sources utilized

]King & Bryant, op. cit., p. 240.
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Canadian financial system and previous investment studies

by analysts. The 'demand for' aspect is also brought out, though

to a lesser extent, because some of the intended respondentsvof

- the study do make use of informafion services. Cohéequently,

information demand can be assessed. The questionnaires‘and_inter~
viéw questions make little attempt to assess informétion needs,'A
especially of unfelt or 1narti;u1ate needs; ”

A distinction was also made in the previous chapter of

the different meanings of the word 'use' iniinformation studies.

It can mean the gathering stage of uée, or it can mean the use

torwhich information is put once it has been collected. This study . )

is c]ear1onf'the former type, although Chapters 3 and 4, on.the

respectively, discussed the use to which information isiput.v Forr
example, the research report of a company's prospects for the
analysts and portfolio managers of the instituiions.

In terms ofithé five key aspects of commﬁnications,
discussed in the methodology chapter.- source, messagé, channe],» o
receiver, and fesponse, the questionnaire is largely éoncerned with
the source element. This source element is present:in.térms of -
from the company under discussion, not from thé company under‘

discussion, from general sources, from broker analysts, from

Government sources etc. The message aspect is present'in terms of

. annual report data, supplementary statistics data, conversations

with managemenf, etc. The channel aspect is covered by the media -



- source, but more concerned w1th the use to which the data is put.

distinction between, for éxamp]e, accounting data from the annué]

_reports generally made available and the same data but from a

computerized data bank. The receiver aspect is present in terms

" of broker ana1yst, portfolio managef etc. The response aspect .

is,. however, not covered (although the response of an analyst may .

be to recommend that a certa1n stock be bought, sold or held).

The 1nterv1ew questions are less concerned with the data
/

6.3. Draft Questionnaire (Preliminaries)

A draft version of the questionnaire, which had been

designed in conjunction with the Financial Research Institute on '

the basis of the previous Opinion Research Corporation survey, was

used in pre-test interviews with members of the financial communiﬁy.

- This draft questionnaire is shown in the Appendix.

The following peop]e were 1nterv1ewed -2 managers of
investment research of banks, an institutional sa]es representat1ve
of a brokerage éompany (who answered 6n the basis of his breviou§
experience as a broker analyst), a research analyst of‘aAtfust
company whose main afea of 1nterest_was the-banking industfy; an

investment manager of a utility company, and the invéstment editor

. of a financial newspaper.
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- It was obvious that they were many faults with the nitial

questionnaire. Firstly, the respondent was asked to rank the

_different items within each category. For example, under the

heading Genera1'Cpmmunications the réspondént was askéd ﬁd rank.
anﬁua1 reports; subbTementary statistics, management reports and
news, press releases. Thig proved relatively difficult, and many
respondents thought that a grading scale would have been bettér.

The second fault was the applicability of the item to

- the restndent. For example, the direct contact category was

taken differently by broker analysts and institution analysts.

The broker analysts took it to be with the company under review,

while the institution analyst took it to be with broker ana]ysts.ﬂw,ﬁxrﬂ“;“#m,”

Other problems i{were encountered with the definition of the items.

_ _The questionnaire was then revised with some of the - |
wording made clearer, and the ranking system‘was changed to a
grading scale. The revised questionnaire is discussed below in
section 4. |

The above analysts were also asked preliminary interview

questions, which are-discussed in section 5. These questions wefe
of a proping, exploratory nature, and therefore it was necessary

to ask these questions rather than put them in a questionnaire.



6.4. The Questionnaife

The revised questionnaire that was used 1n'this~sﬁudy is
given at the end of this section and in the Appendix.
(_'_ "6.4.1 General Questions
The first five questions are of a general nature requesting
génera] information from the respondent. The person's name nor the
name of his.combany were Mot asked to assure anonymity. No direct
reference was made in the introduction of the questionnaire to the
Financial Research Institute, which had assisted considerably in

this study and the questionnaire designs, in‘order not to bias the

responses.

Question.1.1 asks the natureiof the firh's businéss -
the main breakdown that is being explored here is the differenée
between broker and institution. Within institution there are many
possibilities including bénks, trust companies, insurance companies
etc. The quéstiohnaire can then be codéd for ana1ysi5.in as many
ways as requiréd,‘i.e. broke?—institution, and then within
institutions. |

| Question 1.2 asks the city location of the office. The-
previous study by Opinion Research Corporation; on whiéh this study
is partly based; distinguished between New‘York City'and.hOn—New
York City information use as the vaét majority of brokefs are

situated in that city (see Chabter 4). In this current study,
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information‘differences between Montreal and Toronto can be Sought._-v
Also, a breakdown of major c1ty and smaller c1ty 1nformat1on use
is. poss1ble - for example between Toronto and London, 0ntar1o

Quest1on 1.3 asks the respondent to state his position

- 1in the company - the maaor breakdowns we are reou1r1ng 1nformat1on on .

".arethe differences between analyst, representat1ve and portfo]1o
~ manager requirements, and the differences between brokers and the
:‘inétitutions. . | | | |
Question 1.4 asks the respondent to state the act1v1ty
that, takes up most of h1s time. This is a.direct resu]t of_the )
pre-test interviews with the analysts and brokers. Some .
respondents intimated that though they had a certain title they I
spent the majority.of their time on a different activity. For |
example a broker representative could also be concerneo with
portfolio management for an institution, and an instifution'
ana]ystvcou1d be largely concerned with economy, oompany or industry
analysis. _ R
Question 1.5 asks the main area of industry'on other
specialization of tho respondent. Differences by 1ndustny
spec1a11zat1on are being Tooked for here.
| These five questions facilitate the analysis of. the
data. They enable the major breakdown of the data into onalyét ond

non-analyst, and 1nst1tution and broker, as well as other categories

depending on_the actual response of the survey.
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The framewofk of the main part of the questionnaire has

. been borrowed from the breVious study of ORC, which used the three

classifications - General Communications, Special Communications

and Non-Company Communications. This was solely on a criterion of

information source. As mentioned in‘Chapter 2, this study was-

criticized for not including combutebized data banks in-its

classification of data. The current research report has added

this fourth category to their original classification, and has |

mO?é figoroué]y defined the classification items.

~ The framework of the questionnaire is'therefore'the
fo11owihg -'gener§1 communicatioﬁs made available by the cbmpany
or agency under review; direct contact on the part of the analyst
with the cdmpany under review for specific information;.nbn—
company commuﬁications from third party sources, and computerized |
date banks and information services.

“For éaéh section, the respondent is asked.to state
whether or not- he uses the respective source, and if he does to- .
rate that source on a’fi&e<point scale based on a division of least
useful, somewhat useful, useful, very usefu1'and extremely usefu]."
The repTieé can then be analysed differently depending on qsé and

non-use, and on the extent of use.
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6.4.2 General Communfcations (with the company under review)

- .The items under this category are anaual reporfs,"quarter]y:~'
~reports, management reports, supplementary statistics, news and |
press releases and Stat1st1cs Canada bu?]et1ns. These data items,
and those of other c]ass1f1cat1ons, -were descr1bed in Chapter 2 on  =.
1nformat1on sources. |
The item Stat1st1cs Canada bu]let1ns was included here

“for the consideration of an economist employed by a broker or

- institution in a capacity of exam1n1ngAGovernment po11cy.V In his

case the company or agency under review is the Government.

"'6.4.3 Direct Contact

The direct contact items are personal contact with company
officials, group contact on an informal basis $uch as a management
presentation to financial analysts, communications with company

officials and tours and other special events.

6.4.4 Non-Company Communi cations

This item-reférs.to communications either not specifically
from the company under review, or not concerned with a aompany but ;.
with an industry or economy. In this catégofy we inclade_thé
written reports of analysts (thése couldvbe from brokérs‘o}

institutions), conversations with colleagues and analysts, industry
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trade magazines, stock exchange information, Government affiliated

sources such as Bank of Canada, Statistics Canada and Wire Services

such as Dow-dJones.

'6.4.5 Data Banks and‘Information Services

This is the classification which was not included in the

1967 ORC study. It Combrises compute?ized"data'banks of an outside

- service organization,such as Financial Research Institute,

computerized data banks of an in-house nature, data obtained in

Amachine readable formﬁsuch as Statistics Canada and Cansim; and

newspaber printed services such as the Financial Post cards.

6.4.6 The Sampling Frame

| It was stated in the methodology chapter that a samﬁ]ing
frame should. ensure that all types of data, tyﬁes of work, typéé
of information use, channé]s of communication énd types of user .
behaviour are adequately répresented. |
This qpestionnaire is pé}t1y focused towards the research

operations of the analysts of the brokers and the financial

- institutions, the relationship of their.researéh to the sales

representatives of the investment dealer-broker and to the

portfolio managers of thé brokers and institutions. As far as

types of data are concerned, this survey does noi emphasize current

price and trading data, which would be of prime interesﬁ to the_>

g e LT T e T R B s e hare e g s cea s g el s e et
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bond and stock trader of the investment dealer, but instead -

emphasizes this research process.

| As ndted above in the methoaology chaptér, any

kquestionnaire sampling frame is a1ways Timited by the actué]_~
_reéponée. It is this reponse which'determines the types<of,wofk;‘
- types of data; types of ‘information use, chénne]s'Of cdhmunicationf
“and types'qf usef behaviour that are actua11y ana]ysea. o

It is expected that a broader survey of the Financial {
_‘Ana1ysts aCPOSS-Canada will soon be undertaken. _This.wi11'broaden -
“the size of the currentfsamp1ing frame, and hbpefu]Ty produce

‘résults which validate those of this research yeport.




FIGURE 6.1 THE QUESTIOMNAIRE USED

Investment Communitv Information Source Survev

Information sources for the préfessional investment cdmﬂuﬁity
Acén'ﬁe classified under four main categories ~ gemneral comhunications made
availablg by the- company or agencf under review; direct éontactAon»the éart .
of the analyst'with the company; non—company communicatiéns and computerized
déta'banks and information serviceé. This questionnaire follows this gehé?él
classificationf -
First of all a few briéf questions. ‘It is not necesséry to wri?é‘}'

your name, or the name of your company. Full anonymity can be assured."i

N

1.1 The nature of vour firm's business e.g. brokerage, brokerage-dealer,.
‘banking, trust etc. : ’ '

. . | _
1.2 The City location of your office.

1.3 Your position e.g. analyst, institutional sales, portfolio manager, etc.’

1.4 The activities that take up most of your time. Please tick (several if
necessary). o : o

company -analysis
industry analysis
economic analysis
institutional sales
retail sales

portfolio management
underwriting

security trading

other (please specify)’

N STNNTN NN NN
e N N N N N NS NS

1.5 Major area of Specialization e.g..oils, banks, mining industry, pulp
and paper etc. ' o .
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2.2

) 2.4

. 2.6
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For the following four sections, please indicate on the ratlnc scales the

General Communications

(with the company or agency under

rev1ew)

2.1 Annual Reports’

statements

2.3

Quarterly reports, interim

Management reports, for example
copies of presentations made

by management, reports on

annual meetings

analysts e.g.
‘sales by division

2.5

Section 3. Direct Contact

(ivith the company or agency under

review)

3.1 Personal contact with
company officials

3.2

basis
3.3 Communications with company
, pfficials
3.4 Tours and other special events

arranged by management

Supplementary statistics, for
a breakdown of

News, press releases includ-
ing bulletins, company adver-
tising and company magazines

Statistics Canada bulletins,
Bank of Canada reports, etc.

Group contact on an informal

strenoth of the value of the information sources to you by tlck1n° the approprlatev
‘box. . :

()

not - least | somewhat! very exﬁremel;
-used useful | useful juseful | useful; -useful,
) ®) () () . 1Y L) o
' e A
) (). 1O Gy OO
o o o o o bo
O TO O O o TO
() O GO O To o
O OO o o o
not ileast somewhat] | very ! extremely!
used iuseful luseful juseful i usefulluseful i
| | ‘ ’
O o OO OO
i | P Co
OO () 1O () ()
: T i : o '
. | L
O PO O O o 0
5 AU A
<).§<_)-%,<> O E O




not i least | somewhat usefull very | extremely

used = useful | useful | useful, useful
| © ! - ' - I N :
4.1 Written reports of analysts () () () () . ( ).',’~( )

%4.2 Conversations with colleagues () ) 1O () () () -
and other analysts ° - ' _ N o :

4.3 Industry, trade magazines, A : ' ‘ .

© - including bulletins, business () () () ()" () ()
financial and professional ! ‘ L R

~publications ' ‘

4.4 TInformation filed with the

Section 4. Non-Company Communications S : o B
|
|
|

Oy O

Stock Exchanges, Security () ( ) () o
Commissions__ - : Lo E - - RN |
4;5 Government affiliated sources () () () ?3 o ( )«; () i -('j f
- 4,6 Wire Services such as Dow-Jones ( ) .>‘( ) ) f.. ( ) ~( ) ()

Section 5. Data Banks and Inform- . i
ation Services ‘ not { least |somewhat: useful very eXtremely }
: used ' usefuliuseful | useful ‘useful

5.1 Computerized data banks of an ,
outside service organization () () O

Ol O O

_5.2 'Computerized data bank - . ‘ , )
- in-house information sexrvice () " () ( )‘ ¢) ()Y 4 )

5.3 Data obtained in a machine ' : : A
readable form e.g. Statistics | () () () (Y- () S (0)
Canada tapes : E :

5.4 Newspaper, magazine printed
service e.g. Financial Post
Cards

Gy - Ol o1 ol o1 O

Lol s 1 e A

—




Comments. Please feel free to further describe your information sources.

6. Summary

Could you now indicate an approximate weight percentage of the value
of these major classifications to you (considering each cla;81f1cat10n as
a whole). 1If possible, could you also give an estlmate of the use to you’
of these data sources five years ahead.

Indicate Weight Percent

Major Classification Now _ In 5 Years

General Communications -
Direct Contact
Non-Company Communications

Data Banks and Information o
Services ' N

TOTAL -} 100% 1009

Comments: Please feel free to discuss your expectancy of future sources,
or to discuss this questionaire.

Thank you for spending your valuable time completing this questionnaire.

Please return in the stamped addressed envelope to:—

“John Meaker, Faculty of Management, McGill Unlver51ty, 100] Sbgrbrooke W.

Alnd e am e T ITNA 1008 Thee ~ . .
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6.5, The Interview Questions

The following questions explore the reasoné for using
informatioﬁ sources and the data obtained from theée soufces; As
J.f o . these are concerned with i11-defined areas, they are much beiter

"sqiied to a personal question session, than to be fncTuded in a
queﬁtfonnaire where ithey could be misinterhreted.‘ B

| Vickery; as notéd in the meﬁhodo]ogy chapter;_phesented

' tWo;1ists of_questionsAthat could be asked in-these‘interviews.2
The first set is .for assessing potential needs df a proposed.
information system; fhe second for gauging .the reactiohs 6F users
to an established information system, Thé questions oflthe first

Tist were utilized in this study and are listed balow:

Q.1 Whét is your main area of interest?

Q.2 Do you keep any ﬁersonaT information files? What is their
content? How and when do you use them?

Q.3 The last time you needed job-related information, what was
the first source you approached? - | |

Q.4 What did you get from this sourée?

Q.5 How.1ong did it take to get?

Q.6 'why did you use ihat source?

Q.7 How was the information used?

Q.8 What kind of. information do you find difficult to obtain?

2V1ckery, bp. cit., p. 40.

B R I I
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Q.9s. In what form do you prefer to receive information?

0.70 " What depth of information do you ugﬁa11y need (1ight, specific
fact, detailed analysis)? | B

From his second list the fd11owing relevant questions

weré taken: | |

Q.11 HOW"impdrtant are articies to you, e.g. Financia1!Ana1yst
‘Journal, Journal of Finance? | _

Q.12 Do‘you follow ub references in these journa]s?' Uere théy
of direct value? | '

Q.13 Do you receive 5u11etins from an informaﬁion éekvice? Aré |
theybof use to you? Ddes their coverage mafch your intérests?AT

Q.14 -

‘Do you receive a Selective Dissemination of Information

Service? (SDI was explained).

In addition the following questions were also asked to

further determine information usage:

Q.15
Q.16

Q.17

Q.18

Q.]9.

How do you go about getting information?

Is there one person that yod-go to generally for information?
Dd fhe companies send their annual reports to your analysts,.
do they keep them individually, do yoﬁ have a centra]"
depository? ' |

Do you have an in-house Tibrarian or information service?

What use do you make of old information?
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- Q.20

Q.21

Q.22
Q.23

Q.24
Q.25

Q.26

Q.27
Q.28

Q;29

- 131 =
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What use do you make of libraries - e.g.'Univérsity, Stock

Exchange?

What use do you make of surveys e.qg. Fiﬁancia1 Poét Survey of
Mines? | | |

Do you think too much infofmation is available?

How could you see the information.improved?

How imﬁortant is the timeliness of information to you?

How .rational can you be in decidiné the aﬁount of‘hisfof%ba1
data to be used in your analysis? |

What use do you make of computerized data banks? Do you have

.access to one in-house or outside?

Questions‘to users of data banks follow:
WoUld you prefer more information on a computer data bank_or
less infbrmation but for a period of time?
Hou1d you prefer more packages available to yoﬁ ta improve
your ability to assess data?

Could you give an estimate of the value of a data bank to you?
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[CHAPTER 77 -

THE INTERVIEW AND QUESTIONNAIRE RESULTS

7.1. . Preliminary Remarks

In total twelve members of the financial\commuﬁity in
Mdnffeé] were interviewed and asked to coﬁp]efé>the quéstionnaire.
\Two of these people passed on a copy of the questionnaire to cher
_financ?a1.ana1ysts3 with the result that fifteen completed » ‘
qﬁeétfonnaires were received. The author wou]d have 1iked to-have

been able to interview more respondents, and to have received many

more questionnaires. However, each interview took a long time to

arrange as these are very busy people. It is anficipatedkthat‘thg
‘questionnaire, whi;h'has been deve]oped-in this research paper, 
will be mailed to members of the Financié] Analysts Federation

‘ acrbss Cénada in the near future, under the sponéorship of the'l
Chapter Presidents. This mail survey should obtain a more
representative and bigger response than»this.researéh:paper; With
this broader data base, it should bé possible to vé1idate the results
and conclusions 6f fhe data presented here. The queétidnnaife‘to”'

be used, the methodology to be employed, and the analysis of’resu1ts o
to be undertaken, by this larger survey have been deve]obed in this

research paper.

AN
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The resuTts of the quest1onna1re are ana1ysed in sect1on'
7. 2, and the interview responses discussed section 7.3. The -
comments on the questionnaire forms, further discussing these

information sources and future information -expectancies, are

discussed in the latter section.

7.:2° The Questionnaire Responses

The 15 completed questionnaires are analysed below. The

actual responses and the complete raw data are given in the Appendix.

7.2.1 Replies to the General Questions

(a) Replies to Question 1.1: Table 7.1 below gives the nétufe of
the business of the respondent's company} There were séveﬁ
respondents from financial institutions (the banks, insurance:
cémpanies and the trusts), six from broker-dealers and two other

respondents.

Table 7.1

The Nature of the Business of the Firm

...................

[Wature of .Business...  Number.of Responses:

Broker-Dealer
Bank

+ Insurance
Trust
‘Newsbaper

; Utility Combany

— =W N o




is also classified in this category.

mwm—nw—_——-—Au*———-—v-—-“A,_—_*ﬁ___rvﬁ..,“_foA‘A

(b) Replies to Question 1.2: The city location of office replies
were all Montreal as all the interviews were ]bcated there. - "
(c) Replies to Questidh»l.B: The positions of the respondent are
given in Table'7.2. Two of the respondents, whoAhad the positions

of research managers in the financial institutions, have been

classified here as analysts. The utility company.finaﬁcia1 analyst

Table 7.2

The Positions of the Respondents

Position . - |Number of Responses !
Analyst . - 12 *__..
Investment Editor 1 N
Portfolio Manager (Broker)| 1
Institutional Sales

(Broker) | 1

(d) .Rep]ies to Question 1.4: The replies to the question of the
activities that took up most of the time are given be]ow in

Table 7.3. 1In genefa] the brokerage analysts were concerned withfw’
institutional sales, as well as company and industry ana1ysis, while .
the instftutiona1 analysts were concerned with economic, industry

and company analysis in conjunction with portfolio management. The

portfolio manager had a bartiaT interest in security trading.
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Table 7.3

| The Activities Mentioned

{ S Activity . . | .. No. of Times Mentioned
I j>‘ - | Company Analysis _ 10
' Industry Analysis | o3
Economic Analysis - 6

Institutional Sales
Retail Sales
Portfolio Management '
Underwriting

Security Trading
Other

QO - O N O

(e) Replies to Question 1.5: The responses to the major area of
’specia1izétion question are given in Table 7.4. Some bf the

respondents did not rebiy to this quéstion, bﬁf'repeated-their'job '
position such as portfolio manager, or institutional sales. The
reéearch managers are concerned with all the spécia]izationé-of

their research groups.
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Table 7.4

Major Areas of Specia]izatipn

Specialization . .~ . 1. Frequency

i
A11 (the research managers) |

‘Construction
Pulp and paper
Banks
Beverages
Tobacco
Capital Goods.
Chemicals
Textiles

Real Estate
0H011s

(f) Commentary: Although fifteen respondents are bare]y.sufficient
for. the making of valid conclusions, the reSponses are prpbabTy |
sufficient for the making of inferences as the data is fairly
inclusive of the activities, positions and speéia]izations of the
Montreal financial community. There afe divisions among the
respondents betwéen analysts and non-analysts, .and between the”
institutions and ‘the brokers. These divisions should be sufficient
to allow inferences to be made of the information usage of these. |

respective groups.



4137 -

°7.2.2 The Rep]ieé to the Questfons on Information Sources

The data on information uses are analysed below in order
to obtain rankings of the information sources of the different

categories of respondents of the sample. As the questionnaire

‘asked the respondent to tick the various classifications most

épplicab]e to him, it is first necessary to a]Tocate a number scale
to these classifications to be able to perform manipu]aiive )
operations with the data. The arbitrary sca]e_df 0 to 5 has been
chosen, with 0 referring to not used and 5 referring to extremély .
useful. Any increasing number scale could have been -chosen as the
operations ﬁerformed on the data are for relative purpbéesuon]y.

Mo absolute measure of information usage are used in this ana1ysis;
The raw data is included in the appendix with this coding employed -
not used

least useful
somewhat useful
useful

very useful
extremely useful

ntn u u 1 u

OIS W N - O

(a) Information by Source

'The responses for each question on information usage have
been summed across the rows (with the assistance of an electric

calculator); These totals are given in the abpendix. Table 7.5

" below depicts the rankings obtained from these sums with rank 1

referring to the higheét resﬁonse sum, and rank 20 the lowest.
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Table 7.5

Ovefall Ranking of Information Sources
(15 Respondents)

l

nQuest1onna1re Number and - : :

g Item Description . ...0... .. . . . : .1 Ranking
i2.1  Annual Reports 1
;2.2 Quarterly Reports 2
2.4 Supplementary Statistics 3
4.1  Written reports of analysts 4
4.3 Industry Trade magazines 4

-15.4  Newspaper, Printed Services 4
3.1 Personal Contact , 7.
4.4 Stock Exchange Information 7
4.6 Wire Services . o -9
4.2  Conversations . 10
2.5 News, Press Releases _ 11 .
3.3 Communications with Company ' 12
2.3 Management Reports S 13 : .
4.5 Government Affiliated Sources 13
5.1 Data Banks (Outside) . ; ' 13
3.2 Group Contact A - 16
2.6 Statistics Canada, etc. _ - 17
5.2 Computer Services (in-house) 18
3.4 Tours C 19
§.3 Machine Readable Data o _ 20

The row summation and ranking procedufe has been repeatéd‘
for the analysts, the brokers and the institutions, and fhe rankings -
obtained 1ncorporated in the table beTow-_ For-examp1e fof the
ana]ysu category the portfo110 manager, the investment ed1tor and

the institutional salesman have been removed from the raw data and
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the row sums recalculated. The overall ranking is repeated in

this table.

Table 7.6

Comparative Rankings of Information Source Usége :

GG GNREENT G T RER RS G E R TR

i ! i 3 !
:Questionnaire Number and @ Overall | Analysts % Brokers : Institutions !
i Item Description : 15 Res- 12 Res- | 6 Res- -:7 Respondents:.
! s pondents | pondents | pondents S i
2.1 Annaul Reports 1 1T 2 2 «
2 Quarterly Reports 2 1 5 -~ 1 ;
4 Supplementary :
- Statistics 3 3 5 3 ;
1 Written Reports of . ' S
Analysts 4 8 11 4 - :
3 Industry, Trade - : :
{ Magazines 4 6 2 8. i
4 Newspaper, Printed . ‘ !
Service 4 7 10 4 L
1 Personal Contact 7 4 T 8 ;
4 Stock Exchange i
Information 7 4 8 8 .
6 Wire Services 9 i 10 4 7 E
2 ‘Conversations 10 S [ 5 ‘ 13 i
.5 News, Press t P !
Releases 11 ; 13 P12 8 -
3 Communication with g - : : {
Company’ N V4 f10 ! 8 13 i
2.3 Management Reports . =~ 13 Lo15 15 8 ;
.5 Government Sources : 13 { 8 © 14 ; 13
1 Data Banks (outside): 13 i 15 i15 16
3.2 Group Contact P16 {15 .19 P 4
2.6 Statistics Canada | 17 S T S 17
2 Computer Services : ! : i
(in-house) 18 ¢ 18 .13 y 18
4 Tours 119 v 19 18 19 .
3 Machine Readable § ! : - i -
. . Information co20 20 20 1 20




Table 7.7 below.
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(b) Summary of Information Usage

Table 7.7

These rankfngs are referred to in the commentary below.

In the final section of the questioﬁnaire, the respondents :
were asked to weightthe value of the major classifications (pohsiderédiﬁ;'f
as a whole) to them now and in five years. 'These_déta afe 1nciudedJ _.
invthe apbendix; The date for eachvc1assifiéation ha;e beeh‘added

across all 'the individuals, and converted to’ percentage form for

The\Respondent's Summary Classifications

Classification Now 5 Years Time
General Communications 28.3% - 23.9%
§Direct Contact 28.9 26.1
- Non-Company Communications 26.4 26.4
Data Banks _16.4- . _23.6
100

100

These data have been ana1ysed for Table 7.8 into
institution, broker and analyst categories'to obtain the indicated

rankings by usage for the present and the future.
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Table 7.8

)

Analysts | Brokers ?Institutioné

Overall

Data Banks

Cja;sificatiqn “Now. 5.yrs. | Now. 5 yrs.. -Now 5 yrs.|Now 5 yrs.| -
General Coﬁmp 1 3 2 3 L 3 2 3
Direct Contact 2 2 1 1 2 2 1 2
Non-Company Comm. .3 1 3 2 3 1_  3 -1
44 4 4 4 4 4 4

Each individual's responses were then analysed to ascertain

which of these categories were expected to rise, fall or remain

constant in percentage use. This data is presented in Table 7.9.

Note that only 14 respondents }eplied to this section.

Table 7.9

Changes of Classification Expected
by the Respondents'

. Classification Falling. § Constant | Rising.
General Communications 6 ! 7 1
Direct Contact | 6 7 1
Non-Company Communica- '

tions 2 10 2
Data Banks. L 0o 2 R
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'7.2.3 Commentary

The rvesults obtained in this study can be compared bétween
major categories, such as brokerage compared to 1nstitu£ion, and can
be compared with the ORC study of US financial community information

source usage.

(a) _Infbrmation by Source: Réferring‘to Table 7.6, these fesu1t5‘
indicate that the brokers rank personal contact with the cohbéhy under
review; annual reports; industry tradeAmagazinés and wire-services -
very,high1y. The institutions (as reported by this dataf have fanked
annual and quarterly reporfs,_supp1ementary statistics, gfoup contabt‘
ahd the written reports of analysts very hfgh]y. Thé analysts, as
a group; rank these sources ve}y much the same a§ the overa11 rahk}ﬁg
(not surprisingly as ana]ysts comprise 80% of the overall respondénts);
except that they make relatively less use owaritten repor%s_ahd more.
of government éourdes.

0f note is that both goyérnment sourées and computer data |

banks are ranked quite Tow in the table - government sources are

vanked t3th overall, eoutside data banks 13th, and in—house.data banks

- 18th. Consistent low rankingAinformation sources are. tours and.data

in a machihe—readab]e form. For example, none of the companies polled
used Cansim independently of the Financial Reﬁearch Institﬁfe déta
bank-services. However; several compahies do obtain these déta series -
from the FRI, and therefore its use is part of the overai1 outside -

data bank classification results.
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The ORC study did not present results in this. overall list
form but merely within classification. The data of this current
study have been restated from Table 7.6 to be directly comparab]e'-'

to the ORC rankings.

Table 7.10
Comparison with the ORC Study

| Major Classification Item ORC - | . This Study :
‘ Ranking | Overall , Instits. Brokers

General Communications

Annual Reports
Quarterly Reports
Management Reports
Supplementary Stats.
Press Releases

OIS W N —
oW o1 N
W O N -

Direct Contact

- Personal Contact
Group Contact
Communications
Tours

N W o~
ﬂavw—am"

Non-Company Communications o , P :

£ - Written Reports of Analysts
Industry, Trade Magazines .
Stock Exchange Information:
Conversations
Wire Services -N/A
Government Sources N/A

Data Banks

News, Printed Services N/A
Qutside Data Banks N/A
In-House Data Banks N/A
-{ Machine Readable Data. .. |..N/A. . .

-Dwm_l
Oy 01 6 1 et
O’lw m' -h-:\: .:“

LIS W N
A NW
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Table 7.10 indicates that the results of this study(are
fairly consistent with the ORC study (which had 1,758 total
respondents). However, the sets of results may not be entirely

comparable as the two studies used slightly different questionnaire -

- brocedures. One of the main differences is .that US analysts rank

management repotts higher in the General Communications Category. |
The breakdown of non-combany communications for brokers by ORC

(this data is in the appendix) also places written reports df
analysts ‘as rank 5with the same other rankings as this¥§tu§y. In .
the Direct Contact Classification of ORC for brokers, grbup contact

is also ranked third.

(b} The Summary of Usage: The summary of sources (Table 7.7) Hﬂﬂ;;m_ﬁ,_;;

indicates that the respondents expect the use of Data Banks to

increase over the next 5 years at the expense of General Communi-

cétions, and Direct Contact. Overall,it is expected that non-

company communications will replace the direct contact category as
the first ranking source, Data Banks will remain the fourth '
ranking source. Of note is that for the brokers Direct Contact

will remain the prime source of information, while General

Communications will lose ground to Ndn—Company Communications for.

all categories of respondents.
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7.3. The InterView‘Résu]ts

Tﬁe?ve separate interviews were conducted Qith:the
following people - four from brokerages, two of those analysts, one
a portfoTio manager and one an.institutiona1 sa1e§man' two‘manaqers.
of 1nvestment research at banks; two 1nvestment ana?ysts from an
1nsurance company; two analysts from a trust company; the 1nvestment
editor of a financial newspaper, and a f1nan01a1 ana]yst from a
Cutility company. These were twelve of the fifteen respondents that
comb?eted.the questionnaire. N
The interviews wére sTightly disappointing in fhe resulté

they broduted: The main reason for this was that, as the respondents
are very busy peob1e;Athey could only grant thirty to forty-five
minutes for the fotal interview session. As all fhe 1hterview
respondents also comp?eted.the questionnaires, the questionnaires
and the discussion that was generated generally took fifteen to
twenty minutes.. This left between ten‘and twenty.minutesvfor the
interview questions. It'was thué quite difficu]t to explore in

depth the information requiremants and sburces of the respondents,
When asked a specific question some respondents tended to speak at
considerable length, particularly as somé question; required |
-deveTOpment of the rep}y: Also, the resbondents vere expefts in
their fié]d, and seemed to enjoy the obportunity of talking of their |

information sources.
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Consequently, the reporting of the interview questions - -

in the following section is somewhat impressionistic in nature.
‘It is a result of the interviews and the conments of the respondents .

Awhén‘comp]eting the questionnaires. No one person was asked all

these questions, though many respondents had time to answer

several. The 1list of questions is that developed in the previous.

methodology chapter.

Q.1 What is your main area of interest? - f5 i7_L,q

This question is really redundant as it was asked in the
questionnaires. Three financial analysts who were not-intekViewed,"‘

completed the questionnaire.

Q.2 Do you keep any personal information files? What is their
content? How and when do you use them? |

The respondents all kept some ihformation_fi]es. A11‘the
analysts individually received financial reports from fhe companies
they covered. To quote one person - “ahaiysts are great hoarders
of information". The financial newsletters and information sérvices

are also kept by most respondents. Several of the people inter-

~viewed had their own complete sets of journals and government monthly

newsletters. Most of them received several newspapers daily - for )
example, the portfo1i0‘manager received six financial newspapers

every day; '
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The content-of these files is self ekp]anétory - analysts
sfore information on the coméanies and industries they cover; as.
well as government, jburna]land'news]etter information, |

The answers to how and when they used these sources were

vague - for example, as necessary.

- Q.3 The last time you needed job related infofmation,’what was the
.ffrst source you abproached? - | -, |
General]y; the combany_annua] report was quoted as the

first‘source Qf information: However; it depended on the typéfof
informatfon.réquired. For examp]e;; *1f one was 1ooking‘f0r the
sales of a combany for the Tast five years an index cafd, subh_as
a Financial Post card, would be the easiest means of obtaining it."
A brokerage analyst stated that if qualitative rather than

- quantitative information was required he might go straight to the

company concerned.

Q.4 What did you get from that source?
The replies to this quéstion depended on the data sodrce
~ for example company information, économic data, industry trends.

Management interviews were often used to "fill-in the gabs“.

0.5 How Tong did it take to get?
Often the analyst had the information in his own files.

- Information from Stock Exchanges can take about a week to arrive.
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The New York Stock Exchange was quoted as the fastest followed by

the Ontario Securities Commission.

0.6 Why did you use that source?

The general fep]ies were - easiest, fastest; most
convenient. Past financial statements were used rather than index
cards or computer services; to be able to adjust past data for such
Eircumstances as changes in inventory evaluation. To quote oné
analyst - "a great deal of information on financial statements as
notes or adjustments never gets on information cards orwcomputers.f

Computers were generally used when a great deai of
informatﬁcn.was requiréd on several companies, or screening was

required. The statfstica1 reports for analysts and Stock Exchange ‘

prospectuses contained a great deal of detailed information.

Q.7 How was that information used?
Generally the reply was that the information was

incorporated in a report, or used in an evaluation.

Q.8 What kind of information do you find difficult to obtain?
 DOne reply.was - "what will the future price of the stock
be?" However, most information can be obtained. It 1is the iime]iness‘

of the information that is most importantp

Q.9 In what form do you brefer to beceive information?
The reb]ies,to this question were somewhat inconclusive.

The research managers and the institutional salesman mentioned verbal
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form from.analysts. The basic reply was that it depended on the.
information sought. Again timeliness was mentioned as more

important than information form. .Analysts did not mind if

information came from computers or index cards as long as-it was

corvrect.

"Q.fo Nhat’depth'of information do you usually need.(Tight,'specific :
fact, detailed analysis)? : |
| The replies stated that the depth depended on the
“information being sought. Industry, trade magazines .are-used for
| general background reading. Financial reports, Stock Exchaﬁge
prospectﬁses, and suﬁplementafy statistics are used for sbecific

facts. The reports of analysts are used for detai]éd analysis of

a company.

Q.11 "How important are articles to you - e.g. Financial Analyst  -
Journal, Journal of Finance?

The Financial Analysts Journal was quoted as being much
mofe important than the Journal of Finance. Several anaiysts spoke
of skfmming through the Financial Analyst Journal. Financial
newspapers were mentioned by one person as beiﬁg more importaﬁt

than journal articles.

Q.12 Do you follow up references in these journals?  Here they of

direct value?
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Somet1mes and rare]y were the main replies. One financial

' 1nst1tut1on is putting its own Key-Hord-in- Context (KWIC) index on

a computer based on journal article t1t1es to prov1de an article

- retrieval service.

Q.13 Do you receive bulletins frdm,an information service? ‘Are’
they of use to you? Does their coverage match your'interests?

Several respondents received 1nformat1on services such as

“the Financial Post. services, Graphoscope and Investment Newsletter.

- Generally they were useful, though severa1 respondents mentioned a

great deal of dub]ication in these services, and that they were not

very selective. Generally, the coverage matched their interests.

Q.14 Do you receive a Selective Dissemination of Information
service? What do you think of the possibility of SDI with regards.
to financial information? A
4 Se]ective Dissemination of Informatidn was explained as

(a) the user notifies the information service of his interests,
(b) ‘an information service supplied available information based on
these.interests, (c) the user subsequently informs the service of’
the usefulness of the information, .and updates the ptofi]e.

The general reply was no, SDI was not received. One
respondent spoke of a service such as this_being avai]ébTe‘in the .

U.S.A. For example, if an analyst was interested in anything to do
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with gold, he could indicate this to an information service and

receive evenything concerned with this metal.

One respondent mentioned that he had hi§ own“SDI - he
~asks his secretary to §can the daily Dow-Jones ticker tape to-
;J indicéte thevitems that would interest him, based oﬁ é 1ist.of
'hfsvinferests. | | .
Several respondents mentioned that more selective

information would be a great benef1t and save them cons1derab1e

time. They wou1d requ1re more specific 1nf0rmat1on on any

recommended serv1ce, however, before being able to con51der.1t-

properly:

Q. 15 How do you go about getting information?

Most of the replies to th1s question are covered elsewhere
‘One useful comment was made about company sponsored tours -
“tours can be extremely uséful first time around to ﬁewjanalyéts.
Subsequent1/ they are less useful." |

A broker ana]yst noted the f0110w1nq further ways of
obtaining information of a company - "its competitors, industry
trade associations, its advertising agents, its suppliers, its
sales agents, government agencies énd by Tistening cargfu11y in

elevators."
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Q.16 Is there one perﬁon that you go to generally for ﬁnformation?.
The general reply was no. Sometimes a secretary is used
as the keeper of information files, but baéfcé11y énalysts.keep )
their own data. Specialists are consu]ted for specific fnformétioh
~ for example bne of the research managers mentfonéd théf he talks

to the approbriaté analyst for industry and company information.

Q.17 Do the companies send their annual reports to your analysts,
do they keep them individually or do you have a central depositbny?
GeneraW]y; analysts receive annual reports directly from -

the companies concerned. Otherwise a copy can always be obtained

within short notice. Analysts keep their own copies, anduhaVe built.

up their own information files.

Q.18 Do you have an in-house librarian or information service?
In most companies a secretary functions as the custodian - |

of certain information files. There were no in-house librarians

for financia1‘data. One company, as pfevious1y méntionéd, is

planning its own information seerce of journa1 article titles

based on a KWIC 1index.

Q.19 uhat use do you make of old information?
One énalyst reb]ied - "the focus of all our work is
towards the future, therefore the past is only useful if it can be

used to help bredict'the future course of events." Past data is
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often used in trend analysis to help predict the future values of

such items as earnings and dividends.

Q;ZO What use do you make of libraries? e.g. University, Stock
Exchange. » |
Generally very little, Stock Exchanges sometiﬁes are used

for detailed information not available to companies.

.Q.21 What use do you make of surveys? FQF example, the'Financia1

Post Survey of Industrials.

Some resbondents thought that surveys were usefu],for
specific "information on the companies of an industry, especially -
those not covered on data banks and information services.  Others

thdught surveys not useful at-all.

Q.22 Do you think too much information is available?"

' The views on this question were conflicting. Some
thought that there was too much, some thought not enough of the
items they were concerned with. A representative con¢1usioh might
be that there is not too 1ittle information available.

Certain anélysts thought that too much information was
not a bad thing, - "if it was missed in one source,.or if that
source was 1ate; it could be picked up 1in anothef.“ Another
replied that too much information was received by the ana1yst;.-
requi}ing him to be very se]éctive in what he fead; Oﬁe analyst
replied that he read only a very small ﬁart of the information

he received, the rest was skimmed. -,
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 Coupled with the quantity of information is the timeliness
of the data - if one information source had the information quicker"
than another then it was beneficial to the analyst. |

Several ané]ysts mentioned that there was much duplication,

- “especially in investment newsletters.

Q.23 How could this information be improved?

uSevera] mentioned avoid the data duplication. An
institutional énaiyst reb]ied that;:he would Tike to be able to
receive in one source a'éummary of.a11 the broker reseafch analyéts"
projections of -earnings and‘dividends for each major company. He |

would be then able to decide for himself from this_]ist.' When

confronted with this ﬁossibiTity another analyst mentioned that RIS

was available in the U.S.A.'

Q.24 How important is the timeliness of information to you?

Several respondents stated extremely important. However

- this depends on the type of data and the purpose to which it is to

be put. ff it'is for a past trend analysis then the absolute
timeTinéss of the data is not critical. If, on the other hand, it
is for sto;k selection or pdrtfo]io evaluation then timeliness of"
the data is very.impbrtant. |

One analyst, who was concerned with the relationship of

the market to economic variables, criticized government statistical

- data for being very.Tate; He mentioned that it can take two months
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for certain GNP time series to be updated. He noted that the U.S.A.

is much faster in this respect. There, this data’is available

much eaflier, correct in direction it not in absolute magnitude,

‘ and subject to.adjustment to the correct absolute amount. This

: ané1yst prefers earlier, perhaps slightly inaccurate data, to'1afef

.~ accurate data.

- Q.25 How rational can you be inideciding the amount of historical
- data to be used in your analysis? o |

- One respondent replied that he uses five years data for
fundamental combany.statistica] wofk, and up to 10 years.for
technical market data analysis. It depends on how the circumstances
have changed since then. Ofteh analysts use the data most readi1yi
available, - if it is on a data bank they may use it as far back
as possible. The consensus was between 5 and 10 years of past data.

One broker mentioned that they generally forecast up to

two years ahead for serious purposes, and up to four years ahead-for_

génera] guidelines.

'(J.26 What Qse do you make of computerized data banks? Do you have
>"access to one - in-house or outside? | o
Several of the respondents had access to data banks in
tﬁeir companies; both in-house and to an outside service buréaﬁ.
The in-house’ data banks were used for specific uses - -for example

one financial institution has developed its own in-house credit -
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data banks. The raw data on these companies is obtained from

information services. The company of one,offthe brokers has

developed its own market price index similar to the Toronto Stock

Exchange index.

The outside data banks were uséd}for fundamental data
retrieval, to obtain data for such purposes as‘portf01io eva1uatioﬁg_
and to provide data for $pecia1izéd studies. One company-uséd the
fundamental data only for the evaluation of bonds. -  ' : ) *- _7;k

The companies using the price data genera]]y‘aétessed the_>_

- data banks regularily - once a week, or every day, to evaluate the

portfolios they managed: The accesses to the fundamental data
series were often made on an ad hoc basis. | T
The economic time series data were used by‘spmé companies
to provide data for econometric models to asceftain the relation-
ship between selected companies and indusfries and the eConomy.ﬁ
One analyst in a brokerage company not using combuterized]»

data banks for‘information retrieval mentioned that - "research

analysts do not reaT1y need computers - they can build up their own

~information sources, which they supplement with first hand data

from the companies.”
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less information but for a Tonger period of time?

The unanimous reply to this question was that they would
prefer information on more companies rather than longer time

periods (as long as at least 5 years of data was.avai]éb]e).

Q.28 Would you prefer more packages available to you to improve
your ability to access and manipulate data? |

One respondent would have prefefred'more packages-.
available, but of course these would have been for hfs specific
needs; Qne research manager stated that he would Tike to have the -
programs to manipulate the data written in—house to ensure that his

specific requirements were met.

Q.29 Could you give an estimate of the value of a data bank to you?
Those respondents, whose companies had in-house computerized
data'bénks, thought that these data banks: were fnva1uab1e, especia1]y»
as the programs were 'tailor-made’. Thbse companies using outside
data banks found them quite usefu1‘f0r obtainjng large quantities
of past data for company ana]ysié, and-for obtaining current price
data. | |
No respondent referred to the accuracy of the data on the
data banks (Shaw and Archibald mentioned that several of their |
resbondents crificizeq data banks for the accuracy of the data);
One can infer from this admittedly small sampTe that the data

accuracy has improved since 1970.
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One respondent mentioned the problems of cohparing data

“from the data banks between companies - there could be differences

~of interpretation of the standards for reporting-accounting

information, thus making comparisons difficult and sometimes

necessitating a resort to the actual financial statements.

Q.SO How do you exﬁect your information sources to chéngé over(the
next five years? (This question is from the quéstionnaire).

One comment was - "you never préjecf five years into the:
future iﬁ the investment busﬁness.“

~ Another analyst predicted that there would be a smaller, -

‘more compact brokerage_commuhity.

A third comment was .that there will be more information

on the international scene, - "international economic information

"~ will become more important. Behaviour of a stock or bond market

cannot be explained by domestic data alone. This will become -
increasiﬁg]y more obvious and the need for foréign data more
pressing." - | |

A fourth.cpmment was that there will be imprbved
disclosure from companies in the fUture, and mofe généfal inform-
ation available.

A fifth respondent predicted that individual dirvect contact

may go down because of 'insider trading' scares. He mentioned
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~ further that several companies have become less willing tb talk -

to analysts.

A final comment is that improved service‘from Statistics'

Canada, and better timeliness of data, is to be expected.

|
|
|
.
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[ CHAPTER 81

CONCLUSTONS

This chapter makes inferences and draws conclusions based
on the surVey data presented in Chapter 7, and the previous
descriptive chabters. The five main objectivés-of this study are

considered in turn below, and conclusions related to these objectives

stated.v

" Objective 1: To describe the existing sources of information used |

by professional investors and. to ascertain the main differences

between brokerage and institutional use. ' S ot

 The description of the existing sources of information

. has been covered quite well in Chapters 2, 3 and 4. There is

therefore no need to reconsider this description here.

Table 7.5 presents the overall ranking of 1nformatioﬁ.
sources that was developed from.the results of this survey.--Aﬁnua1
and quarter1y reports, supplementary statisticé, written-reporté gf-'
analysts and industry, trade magazines were given thé hfghest '
rankings by the overall respondents of this survey. The five lowest |
ranking information sources,‘on the basis of this data; Were>group _
contact; government sources such as Statistics Canada; in-house

computer serwviees,tours and machine-readable data.
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In Section 7.2.3 the data of this survey'wereycompared

with the rankings obtained from the ORC study.‘ The rankings from

this study are very similar to those obtained from the Americen

study (see Table 7.10). Two inferences that can be drawn from the

- differences in rankings are that managemént reports'aré used by

financial analysts slightly less in Canada than in U.S.A.,‘and that

the rankings of group contact and communications with the company

" are reversed in the two studies. These differences are quite
margina];‘therefore a conc]usion\tou]d be that the rankings obtained

~from this 1imited Montreal-based survay are validated by those of the “

much larger U:S. survey:

The second part of this bbjective is to ascértafn tﬁe main':
differences between broker and institutional data use. These
differences can best be made by using Tab1e.7.6 which presented

comparative rankings of information source usage. In Table 8.1

-be1ow, the differences between the rankings of brokers and .

insfitutidns have been made and ranked in order of Targest

difference. Only the 7 largest differences are given.
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Table 8.1

Differences in Rankings Between Institutions and~8rokérs

’ 3]
Item Description - Institutional{ Broker ! Diff- Rank
4 . Ranking. Ranking jerence ~
Group contact 4 -1 19 15 1
Conversations 13 5 , 2
Management Reports 8 15 7 3
Personal Contact ; .8 ' 1 7 3
Written Reports of I - b
Analysts 4 11 7 3
ndustry, Trade . o
Magazines ' .8 ' 2 6 b
Newspaper, printed _ :
- service - . -4 10 6 .6

" These differences are largely to be_éxﬁected dueAto the
nature of the,different tasks of the two groups. For exémple? it .
is the nafure of the brokerage research taSk.to'undertéké original
research on a company, and to be the first to present an anaTysis-
of new data on this company to the instifutioﬁs. Hence, the very

Tow ranking by the brokers fof group contact. Group contact, based

on the results of this survey, is largely for the information benefit :

of the institutional ana]ysts; As a direct cohtrast, there is the
high ranking by brokers for conversations with other analysts, and
personal contact with the company under review. Their high fanking

for industry, trade magazines can be explained by the fundamental
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research nature of brokerage activities. The industry magazines

are used to obtain ideas of how future dividends and earnings will

be affected by events in the industry.
| The institutions reTy more 6n written materia1,.bofh from
the company and from the bfokeréana1ysts, and less on petsbna1 |
contact with the company. | B
Theée differences are further bréught out by the summary
déta presenfed in Tab]e 7.8. The institutions; of this samﬁ]ea
rank general communicationsiwith the comhany under review first and

direct contact second, while the brokers reverse these rankings.

Objective 2: To formulate ideas of how professional investors

s

think their future information needs will be met.

This is covered by the summary section of thé question-
naire, and by some of the interview questions. ,.Table 7.9 shows
the changes of classification expected‘by the reépondents. _
Twelve of the fourteen respondents who answered this section thought
that their us¢~of data baﬁks will increase. The majority of the
respondents expected their use of non-company communications to
remain fairly constant, while it was generally expected that
general communications and direct contact will decline in re1ativei
use. |

Table 7;7 ﬁresents an average of the respondents summary

classifications. The ranking stated by the respondents, for the
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present, is the fo]]oﬁing~— direct éontact, general ‘communications,
non-combany communications and data banks. The ranking eXpected_by
the same respondents for five years time is the following - non-

company communications,>dﬁrect~contact, general communicétions and

data banks. One of the conclusions of this résearch‘paper~is that

the use of non-company communications will become the .first ranking -

information Source'(on'the basis of these questionnaire results).
Generéi?commuhications are;exbected to fa11‘both ih reTafiye_and :
4 abso]ute;usé;.whi1é data Banks will increase in absolute usage but
maintain their fodrth‘rahking in thislcategorfzation}pf'the.four
main information source types. Direct contact will méiﬁtain itsi
second ranking. A |

. The interview questions on this topic Qere not very
conc]usi?e, and do not really exp]ain_why the.respondents expected
data bank usage to increase, or general communicationsito fall.
Six interesting points, made by the respondents, ré]evaﬁt to this-
questioh of future information sources, are preéented below -
(a) there will be more international information available - |
"behaviour of.a stock or bond market cannot be explained by
domestic data alone.™ | | |
(b) there will be imbroved disc]oﬁure of financial and operating
data from companies.

(c} dimproved time]inéss of data in general, and computerized data
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in particular, is to be expected in the future. 'Govérnment éoufce
data is expected to improve'inftime1iness. |

(d) there will be more genera1.information on 1ndu3triés and
companies available. ,

(e) . several respondents exbected to see a greater breadth of
company data available on outside déta banké in thé fufure.”

(f) one respondent (and the Shaw and Archibald étudy) think that
theAsecuritiés industry will undergo incféased concentration and
amalgamation. The result may be a smaller numbeerf brokerage
firms, and consequently less duplication of reseérch material from =

the brokers to the institutions.

“"Objective 3: To make recommendations as to how financial information

can be improVed,"and future requirementg met.

The first recommendation is that the.time1ines§ of j
information can be improved. Several of the respondentS'stated that
they did not make considerable use of data'banks because of the. -
1atéﬁess of information. Government source information was
especially criticized for Tateness. ' |

The second point is that there is.a_considerab1evamount
of data duplication both to brokers and institutions, and from

brokers to institutions. Several respondents thought that there

- should be a more selective information dissemination system to avoid

data dub]ication and redundancy. The cohéept of a selective
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dissemination of informationvsystem for financial information -
appealed to some of the intérviewees. However, there was
insufficient time possible to explore this in further detail. A
SDI service would differ from a scientific or technical iﬁformatio;
system in that analysts are less concerned with abstracts'and-
references to journal articles, but, perhabs; more orienfed to the
fqture. The timeliness of the information wouid be very important
to ana]ysts; | |
A third boint is that more complete financial disc]ésure'
by companies should imbrove the»quality of information avai]abje;l
4 As mentioned --above, several of the respondents-wouid
Tike to have a larger b}eadth of data available on compuferiied
data banks. ,However, without having looked into the costs, -
benefits and problems involved, it is difficult to make a
recommendation that there should be'incregsed coverége-of companies.
) -Fina11y, the point has been a]ready made that increased -

usége of international financial statistibs in the work of analysts

will be made to evaluate companies, industries and economies.

wfrbbjécfivéA4: To utilize the methodology, which has been developed

in scientific and social science information needs and use surveys,
in the investment information field.

Chapter 5 reviewed the methodology and techniques of

" information surveys. The concepts of information use, demand and
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needs were explored; the problems of sampling noted; the psychological
and environmental variables related to information needs and uses
discussed§ and a decision framework for user surveys presented._‘

Chapter 6Apresented the'methodo1ogy used by>this survey.

- The information science methodology was useful for the design'of'the '

questionnaire, the preparation of the interview questions, and

somewhat useful for the sample selection. The»questionnaire has

- been a quite successful means of obtdining data on information
" sources in this study. The interview questions have not been so

~sutcessful, firstly, because there was a lack of time'for in-depth

exploration in each interview, and secondly, perhaps, because of .
a difference in nature of financial analysis to scientific.
information work, thus making some of these questions unsuitable

for discussing financial information needs.

Objective 5: To comment on the relevance of this study to future

computerized information systems. -

This study has concluded, on the basis of the results of

the survey undertaken, that the use of computerized data banks is -

expected to increase. However, data banks are expected to remain
as the fourth ranking source of the four classifications used in
this study. Data banks should be seen as an.integra1-paft of the
information sources available to analysts; Tﬁese sources basically

consist of information from the company under review, information
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obtained from the company, and more gehera1 information from third f'

sources, The computer is basically a media for obtaining both

general communication information, such as financial statement data,

and third.source.material, such as economy daté and stock tradihg
data. | o | ‘ |
) The.f011owing points ﬁertaihing to tomputerized data banks
have already arisen, both frqm the survey itself and froﬁ the
- descriptive and analysis sections of this study..« |

(a) the timeliness of fundamental and economic data on
cbmputerized data banks could be’imprOVEd. - |

(b) consideration should be given to the poésibi]ities

of placing relevant international financial statistics data on data

banks. A
| (c) there seems to be a need.for a greater breadth of
company fundamental_daté on computers. However, any enTarging of
this data depends on the costs and benefits involved. |
{d) “none of the respondenfs mentioned daﬁa'iﬁaccuracies
with regards tb data banks.  In fact, one survey resbondent,
speaking of governmént source data, stated that he would prefer

slightly less accurate but earlier data to accurate, later data.

To conclude, in this research paper, information needs

and sources havé.been discussed, surveyéd and analysed. The study




~ has produced a rankiﬁg 1list of the information sources of prdfessiona]lA

investors, has presented the respondents' expectations of future
information sources and has discussed the information requirements.

of the survey respondents.
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CHAPTER 3

THE COST OF A DATA BANK -
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As indicated earlier, a data-bank is a mixture of computer
technology and library science. This chapter thus takes a look at
costs from these two points of views. In the omputer cost section
were included considerations related to the current communication
technology™, as we cannot think today of a computer system deprived
of communication links with its users. In the information storage
and retrieval system cost section, two models of interest can be

found.

lWith particular reference to the Bell Canada offering: Dataroute.
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3.1 The Computer—-Communication Technology

3.1.1

3.1.1.1

3.1.1.2

Computer costs

Introductioﬁ;to the compufer system elements.
3.1.1.1.1 Storage problems

3,1.1.1.2 The time~shéring environﬁent

The cost of a computer: the price for its services

3.1.1.2.1 Costing computer services: the_capacity problem |

3.1.1.2.2 Time-sharing: the problem of shared resourceé
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3.1.1 Computer Costs

3.1.1.1 Introduction to the Computer System Elements

In this section, we shall briefly summarize the elements of
a computer system on which a data-bank relies. For our purposes, a
computer system can be defined as comprising input-output devices, central

processing unit (arithmetic-logic plus cor storage), and éuxiliary étbragé:l
AUXILIARY STORAGE
;ﬁ; “?2 Y

\L W 4

arybpmetiq, CORE MEMORY
] CPU

— ——— . e . . v © e — o - Terminal .

The CPU is the actual computer; Within fhe core>memory is
located an operating system which reduées the working stordge for
the users' programs. |
Tapes, and more and more often, disks, areAtﬁé components
of auxiliary-storage. Since it has a particular importance fqr a
data-bank operation, a section will be devoted to the storagé'prbblem.l
Of the input—outpuf devices, only terminals can Be considered
for our purposes, although one must be aware of the range df exis£ing

devices, from card readers to optical character recognition (OCR) .

‘See section 1.1 et seq. of Part fV,'where file organization is
examined in detail. '
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Between the storage devices and the CPU on-one hand, and
between the terminals and the CPU on the other hand, thére exist:
hardware interfaces called controllers. The sﬁorage device controllers
were already alluded to in sectibn 2f3.2, page'77; ~ The coﬁmunica«
tion controller supports a certain number of terminals’(up to 100
low—épeed terminalg in the case of the IBM 3705 communiqations
controllerl).

The computer system supporting a data—bank.cah thus be
Best depicted as comprising:

(i) the terminals

(ii) the modems

(iii) the local lines =~ , L e e

" (iv) the line control unit
(v) the CPU
(vi) the direct access storage devices

(vii) the storage control units.

lIts cost is approximately $3,000 per month.
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3.1.1.1.1 Storage-Problems

The storage cost is critical in a data-bank operation, the

whole concept of data-base being based on the availability of data

from files. It is the more critical the faster is the storage medium.

For on-line applications, such as a data-bank, fast storage media are

essential: the implications of this make storage organization a key

factor in costs.

(i1)

There are three cost-related aspects in storaée:
the storage volume: since cost is proportional.to.fhe‘space
occupied, an obvious consideration is to save sﬁéce, by suppres—.
sing redundancy, blanks, aﬁd useless information. Redundﬁncy
would normally happen because files are dupiicated to allow for
different search strategies. But why would one want to‘allow |
for the search strategy options? Because of the search cost._

the search cost: in reality, it is the search time, but it

ultimately comes to cost. The search time is directlyArelated .

to the search strategy, which itself is dependent oﬁ the file
structure. The searéh strategy will be different'accordingtto
whether or no£ the records in the file aré ordered, direct
access is.possible and theré is an indéx. However,.thé alterna=
tives in file structure all have a cost, in terﬁs of storage
space again: setting up an.index)consumes memofy space. Thus

some alternatives save search time, but consume more space.
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A tradeoff has to be worked Qut, with costs beiﬁg'a function of
the file activify, e.g. the frequency of consultation of the
file. However, file acti&ity should not be fhe iny parametér:
file volafility and file growth are two ofher parameters,'whiéh
will be briefly examined now.

(iii) the update cost: file maintenance requiresgthat~new data be
substituted for old data, or simply added. But these opera-
tions themselves involve locating the item to be replaqed (and
we come back to the search cost above) or fiqding free spaéé
(we here have another type of-search'cést) or ﬁeeping the
logical link with other records, in short, costs. Filé'VOla~.
tility refers mofe specifically to records being rgplacéijglf;
others (and in this case, file Qolatility entails almost the
same costs as the file activity), while file growth refers to -
records being simply added (in.this case costs are more dif-
ficult to evéluate). |

As can be readily perceived, £he storége &olumé, tﬁe search
cost and the update cost represent the microcosmic counterparts of the
file size, the usage cost and the ﬁpdate cost of data-bank. Thé main ‘
difference is that, in dealing with problems of optimal file organiza~

‘tiony the design is much more technology-dependent.

lAn excellent introduction to the file organization problem is found in
‘Lefkovitz, D. "File Structures for on-line systems.' MacMillan and Co.-
(1969). A somewhat more advanced text is Knuth, D.E. in Chapter 2 of

"The Art of Computer Programming'' pp..228-463, Vol 1, Addison-Wesley (1969)
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3.131;1.25~ The Time-Sharing Environment

Time sharing is an e&tension of multip:béramming towards:
strongly user-related applications: interrogation, iﬁteraction, online i
real-time. Multiprogramming basically permits the handling of many
independent programs concurrently by oveplapping or interleaving their -
execution. Taking advantage of thelspeed hierarchy of the computér
system.fthe CPU, the aukiliary storage, the input-output devices in.
decreasing order of performance level - the higher level élements '
can jump from one program to énother, while the lower level elemeﬁts;
remain allocated to one job only (ekample : the terminal) |
This provides a better utilization of the higher-level elements [G?U)’
which wéuld have been idle most of the time in a monéppogramming
environment. There are various degrees in multip:ogramming, from

each job being exécuted until completion to fixed or variable-

. length time slices being allocated to the jobs (together with a

sChedulipg algorithm for the sequencing of the programs) .
. i . .

Against the better utilization of the higher-level,

expensive components of the computer system through multiprogramming

must be offset by its heavier executive control requirements (which
are paid for in decreased problem program area in byteé, in reduced computer
time available for useful work and in extra hardware) . The impact on

the user cost, however, is not clear. Probably, and this is the most
sighificant thing before the next section, multiprogramming also provides

a better balance between user costs and user needs: a given monoprogramming
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configuration never will he oﬁtimal for a givén job. The user pays
for input-output devices he dogs not use (the typical case of CPU-
bound jobs), for instance, or conversely for a CPU capacity which he
wastes. In a multiprogramming environment, tHe user can expect to
be charged more in relation to what hevactually used, an&-has the

. . : : . 1
performance, in size and speed, that he desires.

A tutorial text in multiprogramming (réal—time oriented) computing is..
Mortin, J.J.

"Design for real-time computer systems,: Prentice-Hall
1967. )
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3.1.1.2 The Cost of a Computer: The price for its Services

The pricing (eﬁternal or internal) of compufer services is
a rather challenging matter. It is similar‘to the problem of pricing;
utilities such as communications, energy or transportation,.maihl§
because a large amount of costs are inéurred in qrder to be feady to 
meet the demand.® The difficulty is compounded by the specificity of -
today's computer operation, multiprogramming and multiprocessing.
In order to isolate the issues, the first section will deal with the

monoprogramming computer, while the second section will introduce the

‘additional complexity brought about by running jobs éimultaneously.'

3.1.1.2,1 Costing Computer Services2

A computer facility must be paid for its services, which are
provided to external users (to the organization) as well as to intefnal*
users. The problem arises of setting a price for the commodity repre-
sented by computation. The underlying bhilosophy here is that of the

efficient allocation of scarce resources (in this case, computing power)

- to alternative uses (the user's jobs). In this context, where the

orgaﬁization seeks to maximize overall benefits, prices should be.
divorced from costs: if a charge is to be applied, it should essentially.

be based upon the strength of the demand at the time, not upon costs;

1e.g. the debate about marginal vs. peak-load pricing for electrical
utilities,

2Most of what follows in this section is inspired by "Economics of
Computers," by W.F. Sharpe, Columbia University Press, 1969.

3
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in other words, as much should be charged for the computer services as
the traffic will bear. If we make the restrictivevassumption that

this commodity is homogeneous over time (i.e. the value of computa-

tion ét one time during the day is the same as at another time), then we
can rank the jobs by value only, obtaining a schedule of total value

of computer. time. against required computer time.

'Total i

Value ///,/

y

|4

The marginal value curve is the demand cuf&e for computation: the
users, seeking individually to maximize net value (='t0tal value - cost
= total value - price charged) will choose the amounttof computation
(= the demand) which makes the difference between value and cost

largest for the price charged:

'Marginal’
Cost

e e e

e

Value

T T

N A o e .» .,,;fﬁ..

©* Computer time e

Marginal>
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At any price, then, the slope of the total value curve

(= the marginal value) represents the demand for computer time:

A
Marginal
Value
Price

§ e e U p— —— T ma

My

!
I
1
]
1

5 Compufer time~demandéd

In the cése where the availability of computér.time is'limifed by
contract or capacity, then obviogsly if the price of computer time
is set to zero, the quantity of computation demanded (T) may exceed
(this depends on the shape of the demand curve) the capécity T+,

If a price is charged, the amount demanded will gradually decrease

until it matches the capacity: the price P* at which this happens

"is called an equilibrium price:
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This result can also be achieved through mathematical

programming:
naximize Zf(xi)
i
"~ s.t. rg(x,) < T*
i .

xi > 0 for all i

where X, is the proportion of job i run, £(.) the value function
.and g(.) a production function which can be homogeneous of degree omne.

If the value of job i is proportional to the time ti it is run, we have: .

maximize nt, Vi
. 1=
i T,
1
s.t. St, < T* o
. 4 —
i
0 <t, <T, for all 1
— i —"1 _

./.

where Vi and Ti are, respectivelfl the value and the required compuﬁer
tiﬁe for job i. In these two programs the solution may include j6531
which will not be run to completion; for instance, one third only of.
job 2 is to be run; this can be interpreted as job 2 being run every
three periods. |
Beside the solution to the program which gives the optimal
utilization of computer time, the dual variables assopiéted ﬁith the
constraints will yield shadow prices which are precisely the equili-

brium rationing prices obtained graphically above.
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So far, fhe discussion has cénte;ed on internal (transfer)
prices for computer services. Wheﬁ external users are to be charged,
or in general in the case of a profit~maximizing organization, a mone-
tary yardstick of value is used: revenue. When dealing with Value,:.
the guide for the optimal utilization of the compuﬁer»was to equate
marginal value with marginal cost; similarly,-the optimal utilization

(in a profit-maximizing sense) of the computer will require equating
7 X .

marginal revenue Yﬁth marginal cost.

e

The difference is that the organization now faces a demand

curve which is the average revenue. The optimal price'will then be
that price for which mafginal revenue is equal to marginal cost;

g‘raphicaily:A

Average cost PHe — o\ — —
and Revenue '

Marginal cost \\\\\%
and Revenue

Average cost = AC

s

MC

Average Revenue AR=MV

| _to the to the
i seller user
i

H

VT . Computer time

With the problem of joint resources, which we shall treat later, the
problem of capacity constraints is the most challenging for purposes

of pricing.l In the above graph, we did-not indicate a capacity

l"The Theory of Public Utility Pricing and its Applications"” by

R.H., Coase; "A Mathematical Formulation of the Peak-load Pricing
Problem" by Israel Pressman; ''Peak—load Pricing of Telephone Calls',
Littlechild; all in The Bell Journal of Economics and Management
Science, Spring 1970.
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constraint. Re&erting to our earlier graphs (vglue) in order to
simplify the analysis, let us recail that the rulévwés to gquate
marginal value and marginal cost, and charge-the cofresponding
price: this is marginal cost pricing.

If the capacity is fixed, and total cost ovér the period

does not vary much with quantity of computation up to capacity, then

average cost Ie is an hyperbola (= economies of scale) and marginal ,:

Q
cost is always below average cost:;
LTSN »
pac
A
Capacity |
AL

N
b ~E>
Q= C

In case 1, where the intersection between marginal cost and marginal
value occurs for a utilization less than capacity, the marginal-cost
pricing rule leads to a loss (since costs, average costs, will not

be covered) and the computer is not used to capacity.

e
d___

Q@ _ )
dQ 2 Q " Q

1 .
Since the slope of average cost curve is:

Q

and since the slope of average cost curve is negative (hyperbola):

MC AC
— .= <0 or MC £AC.
Q "q ° <

_ MC.Q-TC _ MC _AC
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In the cases 2 and 3, the marginal value curve simply does
not infersect the marginal cost curve, so that the mérginal cost
pricing rule must be replaced by a price set in or&er to ration the
available capacity (intersection of MV curve and bindiﬁg capacity

constraint: optimization at .the boundary of the domain).

Ac.
e Vi

- Capacity .

""CASES 2 & 3

FY

™~

P S BN

>3

But the price can as well be above.the average cost as below, depend-
ing on the shépe of the demand curve.

Over the long run, however, capacity is not a constraint,
since additional computing power can be put in operation. The adjust-
ment to demand still canniot be in perfect balance, because of the
indivisibilities of equipment; smooﬁhness aﬁd balance can, however,

be achieved by adding smaller discrete increments:
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There is a trade-off between the opportunity cost of idle-
capacity created by large increments and the outlay.cost of frequent
conversions: a larger than necessary capacity at a moment in time

will entail a deficit as shown by the graph below:
- 43 Demand  |Cy C, Cyg
Price Pl \\\\j:fbn '
1—‘—4-———;—
pz__.._.._-m.\..\..\\\. o
b._m_\w._i&:?:h>

(o (CH (o g’Computér time
If the cost of equipment is proportional to capacity, then the average

cost for each of the capacity utilizations Cl,-CZ, C, is the same: k,

3 .
the proportionality constant between cost and capacity. Yet the;f"ff‘
equilibrium prices are decreasing with increasing capacity. It can
easily be seen that the excess of revenues over costs is decréasing
with increasing capacity: this is the opportunity costAof idle
capacity. It iIs an increasing function of the idle capacity, which
itself is a function of the frequency of capacity changes: the more
frequent the changes, the smaller the increment of cépacity at each
change. .This opéortunity cost is to be balanced.against the conversion

costs, which are essentially dependent on the number of changes during

the period. The trade-off can be best recognized in the diagram below:
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Two computefs should be used at capacity, and the ﬁriqe_for their
utilization should bé set at the intersection of the marginal yalue
curve with the capacity constfaint (cases 2 and 3 above); which may  ]
happen to be greater or less than average cost.

Note fhat when costs vary with utilizétion wifhin capacity
limits, the marginal cost is not zero, and that optimal utilization
will lead to some unused capacity. A second point of interest is
that the cost of an underutilized system is greater thaﬁ the average
cost of a fully utilized computer wheﬁ economies of scale are’ present:
an implicétion is that users will ten& to merge their ﬁperatiOns if |
all the above conditions hold (mainly fixify of costs, and-.monotonic
decreasing average cost). |

When the computer system comes closé'to capécity; however;>
some complications appear. Queuing theory, for instance, tells us

that the turnaround time (time spent in the queue, plus time of

. service) will rapidly and progressively increase as capacity is

approached. If arrivals of jobs follow a Poisson distribution (with
parameter \: average number of jobs submitted per unit of time) and
they are run at a rate of y per unit of time, then the proportion of

time the computer will be in use is: P = %—

and waiting time (excluding service time) will be:l

lJames Martin, "Design of Rea]l-Time Computer Systems," p. 383 et seq.
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Conversion

Total Costs -

Costs

3 2

N y * } w F
1/4 year 1/2 year 1 year - 2 years  Frequency
- : : - .7 of change .

1/16 1/8 /4 . .- 1 °, -Capacity insta

~“at ‘sach. '{:h‘"ai_ﬁge

Whatever the incrementai capacity; the long rﬁn total cdst.
function is a step function (with flat steps if the‘costs do nét
vary with utilization within gapacityllimits). Marginal costs will
be zero for all utilization levels and provide no guides for pricing.

However, one can determine the optimal investment from the graph below:
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Thus, there is a non-monetary penalty associated with the
increased utilization of a systeﬁ. This penalty will‘be at work to
restrain utilization to a reasonable level, sinée jobs of low wvalue Wiilf 
not be run at all, or a price can be set for priority (the introduc—
tion of priority is equivalent to a pultiple service station queuing
problem, or to the addition of new "éapacity constraints" to the
mathematical program for allocation of resources), in which case a

!
low price is tagged to otherwise undesirable turnaround time and a

‘high price for low turnaround.

In fact, computer time is not the homogeneous cdmmodity we have

‘assumed so far, and its value depends very much on the time of day,

since most users will submit their jobs during a preferred time interval,

_which brings us back to the turnaround time considered before. The

ﬁaiting—time will serve as a rationing device here also,-since at peak._
hours a high turnaround will be associated with the desiréble time of
day, and users who are willing to accept a low turnaround will be con~ -
fined to less desirable hours.

The turnaround time, and its variant, the peak-hour, is

. R : . : . ' . 1
thus an essential consideration in the pricing of computer services. .

l"Cost—benefit evaluation of scientific computing services", D.N.
Streeter, IBM Systems Journal, Vol. 11, No. 3.
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It is even more critical when dealing with a data-bank, sinée'response
time is twofold: it applies both to the update frequency~andAthe
retrieval time. Computer apélicationé will cover-tﬁe whole spectrum

of response times, from real—-time (for airline reservétion systems?
stock price quotation éervices, industrialbprocessgs) and conversa—
tional (interactive education) to remote batch (vario;s business
applications), according to the aggregation level of information?

the prediction span and the dynamics of the enviromment. .But_before"‘
going further into this, we shall examine how the econdmic analysis

is modified by introducing the mu%piprogramming, multiprocessing and

time—-sharing modes of operation.

3.1.1.2.2 Time-sharing

The previous section dealt with the problems of costing
computer services when costs were fixed relative to utilization.
This section will discuss more specifically the issues posed by the
joint aﬁd shared costs involved in multiprogramming. Costing then
means allocating costs across joint activities. In the preceding
section, we could safely take the elapsed computer time as a measﬁre
of service and of.vélue, because only one job was running at a time;
there were no overheads which benefited all users,‘only direct costs
which benefited only one activity. The price of the cdmbuter time
was considered as a rate per unit of.time, aﬁd the prbduct of rate

and elapsed time gave the final charge.
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When many jobs are run and share the resoufces during a
period of time, then the computer cannot any longer be considered as
an® entity,'but must be broken into a number of "resourqes," like
central processing unit (CPU), storage, i/O channels and so oﬁ.

One must keep track of every “resource" used hy each_jéb. This calls
for an accounting of as many resources as there exist in the s&steﬁ,

to the smallest element (a byte -in cbre, a track on disk storage,

et. . .); ‘The finer the accounting, the more equitable the charging

will be. One extreme would be to charge for the use of the tiniest :

component, but clearly this would be undesirable because the cost of °

getting the information would by far exceed the envisaged benefits.

This is essentially a technical feasibility problem.

Other problems are more conceptual in nature: those which

arise in conmnection with the charging for joint resources. Staff

is such an example. They fall into what is commoniy called indirect

.or overhead costs, which is another way of saying that they will be

allocated in a completely arbitrary way. An operator is associated
with the cbmputer as a whole, but it is impossiblé to éllocate his

salary-émong the basic activities or resourceé (CPU,‘Storage,'I/O).
The allocation percentage can reflect anything frbm’the coﬁputing A
centre manager's will to shift usage from one compdnent to another

(e.g. from disk storage to tape)_to an appearance of rationality

(allocate more overhead to equipment categories which require. human
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intervention: card puncher and readers, tape readers . . .). Falling '

back on economic concepts, the allocation.scheme should be worked out
not in relation to costs, but to demand. The major portion of over-.
head should be charged to the inelastic demand segments_of'usérs or
usage, without this becoming a matter of ethical concern. Iﬁdeed,‘since
the price of the computer services-shduld be such tﬁat marginal costé_
equal marginal revenue, and marginal cosf does not include the oﬁer—_ .
head portion, it should be set indepéndently of the o?erhea&. The -
implication is clear: any cost-based overhead allocation is artifi~ =
cial, and the demand elasticity provides the only guidé from which.én\_
allocation is to be worked out. This also is the basis fo? différen-

tial pricing, the benefits of which should be‘fully reaped in the. w;f;

pricing policy of computing centres.

Because of the difficulties of estimating demand elasticities,

computing centers rely'more on equitable charging algorithms than on

efficient equilibrium prices.l Such a charging scheme is to charge

according to the CPU time, adding a share of all other resources as

overhead. The fallacy of such a charging algorithm is easily seen
when one considers the variety of resource mixes: some jobs will use
much input-output and little CPU time; does this mean that they should -

be charged less than CPU-bound jobs? (which is the implication of this

.scheme) . Also the equity and the realism of CPU time-charging

lSee "The great cost allocation debate" by J. Gallop, Canadian Data
Systems, November 1972, for a behavioral, pragmatic approach to
alternative pricing schemes. .
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is in question since it does not take into‘account the.coré storagé.

’ . usage (a job which requires more core storage makes'it unavailablé'
for other jobs). A better solution would then be to combine CPU
time and core storage requirements in a single measure. |

Furfher along the lines of charging equitably-fof computér

services, two recent articlesl deal with the pricing of the rest of
the computer resources. These ﬁapers are very.similar in their
conclusions: costing for‘jobs should proceed from the applicétion i
of a costing rate (standard) to the resources used or tied up for
a period 6frtime. These resources fall into a number éf catego?ies;' 

CPU and core memory, I/0 devices (printer, cdrd reader and puncher,

tape I/0, disc I/0), and storage (on-line disc storage, off»line'_

disc storage), channels. The costing réte is obtained.by dividing

the monthly cost of each resource by the total actual ménthly ﬁsage.
However; at this point, the opinions differ.‘ For WiorkOWski-a;
critical stage is to obtain the actual monthly usage, which ié oﬁly a
‘percentage of the théoretical usage; because of preventive maintenance,
down time (failure), rerun time, no résource is used 100 percent of

the time, and this is why it is necessary to correct the ideal.usége
figure. This step may have grievous consequences: if the percentage
of utilization is too large then the denominator of the.rate formula f

will be too large and the charging rate will make that cost exceed

lIBM Systems Journal: "Accounting control of data processing' by
Rettus and Smith.

2Datamation, August 1973: YA cost allocation model" by Wiorkowski.
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revenues. For Wiorkowski, then, the rate formula is:

C
R= PTU

i

where R = rate per unit of time per unit of resource

C = total cost of the resources in a category (including
an overhead share)

P = percent usage

T = time per mounth (theoretical)

U = units of resource

For Rettus and Smith (hereafter R &S), wﬁo'using accounting

terminology, the standard rate SR is the ratio of the monthly bﬁdget
cost (including direct costs of the component category; and a shere
of indirect costs and overhea& costs) ana ﬁhe produetive fime'BTffPT*
is, unlike Wiorkowski's actual usage, defined by the difference between

total monthly time [720 hours] and preventive maintenance, down time,

BC

rerun time and multiprogramming degradation): SR = T

The standard rafe for each componeﬁt inifhe category of h.
components is then %En ’ -

One of the main concepts developed by R & S is the multi-
programming degradation. Multiprogramming is desirable 5ecause the
degradation affecting certain componente is balanced By fhe increased
utilization of other components (mainly the'CPU)."Tﬁe elepsed time
for each job in a multlprogrammlng env1ronment exceeds the time
it would have requlred in a monoprogramming set-up. The multi-
programming degradation (MP) is precisely this excess time. More
specifically, MP is measured by the total time a-job is‘in the

wait-ready status, which is the period
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duriﬁg which the job is tying up core and I/O; is ;éady td continue -
executing, but is waiting to obtain the CEU; which Works onvanotﬁer
job. Productive time PTl is obtained by subtracting the wait-ready
time (or MP) from the elapsed ﬁime: PT = ET - ﬁP..

However, the operating system does not record the Wait* .
ready time but it can be obtained indirectly by the_thebretical fesource :
utilization (TRU) time2 according to the relationship, MP = ET ~ATRU
time., As a consequence, the productive. time for each componént
category is:

main and auxiliary storage = fT=ET~MP=ET~ET+TRU time:TRﬁ‘time.‘v.
| CPU utiligation: CPU time
Channel utilization:  number of reads and.writés (EXCP's

X physical record length X transfer rgte.)
So far, the rate calculation has been diséuséed. ‘For the
charging of a job, the standard rate (R & S)3 or the rate (Wiorkowski)
. will be applied to the utilization (R &VS) or the numbeonf units.

- (Wiorkowski), according to the tables shown (tables 1 and 2).

1The productive time correction only applies to core and I/0 since the
nultiprogramming degradation only affects these components.

2TRU time is provided by the Systems Management Faciiity of 08/360 and
0S/370. ‘ : _

3Empirical estimates of the multiprogramming degradation are available
in "Servicing priority job requests on a computer", R.E. Carr,
Canadian Datasystems, January 1973. :




TABLE 1: Derivation of Rate
For R & S
(n - - (2) (3) (&) | (5) (6) ('{')
Number of Total Productive Standard Component Group Unit
Component Group Units Time Time Budget Standard Rate Standard Rate
Mailn storage 400 Kbytes 720 610 XEXXK xxoexx /610 (6) / 400
For Wiorkowski
Cost—charge ‘ ,
Category . -~ Cost/Month Percent Usage- Unit of Time Units of Resources Rate
, o S CPU  Coré - Hqurs_ 1,000 bytes _
Kilobyte Hourl. $50,000 3Q 40 720 ' ' . $.9645061
L _— : ‘ Minutes Lines ‘
On—11n§ Printer S,QOQ 40 43,200 1,700 0002292
' o ' : Minutes Cards
Card-Reader 2,000 o 43,200 2,000 .0004629
. : ' L :  Seconds . Channels
Disc 1/0 17,000 60 . 12,592,000 2.38 | .0003215
o ' - ' " 'Seconds Channels . . ‘ :
Tape 1/0. 19,000 150 12,592,000 2 .0003665
. Off-line Tape storage 6,0000 -~ - 80  Month - Tapes o
. _ e o T o Pl - 4,000 - 1.8750000

- 66T —




TABLE 2: Determination of Charge

For R & S
. Component Group Utilization Number of Components Standard Rate for Group Total Cost
Tape 40% 4 g .30 § 48.00
Disk 40% 200%%* 01 : 80.00
Printer 40% . 1 .20 : " 8.00
Main Storage 40% 150%%* : .01 60.00
CPU 10 1 2.90 29.00
Multiplexor channel 2 . 1 .40 .80
Selector channel 5 . 1 .50 2.50
$228.30 .
For Wiorkowski
Category ' ’ Rate : Unit of Time , Upnit of Resource - Charge
Kilobyte Hour L0645 - .01485 96K 1.4090
(CPU + Core) o o : . , _
On-Line Printer L0002 ' 2006.14 _ L4598
Card Reader .0004 ' : 299.51 - .1386
Disk I/0 ' L0003 ’ : 5008.71 . 1.6103
Tape I/0 .0003 : : T 4830.86 1.7705
0ff-Line Tape 1.8750 . : 1 month , o 1.00. E ) 1.8750
' : o - - 87.2622

* Productive time
*% Tracks
*%% Kilobytes

- 00¢C -
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The McGill time-sharing system (MUSIC), which charges ‘
s s : 1 -
the user as per CPU time, conmnect time and storage space can thus be
viewed as going into this direction of charging for resource utiliza-

tion. Yet the sophistication of the approaches advocated by R.&:8

and Wiorkowski lies a bit too far ahead of current practice, mainly

-because of information and accounting cost.

The other large component of a computer system cost is the

communication cost. This is the topic of the next subsection.

rates were shown in chapter 2 of this Part.
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3.1.2 Communication Costs

3.1.2.1
3.1.2.1.1
3.1.2.1.2
3.1.2.1.3
3.1.2.1.4"
3.1.2.2

The Advent of

Introduction to Data Communications

the importance of communication links

DC vs. AC transmission - telegraphy
- voice-band
— modem

types of communication links ~ dial-up
or dedicated
- = half of full
duplex
-~ synchronous
vs. asynchronous

cost considerations in relation to network
design ' - "

Dataroute

3.1.2.2.1 '
3.1.2.2.2 .

L 3.1.2.2.3

description
elements of equipment

cost
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3.1.2.1 Introduction to Data Communications

3.1.2.1.1 The Importance of Communication Links

The components of a computerized syétem as listed in the
preceding section (CPU, storage devices, terminals) ére separate
units connected by communications channels. Decéntraiized_data
collection or bulk data transfefs; remote job entry or time-sharing,
inquiry/response or information and text retrieval are many activities
which call for a sophisticated communications network. The more
numexous the transactions between the.above components (as_is the
case in ény type of on-line, real-time, man—-machine interaction),
the more critical the communication system becomes:

Some idea of the communications system @oét is given by
a recent Diebold Group Survey;l _It shows that the.user of a.datq. .
éommunications system spends about 50 percent of his dollars on lines, .
35 percent on hardware’(modems; multiplexors and gommunications
processors) and 15 percent on saiaries and Qverhead, with data‘com—
munications cost representing 8 percent.of the total aata processing
cost. |

In the Bell System2 in the U.S., telecommunications costs

break down as follows:’

l"Trends in Data Communications," Lynn Hopewell, in Datamation,
August- 1973, '

21bid.




- ~ 204 -

- iong—distance transmission’ 17%
- switching . © 45%
- local loops | : 15%
- terminalsl o 237%

In spite of the critical econdmic role played by communi- . - i
cations, the'complexity of the rate stfﬁcture is such.that éharges"
must be worked out on an individual basis Wifh the common carriers. .
The charge is determined by considergtions of the type of terminal
equipment needed, the volume of data tramsmitted, the gra&é of

service, the line capacity, the distance of transmission, and the

mode of operation. Since a .minimum of understanding of the elements
involved is needed, an attempt will be made to cover them briefly
in the following section.

Communications costs are insignificant below a distance of -

10 miles2 as a rule. When the distance is greater, much care has

to be brought to the network design, since communications costs

“may well dominate the cost equation.

1 . . .

The literature often refers to the terminals as being part of the
communication equipment, while for our purposes we con81deL terminal
costs as making up the computer system cost.

2At least, local loops cannot benefit from network design studies.
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3.1.2.1.2 Digital vs. Modulated Transmission

With the recent introduction of Dataroute. by TCIS énd
Infodét by CP-CN, both digital data transmission services, thgre
exist now two main types of data-transmission. Digital.Signalsl
can be sent as they are, without modification - digital transmission
technique — or they can be carried by a higher frequency waveform3—‘
analogue technique. Until recently, only the_analogue technique
could be used because of the d%stprtion which affected thé digitalz
transmission as soon as the distance exceeded a few mileé. Alﬁhough.
in the sequel we shall concentrate on Dataroute, it is useful to |
examine the characteristics of analogue networks, for the simple
reason that in the present state of the art there is not a pure =~ !f“_;"
digital network but a combination of the two.

In an analogue (or modulated) transmission system, ﬁe find
all the elements of a communication system: the source (the computér),
the encoder (the modem), the communication chanﬁei (the line), the -
decoder (aﬁother.modem) and the receiver (the terminal); The binary
coded signals of the computer are handled by a modeﬁ'(contraction of
modulator-demodulator) which convert them into analogue signals before
they are sent over the line. The converse'is realized at.the other
end of the iine, the analogue signal‘being:converted back:to digital

by another modem.

l"Telecommunications and the computer," James Martin, Chapter 14, -
Pulse techniques. '
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The waveform which carries the signal can be a voice-band
grade (on the telephone line) or broad-band grades (joint telephone
" lines with greater capacity). Typical such lines'are\TQ?S's

Multicom and Dataline and CP-CN's Broadband.

The modem thus is an'essential'building—block‘iﬁ the analbgdé'..”

transmission‘system. Another one is the muitiplexor,'which permits a
certain number of low-speed lines to be dérived from one voice-band gradé
line. Most often, multiplexing is economically attractive,.since one
voice~grade gand line is cheaper than the twelve or twenty.low~speed
iines of equivalent total capacity, and this the longerAthé distance.
Multiplexing can be achieved in many ways, either by>rapidly switching
one low-speed channel at a tiﬁe (time—~division multiplexing), or.by _
buffering the input at low speed, or by sending many fréquencies on
the line (frequency-division multiplexing).

In any transmission system, the signal gradually fades
away as it travels. In an analogue system, it is periodicaliy
amplified, but with each amplification, noise is introduced and thus:
~data errors. In a digital system,l the signal may also be amplified,
but the essential is that it triggers a regenerator which reproduces
a new identical signal without noise; The signal is thus’periodically

cleaned up: this technique reduces transmission errors.

;op.cit.
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Anothervadvantage of a digital system is‘that no conversion
“interface is needed between the digital computer equipment and the
transmission network since both use the same signal. .Translated 
into economic terms, it means that the overall‘system cost per
terminal is né longer charged with the modeﬁ price, and the per ter—
minal cost is likely to show a fast downward sloping curve tending
to more reasonable levels.

At tﬂis point it must be noted that in an analogue network
advantage can be taken of the statistical nafure of the messages,
e.g. instead of providing for the peak load, the line only
provides-for a multiple of the average load (the adequate multiple is

computed by a Polsson distribution table, given a desired grade of

service oY average response time). The line can thus be more efficiently

used.

lCurrently, only multiplexors are used in digital networks: multi-
plexors, although lowering the per-channel cost, still allocate a
fixed channel to a terminal during the transmission, even if the chan-
nel is inefficiently used. By contrast, concentrators (which were
used in analogue networks) can effectively connect one channel to many
terminals. The experience of Dataroute is that no customer has yet

- proposed to provide concentrators, although the capability exists. -
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3.1.2.1.3 Types of Communication Links

There are two main tranémission modes, &ependiﬁg 6n the
directional flow of data: half-duplex, when transmission can be in
both directions, but not at the same time; and full;duplex,:wheﬁ
transmission can be made in both directions at‘the same time. Another
distinctipn, which we alluded to, is the grade of the channel (its-
capacity or speed, in terms of Bits per seconsAbps).& Depending on
the type of multiplexing, the required channel cépaéity mayfeither
be a direct function of the number of low-speed terminals or take
advantage §f the statistical nature of data traffic parametérsf

Of relevance also is a technical aspect of tranémission:
synchrohous or asynchronous. Asynchronous transmission is-£he_slo§er '
ﬁode, signal elements being tramsmitted to indicafe the start and
stop of each character. Synchronous transmission is used for high-
speed and eliminates the need for start-stop bits, since tﬁe receiver
is bit by bit synchronized ﬁith the‘sender.
| ‘A fourth éénsideration is the type of service the systeﬁ

asks for. A dedicated line (or priﬁéte line P/L) remains connected
between its terminal points for‘the'duration of the lease., A
switched line (dial-up service), on the contrary; is allocated on a
pay—-as—-you—use basis. Payment varies accordiﬁg to mileage, connect
time and time of day. Choice between the two alternatives (if
available) is based on the proportion of time the liné is in use,

and distance.
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3.1.2.1.4 Cost Considerations in relationto network design

The problem of communications network design is a real-
time, on—-line computer system can be stated fairly simply. There
is a central computer and n terminal locations. Among all possible

designs, choose the one that minimizes ‘the overall network cost.

#_é:///;//j

! TearMival,. locaATioNSs —

Fig. 1

-
ty

Computexr

P
4

At one extréﬁe, each tefminal.can be connectgd to the com-
puters by a dedicated line.- of coufse? each line will bé-used inter—»
mittently and inefficiently, since the terminals will not be receiving
or sending constantly and are not able to use the line-capacity fully.

'There exist a number of devicesl that allow for"é feductién

in costs:

(i) the use of line switching (or dial—-up access),

[ ey
o ) : B
|
| | \__/_M,_&;D
Com?uter : . ;
| '
|

—_

F 4

—— —— e — —

e o — TeRmp AL locATiontS — — —

lJames Martin, "Teleprocessing Network Organization," Chapter 7 -
Prentice~Hall, 1970. )

Fig. 2
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which allows one terminal to be on—line.with the com- -
puter (more than one if there are'more.linés,from the
exchange to thé COmputef: the main consideration here
is the waiting time for conne@tion}. With uniform and
longitudinal distributiop, line mileage is reduced

by a factor of 1/n.

multidrop lines: here, only one terminal at a time can
transmit or receive; however, the terminal is not
Waiting for

e e o e e ..._~_....—._'.t

i
!
{
i
'
1

-

=

Computer

Fig.

4 H

- — TERMINMLS ~ — -

- o o —— e —— — o ——

connection, but for message transmission only, i.e. the
waiting time has not the same parameters. Note that the
line mileage again is lower than in Figure 1.1
multiplexing: this refers to simultaneous transmission.
In the above design, only one terminal at a time had
control over the line; multiplexing allows for many
terminals using the line'at.the same time, by dividing
the line into as many channels (the ways in which the

dividing—up can be achieved have already been alluded to).

The design with multiplexing is shown in figute 4.2'

i , , . ; . . .
The additional equipment cost in this case is a polling arrangement.

The additional equipment cost here is that of a multiplexor in C and
one at the computer. '
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Coﬁﬁﬁter

<5 H

The difference with Figure 1 is that we have here a

high-speed line between C and the computer.

Buffers and concentrators are devices which further

enhance the efficiency of the network. Terminals are

"man operated, and thus are themselves not used at

optimum speed (conseqﬁently inefficiently qsiﬁg the .

line speed). Buffers store blocks of data énd fhén
send them in bursts at maximum linevspeed, as soon as
the block is full. Cdncentrators are more complicated
buffers, at a higher speed level, but they basically_

have thée same function.
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3.12.2,2, The Advent of Datarocute and Infodat

These two digital data transmission services offer the
user cheaper lines and improved error performance. Using pulse code modula-

tionl (PCM) together with Time Division Multiplexing (TDM), the digital

" networks will be the basis of our study; since they are the latest

telecommunication technology.

3.1.2.2,1 Description2

" This section will deal with TCTS's Dataroute offering more
specificallyﬂ Dataroute is a private line digital data transmission
service, in full duplex, over a broad range of asynchroﬁéus (Lower speed
range) and synchronous speeds (110 to SOQOO bps).

The Dataroute network connects the major citieé bfACaﬁédE:%:ﬁ —
(called fér this purpose the Dataroute Service Areas: DSA's) with the
possibility of:
(a) end-to-end private line digital data service for customers Within.
DSA's (on—net locations).
(b) Dataroute service combined With anaiogue private or dial éccess lines
for customers lwithin or outs{d?xa'DSAj(éff—néfwﬁrk‘ioggtion).
(c) point-to-point service, multipoint service (more than two points),
multidrop service (a number of ﬁoints within a DSA connected Vié a

single channel).

Martin, op.cit., chaﬁter 14

2 .
Dataroute Customer Reference Manual
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3.1.2.2.2 Elements of equipment and network design

We shall first have a look at the basic features of the
Dataroute inter-DSA line, then consider the related devices, and
eventually discuss the alternative accesses to the Dataroute line..

Among the services offered, the point to point is the simplest: it

involves two ends (a terminal in Toronto and the computer in Montreal,.

for instance). When more than two D;tarbute Service Areas areilinked,
we héve a multipoint network, with any omne DSA.being‘connected_to

the n-1 others (such a design would be suitable for a diétributéd--
data-bank, %here requests and updates are made across data_Baseé).

When more than one terminal point is needed in a given DSA, we have

a multidrop design. These are the fundamental linkings between 'and™ ™~

within DSA's; combinations of multidrop and multipoint arrangements
are possible with the constraints set by chanpel capacity. The com- ;
binations satisfy almost any service requirements, as long as'fhé
terminal points belong to a DSA. Outside DSA's, the combination of
other data services (Multicom and Dataline) with Dataroute prpvides-a
complete coverage. |

Two types of multiplexors make up the interface between a
DSA and the inter—city Dataroute line. The synchronous ﬁultiplexor
concentrates the input speeds into the 56,000 bps speed of tﬁe
Dataroute common data stream and decodes it on arrival. The asyn-

chronous multiplexor (or characterplexor) converts and combines

- lower—speed, asynchronous channels into synchronous, 2400 to 5@,000 bps

channels, which will then be handled by the synchronous multiplexors. .
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Medium speeds thus enter the synchronous multiplexér directly, while
low speeds pass first through the characterpléxor. - This hierarchy
of multiplexors thus prbvides maximum flexibilit&, asiwill be seen
later_(LowﬂSpéed Deriving Service).

Within a DSA, there exists.a number of possibilities for
access to Dataroute (Dataroute Access Arrangements, DAA) besides the
normal private line on-network access. These are the dial access
(which uses the analogue data services between the terminals and the
asynchronous multiplexor) and thé lowéf speed deriving service.
Through dial access, one user only has Data route on line.at a time.
With the lower speed defiving service, a user leasing a 2400 bps.

- or highef Dataroute service can obtain many lower speed services
(110-600 bps) through the characterplexor, according to the table

shown below:

- leased channel
low .

speed channel rafds eed 2400 4800 9600 19,200
110 bps « 25 50 100 127
134.5 16 33 66 . 127
150 bps 16 33 66 127
300 bps . 8 16 33 66
600 bps 4 8 16 33

Number of Low Speed Channels
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3.1.2.2.3 Elements of Cost

Regarding costs, Dataroute offers a.pricing scheme which |

is exposed below. Dataroute is a private line service offering and

the monthly cost has two main components:

— the inter-city line, which cost is a function of both
distance énd capacity in bits per second; the service
period, day, night or 24—ﬁour, is.also takén ipto account. =
The city—to~city rates are shown by matrices of line
capacity ranging from O bﬁs to SO;Odo.bps;? )

— the local arrangement (multidrop, lower speed_dgriving

N\ .
service, dial-up access for on-net locations; dial-up

for off-net location).

Since the local arrangement is more complex, it is useful

to distinguish the alternatives. From here on, we shall be dealiﬁg

with a point-to-point Dataroute line (say, Toronto to Montreal) with

on-net (e.g. within DSA) users. The simplést design would occur if.

there were one terminal in Toronto linked to a Montreal computer,

With two or more terminals, each either has:

(1)

the dial-up access through the analogue network (terminals
operating at speeds lower than 1200 bps). Rates are given

by a Dataroute Access Arrangement table per terminal:




(11)

(dt®)
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speed : ‘monthly rate
110 ~ 300 - $ 40.00
301 > 600 50.00
601 ~ 1200 75.00

In this case, the Dataroute line will not exceed the 1,200 bps.vv

the straight private line digital access (also called multi-~

drop), in which each terminal has, one at a tiﬁe, the full

capacity Dataroute service on-line. Rates are given by another

Dataroute Access Arrangement table per terminal:

speed monthly rate
110 -+ 300 " $ 40.00
301 -~ 600 o 50.00
601 ~ 1200 . 75.00
2400 125.00
4800 : 225.00
ete. ‘

the multiplexing of low speed local (ﬁrivate or Switchgd) lineé
into a high-speed Dataroute line. With priVate line access,
each terminal has permanent access to a low-speed Dataroute
channel. With switched iines, terminals have dial—uﬁ access

to low-speed Dataroute channels, through the analogue”hetwork.
Rates are given’by lowexr~speed dgriving charges according tp :
the table below:

monthly rate

first four terminalé o . $115.00 ea.
next twelve - C 30.00 ea.
next ten T 25.00 ea.

over twenty-six : 20.00 ea.

and are additional to the Dataroute Access Arrangements shown

above, for the high-speed lines.
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In total, if both line costs and local arrangement costs

are summed, the communication system cost curves.appear as under:

: Total

Commumications

‘System~c%860;
20004

10004

L v

System .
cost per line

.50

30 40:°° 50 60 70

80" 90 Number of channels

30 40 50

60 70

- - . L
80 90 . Number of channels
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Moreover, calculations shown in the appendix deﬁonsfrate
that for a sufficient number of terminals in each DSA, the éost per
channel is relatively insensitive to both distanceAand‘channel éapacity.
Thus, distance truly drops from the communications cost eqﬁation.

Beside this, if an adequate number of users share the communi-
cation facility, the commuﬁicationg cost.itself becomes negligible.
For instance, a community of 10 users will pay $200 for each channel,
whereas an organization of a hundred users will be charged $60 per
channel. This conclusion holds true mainly in reasoﬁ of the specificity
of the offering: Dataroute as a private line means its cost ié a fixed
cost which has to be spread over as mény-users.as possible} _A bulk‘i-
leasing of Dataroute lines is thus the more ecoﬁomical the largef the’

organization.
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3.1.3 Synthesis

3.1.3.1 One-~time vs. recurring cost
3.1.3.2 Mainteﬁange vs. development
3.1.3.3 Salaries vs. hardware

'3.1.3.4 Internal system cost vs. user—to-system cost
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'

3.1.3 Synthesis: alternative categories of costs

So far, a certain number of data-bank components have been
reviewed: mnotably computer system and the communication sysﬁem, in
order to arrive at a cost model. Model building is but oﬁe step in
an integrated methodological process aimed at designing an optimal

system. In the small, model building should aim at ‘a representation

which identifies the decision variables. In one word, a cost model

should include the relevant costs ‘of a class of decisions.
The specification of a class of decisions limits the scope

of the model. For instance, a model which helps to decide between

alternative policies concerning the retention of series, necessarily

entails considering the cost associated with aAparticular.series:
what is the cost of keeping this series in fhg data—baseé ‘What is
the cost of mot keeping it? A model which is vaiid for all types of
decisions is infeasible. The alternative is to present a range of
"models", each displaying a facet of the complex feality.

Viewing a model_as a way to describe situations, a model
should provide two main pieces of information: the magnitude of
the total costs and the breakdown of this figure into its componenté;
It is necessary to emphasize the importnace of the breakdown: the
characteristic of a technology like that of computers is its pace of .

change. Each'year sees a number of technical breakthroughs, and the

relative costs of inputs change dramatically.l The technical desigﬁ

Such an example is the relative share of hardware and software in

the total cost of an installation.
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of a system can alﬁays be translated into costs at a point in time,“ 
but perhaps more important is how this cost will behéve over a_period
of time.

Three models directed to this problem are presented first,
to give some perspective to the costing probiem. A fourth model,

drawn from a paper by D.N. Streeter, exposes some useful concepts.
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3.1.3.1 One-time vs. recurring cost

This breakdown points to the balance between fhe initial
investment and the annual cost. The big effort can Ee made at the .
start oh spread over the planning horizon. This decision deﬁends
technically on the modulafity of the system (e.g. how small.the
increments in capacity can be), bﬁt also on the user deméndé aﬁd .
on the funding method. The total cost over the planning hérizon

t=0to t=n is:

n Ct
TC =T+ I ————-E
t=0 (I+r)

where the Ct are the annual cash outlays and r the cost of funds.

The higher is 1, all other things being equal, the more the

designer would want to spread the costs and reduce the initial out—
‘lay. Consequently, some impiementation decisions can be viewed in
this framework:

(1) On-line vs. batch processing: On-line involves terminal and
communication costs, additional control hardware; on—line~buik
storagé, large terminal and job suﬁervisory proérams; Although,
through the ﬁanufacturers' pricing policy, some or all of tﬂese

.additional costs can be spread ovef a period ofAtime, there still

remains a heavy set-up cost.
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Time-shared vs. dedicated system: In a time—shared system,
someone else takes the risk of a high set-up cost, while
the user spreads his cost. Furthermore, by the very nature

of time-sharing, users' costs more closely match users' needs

‘because the system tailors its resources to the'particular job, .

besides all the data processing technical support and back-up

’

capabilities of which the users can take advantage.

Lease vs. buy: The relevance of the formula

) n Ct
TC =1+ F ——0
t=0 (1+r)

is here obvious, since the evaluation of thé appfopriate policy
will be directly made through the application of discoﬁnted
cash flows techniques.

Integréted vs. individual applications: »

The set-up and comversion costs of integrated applications are huge.

Most computer system managements prefer to.build up the facility
gradually, application by application. As.can be éeen, the
funding subsystem is critical: more thaﬂ the usérs' deman&s,

the amﬁunt and timing of the subsidies will ultimately determine

the time path of development for the data-bank.
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3.1.3.2 Maintenance vs. Development

v
'

This view stresses the bottleneck in development,"e.g{ the bulk

of the resources are devoted to the maintenance of the programs and

.the data-base. The cost of operating and maintaining existing éppli—

cations limits the part of the annual budget availablé‘fbr new
application areas. Often, this breakdown is a consequéhce of the
initial set—-up vs. recurring cost decision. What is devélopment
actually? In the case of the FRI, it would certainly be approériate

to include marketing costs to the extent that they are aimed at

finding new customers , developing new usages.l Customer support

cost then itself breaks down into operating support (e.g."completing

. the written documentation) and user education, which truly is

development.

Perhaps a more useful cost distributipn'is that proposed by
Richard Bowerfz'between development, capacity and opefations. For
him, devéloPment goes in three directions: system devélqpment,_new‘

customers, new usages. Capacity is the fixed cost (in equipment as

well as in personnel) that must be incurred to service when requested

(this means a significant,reservé capacity must be maintaiﬁéd);
capacity costs can be assimilated to the period costs. Operations
are the direct costs of servicing users3 (they also.inélﬁde; as'our
maintenance does, the operating suppoft). The correspondenée‘between

our distribution and Bower's is to be viewed as:

lDeveloping new usage is. the deepeninngf the usage of existing data
énd programs by:promotion.and. user "education? g

2"The Computer'services industfy" in The Bell Journal of Economics.
September 1973.

3

Or variable operating costs.



- 225 -

Bower's Development " Capacity Operations

ours Development " Maintenance

s~5 Another allocatioﬁ is quoted by Bower in his -article,

referring to a Diebold Survey (1971), between new sysﬁems develbpment,: A'

ongoing applications and conVersion.l The ﬁiebold éstimates give: -
New Systems Development: 30.47% of EDP resources

' Ongoing Applications: 59%

Conversion:. . 10.6%

which Bower redistributes according to his scheme:

Development: - 25.4%
Capacity: - 49.7%
Operations: . 24.9%

Bower quotes:another study by Adapso .(1971) and his own survey of

. . 2
computer services with these results:

Adapso ‘ Bower
| Development - 22% .:' 12%
Capacity - ' 482 58%
Operations 30% 307 j

I't seems that this last distribution best applies to industrial and '
manufacturing firms, which the study did in fact survey.
ZIn the Diebold and Adapso Surveys, percentages are Bower's own. - In
Bower's survey, percentages are ours (average of Bower's results).
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. : Variations can be explained by different interpretations and alloca-

tion of systems programming staff costs between development and-

. capacity.
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3.1.3.3 Salafies vs. Hardware

The Diebold, Adapso and Bower éurveys give data about cost

distribution between inputs:
- 4 FRI .. FRI + |
Adapso  Diebold Bower alone. Comp. Centre

Hardware 307 35.4% 0% 30%Z.  65%"
- . - Systems personnel 25.4 - 50%. ol R
salaries Operating personnel 42 _ (app?éx)Bséi | 17%

Supplies 4 6.8 S

| o207 . L1%

. External services 2 3.8 20% ' ' B

Other 22 0 L A T

100z 100% 100%  100% 100%.

Overall, close to 60% of the cost is tied to staff and

personnel and only 307 to computer hardware. If hardware costs were -

.

to drop to zero, there would not be a pr0portional incentive to

develop things at a faster pace.

Some figures are distorted due to the necessary redistribution:

1This high percentage is the result of taking the overall user computer
bill as hardware cost. But the computer bill is the user-allocated s
computing centre costs which would include 50% staff costs. A cor-
rection would then be to take out 35% of hardware costs and put it

in salaries. ‘ '

2 ‘ : . . g .
The low salary percentage is balanced by a high external services
percentage, due to the data acquisition costs. Entry of data on

machine-readable media is made by the outside suppliers.
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For an automated system, personnel cost, either systems
and programming stéff or data preparation staff, breaks down this
way:

1. plamning

2. actual design

3. coding

4. teéting—debugging

5. file conversion

6. actual data preparation and dorrection

7. program maintenance
vhile equipment.costs are:

1. computer:costs:

(a) compile time
(b) test-debug time
(¢) run time
(d) maintenance
2. additional:
(a) terminal -
(b) storage
(¢) communications

3. material costs, if .any.

More automation means more hardware cost and less manﬁower
cost. But'again, what falls into these two categories? Consider, for
example, acquiring tapes in which some manpower has been inputted; if
it is not éonsidered aé only manpower. When tﬁe system design

decision has to be made, relative costs of hardware and manpower

have to be asséssed; together.with their predictable evolutioﬁ,_since

of a given design.

,relétivé price changes may drastically modify the ecpnomic desirability =
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3.1.3.4 Internmal System Cost vs. User-to-System Cost

N 1 . ‘ '
In a recent article,” D.N. Streeter proposes a model for

evaluating the optimum dispersion of computer facilities. We shall

retain from his model a distinction between the internal system

cost and the user-to-system cost:

i

(i) the internal system cost essentially is -computing and storage’
costs plus intra-system communication costs (e.g. the costs of

: 3 R

transferring data between the satellites of the system:

updates or requests for specialized services).

(ii) the user—to-system cost is the communication network cost apply- o

ing to the local loops from users to the next data-bank.

All other things being equal, increasing the number of

satellites also increases the intra-system costs; the total cost, .

however, may or may not increase due to savings in the user-to-system

cost: .  Total cost )
o Intra-system cost

‘Total cost

User—toésystem cost

e o
: Number of satellites

lIBM Systems Journal, Vol. 12, No. 3, 1973: YCentralization or
dispersion of computing facilities." - :
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The trade-off eventﬁally leads to an optimum of total édét..

The distribution of costs is an essential consideration
in view of dispersion problems, for which the only relevant éosts
are storage énd communicationsj computing costs (éervicing the
queries) can be assumed to be fairly constantiacross éifferent
computing systems, and thus it makes ﬁo differéncgnwhich daté bank

the user accesses., Administrative costs may be subject to economies

of scale but we cannot be far from reality by assuming them proportional

to .the number of users serviced; they are then indepéﬁdent‘of theA
design decision, and the only relevant costs reméiﬁ storége and
communications.

It is iﬁportant to remember this conclusion as it will be

.a key assumption in the dispersion model of Chapter 2, Part iII.
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- C 3.2 The information storage and Retrieval viewpoint

3.2.1 Costing problems
3.2.1.1 The output measure

3.2.1.2 Accounting difficulties

3.2.2 Useful cost categories
3.2.2.1 'The cost of a series

3.2.2.2 An activity analysis.model
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3.2 Costs of a databank : An Informétion Storage and Retrieval

Point of View

There is a stiiking anélogy between databank’
operations and library management : théy both accumﬁlafe matérial 6ver :
time ; the information inventorf is in never-ending growth ; fhe-inventory
does not depreciate, indeed it appreciates. There is an even gréater
analogy between the FRI operations and a Iibrary of serials :.theyvboth\ :_
. go through the process of acquiring material on‘a'subscription'basis,
storing and retrieving it by its issuing dafe. Many a problem in the:
management of a library of serials finds.its couﬁterpart in the coﬁtext

of the FRI, where the commitment of subscribing is but one aspect : the

“retention period for a journal is eqﬁiﬁalent'to>the probiem of fixing
fhé lenght of the series ;the numﬁer bf'journals decisioﬁ is similar to
determining the number of serieé ;the decisioﬂ of whether to own a journél :
~ or to borrow itl is made-oﬂ‘the same grounaélas a decentraiization—
centralization problem for the files : does thé volume of request justify
the cost of keeping the journal (or the file) versus the cost of borrowing
(br transmitting) from the centra1~library'(or the central fiie'location).

| Because of this fruitful parallel, the fitrst

section of this chapter will discuss the recurring problems of

1From another library, when a request is made.
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accounting for information systems ;the second section will expose two
planning and decision models which hopefully'are in accordance with

the concepts reviewed.
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3.2.1 Costing problems : output definition, shared inputs,

cost allocation, accounting procedures

3.2.1.1 The output measure

Cost mo&els have been established for industrial organizations
where value is added to a flow of input material until the final 1nput. .ﬁ;
lerarles and databanks depart so much fron this ba51c modellthat 1t is
necessary to contrive new concepts, 1f not in economlcs, at least for |

accounting purposes.

One possible approach would consist in con31der1ng an input
flow of information, basically dlssemlnated unstructured non- standardlzed

thus devoid of informational content, and with almost no value to the data

in terms of accuracy, timeliness, completeness and structure. In short

the system reduces the entropy of information. Some terms need'comments.:
what is the value of information; to begin with. Theoretically, in the

N - : :
Bayesian probabilistic framework, the value of information is the
incremental effect it has on achieving some.desired benefit, and the -
analysis requ1res the prior probablllty distribution of each possible -
outcome, the accuracy of new 1nformat10n, the posterlor probablllty
d1str1but10n and a payoff function of benefits assOC1ated with each

2
outcome .

As do hospitals, educatlonal organlzatlons and public organlzatlons
in general, by the way. Note that cost-benefit, cost effectiveness analysls‘

methods have been devised to deal with the evaluation of these systems.

2An excellent rapid presentation is given in James C. Emery "Fundamentals

of computer-based Meuagement Information Systems' (Addison-Wesley 1973).
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Clearly, this is not a viable solution to the problem of determining

'the value of information. .

It ‘is often easier to difectiy measure beﬁefifs by referiing"
“to an objectiﬁe monétary Valuel of informatiOn.ABenéfité.from énv
information system occur through a reduction in operating costs or an
increase in revenues of activities uéing the information system. Obvious.
examples are lower inventory carrying costs resﬁlting,ffomAan iﬁyentory.'
control system, reduction of cash balances not bearing ihterest frpm'

faster updating of bank accounts, suppression of routine paper work in

an investment firm (e.g. ratio analysis of income sfatements'and balance

sheets) .

when alternatives are stated (e.g. the current method of operation vs.

the proposed system) and cases are simple, it does not help in finding

the optimum, and thus estimating the improvements due tQ-the change.

Other benefits can be found in improved services, and in
better decision-making . However, estimates here become'increasiﬁgly

difficult to make. How, for instance, can one evaluate the capital

~ gains made by investors through a more practical investment.service

(e.g. the FRI) ?

| ~ We can thus say ﬁhat"an information sysfem‘enhdncés the.vaiue i
of information. But how ? What are the_characteristiCS‘of the infor- |
mation system which improve the "quality" of the information ? We |
méntibnéd_tﬁem in passing : accufacy, timeliness;'poﬁplétenéss,_

structure, ease of accessing. The problem is to find the mix of

lChapter 3, "Theoretical Analysis of Infbrmation.Systems";Borje Langefors

(Barnes and Nobel, 1970).

\

Although benefits of this sort can be assessed faiily“agguxgtglxﬁj
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characteristics which will provide the best benefit/cost measure. Some’

relative measures of these "qualities" of information can be imagined,

~and a system be entirely defined. Accordingly, we can draw a schedule

of value versus "quality" of information .

Quality
B

Usually the curve will show diminishing marginal valueiof'quality.““=”*T

Let us now look at the other side of the equatioh - costs.

Each system defined by its qualities has a cost. There exists a finite

1 .
. 1 : . . .
number of possible systems . However, a rational decision-maker would

choose a system with higher qualities'amqng all those of the same costs

and the cheapest éystem among all of the same quality. If we concentrate.

upon only one quality, the set of efficient systems is thus given by

the graph below .

Cost A R

Quality

1This is cost/effectiveness analysis;it is inspired from a succint. exposition

’ by W. Sharpe in "Economics of the Computers" (Columbia Univ. Press, 1969). .
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e

The analyéislcannot stop at this point. We have the set of_i-
dominant systems, but which one should be seleéted? This choice is
achieved by indifierence curves connecting quality-cost combinations
which are equally desirablé. Thus a choice can be made without direct -
reference to the value of information. However, thié ié pgrticularly
difficult to implement, mainly,by~reason of the indifference curve
determination. |

Including the value of information in the framework allows
for greater tractability. Indeed, if we graph béth~the cost and-valué”i ;
curves, it is fairly easy to see how thé choice can be ﬁade:.jby.:- |
maximizing the net value (= difference between value and cost), or

equivalently by equating marginal value with marginal cost.

Value
Cost

Value

. Cost

“ﬁaﬁfﬁﬁﬂzgﬂywﬁ : ' : ;>_Quaiity

The value of information is thus the index of desirability
attributed to the quality of the system. We explored some of fhéiways
it can be computed, but we did not indicate one of the pitfalls. Thére
is some indeterminacy concerning the level at which the value shduld

be computedl: the value of an information system'cén (theqretically»

1 . . . . . . I
An interesting discussion of these aspects appears in "Library objectives
and performance measures and their use in decision-making,” in Swanson &

Bookstein: O,.R. Implications for Libraries (Chicago University Press).
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at least) be attributed to the attainment pf,community or societal objectives.
This is the ultimate and definitive level at which it should be judged.
But it is clearly impracticable. A more modest level Woﬁld be the

impact of the.system on its potentiai users: on their sopﬁisficatipn; abilify,

creativity. These benefits also are exceedingly difficult to estimate.

A more reasonable approach to value is through quality measures (accuracy,

| . timeliﬁess, . . .) as we saw before. Howéver,.thé multiplicity of measures{
andzwithin each measﬁre; the variety Qf yardsticks,-makés-i; difficult f

to associate a unique measure vector-ﬁith a.partiéﬁiar”systemf Tﬁe~

simplest performance measure is the output measure;>and ﬁhe:nét value.€i?

maximizing graph becomes:

&

Cost

Value

~-C°$t. Value

E;~Outpﬁt measﬁre{f
The cost curve thenc can be interpfeted as the aégrégate |

price of input quantities in relation to the level of oufput. For

insténce, iﬂpﬁt efforts in a library can'be 1isted;.Seleétion;

acquisition,.cataloguing, abstractiﬁg, shelving. Allnkhesé.inputs

are in terms of staff time and dolla;s, ana fhey resuitfin < an outpﬁtA

level, wﬁich might be the circulation volume“or the ﬁumbér of aéceSSes“f

‘ . per dollar input or the exposure count times the exposure time.
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‘The main decision variable in a cost model is the output
level. However, anvinformation system cannot, as a busiﬁess enter—
prise can, categorize its output with precision or certainty: it
cannot prgdict the use that will be made of its materiai. And of
course; because of the variety of candidate measures, it:cannot
easily assess the product and sérvice levels or éven fhe use iﬁtensity;_
For the FRI; will it be the number of users,_theitime spent on the .
terminal, the number of queries, the number of‘program runs?

The definition of an output measure is not siﬁply of aéademic-intefest:.
the pricing of services has to be made on a convenient énd ijgctive:
ground.

In order to define the output measure, there is no™ need

to spell out the physical output: onlyAthe.pperafionél notion is
useful, e.,g. the measure. We mentioned earlier the difficulty of
finding the appropriate scope for. the measure (societal objectiﬁes,
knowledge, and exposure to information). Another difficulty lies iﬁ‘
the‘inherent limitation!of the measure ifself. There ére twé aépegté'
in a data—bénk operation: a passive reactivebaépecttof saﬁisfying-
fhé rgquests (measpres of this service are, for-iﬁstance, the pro-
portion of user demands satisfied, or tﬁe response tiﬁe to aﬁ.average-
demand), and an active aspect, which involveé creating the demand(

and multiplying.the use (measures which infrinsically include this
aspect are expoSuré counts, the exposure time; or a COmbined measure,>'

item consulted times the duration of comsultation). It is important .

briefly to review these measures because they all miss some critical
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dimension of usage. The exposure count (= the number of program

runs in the FRI case) does not discriminate between the different

exposure types: A enquiry - (simple display of data) or manipulation

(data analysis and synthesis).  Adding all eﬁPOSures fhus‘leads to
assembly of dissimilar things; notably, the cost of proﬁiding

these services might be very variable. Focussing more on the time
dimension, the e%poéure duration time (= the session or cohnéct time
at the FRI) provides a better measure of overall outputl but still
does not distinguish between. enquiry.‘. and manipulationvtime.

The item consulted times the .enquiry - time2 is a measuré which.

integrates the usage over items as well as over depth of access.

However, this measure is more difficult to get and requires implemen-—

ting a special measurement procedure.

3.2.1.2 Accounting Difficulties

One would- think that there is nb particular reason why con—
ventional accouﬁting procedures'should not be applicabie to information
services. It seems, howéver, that their implementation raises more
problems thanAit solves. The main purpose of accounting is to match
revenues with costs; and output with costs. Here, one must distinguish

between costs and expenditures. Conventional accounting statements

1 . . ~ . S
In fact, some time-sharing systems charge users according to their
connect time only. ‘ '

A measure similar to passenger-mile, in the case of transport.
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show the expenditﬁres, not the costs.' Costs, Ey fheir economic defini~
tion, are those inputs associated With.the“present.oqtbutj in con-- |
trast, eipenditures made in a given period are not necéssarily
designed to produce usage or e%posure in that pefiqd. Present
eiposure is a result.of.past egpenditures,_and ﬁresent ekpenditures'..
are often designedAto produce future eiposure (the acquisition.andf

1

update "costs'" are in fact expenditures, inputs that will be used and
useful for many periods).

At this point, a parenthesis should be added. Costing a

product or a service usually means finding its average cost. For

what purposes? Budgeting (requests for funds), allocation of resources

and planning, control and pricing. This is in contradiction to ‘the -

discussion in Section 3.1.1.2 where it was found that only the marginai,k

or more generally avoidable, cost should serve as a basis for decision~.

making in general, and pricing in particular. This conclusion must
be justified, however: the pricing policy essentidlly depends on the
goal the information centre wants to achieve. Profit maximization,

for instance, will entail a pric¢ing scheme which has nothing to do :

with fixed costs; yet, a self-imposed constraint of budget equilibrium .:

(short-run costs equal short-run revenues) is the only case where

fixed cost is relevant for pricing. The latter is the case for a .

number of organizations, and certainly for information centres in
practice. The implication is that some consideration should be
given to short-run average cost (or unit cost) which economic theory

hardly mentions.
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The unit cost computation (total -+ output) has to bfidge.J
thé gap between expenditures and costs. This is acc@mplished.by the.
ﬁeasuréments of costs on an accrual basis, With'depreciation and oﬁhef
adjustments for pfepayments-as méin devices. Ihe.rgtionale for depfe—.
clation is the loss in value of an>asse£ investmeﬁt; the user is: then |
charged for this loss. in value, which canlocéur iﬁ either of two wajs:.
the investﬁent loses value by the simple paséége_of timé (somé_physical A
deterioration will occur without use; and loss of value'és a ?esult éf

technological change), and the deﬁreciation applies to one period of

~ time; or the investment loses value by usage, and‘the depreciation
applies to each use. Most of the timé,ithesé two causes of loss>of ;   .
value are mixed, each unit of output bearing a éhare of-the depreeia*; ~+44;‘
~tion of the asset during the period (a‘yeaf). Is this rationale still  ’ }W
valid for a document collection? Not quite, since the holdings of
libraries or informétion centres may not depreéiate, but oﬁ~the cone:
tfary,.appreciéte. Then we cannot justify the pracfice bf depreéiatingn

a document collection in the usual.manner."And the rule for‘depreéiéting,
e.g. allocating a portion of the asset value to.each period, does not';

make sens, since one cannot measure the useful "ife" of the collection
(unlike machinery, or buildings, it does not wear out). Allocation

of asset investment expenditures to periods is thﬁs; at best, an

arbitrary procedure for informati§n~related production;‘ anQéntioﬁai

cost accounting principles, when applied to infogmatiOn services,.

raise more problems than they solve. - The conventional ﬁnit-COSt com~

putation is straightforward: the direct material costs, through some
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inveﬁtory valuation rule (LIFO, FIFO, weighted average cost), are
added to the direct labour costs; a portion of indirect, overheéd
costs-is allocated to the hﬁits produced during the pepiod; and these.
total infut costs are divided by thé_number of.units producéd.

For information services, the first pf the problems‘bécomes.::

apparent. Since the production process is not clearly defined, the

number of units "produced" is a fuzzy notion. In order to get a better - -

idea of where the difficulties lies, two fundémental modes of ‘opera-
tion of ‘an ipformatién service centfe tan be identiffed.
(1) A proactive mo&e of operation: this mode is typicalef subscrip—“.

tion services: current awareness service, recurring bibliographies.
Its main feature is that oncé'a user hés subscribed, tﬁe_oufbﬁt
of the information service can only be assessed thfough a>qu;l£;;fww
measure and that, within a range of Quaiity, the éentre is relatively
free to operate. The main determinant of the activity is the
incoming flow of data, which greatly affect the volume of infof—
mation processed. The effectiveness with which the  centre
covers the field and filﬁers the data is what is-meant‘by quality.
But what concerns us is that tﬁe amount of environmentalvdata'
triggers the level of operations. Since one can exbecf éome
regularity in this amount of data, tﬁe iﬁformation éentre kndws
the level of opergtion it will reach in.thé next pe?iod. .Mbsﬁ
of its budget goes into fixed costs for cgpacity. Since, as

already mentioned, production units in the short run are a fuzzy
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concept, and large amounts of costs are joint, shared costs, thg N
costing of services is difficult. In the long run, its success
depends on thé number of cuStomers and on quality. This éitua—
tion can be likened to that of a newspaper which has qnly'sub—
scribers, or an academic journal. |
(ii) A passive mode.of opefation: this mode is typical.of the.respén--
sive information service, which is set in motion by requests-
only. Although the content of the next feqﬁest ié highly unpre~ "
dictable (inventory-like information storage is useless), this
mode of operation allows for a . better, faster quality_adjﬁsfment.
of output ‘to the request, through frequent feedback paésés.l
Since most costs are direct costs, cost aliocation is ﬁade easier.
At one end of the spectrum, then, we have the pure 1niti;;i;é
servicé, whereas at the other extreme, there is the pure "search on
request'" type of information service. Most ipformation storage énd
retrieval systems are midway between the two because of their>prodgct
mix (some "on special requests', some "freeiy availabie") and_fhey
have to focus on.tWo different things:
a) aealAWith as many enviromnmental déta as‘possible,
e.g. comply with the requirement.of completenesé;

b) service effectively as many requests as possible.2

lSee Kochen and Deutsch, '"Decentralization by function and space,"
Management Science, Vol. 19, no. 8, April 1973, pp. 841-856.

2The balance between these two-objectives is thoroughly examined in

R.R., Wiederkehr, "A net benefit model for evaluating elementary docu- = =

ment retrieval systems," in "Evaluation of document retrieval systems:

Literature, perspectives, measurements, technlcal papers," ﬁE§La@
Research Inc. (1968).
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This has important implicatioﬁs for cost models: all the:
mixed initiative -~ responsive modes of operation require a diétinction
3 ’ :
to be made between acquisition and input prpceésing of the;data'ggg
the usage, whereas the two e%trame pure.modeé éf-operétibn do mnot
requife it, since their operatiné costs are“either uniquély related

"to the incoming flow of data (initiative mode) or to the demand flow

(responsive mode) .

Fig. 1 . The initiative mode’

Data Information

Fig. 2 . The mixed mode

" Request for-
Information

Fig. 3 . The request mode

\\\
Special
Request
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A second and related topic of accounting for information
services is the question whether the acquisition and input (update

and indexing) expenditures are to be capitalized or expensed,

i.e. are these expenditures an:investment or an operating cost?

This issuel has not been resolved yet, although the capitalization
approach is more consistent with the issﬁes raisediiﬁ.thé.precediﬁg
paragraph}v

The dilemma of unit cost computation is clear. Insofar.aé'”
libraries, infdrmation centres and data-banks are concérned,‘a rela—
tively large capital outlay must be made to collect, storé; and
document information regardless.of its use, but‘docuﬁents and infor-
mation cannot be submitted to the same depreciation rulés és machinery™ NS

and equipment. In other words, there is no fair way of charging the

end product with a portion of th%)capital outlay, and no way of

computing a unit cost which would allow the recovery of all costs.

It is thus tempting to calculate acquisition and input costs indepen-
2 . L

dently of costs related to usage: - then, for instance, the cost per

exposure (= per access) would simply be the total usage costs divided

by the number of accesses. To make up for the depreciation of the

Cf. King and Bryant: '"The evaluation of information services and
products," ibid., and Swanson and Bookstein: "O.R.: implications
for libraries," ibid. ‘ '

2Although this might be contrary to real life experiehce; where initial

acquisition and input costs weigh heavily on subsequent usage cost
(more effort from FRI to improve file accessibility would result in
faster access).
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‘capital outlay, a cost-plus pricing method could be applied or alter-

natively a two-part tariff: a subscription charge could be levied
regardless of usage (this is the case at the FRI: subscription fee

plus charge for every acéess).
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. - . 3.2.2 §ome Useful.Cost-Cate'gb);‘ies

Two categorizations of cost are investigated'iﬁ this section,

and are shown to lead to decision models.

3.2.2.1 The Cost of a Series or'a-Prograﬁ>

- ' The cOst.associatgd with_keeping a series or'a.program is

a useful decision concept. If we ektrapolate the scéle of the;FRI
operations in both the volume of stored data and the volume of ﬁsage,
then a number of situations may occur where one has to aék what is

the cost of keeping a series for, say;.lo_years. If‘fhe number of
series increases up to unacceptable levels,.then some series obviously"

will ﬁave.to be deleted: the add-delete decision Wiil require some

cerning the reteﬁtion period will ﬁave té be made.
One can think of the cost of keeﬁing a seriés-fdr a period
of t years.as being forméd of : | ‘
(i) the initial cost: thé cost of modifying the index, of maRing
the subscription arrangement, etc.

(ii) the annual recurring cost: the acquisitiop‘and input_cpst, at+it
which applies'only‘tp new items, and which depends néither on
the number of years the series has been stored.nor on usage;
the storage cost, S, > which applies to the whole series, and
which depends on the number of years of storége-(thfough the

_series length); eventually the usage cost, u s which concerns

the whole series and depends on demand.

N ground rules. Similarly, after 20 years of data, some decisions-.con— -
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These two components make up Ct’ the annual cost:

Ct = dao + (at + lt) + (st + ut)

The total cost of keeping the series in file for n years is:

cln) = Ct

=0

H~mB

If, as can be expected, the acquisition and input costs
are reasonably constant every year, and the storage cost is proportional
to the series length (which increases in proportion with time), e.g.,
S, = ns
t

then some terms are removed from the summation:

n
C(n) =a + Cat + 1t)n + (ns)n + L u,
. t=0
2 n
= Co + Cln + Czn + X ou
=0

This equation is.startling at first, because ‘it is hard.to viéﬁaiize
the cost associated with so small a unit of operation.' In fact, if
we remain consistent in our definition pf~a'series, namely a>time
sequence-of numerié data, a time series, then the series may.br may
not bé small, TFor instance, the whole FRI stockmarket file is orgén—
ized day by day, in one series; in contrast, the FRI price history
file, organized company by company, constitutes many series.1_However,
it must be recognized thét the concept of a series is not a fery

useful or realistic one, since a decision will never bear on a single °

‘ ‘ series, but more likely on a package of series, like the Vancouver
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stock exchange file. Accordingly, an alternative is to take one file
~as the unit, and compute the cost assoclated with a whole homogeneoﬁs

file. One more reason to take'bne.file as the unit:is.that ﬁsége

cost is not easily assigned to a particular sériés, Whereas it.ié‘.

simpler to allocate.usage cost to an aggregate of sefies, éll of

which are accessed through the same set of pfogfams: Thg usage

cost for a file is then the suﬁ of tﬁe}computer-costs-of running the

file access programs. |

This cost model can easily accommodate a wide range of deéijl--
sion prbBlems coﬁcerning the file. The reténtion periodg.for instancé,‘ ‘
is the maximum length of the file kept available on direct access

storage: it can be 5 years, 10 years. The problem can be formalized

graphically:
Benefits |
Costs
B(n)
C(n)

.
=

Retention period
X years ‘
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If some pattern of information obsoléscence can be postulai;ed,1
’.-: then a curve showing the cumulative value (or benEEits) of information:_
| against time (or, equivalently, value of information against reten&ion
‘ - _ period) will be monotomiéallf Increasing at a'decreasiﬁé rate. The
‘maximization of net value will yeild an optimal re;ention period.
Another set of decision concerns the subscfiﬁtibn-to a ﬁew' '
informétion service or the discontinuance of the subscription; Some
measure of.the'Eost of not subscribing (cost to the.usér Qr‘outlay'-
cost for the data;bank'which has manually to finé the.déta)‘mqst
be set, and this cost is weighed against the cost of subscribing and
keeping_the file for a certain horizon period, at &ifferept levels bfA'

demand :

N .‘&

D v Cost

Cost of nét having
the file

—
e

Cost of keeping 
the file

i
!
}
!
ot
I
1
1

X,
=

Break-even : * Demand per period
demand

For instance, the value of current awareness Information sharply. dim-
ishes after one year; the value of the daily stock exchange information
becomes negligible after one month.

T 'zThis illustration is drawn from F.F. Leimkuhler and M.D. Cooper:
) _ "Analytical models for library Planning," Journal of the A.S.L.S., -
.November—-December 1971. ’ :
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The choice between storage media, method and frequency of.
updating, can be facilitated by tﬁis type of cost model, which focusses.
on a manageable decision unit, the file. it is not, HoweVér, a
'élobal cost model of a datarbank. In the following section, an over—-.-.z
all model is proposed, which tries to integrate all the aspects of 

a data-~hank operation.
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3.2.2.2 An Activity Analysis Model

In Section 2.2.1, a categorization of»operating costs was
proposed in which costs were associated with four activitieé:”
(i) acquisition
(ii) input
(iii) storage
(iv) output or usage
This bréakdOWn was applied to a particular measuréble uniﬁ;
In this section, this generic cost distributioﬁ is extended to.the.’
whole information service. It focuses on the physiqal proéesseé of

information transformation, and takes each step of the processing as

a cost centre. It is a mix of cost accounting principles and linear
. |
algebra. ' . - B o - N
A data-bank essentially transforms raw data in Qarious forms -
and catégories into user-oriented information: whét is needed, there~
for, is a study of the transformational process.
For our pufposes, the incoming flow of data~is charaétefiéed
by:
(i) The categoriés of data: fér some kinds of informétion services
the relevant categorization is the source, for others, it is.the..
pﬂysical.form (journals, reviews, books, microfilms) or thé
-disciplinemsubject (engineering, medicine, economics). _fﬁe
categorization may not limit itself to one of these dimensions
and may present itself under the form of a 2- or 3fdimensional 

matrix, This attempt to categorize the incoming_flowiof data
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/ A

is similar to the accountant's effort to distinguish between

the different input materials entering the manufactﬁrihg of a _:
product. The number of categories is n.. |
(ii) Their rate of flow{ eacﬁ of the ahove categories of daﬁa is '
also distinguished by its rate, e.g. its volumevﬁer.périod.of
time. For instance, economic data are availéble with certain.
o | : frequencies (stock transaction every ﬁinute O SO0, stock glqsing_
price every day, economic indicators every month, E;naﬁcial

reports every year, etc.) which greatly affect theif volume.

The incoming flow of data can be represented in RM by [xl, xz; ..._XN];

The analysis of the transformational processes is_facilitated

by the above characterizations, because each process can be viewed as

the transformation of a vector in a category space into a vector‘in
another cafegory space. For instance, n different categorieé of.faw
data (classified according to their source) are turned byifhe.FRI into
m categories of data (classified ac;ording to tﬁeir.purpose)..
The categorization éf theAresultinggdata‘fiowéiié a useful
‘representation of what happehs technically or organizaéionally.iﬁ.tﬂe
» transformétional process. For instance, if fhe resulting data fléws :.
were categorized according to the type of machine~readab1e form
(microfilms, tapes, cards), the déta flow rétes wouid give a ratherl.

accurate idea of the Volume of data-processing taking place.
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When dealing with: the raw data flows, there may be many
candidate criteria of classification (we mentioned source, form;

subject), whereas within the system only two classifications at most

seem relevant: by physical support medium, and by subject.

! : . . Thus each process, in successive order, acquisition, input,

storage, takes a vector of its  incoming data flows and transforms it
in another vector. Although this.direétion waé not foilowed, a measufé
of the transformational effort coﬁld be found through the.eigenvalue
theorems~applying to the linear transformation. o

‘The last process, output, takes a slightly'differenﬁ‘féxm,“
howevér; The distinction between initiative and-respénsivé modes of -

operation was moted in the preceding section. Since this model has -

to accommodate the intermediate range of mixed initiati&e—?esponéive
types of infbrmatioh service centres, it must recognize the demandAfor'
data as the determinant of the output activity. Accotdingly, the last
process, output, takes a vector of demand flows and tranéforms itlintd
a vector of demands for stored data. A summary follows:

" Acquisition Process

L or 2 x n-dimensional : .
ED: environmental data flow rate matrix
1 or 2 x m~dimensional ’ o
S0: system-otriented data flow rate matrix

[ED] [TRANSF1] = [SO]

TRANSFLl: transformation matrix
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Input Process

- ' S03 same as before :
[SO] [TRANSF 2]}= [ASS] ° ASS: storage growth rate matrix
: TRANSF2:' transformation matrix

Qutput Process

[D] [TRANSF 3] = [SD] D: demand rate matrix
SD: stored data demand rate matrix
TRANSF 3: transformation matrix

Thus, as a summary, a vector br a matrix (dgpending on:whetﬁér
the categorization of environmental data ié made on one or two'criterié)
of data flow rates is transformed into a vector of system-oriented data
flow rates through the acquisition proéess (represented by‘the.trans%rQ e
férmation ﬁatrix TRANSF 1) . The meaning of this transformatioﬁ is
that ia new categofizétion is applied to the incoming data, together .
with a new distribution of flow rates (due to synthesis or analysis qf
the data).

The vector of system-oriented data flow rates is thén trané;A
forméd into, a vector of increments of the collection [ASS].

As for the output process, -the demands.from»ﬁsérs,‘repfesentédA
by a demand flow rate vector, categorized by service (offered by the

information centre), are translated into rates of search for:stored.

data.
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In the following an attempt will be made to describe the FRL
operations with these concepts. It will he usgfﬁl to tﬁiﬁkvof the
flow of data incoming to the FRI as categorized by sour;e} |

(1) the New*?ork,(NYSE); American (AMEX), Montreal (ﬁSE) and Toronto
- (TSE) Stock Exchanges.
(i1) Statistics Canada (STATCAN)
(i;i) Fiqancial Post (FP)
(iv) the chartered banks (CB)

These flows can be represented by a 7-dimensional vector

(with units in bytes):

(NYSE, AMEX, MSE, TSE, STATCAN, FP, CB)

Through the acquisition process, this vector is tiransformed
into a vector of system-oriented inputs.for which an appropriate -
éategorization (in regard to the final services) is by information
qlasses:

(i) stockmarket data (SPj
(ii) stock frice hisﬁory (TA: for technical analysis)
(iii) montly stock pricés (MP).
(iv) high-low price range (HILO).
) financial data (FF)
(vi) economic data (ECON)
(vii) banks data (BK)
The vector is thus 7-dimensional Cwith‘unit§ in bytes):

(SP, TA, MP, HILO, FF, ECON, BK)
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The input'processing consiste in taking these data and
storing them on the files. S8ince a useful categorization is by
étorage medium;and there is only one storage medium (magnetic disks),.
the resulting vector is 4-dimensional Owith-units in bytes):‘ (s).

A word of warning is necessary:

(1) the units .do not pecessarily have to be the same fhroughout-tha
vtransformations.

(ii) because some activities which are necessary in transfo:ming the
real-world data into machine—readablé form are performediﬁy -
other organizations;’the distinction between acquiéition and
input proceésing may not exactly match the activifies of FRIT
proper. |

One could argue, for instance, that the éperations describéd
under the heading "acquisition" would better fit under inﬁut process,
hecause of the particular computerized work flow existing at the FRI
(that is, the merger of the NYSE, AMEX, TSE and MSE tapes is made
during the input processing). We feel, however, that the breékdown )
which is proposed here is more typical of information éervice centres

which have to convert the environmental data into system-oriented
1

inputs.,

The purpose of this representation is to give some physical
content to the production'procésses involved in the traﬁsformation(of .
data into information, and to divide the whole operation into.meaningful_"

segments of activity, or cost centre. A key factor in doing this is
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'_ : - to he aﬁle clearly to identify thé_ output of a'prci.)du.ction procéss and -
this is precisely what has been attempted here. The fémaindér of
this subsection considers how costs can be related to output.

Having identified the outputs of four processes, it now
remains to relate them to resources or costs involved. Unfortunétely, ,
available cost data do nof map iﬁto the fouf processes,. and the follow-.
ing discussion can be viewed as anyattempt to realize this mapping.

The main tool used will consist in successive allocatioﬁ of physical ;
resources or costs to activities. |

A first allocation will tran31ate.tﬁe'income statement-dafa
into more meaningful terms. This has to bé achievéd by inside investi~.' ”'
gation of the accounting records.- The resulting distributién'may

appear as follows:

CPU I/0 DK COM DOC SUP PROG A I § O .

Xlz salaries '

Xz: computer costs

X3: communications A . . _ B
XA: administration, etc. -

1 ' _ ST
Part of the impetus of it comes from the seminal work of Yuji Tjiri,

in "Management Goals and Accounting for Control," North—Holland Publishing

Co. (1965) and "The foundations of Accounting Measurement,'" Prentice-Hall
(1967) . | o T :

R
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The symbols used will appear throughout the following

discussion and they are expliained here:

.CPUQ
T/0:
DK
COM:
DOC:
SUP:
PROG:

Az

S

O:

central processing unit computer time

Input—-output computer time

disk.stqrage |

communication

documentation (written ﬁaterial)

support (usef service, answefing qﬁestibns; etc. . .")
programming

acquisition

input processing

storége

output ‘processing

Four requirements for this distribution must be followed:

(ij'COSts Xi can be allocated to an activity j without ambiguity.

(ii) since it is practically impossible to list all possiblé activities,

only a few classes of activities are chosen, mainly based upon

the organizational structure and/or the use and conversion of

economic resources.

(iii) two sets of activities are distinguished: one set is the four

main processes defined earlier:. A, T, S and 0; the other

’

set of activities will serve as a medium for allocating the

resource uses into the four processes.
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(iv) each activity level is meaéured‘By'a.unit (minutes of.CPU for
central processing unit, man-hours fo; prqgrammiﬁg, etc. . ).
This measure provides.a meahé-of checking whether tﬁe’resource_;
which is a.priori associated wifh‘an éétiviﬁy in fact hears a.
relationship to the level of this activity.
The resulting matri%_will bé called IA?B],iwhere B stands
for the Submatrii of main processes. If we sum the columns of the
submatrix A we obtain a vector ¢ which represents tﬁe fésoﬁrcesl_ql;

. -2
QZ’ e . Qm used per period of time. The vector qris»thus:

CPU  I/0 DK DOC . SUP - PROG

e 200 | 1000{ 10,000| 300 50 300
units in. 4 '
Min.CPU Hrs. number manhours manhours manhours
of :
tracks -

The real problem starts here: we want to aliocate each of ;
these reséurpe uses to the other activities (recall each‘of these’
resource uses emanates from one acfivityj and to thé main processes.
For instance, CPU will be distributed over the programming activify
and the input and output procesées. The-amountlof arbitrariness in
this allocatién is limited by the fact that there will usually be a
one—to-one relationship between allocatéd reéourcé and'activity'or

process (this has been the basis for selecting the activities).

lWhén expressed in the unit of the activity level; if they are expressed
in dollars it is the cost per period of time. ' '

2 . - ' .
Only the columns of [A] are summed, since those of [B] are "direct' '
resource inputs. :
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ceU. . %/a DK 7. poc ' sup PROG
200" ] 13000 1050007 | 300, o) a00 |
T ' ‘ AT S 0
~200 | (O 20 || 1020 150
| él,ooo o . 60 |l 80 860 |
~10,000 ‘ 500 9500
~-300 300
~50 50
~300 -‘280_ 7‘

The elements of this matrix are based on multiple physical units, however, .

if we consider the following symbolic representation:.

g = Q> Qs - - - Q)

~Ql qkm qll
._.Q2
le —Qm dml
[c] . [p]

The following relationship holds, line by line:

1s

ms

-—Qk + §qkj + gdke = 0 for all k. () B
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This allocation operation can be viewed more formally as
a matrix ﬁultiPlication, if the resourcesqkj eidhahged-by én actiﬁity f'f
k to an activity j are proportionall*to>the célumn actiﬁity i,
e.g. qkj = CI'Q' in column j; The e, ., can thus be viewea.aé.nérmélizea:

Sy kj
values of the qkj' We then have, instead of (1):

s
Syt dkﬂ_‘ 0

3 b

or Cqt +g=0

where g is the vector:2 Ry

q' = [le Qz, . e e Qm] and

-1 ) clm

This assumption is critical; we shall come back to it later. This ,
useful simplification is suggested in Henon: "L'econometrie au service :
de 1'entrerrise', Gauthier—Villars, Paris, 1964.

2'Whose elements are the row sums of the matrix [D].
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The same normalization procedure can be. applied to the elements of
matrix [D], but the column elements are now divided by the output
levels of the processes, which are the data f£lows in bytes. The

resulting matrix is a technology matrix [T] = 'ﬂEll' S o tls

il

t St
ml 4 .. ms

The output levels (or data flows) are fepresented by the
. vector h = (hA, eees By hs’ ho). This normalization is expresséd

by the identity: : ’ ' o e ._: ;. )’ _

Gk = %tk&h@ for all k,

or in matrix notation |g = Th'

The matrix [T] has elements of dimension: resource/process activity
level. For instance, in the case of the storage reéource, the
correspbnding,row has elements eXpressed in; fracks/bytes of étérage. '

.In this first stage, we carried out the allocatioﬁ of_the: R , _‘

‘resource uses to the main processes, through the intermediate step =

of recording the resource uses by activity account. ‘Now, the relation-
ship can be worked out backwards from process activity level te resource
usage:

g = Th'

Cg' +g=0
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or | q'=-C. Th'

This is the production function for indirect resources,

yieiding the fnput use as a function of the output‘leyel
(= the data flows). |

The crucial assumptions in this model are thatiétability
in the coefficients ckj and tkg} andipfopoftionalityl ?étweéﬁ_resourdééﬁ" ’
and activity be observed. Hence, the limitatiohs of this-apﬁfoadh;:_
it also relies heévily.on the practical assumption that itiis pqséible. 
to fiqd some relevant allocaﬁion information. Yet,'it héé the:advantage

v
\

of being applicable to any kind of information scilence with minor

modifications: it stresses the basic production processes that take -
place in an information service system.
A summary of the approach is given below.

Step 1l: available informatiom: q and h.

q Q Q . Q

.\ = Strict proportionality; fixed factors are not recognized in this analysis. .
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Step 2: allocation of resources to activities and processes ‘
L B o
—Ql.. . 'qij" ";"'dle
—Qk+2qkj+2dk2.=0 Qy e e R le‘-
. —Qm 4
) ms
. Hl HZ Hs
Step 3: normalization of matrix elements
] Q) Y
D g, - 1y b
all j; B -
: 1 t24 i
b) dkl=th,-HQ’ -1 : tms A
all {;
Hl HZ Hs
Step 4: backward induction
T ® B
)
f
A=
ZIN
..Hl _ HZ H




267
h !
- 267 -

'BIBLIQGRAPHY'

A.C.M. (Sponsors), National Colioquium on Information Retrieval,

Philadelphia, 1965 —

Becker, J. and Hayes, R.M. Information.Storage and Retrieval: 'Tools,l

Elémenté, Theories. New York: Wiley, 1963.

Brown, G.W. and Miller, J.G. (eds.). 'EDUNET, A Study on-Information

Networks. New York: Wiley, 1967.
CODASYL Committee: various publications.

Cohen, Burton J. Cost—effective Information Systems. New York:

Ameiican Management Association, 1971

Cuadra, Carlos A. (ed.). Aﬁnual RevieW“Qf'information Science and

Technology. WNew York: International Publishers, 1966 - .

"Elias, Arthur W. (ed.). Parameters of Informatioﬁ Science.

~Washington: American Documentation Institute, 1964.-

Fisher, Gene H. GCost Considerations in Systems Analysis. New York:

American Elsevier, 1971.

Flores, Ivan. Data Structure and Management. Prentice Hall, 1970.




L

Havelock, Ronald G. (ed.)."Planning'for'lnnovation Through Dissemination

of Knowledge. Centre for Research on Scientific Knowledge.

Ann Arbof: University of Michigan, 1971.

New York: American Elsevier, 1970.

Lamberton, Donald M. (ed.). Economics of Information and Knowledge.

Penguin Bobks, 1971.

Little, Arthur D. ‘Centralization and Documeéntation. Final Report

to the National Science Foundation, 1963.

Martin, James T. Teleprocessing Network Organization. Englewood

Cliffs, N.J.: Prentice-Hall, 1970.

Design Of Real-Time Computer Systems. Prentice-Hall,

1967.

Meise, Norman. Conceptual Design of an Automated National Librafv-

System. Metchen, N.J.: Scarecrow’Press; 1969.

Morse, Philip M. Library Efféctivenessé A Systems Approach.

Cambridge, Mass.: MIT Press, 1968.

Spartan Books, 1965.




- 269 -

40t
BN

A

" . Overhage, Carl F.J. and Harman, R.J. ‘Planning Conférénce on Information

" Transgfer Experiments. . Cambridge, Mass.: MIT Press, 1965.

1969.

Vickery, B.C. On Retrieval Systems Theory. London: :Butterworths, l965.»ir1
Whittenburg, John'A. and Schumacher, Anne W. ' Guidelines for:Planning

a Task-Oriented Information System. U.S. Departﬁent of -

>Commefce, 1969.

Williams, William F. Principles of Automated Information Retrieval.‘

Elmhurst, I1l.: Business Press, 1965.

|
|
{
!




