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SUMMARY

The bresent document is the final report of the project entitled
"AaTechnica] and Economjé Study of the Impact of the Introduction of New
Séfvices on'Existing Telecommunications Networks". As such, it represents
a synthesis of progress made since the inception of the project and of
work done in the last period of the contract ( February 15, 1980 -~ March
31, 1980). '

In this study, after having made a general characteriggtion of cur-
rently proposed new services and the telecommunications pTaq{/in Canada,
the authors Timited themselves to videotex services and to the telephone
network. The basic reasons for this restriction are quife simple: (a) the
videotex services, on the one hand, have a certain generality and, in Eome
sense, include other services as special cases or variants, and, on the

other, are receiving enormous amount of attention at the national and

. international levels: it appeared urgent to us to examine this service's

potential impact in the interest of mainta{ning a certain national leader-
ship in this area; (b) since %he telephone network will probably be the
principal means of access to the videotex databases, even though user
requests and-system responses may be shunted through higher-level packet-

switching networks;it seemed esséntial to us to determiﬁe the impact the

videotex services might have on this network, in particular upon the local

telephone network,
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To this end, the authors developped several software tools that will
aid in understénding this problem. The first tool is an adaptation of a
method developped by P.M. Lin for detgrmining the node-to-node~grade-of-
serviée (NNGOS) for the European AUtéybn’ telephone network, This metﬁod,.
which we have programmed and tésted,'is based upon an analytical éppfbéFhQ o
although it does not yield closed forms for the NNGOS's desired. Instead
they must be ca]cu]atéd through an iterative procedure., Since Lin consid-
ered only one class of service, we suggest a simpte method for
approximating the effects of several such classes, In the continuation of
this project, Lin's procedure will be revised to permit explicit inclusion
of several classes of services,
' The second tool is a simulation program, taking exp]ici( account of
service classes. At this writing, thigwﬁ;ogram is still under development.
There remain two serious problems: (1) - acquiring accurate
data about the structure and behavior of the local telephone network, and
(2) - determining realistic estimates for the arrival times, holding times
and other critical parameters of videotex services. As for the first, the
author's have gained sufficient information - and are expecting more - to
permit an approximation to the telephone network for a city,ofAthe size
of Ottawa or Québec. Indeed, by taking advantage of recent developments
such as the.prpgrammable digital switch, a radically new architecture
might result. These ideas will be pursued in later work.

Concerning the second problem, namely estimating the videotex load-

ing parameters, this falls into the category of marketing research. This




subject will be examined further in the continuation of this project.

Thus, the major results of this study ares;

1 - the development of effective software tools for telephone

network performance evaluation;

-2 - insight into the structure of modern Tocal teTephone networks.




1. . INTRODUCTION:

1.1 General Objectives:

The general long-term objective of this project is twofold:

- to determine the impact upon the performance of exisfing telecom-
munications networks caused by the introduction of planned new
services, and

- to develop . economic justifications of strategies either for
expanding and modifying current existing networks or for developing

éf;: ' networks of novel architecture and technology.
This implies the following three goals:

(1) the development of a general methodology for a uniform descrip-
tion of the chéracteristics of the traffic generated by the
various classes of new services;

(2) the investigation of the ability of the existing networks to
accommodate the new and varied traffic loads;

(3) the formulation of proposals, together with economic justifica-
tions, for either an orderly expansion of existing networks or

the development of networks of novel architecture and design.
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Given the complexity of the té]ecommunicafions plant in Canadq‘and
the Targe number of new services currently being considered; the authors have,
in this repdrt, after a general discussion of pianned new services and the
Canadian telecommunications networks, restricted their attention to the Tocal
circqit-switched telephone network and to the class of services known as

videotex.

The plan of this report is as follows: in the remainder of this
chapter a general overview of Canadian telecommunications networks is‘given
followed by some comments on the potential impact of new services. Nexf, in
Chapter 2, a survey of several planned new services is given. This survey
Gﬁf ~ does not pretend to be exhaustive, but-does include the major services
currently being contemp]ated° In Chapter 3, services are characterized in
.terms of parameters relating to “resource requirements, traffic flow, and
service levels. Major Canadian telecommunications networks are fdrther discussed
in Chapter 4. In Chapter 5, the general approach to the impact study is
outlined and in Chépter 6, pgrformance evaluation models deve]obped for thé
study of networks in general are presented. In Chapter 7, a methodology for
performance evaluation of Tocal telephone networks is given. Finally, in

Chapter 8, an“example'is.givenstingﬂAutovon. A modest bibliography follows.

1.2 Overview of Telecommunications in Canada:

ngJ The over-all telecommunications plant in Canada can be described as
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in Figure 1.7 [1.31*.. Its major components are:

ST - the circuit-switched telephone network systems, mostly fegrouped
into the TransCanada Telephone System (TCTS); )

S2 - the Datapac packet switching system [61* whose major carrier is
the TCTS; |

$3 - the INFOSWITCH circuit and packet switching system, the major
carrier being Canadian National Telecommunications and Canadian
Pacific Telecommunications (CNCP);

S4 - the conventional unidirectional éab]e television systems;

S5 - the vérious pilot projects in urban and rural areas offering

VN : (or soon to.offer) intggrifed telephone and video services

(IDA and the Elie, Manitoba tests).

In Table 1.1., a summary of the voice and data networks available

in Canada is given.

* The bibliography is divided into sections, section 1 being a general category,
seétion 2 covers electronic fund transfer, section 3, electronic mail, etc.
Thus, [1.3] refers to the third reference in sebtion, whereas [6] refers to

“'all of section 6.
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TABLE 1.1 - PRINCIPAL CANADIAN TELECOMMUNICATIONS NETWORKS (FROM [1:31)

SPEED RANGE

4 U

SWITCHED SUB-VOICE VOICE ABOVE VOICE
OR (<300) (300-9600) (>9600) MAJOR
SERVICE NON-SWITCHED BAUD BITS PER SECOND BITS PER SECOND CARRIER
Direct Distance , up to 1200 async
Dialing Network (DDD)  Cct Switched 1 up to 2400 sync TCTS
Telex “Cct Switched 50 Baud CNCP
THX Cct Switched up to 110 Baud TCTS
Data Telex Cct Switched up to 180 Baud CNCP
International Telex Cct Switched 50 Baud Teleglobe
. Canada
Multicom 1 Cct Switched up to 1200 async TCTS
up to 2400 sync
Broadband Exchange Cct Switched up to 9600 BPS up to 48KBPS CNCP
Service
Multicom 2 | Cct Switched up to 4.8KBPS TCTS
International Datel 600 Cct Switched 600 BPS Teleglobe
Canada
MuT ticom 3 Cct Switched up to 50KBPS TCTS
ICAS Packet Switched 300 Baud 1200 Baud Teleglobe
. Canada
Telenet Message Switched 1 1 1 CNCP
Autocom Message Switched 50 Baud Teleglobe
: Canada
Infodat Non-Switched 1 1 up to 56KBPS CNCP

Digital
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TABLE 1.1 -~ PRINCIPAL CANADIAN TELECOMMUNICATIONS NETWORKS (FROM E1aé])'*

SPEED RANGE

SWITCHED SUB~-VOICE VOICE ABOVE VOICE
OR (<300) (300-9600) (>9600) MAJOR
SERVICE NON-SWITCHED BAUD BITS PER SECOND BITS PER SECOND CARRIER
_Dataroute - . Non-Swi tched 1 1 ' up to 56KBPS TCTS
Digital
“Datapac Packet Switched 1 1 TCTS
Infoswitch CCT Switched, 1 1 1 CNCP

Virtual Connection,
Packet Switched

Alta-Net Not-swi tched up to 2400 sync. , A.G.T. .
Computer Message Message Switched 1 1 1 CNCP
Switching Service

(CMSS) i

1 a full range of speeds available
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FIGURE 1.1

OVERVIEW OF THE TELECOMMUNICATIONS PLANT IN CANADA

'%Pﬂot Projects (video & telephony: 1IDA, Elie)

/“1;: A
P 7 o
rid Te1ephong (cirecuit-switched: TCTS & others)
// 4 4‘;’\ 7)\ /\\ ‘ .
' \
| | DATAPAC (TCTS) ,/ H \ INFOSWITCH (CNCP)
\ N
\ \(packet ~-swjtched) K : 4 (packet-switched)
A oo | \ A
\ \\ \\\\/I . N } ’A,,J'
- R - \"‘*J _Cable Television/ //'”
R N Y= BN,
Z\\ccess /\
Te1ephone Telephone & Specialized
o television console consoles




The user accesses, or will eventually be able to access, the resources

of this composite system in several ways:

via the local telephone network, using his private telephone;

- via the Jocal telephone network, using a domestic terminal configu-
ration cdup]ed to the network through the telephone. The terminal
may include a television console, a keyboard or a keybad, local
intelligence and memory, and facsimile among‘others;_

- via a cable television network, using a tefmina1 configuration
similar to the one described above;

- via a hybrid,teiephone:cab]e television arrangement, again using

foes a terminal configuration similar to the above;.

{ SN e e ot

- via a direct Tine, using non-domestic terminals varying from simple
spécia]ized devices to elaborate computer configurations;

- via an interface betweén a local, in-house network (e.g., Ethernet,
Fibernet) and one of the abqve~mentioned networks, using a non-

domestic terminal as described above.

The user's access to the network may be effected by dial-up procedures

or by hard wire connections.

At this time, a number of new services [1.7] are béing considered that
will make as yet unknown demands upon the systems mentioned above. Many of
these new services, in particular the domestic ones, will use the telephone

system as primary means of network access, and will require terminals of the




first and second categories mentioned above. Some of the planned new seryices

are summarized in Table 2.1. Most of these new=service5'wi11 require databases
geographically distributed throughout the country: the exact'Tocations of these
databases are, if known at all, known only to the serviceé' designers. Moreover,
as these services are currently in the testingkstage, there is almost no hard
data concerning user habits. For the moment, therefore; hypotheses mut be made

about:

- user habits, and

~ distribution and capacity of network databases.
For example:

a) Bell Canada plans a 1000-user trial of its .VISTA (videotex)
service for‘late 1980. The databases will be located in Toronto,
Montréal-and Québec City. Access will be via telephone using a
special terminal to be developped by Northern Telecom, based
upon the Té1idon terminal. Studies'of netwofk'1oad1ng and
traffic patterns have apparentTy been done, but are not in the
public domain [4.3 - 4.51;

b) COSTPRO (TRADEX) will soon have out twenty terminals.accessing
Datapac and Infoswitch [51;

c) " Télécable-Vidéotron plans to introduce Té1id6n in its system,
at first in a broadcast mode, later using more soph1st1cated

versions, one perhaps involving packet sw1tch1ng,
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d) the Manitoba Telephone Systém is completing a pilot project of

an integrated system offering telephony, cable television, alarm
(medfca], fire), and meter reading services in a suburb of
Winnipeg. This project, called IDA (after Ida Cates, who became
‘Manitoba's fifst female telephone Qpefator in 1882), uses conven-
tional coéxiaT cable technology and will provide 50 homes with
the services mentioned, another 100 being connected for automatic
fire alarm reporting alone. A similar project is being planned

B in the rural town of Elie; this timé'the network will use opfica1

fiber technology.

For all the above trials, expected user patterﬁs are unknown, although
hints may be obtained from such experiences as the British with PresteTﬁanq,the

French with Antiope.

The general problem then implies detailed knowledge of the architecturé»
and operations of the major Canadian telecommunications carriers networks together
with reasonable hypotheses about user loading and network capacity as functions

of the service being considered.

1.3 Impact of New Services:

When new telecommunication services are introduced into the existing

telecommunications networks, the additional traffic generated may have a consider-

able impact both on the networks as well as upon other already existing services:
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a serious degradation of performance may result. It is thus important to

‘evaluate this impact, both from the technical as well as from the economic

point of view, for planned new services, in order to justify strategies for
expanding present networks or developing - networks of novel architecture and

technology.

The above-general objective requires severai differenf research
activities. First of all, the new services must be identified and their
chafacteristics fully understood. Resource requirements, traffic patterns and
service levels must be expressible in quanfitative terms. Secondly, the charac-
teristics of the-existing networks in terms of capacity and capability must be
obtained. Unfortunately, these characteristics hay depend on the type of new
services and may be altered by their presence in the networks. Each new service
potentially requires some expansion or modification of the existing networks,
whjch are not unique, so that various alternatives must be compared. .Thirdly,

a quantitative method must be developed.. to assess the impact of new services

on the berformance of existing.networks or on networks of novel architecture,
given the service and network characteristics. This will lead to the development
of models, of the mathematical or simulation type, to represent the interaction

between new services and networks together with their existing services.

The research activities outlined above are generally not exclusive in
the sense that the working method used to carry out one activity tends to dictate

what is needed for the others. Also, the activities should be carried out in &
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'topndOWn fashion to permit obtaining results that could be refined or extended

by augmenting the level of detail in each activity.

. One purpose of this report is to outline the methodology, the level
of detail and the sequencing of the research activities needed to achieve our
objective.  In the next feQ chapters, we shall be concerned with the choice of
new services to be studied, the method for characterizing the services, the
choice of existing telecommunications network, the modeling technique and data
collection. 1In Chapter 7, a detailed model for the local telephone network is

outlined.

A general schema relating the new services and the telecommunications

_netwbrks is given in Figure 1.2.
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FIGURE 1.2

GENERAL . SCHEMA FOR .NEW.SERVICES

The new services being introduced in Canada and their relationship
to the existing telecommunications plants may be represented schematically

as below:

l___‘ —— e T— ot P e p—— p— p— %

Communications

P

network (e.g. DDD &

Datapac)

NI —UT

=]

\
|
|
!
|
|
|
\
t
|
|
|
L

e oy v v Wi S——— va—y  w——  Vo—

UT: user terminal configuration

NI: network interface

IN: interna] network node _

DBC: database control COmputer (there may be several such)

DB Qatabases

Détaba§es may or may not be Tocated at user sites, depending on the
{" " service (or variation of service) required. There may be specialized nodes

within the network connecting to a database handling computer (DBC). The

user terminal may vary from a simple keyboard plus console to a complete
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computer system. The interface unit will handle 1ine conversion and line

protocol problems. Communication protocols are handled by the refefred\

nodes, uniformity being guaranteed at this level.
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2. SURVEY OF PLANNED NEW SERVICES:

- Modern te]ecommunications'systems-permit, in principle, a variety of
new innovative services whose 1imit§'are bound only by fhe human 1magiﬁation
[1.13. In fact, fhere is a kind of Parkinsonis .lfaw & Ta James Martin [1.2]
that might apply: "If operator terminals provide a useful sérVice; their>'
utilization will expand to-f111 system capacity". The new veréion of this
Taw might pead: ~"As”powerful newfserVices;aréiihtroducédffhto.our téJecommu-
nications systems, unéxpected imaginative and;bomplete1y unforeseen applications
are Tikely to arise so as to saturate systéﬁ capacity". Thus, for exampTe, an
interacfive videotex service may be found to be an extremely usefu] tool in, .
i say, pfimary school hockey instruction, with the result that, very rapidiy,
— there is an insatiable demand for them;é;Qice on a nationwide basis. While
this might appear to be'an exagerated case, éxperience does show that unegpected
usage patterns tend to arise when new services are introduced. A purpose of
the current study is to explore the effects upon current system capacity as a

~-function of various loading conditions caused by new services.

While the number of new services is potentially very large, in this

study the following classes of services only will be considered (see Table 2.1):

- videotex (VISTA, Télidon) {as a. special-case of Visual information
‘systems),

- COSTPRO (TRADEX),
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TABLE 2.1

PLANNED NEW SERVICES IN CANADA

COSTPRO or TRADEX (trade data element exchange)

Electronic Finds Trans fer

Electronic Mail

Télidon (CRC, T&l&cable-Vidéotron)
VICOM (Alberta Government Telephone)

Videotex (British Columbia Telephone Co.)

(R )
S VISTA (Bell Canada's version of T&lidon)~
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- EFT (electronic funds transfer),

- electronic mail.

Each of these services is examined briefly in the following paragraphs.

A special word is due concerning videotex services: these are special
cases of a broader class of services called visual information services op systems
(see Section 2.1). Since these systems have a number of unique implications,

they are given a special treatment in the following section.

2.1 Visual Information Systems [4.1 - 4.87:

2.1.1 Background:

The past few years have witnessed the introduction in Canada, Europe,
Japan and the United States of a new class of information storage and retrieval
systems in which responses to users' requests are visual imdges that are retrieved
from system databases and t;ansmitted to the users over a communications network
such a public te1ephone network or a cable television system. The medium dis-
playing the ‘images to the user (machine-to-human interface) is a television
receiver, while the medium accepting input from the user (human-to-machine inter-
face) may vary from none at all (unidirectional systems) to a complex of cameras
microphones; and other sensor devices (full interactive systems). Given that
in such systems deliberate appeal has been made -to the human user's remarkable

(‘ ‘ visual information processing capabilities, they have been called visual
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information systéms. Since they may in fact be subsystems embedded in a broader

'cTass of systems, they are sometimes referred to as visual information services.

Visual information systems rebresent'a significant step in the evolution of

- computer-based information systems towards those that will be needed for the

wired information society of the. future.

Hidden in the above ‘characterization is a bandwidth matching problem,
namely, matching the traditionally narrowband computer system with the bfoadband
human visual information subsystem: computer input and output tend to be seQuenEes
of symbols with relatively Tow information content (as measured in bits pér
second, say, especially in the interactive mode) whereas for the human's visual
containing images or gestalts having very high information cohtent that are
rapidly recognized, stored and processed by the brain.. In terms of our convent-
ional sequential processors, the bandwidth (egpressed in bits per second, say)
equivalent of the human being is enormous, whereas that of the computer {s
relatively low. To illustrate, a’cqlor television frame requiring perhaps
several hundred megabits for,its representation, hence, large bandwidth for
transmission, is rapidly processed by the brain while a single page of output
text may entail only several thousands of bits and much Tower transmission
bandwidth. ~Therefore, in a computér—based system, to be able-to present the
human user with visual images, one must either reduce or compress the image
bandwidth reduirements so that they are tractable in narrowband systems or
one must find transmission, storage, and display media of an-essentia11y broad-
band nature. In the last few years, both approaches have been attempted,

separately and in an integrated way.
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Visual information systems may be tentatively grouped into three

categories: (a) those using narrowband media, (b) those using broadband

£ ey

" media, and (c) those having mixed'Bkoadn’and narrowband propérties. By media

is meant storage, processing and transmission media. The determining facfor
is almost exclusively, but not quite, the transmissioh medium's bandwidth.
Considered as bit units treated per unit time, one can apply also the term

bandwidth to processing and storage devices.

The first category includes the various still-image services (in the
subsystem sense as mentioned earlier) being offered over the public telephone
networks such as PRESTEL (England), ANTIOPE (France), and the planned Canadian
services VISTA (Bell Canada, 4.3) and Té1idon (CRC, 4.1). In all these bases;
encoded digitalized images are stored in system'databases, transmitted over the

carrier network to the subscribers with various levels of interactivity possibie.

“In some cases, specialized graphic languages and bandwidth compression techniques

are employed, necessitating microprocessor intelligence in the subscriber's
receiver, and permitting effective use of the narrowband voice circuit-switched
telephone networks. In other cases, broadband cable television channels are
used, although the images are étored as above. C]eariy, other network possibili-

ties exist:  for example, computer packet-switched, etc.

Non-interactive services of this category in which the images are

- transmitted downstream (via broadcast) in a cyclic fashion, the images desired
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by the user bieng selected by a multiplexing arrangement are often called

“‘teletext, whereas the interactive still-image services are referred to as

of service, which usually involves narrowband transmission media, from the
moving cinematographic services déscribed below and which involves.broadband

media.

The second category involves moving cinematographic images and
includes as a special case broadcast television, ordinary one-way cable tele-
vision and interactive cable television systems. In this class, system database
devices»are broadband media such as videotape or videddisk units.

In both the above categories, thé downstream tranémission media, i.e.,
those leading from the image database to the user's termina]_(te]ephone nef@ork,
cable television, the atmosphere, etc.) may be different from the upstream media,
i;g;, those leading from the user back to the databases.  For example, a user
may transmit his requests upstream via the telephone network and receive his

images downstream via cable television.

- For the third category, many hybrid possibilities are fherefore possible
and the current tendancy is to speak of integratéd systems offering a,pbmbinatioh
of voice, data, and television Services. Examples of such systems include the
p]anned Elie, Manitoba system which wfi] use optical fibers as the down- and

up-stream transmission medium, IDA, also in Manitoba, using coaxial cable, and
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the ambitious Hi{-OVIS (Highly-Interactive Optical Visual Information System) in
Higashi-Tkoma [4.81, Japan, this latter being the world's first wired-city

project to use optical fibers..

~ . In Figure 2.1 are shown various netwdrk'tonfigurations possible for
visual information systems. The properties of the macrocomponents of such
systems are summarized in Table 2.2. Finally, in Figure 2.2, a user (home)
terminal configuration is indicated.

-

2.1.3 New Media:

The term "new media" [11.1] has been used to designate the p1ethora.
of new transmission, storage, and display media cUrrentiy appearing or soon to
appear on ‘the market-place. These include optical fibers and their associafed
optical and electro-optical components, lasers, satellites, laser videodisks
£f1.23,-wide—screen television receivers, mini—videotapé recorders, LSI, VLSI,
“and superconductor memories [11.3]1. The introduction of such new media .into
existing or planned new net&orks will eventually permit far greater broadband
capability than is possible at this time, thus matching more effectively §ystem

bandwidth with the human's and allowing a wide>range of integrated services.

2.1.4" Design Considerations:

System-and architectural considerations raised by new.media and visual

information services include: Tocation of the image databases, impact on the




~ FIGURE 2.1 - NETWORK CONFIGURATIONS FOR VISUAL INFORMATION - 21 -
SYSTEMS (see also TABLE 2 2) : -

i\f  SymboTes <:::> A

branch node user term1na]

~ center (head-end)

d1str1but1on node (hub)

Star Configuration .

( super )trunk

“ trunks,

Legend

In Table 2.2 a summary is given of the principal functions realized by the
macrocomponents of a visual information system. In this figure three types of : :
network architecture are indicated: the star, the star-ring, and the classical : .
cable television "tee" configurations. The star configuration corresponds roughly - . ‘
to the basic . underlying hierarchical structure found in telephone networks. Notice

that many combinations of these configurations are possible, for example, from the
distribution nodes in the star-ring example, the local network may be in a "tee®
configuration rather than the star as indicated. Or, from these some nodes, the
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users may be connected by a ring structure (this might spec1a11y be true for : 421e--
local in-house networks), etc. (see [12.1, 12.21 ) T *ﬁ:— ‘
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TABLE 2.2 MACROCOMPONENTS FOR A VISUAL INFORMATION SYSTEM
(see FIGURE 2.1)

The four major macrocomponents of a visual information system are: the
center (head-end), the distribution nodes (hubs), the branch points, and the

user terminals.

Center

Functions:

reception and retransmission of UHF, VHF and FM

maintenance of databanks

programming

J

control of network operations

3

user request processing—

Functional elements: - antennas or hook-ups for UHF, VHF, and FM

- broadband videobanks ("vidéoth2aque")

- narrowband databases (for videotex, computer -
data, etc.)

- studio, control room
-~ command and control computer

- transmitters (micro-waves, coaxial cables, fibres
optiques, ...)

Distribution Nodes

Functions: - reception and regeneration of signals arriving from
the center

‘ - downstream switching of signals arriving from the
{. ' center to the users




o Distribution Nodes (continued

- upstream switching
- partial processing of user requests
- in some cases, some O0f the center's functions can be

off-loaded to the distribution nodes: databanks,
studios, and others.

Functional elements: - receivers, repeaters, retransmitters

i

(video) switch

]

local databanks

local computer

Branch Points:

Functions: - distribution of wires arriving from a distribution node
fr destined for the users _

- in some cases some distribution node function can be
off-loaded to the branch points-

Functional elements: ~ connectors, splicings, etc.

User Terminal (see also Figure 2.2)

- 25 -
TABLE 2.2 (continued)
Functions: -~ display (of user-requested services) i

~ point-of-origination of user requests

- controle of meter reading, alarms,- or probes--
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TABLE 2.2 (continued)

network inferface

1

Functional elements:

television console

microcomputer
keyboard (or keypad)
camera,'hicrophone (upstream)

alarm&, probes .

- FAX
local databases

local videobanks
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performance of existing networks of-the.introduction of new services, digtrim
bution of intelligence and others. Seyeral novel architectures using néw media
are reviewed by one of the authors of this report in reference [12.1]:of the
Bibliography. | | | “

Human facfors and‘socio1ogica1\considerations form a key element of
system design: these inc]dde such things as eye fatigue, image design and
presentation, responsivity of the system to user needs and others. The term
"social software" or "serviceware" refers to the techniques needed to create
useful and cost-effective visual information services. It is clear that hardware
and software designers must work with specialists fn the human behaviqfaT ,f

sciences.

In visual information systems, the cbmputer subsystem is distributed
over the network from the user. terminals to switching and distribution nodes. |
té the database machines. Use of high-level database software, w{11 eventually
“permit natural language requests (with time, spoken requests) as.a critical
element. The relation between serviceware and software must‘be elaborated.

Indeed, a fundamental problem posed by new media and new services Which gfve
fise to systems of radically new architectures and designs is precisely that
of developing a coherent formalism for describing systems functions and perfor-

mance. This problem is being addressed by one of the authors elsewhere [4.7].

In this report, design. factors relating to the “"social software" will
be reduced to the strict minimum necessary for estimating the system loading

parameters (to be discussed in more detail in a later section).
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4
One simple generalization of yideotex éhou1d be mentioned, namely

the addition of an accombanying‘audfo message: ‘videotex -could then be &reated
and transmitted with voice commentaries.  This is essentially a questjon of
encoding techniques énd mechanisms and affects primarily theﬁmessége iength
parameters and, if packetizing is used, the packet reassembly procedures .-
Further generalizations extend to'a full video moving 1mége*service, as in

- Hi-0VIS, where users may consult a mass video 1nformation bank of videotapes.
This, however, implies broadband media, and falls outside the scope of the

present study.

2.1.5 "Genérality of Videotex:

Ciiﬁ As a forerunner of the powerful visual information sysfems of the
future, the videotex services represent, for modest bandwidth media, outside
of the telephone itself, a most general class of services. The bagic logic is
simple: an interactive visual information service can be offered in the immediate
future using ‘the telephone network infrastructure while awaiting the pekféctioning

of new media and the resultant new infrastructures for the implementation of

the systems of the future.

2.2 'COSTPRO (TRADEX) [5.1 ='5.2]:

The Canadian Organization for the Simplification of Trade Procedures

(COSTPRO) has attempted to offer to Canadian trade organizations a systematic
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computerized way of simplifying exchqhge of shipping and business forms. To .-
this end, a §pecialized terminal has been developed as well as network .inter-
facés: the X.25 protocol has been adbpted. At this writing, five terminals
are operating and twenty more aredue soon. Pubﬁic‘and private networks can‘»
be used. The authors' current understanding of the COSTPRO or TRADEX (trade
element data exchange) network is that it may be"regarded as a special case of
a videotex service: subscribers create "images" (pages.of text) according to
. certain conventions depénding upon the trade fbrm used, and transmit these
either to other subscribers or to a database. Subscribers may réceive the
forms addressed to them by interrogation of a database of directly on tﬁefr
receiving terminals.

Concerning estimates of possible subscriber loading characteéristics,
a bound may be obtained by considering that in Canada there are about thirty
miTlion shipments per year, each shipment requiring about ten~docqments: ‘paper
costs alone are about a billion dollars. There are around 250,000 terminals.
‘Should these terminals be plugged into the TRADEX network, estimates for some

of the critical system loading parameters could thus be obtained.

Finally, it is interesting to note that the TRADEX system includes

a form of electronic mail as well as EFT (e]ectrohic fund transfer).

2.3 " Electronic Fund Transfer Systems (EFTS) [2.1 - 2.191:

~

Electronic fund transfer refers to "a collection of innovative
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methods of gathefing and processing‘transaction related data. Collectively
these mefhods constitute an alternative payment system in which the processing
and ‘communications necessary to effect economic exchange are-dependent who11y
or in large part on the use of electronics".  Four main types of EFT may be

distinguished:

= EFT invo]ving transfers of money between banks for c¢learing
operations;
- EFT involving transfers between the computers of other organi-
zations and the bank's computers;
- EFT via public use terminals (CBCT's or customer bank commu-

nications terminals);

- customer payment of almost all bills (restaurants, stores, etc.)

by vastly extended CBCT's.
The Tast item represents probably the real “cashless society".

T EFT systems promise both financial benefits for the institutions
that use them and potential convenience for their customers.. They are, also,
however, a potential source of problems in such areas as reliability and
privacy. These, and otherAre1ated sociological and economic issues, are beyond

the scope of this work.

From the point of view of this study, EFT may be considered as a

special case of videotex services: information is entered according to some
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standardized format and routed to a datahase, shared or private. Once again,

a major prob1em will be that of estimating the network loading parameters.

2.4 Electronic Mail [3.1'=-'3.61:

The growth of computer networks has given rise to a first form of
electronic mail, the so-called computer mail. "In this form, the message
originator, using a time-shared computer terminal, enters.his message to be
stored in a database element corresponding to the "mail-box" of the intended
receivgr., The receiver may access his mail-box by request or may be auto-
matically informed by the system of the presence of mail in his mail-box.

Once again, the genera1ization'bf'this servide to a wider population would

seem to reduce to a kind of videotex service with the attendant problem of

estimating the system loading parameters.

The legal, social, and administrative problems involved in the
“integration of electronic mail systems with the current Post Office are

beyond the scope of this stddy.

2.5 Summary:

While a wide variety of (narrowband) services exist, in Timiting
ourselves to modest bandwidth media, the most inclusive appears to videotex.
A number of user terminal configurations exist as well as network tie-in

é’l’ possibilities. Using data to be obtained from existing videotex systems,
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current business transactions and EFT .systems, estimates can be made of the
system loading parameters. These, couplad with information about the network

architecture, constitute the basic data needed for this study.
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3. " "NEW SERVICES:

........

3.1 ~"Classification of Serv1ces=

Services which are app1ication5'of computer networks are numeroﬁs
and Timited only by our imagination. The networks involve the use of computers,
but computation in the narrow sense does not necessarily dominate the services.
The scope of the services inc1ude9 no 1ess than computation, computer-based
app]1cat10ns in which the main emphasis is on communication among people, on
access to 1nf0rmat1on or on control of systems organ1zat1on J.C. R Licklider
and A. Vezza [1.1] have briefly examined thirty services which could make use )
of te1écdmmunication networks. These-services would be classified as Electronic
Mail, Te1econferenc1ng, "The Office of the Future", Management Information -
Systems, Modeling and "Computerized Commerce". This classification schema for
telecommunication services is too "loose" to be taken as basis for study of new
services since a service in‘one class could do tHe job of a service in another

class. At the present time, there is no ideal classification of telecommunication

services in which each class has its proper characteristics. One has to under-

stand a service as it is known. This implies that one cannot study the telecom-
munication services by class or by category to obtain general resu1tsi Instead

we have to stﬁdy service by service. Hence, we 1imit ourselves to a number of
well-known sgrvfces as already suggested in the preceding section, via: Electronic
Mail [31, Electronic Fund Transfer (EFT) [21, "Videotex“ [4]-and COSTPRO - type

services [SJE It is anticipated that by studying these services, we will be able
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to obtain results that by ‘deduction could be applicable to other services once

their characteristics become known.

3.2 " ‘Characterization of sérvices:

A new service, as the existing ones, wii1 compéte for the resources
available in the network. These resources may not all belong to the same
teTecommﬁnication network. Indeed, a service requires the resources of
different computer networks to perform different functions. Thus, we can-
partially characterize a service by its resource réquirements from the networks.
There are three principal types of resource requirements: transmission
requirements, processing requirements and storage Eequirements. These require-
ments are not equally important for all servicesAbut each service tends to
emphasize only one or two types of resource. Needless to say, the resource
requirements of a service vary from user to user and are not even unique for
~a user. In other words, resource requirements of a service vary from fequest
to request. The best we could characterize the resource requirements of a
service is in terms of statistical distributiqns.ok only in terms.of a few
first moments of the distributions. The most‘common1y used characterization
is the average amount of resource per request. ‘Some example of resource

requirements are given in Table 3.1.

The resource requirements are not the only characteristics of the

telecommunication services. Some measure must be used to indicate the quality
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BPE

P

of service the users expect from or impose on the networks. This measure can
be called the Tevel of service [61. The level of service measures the degree
of satisfaction of the users. There are various metrics already invented for

serVice*]eve1=bf;'computer'app1ications but the most relevant ones are yespon- .

delay including the signal transit time and the signal-waiting-in-buffer time.
Avéi1abi1ity does not limit access to the sérviée offered both in\time and in
space. Finally, cost represents the financial investment fhat_muét be made
to maintain the service at some Tevel of responsivity and avai]abi}ity. It
can be seen that the three basic metrics of the service level are of conflic-
tual nature. For example, in order to maintain a high responsivity, one must
. Timit the abai]ability or increase the cost. Of course, all the metrics of

C’l?.‘_i‘.\ . e

e the service level can only be given in statistical distributions or in percen-

tiles of statistical distributions. Some examplies are given in Table 3.1.

Besiﬁes the resource requirements and the service level, a service
must also be characterized by the traffic it generates in various links and
nodes of the networks. This traffic depends on subscribers-ﬁopu1ation and on
the regional subscribers distribution. Moreover, the traffic is_é}so time-

dependent as shown by an example in Figure 3.1.

To characterize the traffic flow of a service, the request arrival
pattern from each source and the routing of subscribers' requésts must be .
given. The method of describing the traffic flow depends on the modeling

,’. | technique employed for description of the interactions between subscribers'
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TABLE 3.1 °

EXAMPLES OF . SERVICE CHARACTERISTICS

RESOURCE REQUIREMENTS

“TRAFFIC FLOW

SERVICE LEVEL

Holding time per call

Number of characters per

message

Number of pages retrieved

per request

Number of packet switchings

per call

Number of arrivals

or calls per time unit

Routing probabilities

in the networks
Traffic intensity

Subsé;{gers population

Regional distribution of

subscribers

Mean transit delay
Percentile (90%)
of transit delay
Priority

Cost per request

Cost per subscriber
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requests and networks.

Unlike the resource requirements and the service level, which can
be partially estimated from the nature of ‘the service, the traffic flow gener-
ated by the subscribers to a service is difficult to forecast. Unless the
subscribers population is somehow known, the traffic forecast problem requires
at least some popujation sampling study or socio-economic study. This is a
forecast problem for which network analysis techniques are of 1i£t1e he]p;

Fortunately, a precise forecast of traffic flow is not absolutely
needed for the purpose of network capacity planning because the planning
usually aims at a wide range of anticipated traffic levels rather than a
specific Tevel. For long term planning, we can thus censider the traffic
TeQe] as a variable rather than a parameter. This means that we will study
network performance as a function of traffic flow. Figure 3.2 gives an

example of response time as a function of service requests arrival rate.

Qur remark about the traffic forecast problems is not intended to
undermine its importance for the objective of our project. On the contrary,
some quantitative knowledge about the traffic level must be obtainéd in ordér
to assess the 1mpact of a new service on a network. However, the problem of
forecagting the traffic flow with good accuracy would exceed the resources
allocated for thié project. It should be carried out at a Tower 1eve1.of

detail in the top down process mentioned previously: (see Section 1.3) .
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FIGURE 3.2: °

EXAMPLE OF RESPONSE TIME AS
A FUNCTION OF .REQUEST.ARRIVAL RATE
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Arrival rate
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4. " TELECOMMUNICATION NETWORKS:

......................

There are a considerable number of private and local networks
operated by private or governmental institutions such as banks, public schools
and universities. However, we will concentrate our attention onjy on the

public nation-wide networks in Canada.

“Many services are concurrently offered by public natioﬁ—wide networks
for information processing, storage and retrieval. These are the DATAPAC
network of the Computer Communication Group of the TransCanada Telephone

System (TCTS) [61, the INFOSWITCH Network of CNCP [71 and the Direct Distance

Dialing telephone switching network (DDD) of the TransCanada Telephone Systen.

Most of the new-planned services can be introduced into these nation-

wide networks. The important question is: how this can be done?

To answer the above question, we must document the architecture of,
and the services present]& offered by, these networks. We shall b#iéf1y’summ&rize
the salient features of these networks gleaned from easiTy accessib]e.séurces
(and perhaps.someWhat dated) but work remains to be done to obtain precise

information.
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- DATAPAC '[6, 81:

| ‘Tﬁe Datapac network 1is a call-based store-and-forward packet
switching network operated by TCTS with nodes s{tuated in 8 major Canadian. °
cities, to be extended to 14 cities by 1980. Interconnection is by 56 kb/s _
Dataroute trunk facilities such that all nodes are doubly connected for high
reliability. The network is monitored from a Network Control Center (NCC)
Tocated in Ottawa whiéh is connected to other nodes by 9.6 kb/s transmission

Tinks.

The Datapac network is based on the "virtual circuit” concépt:
transmitted.

There are two classes of subscriber interfaces to Datapac, each
one tailored to several kinds of applications. The first class provides access
fof packetfmode terminals using the Standard Network Access Proto;o] (SNAP).
SNAP, in turn, conforms to the CCITT Recommendation X.25 and defines'conventidns
a11owing>packet—hbde terminals to establish, maintaiﬁ, and clear calls and
manage data flow to and from the network. The sécond class provides access to
Dafapac forAtermjnals not ‘using SNAP such as teletypewriter and point-of-sale
fermina]s‘-~These non-packet-mode terminals are connected to Datapac by the
Network Interface Machines (NIMs). The NIM handles the specific terminal pro=
tocol and performs a number of functions to allow the terminal to communicate

with a host computer connected to the network by a SNAP/X.25 interface. The
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Datapac 3000 service provides the basic access to the Datapac network fop.the
(host) computers and other intelligent devices such as front-end pYOCesgors or
-programmable terminals. ITI, the Interactive Terminal Interface, is a non-
packet-mode interface which prdvides the end-to-end protocol Tor the ﬁatapac
3107 access service. This access mode is used by»aé&nchronous te1etypewriters.
The NIMs are also used for Datapac 3201 -and 3203. These two access services
support buffered, pollable, asynchronous terminals. The NIMs poll terminals
associated with these services on an on-1ine basis over multipoint, multidrop
facilities shared by several users; for Datapac 3201 the terminals mﬁst operate
under the ISO poll/select transmission line protocol. Datapac 1000 “is a service
design t0<ﬁ}ovide various transaction tefmina]s to communicate with several host
. mainframes. Finally, Datapac services are offered 1nternétiona11y to select .
countries through the International Computer Access Sérvices (ICAﬁ) provided

by Teleglobe Canada.

The switching system used in Datapac is the SL-10 packet switch

designed by Bell Northern Research and manufactured by Northern Telecom Ltd.

- INFOSWITCH [71]:

Infoswitch is a nation-wide, digital, data-switching network
offering both circuit and packet switching technology to the users. The
network is divided into three services offering: Info-Exchange Service,

Info-Call Service and Info-Gram Service.
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Info-Exchange Seryice s a simple circuit-switching operation
that connects to users on demand. Users are expected to be those with heavy
volume but Tow frequency requirements, sending data in batches. Info-Exchange
users are offered a variety of transmission speeds up to 9.6 kb/s. With the
aid of a user's directory; they will be assigned a 1ihkAbetween their own
terminal and a desired receiver.  Connection time . is somewhat less than one
second and once established data can flow directly between the connected
terminals. Costs for Info-Exchange "dre“based on the Tength of .Gircuit connect

time.

Info-Call Sérvice meets the need of customers who communicate
witﬁ computers for inquiry-response type.applications. The user has a "virtuéf
calling" capabijity which in effect gives a direct circuit connection but .
without actually tying up and paying for one. Once access is gained to the
network, Info-Call Service gives access to a 50 kilobaud circuit that is

constantly carrying packets from many sources to many deétinations;

Info-Gram Service provides constant users of the network, such
as those with a large number of point-of-sale terminals, or credit card
verification systems, with permanent and active connection to the network.

Using Info-Gram Service, packets of data are processed by the customer who

~gains entry to the network.by means of a standard Canadian access protocol.

Charges are bésed on volume of packets transmitted.
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~ DIRECT DISTANCE DIALING:NETWORK (DDD):

The Tong distance network connects the many- Tocal céntra] offices
by means of faci}ities, called connecting trunks, enabling any te1e§hone sub-
scriber.to be connected to any other telephone on the network. The Direct
Distance Diaiing (DDD) Service, although primarily a voice offering, is capable
of transmitting data at speed of 1.2 kb/s asynchronous and 2.4 kb/s‘synchronous
with a telephone company data set.and up to 9.6 kb/s with commonly available
equipment. To connect a business machine to the network, a data set must be
used to convert the digital butput of the machine into tones comﬁat1b1e wffh
the transmission facilities of the telephone network.

& . _

Besides basic features such as voice transmission, data trans-

mission (two—wire half duplex), DDD network offers optional features:

- Numerous service combinations: service reléted to DDD, such
as WATS, Zenith, Foreign Exchange, Datacom can be combined or
used a]ternétéTy.

- Full-Duplex: Full-duplex service is available at speeds. up
to 1.2 kb/s. |

~ Customer Provided Terminals and Modems: the connection of
customer provided terminals and modems is permitted provided
the modem is used aTong with either a telephone company
provided data connector (coupler) or withnewly certified

i’ equipment made by other manufacturers. If a telephone company
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data set is used with a customer proyided terminal, a data

connector is not required.

Table 1.7 of the Introduction summarizes the characteristics of

‘the three discussed networks.

4.2 ~Characterization of the Networks for Traffic Analysis:

4.2.1 "Packet-Switched Network:

A packet-switched network is a collection of nodes connected by 1fnks
“which transmit data under.the control of the communication protoco1s adopted by
the network. Hence, the characterization of a network implies the character-
ization of three of its basic entities: .the nodes, the Tinks and the protocols.
The nodes can be characterized by their processing capacity and theéir
éforage capacity. As in the characterization ofia service, we‘can use statis-
tical distributions to characterize the procéssiﬁg time at a node. The most
incomplete, but perhaps sufficient, way to characterize the processing time is
in terms of mean switching time per méssage or packet, which is normally
independent of the length and ‘type of the message and is negligible at tandem
nodes (for DATAPAC, it is of the ordgr of 1T to 3 msec ). The storage
capacity at a node or the buffer size is usually fixed and easily specified.
. Both the proéessfng and storage capacities are important factors which influence

the service level.
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The most important characteristic of the Tink {s its transmission
capacity (bandwith) which is usually expressedAinterms of bbs.(bits-per second).
Another important characteristic of a 1ink is its capacity of transmitting
data in half-duplex or in full-duplex modes., The distance of a link is of -

Tittle importanéé:for data transmission delay becausé data progation delay is

negligible. It can be important, however, if cost is to be considered.

The telecommunication protocol is very comp]ex'but relatively easy
to characterize for traffic analysis purposes. It is usually characterized

by the transmission control overhead which can be given in terms. of number'of

characters per packet or message.

Finally, the maximum packet size that a network can handle is also

an important characteristic.

4.,2.2 Circuit-switched Network:

ATl circuit-switched networks employ some form of alternating routing
[13.1]. By this, we mean that for any S-D call% more than one path is considered
for completing the call. The alternative paths betWeen an S-D exchange pair
are‘attempted in a predefined order according to the routing hierarchy for the
node pair. A successful call is one which, on arfiving at the source, finds a
free path to the destination; that is a/path on wﬁich at least one free trunk
exists on each 1ink at the instant of the call arrival. Calls which fail to

find a free path are said to overflow and are Tlost to the network.

* S-D: source-destination
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and a call control rule. Figure.4.2 shows a typical routing table for the

network of Figure 4.1.

The routing table can be expressed in the form of a matrix of nxn
blocks with the diagonal blocks unused. Each block contains an ordered set

of nodes. The significance of the entries in each will be explained shortly.

A number of call control rules are presently used in various commu-

nication networks. The Canadian DDD network employs the suceessive-office-

"~ ¢control rule, also known éé segmental routing, progressive routing, stage-by-

stage routing, etc. A precise descriptiop of the rule follows [13.13:

“Let the nodes in the J-to-K block of the routing table be
(Nj, Noseun s Nm). A call reaching node J (or originated at node J) and
deétined for node K is routed to some adjacent node by the use of the first
available Tink from the sets of Tinks (J—N], J'NZ"" . J—Nm), searched in
the prescribed order. If all Tinks in the set are unavailable, then the call

is Tost".

As an examp]e, consider the routing of E-to-D calls in Figure 4.1

The E-to-D block of Figure 4.2 has two ordered entries.(A,"B). At node E, an

attempt is first made to route the call to node A. If the Tlink E-A is blocked,

then the next choice link E-B is attempted. If link E-B is also blocked, then

the call is lost. Similar actions are taken at every node. The complete
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FIGURE 4.1: A SMALL TELEPHONE NETWORK

integers indicate numbers of channels (trunks)

...817-.



FIGURE 4.2: A ROUTING TABLE FOR FIGURE 4,1
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shown in Figure-a.s.. ~ Observe that except for the destination node D, every

node J in the route tree has outgoing branches terminated in nodes in the order

(top to bottom) prescribed?hy the entries\(]éff id right) of -the J-to-D b]odk.

For every source-to-destination node pair, there is a corresponding
route tree. Once the route tree for any source-to—destihatjon node pair has
been construcfed,'we can 1ist the sequence of routes from the calls by tracing
from the root (source node) to all tips (destination node), using the "“depth

1' ~  _first search" 13.2.

A= For example, Figure 4.3 shows that there are six paths for E-D
calls. 1In the order of preference, they are: P1 (EAD), Pz'(EACD),.P3 (EABD),
P4 (EABCD), P5 (EBD), P6 (EBCD). An E-D call, if not blocked, will be routed

through one of the above six paths, in the indicated order of preference.
In summary.a circuit-switched network can be characterized by:

- the network configurations (connection~between Tinks and nodes);

- the routing table;

- the Tinks capacities (number of trunks in all trunk groups).

The performance of a circuit-switched network is a function at the

above characteristics and the traffics intensity generated at all nodes. We

.......
eed
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will consider the traffic intensity as a characteristic of the services rather
than a characteristic of the network. Methodes for studying the performance

of a circuit-switched network will be discussed shortly.

.......



5. "IMPACT OF 'NEW SERVICES ON THE TELECOMMUNICATION NETWORKS:

Having discussed the characteristics of the new services and those

of telecommunication networks, it is possible now to turn our attention to the

~ problem of evaluating the impact of the introduction of new services on-existing

telecommunication networks. The method we are gbing to outline shortly will be

applicable to networks of novel architectures or technologies.

To evaluate the impact of new services fs to evaluate the performance
of the networks with respect to the woyglgad generated by the old as well as
new services. From thé users' point of view, the performance is measured py
the service level that the networks are able to maintain. However, from the
point of view of the networks' managers, the performance of a network is
represented by the throughput and the utilization of resources in the network.
It can be seen that the users' point of view is in confiict with the managers'
point of view: high throughbut brings high profit, high utilization reduces
cost but high throughput and uti]ization-]ower-tﬁe service level.

5.2 "~ 'Methods for network performance evaluation:

" Methods for evaluation of computer systems performance have been
extensively discussed in the literature [9.3]. These methodes involve at least

some of three principal techniques: direct measurement, mathematical modeling
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and digital simulation.

Direct measurement will be needed. to obtain the characteristics of
the networks and the services, both old and new, and to measure the performénce
of existing networks driven by already existing sefvices. The networks have
usually some hardware or software monitors whfdh“are able to collect some
performance related data. For example, DATAPAC network performance is monitored
by fhe network control cehter. However, the performance data are usually kept
confidential by the networks ' managers so that it may be difficult or impossible
to have access to them. Thus, the most difficult task of our project will be
the collection of data on the characterisfics of the services and those of the

networks. —

Mathematical‘mode1ing,espec1a11y that using quéueing theory, is very
uséfu] for network performance evafﬁation, Despite simplistic assumptions
about workload and network characteristics, such as statﬁstica] independence
between service timeé and inter-arrival times at network nodes, markovian
properties for service times and inter-arrival times, queueing theory has been
successfully applied for network analysis [9.4]. we.wi11 have occasion to use

queueing theory models to evaluate the impact on network performance of new

services.

Simulation is the most powerful technique for network performance
evaluation thanks to its ability to model the interactions between the networks .
and their workload at any desired ‘lTevel of detail. However, simulation is a

time consuming and costly procedure that should be used only when tractable
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mathematical modeling fails to represent the network at the desired level of
detail and when cost can be comﬁensated by the benefit. It should be noted
that one should not attempt simulation {f the networks and their characteristics

are not known to some respectable degree of accuracy.

5.3  The Videotex Service:

Among the telecommunication services that we have discussed, the
videotex service is most Tikely to be implemented in the near future. It is

thus Togical to choose this service as a candidate for our first study.

.As already mentioned, the basic.idea of the videotex servicé is quite
simple: send to the subscriber's television console screen images stored in a
database that are pertinent to the subscriber's needs. The videotex service
to:be considered will use as transmission medium resources from the pubTic
telephone networks and perhaps from other networks such as the DATAPAC, the

INFOSWITCH packet switching networks.

Thus, the introduction of a videotex service will induce some'impact
on the performance of public telephone networks and data packet switching
networks. This impact will depend on the network capacity, the geoéfaphicai'
distribution of the videotex databases, the information content of the databases
and finally dn subscribers' usage patterns. Given some knowledge about the

above characteristics, we can evaluate the impact of the videotex service on
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each of the networks involved. It will be seen that eaéh network can be treated
separately and the evaluation techniques used for té]ephone networks is quite
different from those used for packet switching networks. We shall argue that
the teiephone network is the critica]-franémission medium for-the videotex -

services envisaged and that it must receive our first attention.

The general schemé'for a videotex service is presented in Figure 5.1.
The databases are distributed over both the te]éphone netwofk and the packet
switching networks. The Tocations of the databases are chosen as functions of
performance and cost considerations. We shall assume, without loss of gehera]ity,
that eaéh database is located at an existing network node or that it constifutes

a new node for the network.

A T1ink in the telephone network carries traffic generated by telephone
subscribers and also by videoteﬁ‘éervice subscribers. We assume that videotex
subscribers will have access to databases in the pécket swiféhing networks via
the telephone network through specified entry pbrts. To the telephone network,
the packet switching networks behave as if they were extra nodes (or offices)
of the telephone networks located at entry ports. To the packet switching
nefworks, the telephone network appears as a number of nodes whose main function

is.to accept external traffic coming from the telephone network.

It can be easily seen that performance analyzes can be done separately

for each network. For example, by replacing each entry port of the packet-:
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-switching network by an abstract node of the telephone network, the packet

switching networks can be comblete]y ignored. These abstract nodes behave as
any other node of the telephone network in the sense that their main function

is to exchange calls with other nodes.

Aithough packet-switched network performance evaluation methods will
also be discussed in this report, we propose to restrict our attention primarily

to telephone networks for the following reésons:

(i)  The local telephone network will be the criticaT‘fesource for
videotex service. This is because, initially, the videotex |
databases will probab]& bg:1ocatedvat low Tevel nodes of the
Tocal telephone network, initial access to these databases )
being essentia]]& from Tocal subscribers..-

(i1) The current Canadian packet switcﬁiﬁg networks appear to be
somewhat under-loaded and we can expect good ﬁerformance even
With the introduction of videotex service. Also, aé already
stressed, videotex subscribers will have access to databases
in packet switching networks via the telephone network.

For the performance evaluation problem of‘packetféwitched networks,
level of a packet switching network. To this end,mquéheing theory'or‘simula— '
tion can be used. However, the performance evaluation techniques needed for

telephone networks are quiteidifferént from thoég usgd for a packet switching ‘
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networks because of the circuit switching used in the former.

In the next section, we will present models to be used for performance

evaluation of telephone and packet-switched networks.



- 60 -

6. " "MODELS "FOR’NETWORK ‘PERFORMANCE " EVALUATION:

6.1 ~Performance Evaluation Problem for Telephone Network:

The performance of a telephone netﬁork'isimain1y determined by the
capacity of links (number of trunks in trunk ‘groups) and node-to-node traffic
loads (or traffic intensities). The traffic will be of twovtypés: that

 generated by telephone subscribers and that generated by videotex subscribers.
The latter are not presently known but can be qualitatively characterized as
follows: ' |
. C:i% - Videotex traffic has a mean holding time probably larger than that
of telephone traffic.
- Telephone traffic will be split into two parts, one of
which will be due to videotex users, the other to conventional
telephone users. ‘
-~ There will be a new videotex traffic resulting from the introduction
of the videotex service. Given all node-to-node traffi; and the
capacity for all links in a telephone network, the perfbrmance

evaluation problem consists in finding the following variables:

- Node-to-node grade of service (NNGOS, blocking probabilities).
- Link or trunk groups grade of service (TGOS, blocking probabilities).
"~ Average number of links used per call.
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- Trunk groub carried Toad (TGCL). .
- Trunk group offered load (TGOL).

The determination of these quantities for a Targe telephone network
is somewhat complicated and can be carried out by an event-driven simulation
program or by analytical techniques. Ho&ever; when 6n1y the g%eady state
behavior of the network is concefned; simulation is a poor method to use
because of the extrehe]y Tong computer running time required to reach the
steady state. Because of this difficu]ty, analytical methods have always been
favored for steady state analysis. ‘Classical analyticai-methods‘havé beeﬁ
extensiye1y used by telephone traffic engineers far network capacity planning
and are based on simple models of traffic_patterns and holding time distribu-
tions. Most classical traffic engineering methods deal with a small number
of tfunk groups treated as isolated and independent links in the network but .
do not attack the traffic engineering problem of the whole nétwork. Some
recent efforts have extended classical methods to treat a complex telephone
network such as the Canadian or American Telephone Networks [see references

13.7, 13.7, 13.81.- We shall propose a modern analytical model to evaluate

- the impact of videotex service on a telephone network by developing first a

model applicable to telephone networks of arbitrary complexity and discussing

how this model can be applied to a local telephone network.

6.2 Model.for‘Performance'EValuation of Telephone Networks*:

U PR \xl\l

* This section follows closely Ref. 13.1.
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6.2.1 Traffic Tntensity Matrix:

In a telephone network, one important measure of the quality of
service, as far as the user is concerned, is the node-to-node grade of serQice
(NNGOS), which is the blocking probability for-ca]is oriéinéted at a node S
(source) and destined for another node D (destination). For a well-designed
telephone network, the NNGOS for all node pairs should be kept Ee]ow some

specified value, say OLng

The grade of service of a telephone network is a function of traffic
intensity. These are the matrices of all node-to-node traffic intensities
generated by the telecommunication services. Each telecommunication service
which uses the te]ephﬁne network will generate a traffic iﬁtensity matrix.- For .
example, business telephone traffic is quite different from residential telephone
traffic. Videotex service traffic will be different from ordinary telephone

traffic since its mean holding time may be very different from that of ordinéry

‘telephone traffic. Conventional telephone network analysis methods do not

distinguish business telephone traffic from residential telephone traffic and
consider only the sum of all traffic intensity matrixes. This is satisfactory
for ordinary telephone traffic since the mean ho]ding time of business traffic
may be quite close to the mean holding time of residential telephone traffic.
But merely adding the traffic intensity matrix generated by the videotex service
to the éxisténg ordinaryAte1ephone traffic matrix may yield unsatisfactory
analysis results due to the fact that videotex service hq]ding time may be

very different from ordinary telephone holding time. -Ihtﬁitive?y, wa tanc !
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still obtain satisfactory results if videotex service arrival rate is small

with -respect to ordinary telephone arrival rate. An example of traffic matrix

is given in Table 6.1.

6.2.2 Traffic carried on a path:

- Let y be the vector of Tlink bToéking probabilities and x the-
corresponding ve:tor of 1inking probabilities (xi'=_i—yi). The ]1nE blocking
probabilities are a very complicated function of the traffic offered to the
Tink. We shall éhow how under some simplifying assumptions such 1ink blocking

' probability can be determinéd. For the present discussion, we shall assume
that the 1ink probabilities are given and we wish to determine thé traffic
carried on a Tink.

~ Consider a Tjnk i in a path U, between some S-D pair. According
to the routing hierafchy, a call islon1y"cafried-on path Uj if it finds all
the previous paths U],... R Uj_] congested and that path‘Uj is avéi]ab]e. We

write:

Traffic carried on path Ujf: A Pr (Uj used)
= APr (Uy,... , U; g congested, U, available), [6.1]

" where A is the originating traffic between the S-D pair. The traffic Which is
carried on 1ink i on path Uj is the traffic which finds all the 1inks on Uj free.
Conditioning on this event is [6.1], we may write the carried traffic on Vink 1i,

© C4s @S '
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c. = A Pr (Ul"" , U

; congested lUj free)

J-1
Pr (Uj free) [6.21.

If the Tinks in Uj up to i are elements of link set L1, then

kel

Pr (Uj.free) =;§z* Xk
J

Next, consider the first factor in Eqn. [6.21. The given condition

"Uj free" can be achieved by Tetting the blocking probabilities of all Tinks to

" .1 1n Uj be zero, or equivalently, by removing the Tinks in the 1ink set Uj' We

assume that this has been done prior to the evaluation of the first factor in

[6.2]. Then the probiem is to determine

Pr (U1,.U2,... Uj-] all congested).
If the sets U1, UZ” ...:U, 4 are disjoint, i.e., without overlapping

-1
Tinks, then we have :

Pr (U], UZ’““"Ujll all congested), [6.3]
= Pr (U1 congested) ... Pr (UJ._-1 congested)

where each factor may be evaluated by



- 66 -

2 %

Pr (Uk congested) = ]-‘iéUk i . : [6.4]

For the gengra] case where U1"'T Uj;1 have some overlapping links,
the calculation of [6.3] is a much more complicated problem, particularly if Jj
is large. Fortunately, the problem can be reduced to that of system reliability
analysis, therefore can be solved by one of several existing techniques [13.3].

To see this, let us write [6.3] as

Pr (U], U2,l.. Uj-] all congested)

= 1- Pr (at least one of Uy, Uys... Uj_] is ava{lable).

Then, the crux of the problem is to evaluate

Pr (at least one of Uy Upseee U4 is available), " [6.5]

’

The evaluation of [6.5] is immediately recognized as the same problem encountered

vin system reliability analysis [13.31. This identification is important because

it ehab]es us to apply many-of the recent results in that field [13.31].

" 6.2.3 A One-Moment Method for Calculating Node-to-Node Grade of Service:

Consider a telephone network for which the following information is

given:

(a) Network configuration:




(b)
(c)

A one-moment method of analysis is one -in which all the streams of
traffic "in a network are characterized by their first moments, i.e., their mean.

The standard assumptions can be briefly stated as follows:

(1)
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- Tlink-node incidence relationships;
- Tink sizes (number of channels in each 1ink).
Routing table.

Traffic matrix (node-to-node).

An origin exchange is offered Poisson traffic for each desti-

nation.

Call holding times are independent with exponential distribution
fuhction.

The network is in statistical equilibrium.

Each exchange has full access to outgoing trunks.

Negligible call set-up times. A

Blocked calls are c1eared~(BCC) and do not return.

The occupanc& distributions of all trunk groups are mutually
independent.

The total offered traffic to a 1ink is a Poisson process being

the superposition of a number of (independent) Poisson processes.

With respect to a single 1ink, this assumption implies that the offered,

overflow and carried traffics are all Poisson. This results in the 1ink appearing
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as a two-state system, each call being in effect allocated to the overflow or
carried streams with fixed probabilities. We shall now deve]op a method for
calculating the node-to-node grades of service.

First, define the following notation:

vector of link blocking probabilities;

vector of link availabities - X; = 1—yi;

vector of Tink carried traffics;

vector of 1link offered traffics.

T 0 X I

Before -calculating the node-to-node grade--of service, it is netessary to determine

y with the information given by (a) - (c) above. The unknown y, ¢ and a, are

~ o~ o~

related by a system of non-linear functional equations. If the Tink blocking

probabilities are known, then we can determine the Tink carried traffic as in

Section 6.2. Thus, we write symbolically:

c = Fy (y) [6.61.

o~

For each 1ink, the offered traffié, the carried traffic are related
by
c; = a, (1—y1), i=1,2,... , L

1

where L is the number of Tinks in the network.
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We can write

or more compactly
as= FZA(C) [6.71.
Under the assumptions 1-8, the call arriving on each link is a Poisson process.

Therefore, we can use Erlang's loss formula to determine the link b1dcking

s, probability [13.57:

y; = - - - s 1 =1, L
1 Ni K
2 7 (a;/k!)
k =

th

where Ni is the number of trunks in the i~ Tlink. We can write

y=Fy(a) ‘ | | . 16.8]

Equations [6.61, [6.7] and [6.8] constitute the set of non-linear
equations characterizing the network in steady state. It is impossible to

(\. obtain closed form solution of y, ¢ and a: an iterative procedure must be used

S ~ ~ ~
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to solve the non-Tinear equation. We have chosen the fixed-point algorithm.

From [3.6], [3.7]1 and [3.81 we have,
Z = F3 (i) = F3 (FZ(FT (y\)) = F ({) : o [6.9]
The iterative procedure is compact]y'described by the recursive formula:

{ﬁ +1° F (Zn)’ n=20,1, 2,...

The iteration is carried out until the differences between all the

corresponding entries in Yo +1

~

The final result y = Yy is considered to-be the solution of Eqn. [6.91. Once y

and yy, are smaller than some prescribed error.

is found, the node-to-node grade of service can be determined using the relation:

! -

Node-to-node-grade-of-service = 1-:E:FW‘(Pj used) [6.10]
3 -

where the Pj are the alternate paths for the node-to-node calls of the corre~‘
sponding node pair. To evaluate Pr (Pj used) in Egn. [6.101, we can use the
method described in Section 6.2.2.

6.3 A Queuéing Model for Packet-Switched Networks Evaluation:

Queueing models for networks analysis have been thoroughly discussed

in an excellent review paper by F.A. Tobagi, M. Gerla, R.HW. Peebles and
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E.G. Manning [2.5]1. These models are able to yield reasonable approximation
to performance indices such as transit delay, packet loss probability, line

and buffer utilizations, network throughput and so forth.

The 'simplest model of a network consisté in treating each switch
1ink as an independent M/M/1 or M/G/1. This dependS’ubon whether or not it is
reasonable to believe that the process of passing through a switch does not
alter the basic Poisson nature of the traffic. Pioneering work was done in

. this area by Burke [10.2] and by Jackson [10.31.
Burke showed that the output of an M/M/1 queue is Poisson. Jackson

n = (n1, nZ,.,. nN) is the global state variable denoting Ni customers at server
i, then the equilibrium probability distribution has a simple product form:

i

P(M, "2, M) = p("M) p("2)... p(MN)

where P(ni):is the margina1‘probabi1ity of finding N customersvat server i,
and is given by the simple M/M/1 formulg, ToAapp]y}JackgonﬂsAgeg;]f:;weimgétknow;
the actual traffic arriving at server i. This is easily computed if we kndw '
the external arrival rate i and the customer branching probabilities, b,

i, J°
This yields a set of equations:

N
é!l’ - | %\3} .=; CES - %;;t€>%'kki
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The most general results have been.@erived by Basket et al [10.41.
They assume that there are N nodes, L classes of customers (such that each
class may have different routing through the network and possib]y-different
service time at a node), and four allowed node.types which satisfy the Poisson
output property and thus guarantee a product form solution. These afe: type 1
- FCFS, M/M/1; type 2 - RR, M/G/1; type 3 - processor sharing M/G/«; type 4 -
LCFS, M/G/1. The network can be open for some class of customeﬁs and closed
for othefs. The case of a completely open system is of special interest; it

can be showed that
N N
P = P.(n.
(n) 3751 5(n4)

where
n,
(T—Pj) Pj J, for node types 1, 2,.4
g = "5 -p,
Pj e %/;j!, for node type 3.

That is, these rather complex systems (node: types 1, 2 and &)
behave just Tike a set of connected but- iindependent M/M/1 queues. Type 3
nodes behave like isolated M/G/~ servers. This gives us very powerful tools

for analytic modeling of computer networks and telecommunication services.

Some of the important problems cannot be handled by queueing modeling

but must be handled by simulation. These are: dynamic storage allocation at a
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FIGURE 6.1

A .MODEL .FOR .COST .ANALYSIS
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C: Subscriber facilities cost
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switch which allows for variable size blocks; the flow of multiple customer

classes through a node in which the classes have different service time dis-

tributions; state dependent customer routing and priorities.

6.4 Model for cost analysis

To assess the economical merit for the introduction of a new ser-
vice or a new network architecture, a cost-benefit analysis must be carried
out. For this, a communication cost model [9.6] must be introduced. The
model is divided to three cost compoﬁents and shoWn in Figure G.i; Component
A is called connect cost. It represents call processing cost and depends on

call handling capacity of a processing ygijf Compqnent B is called transmis-
sion cost for a request, occupied while a call is established. Subscriberl
facilities cost represents cost for data circuit terminating equipment, sub-
scriber circuit and the part of switching faci]itieé constantly occupied by
a éubscriber. Considering this model, communication cost for a subscriber is

determined as follows:

A c/h + Bc +C (1)

y =
where

y = network cost per subscriber

h = call duration '

c = traffic intensity per subscriberigiié;;ﬁSum'of.Cal] durations

within a time unit.
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.....

~¢/h = number of calls per subscribef
A = connect cost index
B = transmission cost index
C = subscriber facilities cost index

With these equations, network cost characteristics can be analyzed

using these indices.

As an example, using suffixes 1 and 2 for two different network
architectures, equation (1) for each network architecture can be described
as follows: |

A]c/h + B.-c+C

]

1

Yo Azc/h + BZC + 02

’

Putting Yy = Yoo cost boundary between two different networks can

be derived as follows:
c = (Cp-C) /(A - A))/h + (By - By)A

When the traffic intensity is higher. than c, the network archi-
tecture of configuration 2 is more favorable. It is pertinent to emphasize
here that the cost indices A, B, C will depend on the service level that the

network wants to maintain.
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6.5 Computer Software- for Telephone Network Performance Evaluation:

The performante of a telephone network is mainly determined by the-
Tink capacities (numbers of trunks in trunk groups) and node-to-node traffic
loads (or traffic intensities). The performance evaluation problem consists

in finding the following variables:

Node-to-node grade of service (NNGOS, blocking probabilities).

Link or trunk group grade of service.

Average number of Tinks used per call.

Trunk group carried Toad.

L Trunk group offered load.

The method of performance evaluation adopted is the one-moment
method proposed by P.M. Lin et al [13.1]. This method requires intensive
coﬁputing which can be programmed on a digital computer. We have modified
and implemented a computer program developped by Lin et al [13.61 in such a
way that it may be-app]icab]é to any telephone network. Tests have been done
to verify our computer program using data from the European Autovon Network.
Much of the work required for implementation of the computer program has
been: (i) modiffcation to algorithms in the STARTUP program to accomodate
the successive office control discipline adopted in conventidna] telephone

networks and (ii) changes in computer codes for IBM machine.
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The computer program can also perform automatic routing table up-
dating: given a network configuration and a traffic matrix, update the existing _
rouﬁing table if any node-to-node grade of service exceeds the maximum allowable
value. Although routing table updating is not an objective of the present
project, it is of potential future use for network desjgn, especially it

can be used to design a model of telephone networks (see section 7.3).

Although the one-moment method proposed by Lin et al [13.17 is
based on a number of reasonable assumptions, the results obtained from this
method should be validated. Our efforts in designing an event d;iven simﬁ]a—
tor has met with considerable success. We have found that it is relatively

i simple to develop a simulation program which can simulate any telephone net-
) work. The simulator can be used to validate.the one-moment model and other
mathematical models or to predict telephone network performance. The design

objectives of the simulator are the following:

From its principal inputs namely the traffic intensity matrix,'the
1inks capacity matrix and thé routing control table, the simulator generates
a series of route-trees for all origin-destination node pairs. Arriving calls
are rouféd_to destination nodes following the rbute—trees. Network initial
state can he Tnputfedlby“theﬁusqr or<automatTcgJJ?&generaﬁed?by}?hQGSimulator :
To accelerate computer running time to reach the steédy state, the simulator
chooses the fnitia] state by applying the one-moment method proposed by Lin et

al (1). Standard network performance indices such as 1ink blocking propabili-
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ties and various grades of seryice are outputted by.the simulator:i-Dis- -
tribution of offered and carried traffic on each 1inks are provided on demand.

Network states can be displayed by sampling at demanded intervals of time.

The implementation of the simulator is in progress.
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7. MODEL. _FOR PERFORMANCE EVALUATION OF LOCAL TELEPHONE'NETWORKS:

7.1 '~Rea5@nsmfcﬁ*3tud¥iﬁ9 égcal.Teﬂephone'Networksi

 The basic problem of evaluating the impact of a videotex service
on a telephone network is to calculate the node-to-node grade of service when
the traffic matrix is modified as a result of the introduction of the videotex
service. The traffic matrix may be considered as a sum of two traffic matrixes
qf which one is generated by normal té]ephone exchange and one by videotex

calls. We may write the traffic matrix conceptually as

where A] is telephone traffic matrix and A2 is the videotex traffic matrix.i

If Ay and A, are known and if all Tink capacities of the telephone
networks are given, we can apply the method developed in Section 3 to evaluate
the telephone network performance. However, the evaluation problem for a
national telephone network with a national videotex service taken as é whole
is a formidable one due to its complexity and the enormous amount of‘daté re-
quired. We must, at least at first, concentrate our attention on a Tocal
geographical region of the network and to the Tocal videotex service. In
doing this, we must make following assumptions:

(1) Major videotex service demands will be essentially local so

égl’ that it affects significantly only the Tocal telephone network.
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(ii) Traffic exchange between nodes far apart is negligible with

‘respect to logcal exchange traffic.

These two assumptions imply that we can divide a telephone network
. such as a national one into a number of regional networks which are
approximately closed in the sense that the traffic entering and Teaving
a regional network is small with respect to its internal traffic. This
division of a network into approximately independent subnetworks should
be done in consideration of all node-to-node traffic. Unfortunately,
complete data on traffic between node pairs are not.available, tﬁerefore,
for the timewbeﬁhg, we must rely on our intuition and judgement.
\T:', R

Telephone networks are hierarchically structured such that nodes
are assigned to classes [13.4]...The. central office trunking entities at
which telephone Toops are terminated for purposes of interconnection to
eaéh other and to the network are called "End Offices" and are designated

as class b offices.

The switching centers which provide the first hierarchical stage
of concentration for network traffic originating at end offices and
the final stage of distribution for traffic terminating at end offices
are called "Toll Centers" or "Toll Points" and are designated as class 4.
The class 4 éwitching nodes connect a grouping of end offices to each

other and to the network. Certain switching centers, in addition to
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conhecting a grouping of end offices (class 5) to each other and to the
network, are selectéd to serve higher Tevel switéhing functions on the
basis of overall network economics. Those levels are: Primary Centers
designated as c1as§.3, Sectional Centers designated as class 2 and Regional
Centers designated as class 1. Collectively, the~éTass 1, 2 and 3 nddes
(switching éystems) constitute the control switching points (CSP) of the
call routing for distance dialing. It is important to note that h{gher
Tevel 'switching systemsA(nodes) can also perform Tower IeveT'switching

functions.

This systematic grouping of switching centers results in a simﬁ]ar
grouping of the areas they serve. Each regional center (class 1) serves
a Targe area known as a Region (there are two regional areas in Canada).
Each region is subdivided into smaller areas known as sections: thé
principal switching system in the section is the sectional center (class 2).
The section is still rather large and it, too, is further divided into -
smaller parts known as primary areas, each of which is served by a primary
center (class 3). - The remaiging centers that do not fall into these
categories are the toll centers (class 4) and end offices (class 5).
Traffic between any node péir i§ first routed to a high-usage trunk group

(1ink). Overflow traffic from the last high-usage trunk is offered next to )

a final trunk group.

~ Figure 7.1 .presents.a globalTyiew.of.the.telephone network in which
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only final trunk groups are shown. A subnetwork such as those encircled
by a dashed Tine can be approximately closed in the.sehse that incoming
and ‘outgoing traffic is negligible with respecf to internal traffic. We
will -consider such a subnetwork as one which represents a metropolitain
region such as Ottawa or Quebec City. Such subnetworks will serve for our
initial modeling of local telephone network. An example of such a network
is the one consisting of nodes A;B; C and all nodes 1inked to A and B.

By our assumption, nodes such as D or E do not significantly affect the

subnetwork considered and can be ignored (see Figure 7.1).

7.2 A Prototype of Local Network:

Consider a metropolitain region that is sufficiently large so
that traffic entering and leaving it is negligible with respect to
traffic within the region. Some reflection shows that such a region
would have about two class 4 offices and about twenty to thirty class 5
offices. The videotex databases serving the'region could be conveniently
designed as isolated class 5 bffices. The capacities of high~usage and
final trunk groups are assigned so that the node-to-node grades of service
are kept at reasonable levels. An example of local networks of our concern
is shown in Figure 7.2, Such Tocal networks can be analysed using the method
described in Section 6.2 if the network configuration (number of trunks
in each groups together with identification of all trunk groups and their

routing functions) and the traffic matrix are known. Unfortunately, such
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information is the private property of telephone companies and may not be
easily accessible. A remedy to-this difficulty is to-bui1d a model of a
network based on statistical assumptions. Some variables which must be

taken into account when modeling a local network are:

(1) distribution of the population;

(i1) distribution of commercial and residential area'te1e;
phone networks;

(1i1) design objectives of telephone company (e.g.. end-to-

- end- grade-of-service is 0.01).

¥
.’{

s Variables (i) and (ii) may help to estimate call arrival patterns

| from node-to-node, which togetﬁer with assumed mean holding times (approx-
imately 3 minutes), can yfe1d estimates of node-to-node traffic intensities.
Variable (III) - the telephone company ‘s target grade of service - together
wifh estimates of traffic intensities, may help to estimate trunk groups
{1inks) capacities. For example, consider a simple network consisting of
only one trunk group. Knowiﬁg the traffic intensity in this trunk group
and assuming a 0.01 blocking probability, we .can use the well-known Erlang
loss formula to estimate the number of trunks in this trunk group. For
more complex networks, the estimation would be more complicated but the

method remains the same.

It is important to note that database Tocations may dictate
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‘:the inclusion of certain parts of the network, but not all, into the
modeling process. For example, if the videotex databases are Tocated
at isolated class 5 offices, then videotex traffic will have impact only on

1

class 5 final trunk groups but not on c1as§ 5 high-usage truhkvgroups,'
This means that, in studying the impact of videotex service on telephone
networks, we may ignore all high-usage trunk groups connecting class 5

offices.

7.3 Modeling of Local Telephone Network Configuration and Traffic:

The important inputs for analysis of network performance are:

........ (1) The configuration of a typical local telephone network:

number of class-4 and class-5 offices, high-usage trunk
_groups, final trunk groups, and number of trunks in each
trunk group.

(i1) Telephone traffic matrix: all node-to-node traffic
intensities of present or anticipated telephone sub-
scrﬁbers, arrival rates and average telephone holding time.

(ii{) Characteristics of videotex servicesf user requést rate in
number of pages per request, transmission and éccess times
(at data base) per request, user holding time, etc. |

(iv). Locations of data bases.
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The above input information cannot be derived purely from theoretical
considerations but must be estimated from data. Data concering (i) and (i1)
may .be available from te]ephone compan1es and .their cooperat1on in prov1d1ng

them is necessary Be11 Canada has 1nd1cated w1111ngness to provlde such data in-

s _.._. -

the near future o - - - - Data concern1ng_(111) can be inferred from

the Vista pilot project where user request rate and holding time can be
observed. Transmission and access times are obtainable from the character-
istics of the services offered by videotex facilities. At the present

time, Tittle information is available so that crude extrapolation from

available data will have to be made. The Tocations of the data bases can

be determined from network and traffic characteristics. Optimal choicesA
for data base locations can be made with the aid of analysis tools that we
have developed once telephone network characteristics and videotex service
characteristics become available or when they can be‘estjmatea.

An alternative abproach to. the problem of obtainfng hard data on the
telephone networks is to model them. Using exogeﬁﬁué' variables such as
§ubscribers population, industrial and commercial offices distributions,
together with a knowledge about typical buéy_hour traffic and about

usual te1ephone companies' network design practice, we can build a realistic

- model for a typical local network. Some of this knowledge is summarized :

in Table 7.1. These include typical data concerning average busy hour
traffic, average number of subscribers per class 5 office, typical number
of interoffice trunks per trunk group, average urban loop Tength and trunk

Tength.
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TABLE 7.1 SOME DATA ON TELEPHONE NETWORK AND TRAFFIC *

1. 'Average busy hour traffic: -

Resident
Business

Data terminal
2. Ratio of inter .versus intra office calls
3. Average number of subscribers per C5 office
4. Typical number of interoffice trunks

. 5. Business lines versus residential lines: -

Urban

Suburban

6. Average urban loop lengths

Maximum urban loop lengths

7. Average trunk lengths (between C5's)

3.6 ccs
5.5 ccs

~10.0 ccs
50:50
15,000

1,500

60% business lines
40% residential Tines

20% business lines

80% residential lines

~ 2 miles

~ b5 miles

"~ b5 miles

Source: Data obtained from consultation with specialists in North American

telephony.
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The-princ1p1e which can be used in modeling a felephone network is

the following: using our knowledge about number of‘subscribers per class 5
office and the maximum loop Tength and average -trunk Tength, we can devide an
urban local region into a number of zones - each of which is served by a
class 5 office. Characteristics of these zones are established using data
about geometrical distribution of commercial and residential subscribers.
Node-to-node traffic intensities can be generated taking into account the
zones' characteristics and geographical Tocations. Following common
practice of telephone network design, we can_generate the trunk groups
(1inks) and assign capacities to trunk_grodps‘— this modeling précess wf11
be carrfed out in an iterative fashion until a typical telephone network

. with a typical performance is obtained:m Epnsu]ation with experts and tele-

ﬁhone companies will be sought in order to arrive at a representative model

for local telephone networks.
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8. [EUROPEAN AUTOVON NETWORK EXAMPLE:

In this section we will apply some of the methods and tools -
that we haVe developped in this report to the European Autovon network. The
reason for choosing this network to 41lustrate our methodogy is that it is .

the only network from which real data éfe.évai]ab]e-tdAus.

8.1 NETWORK CONFIGURATION:

The European Autovon is a circuit-switched network employing a

routing strategy called "originating office control with spill forward". For

the purpose of network performance eva]dation, the European Autovon network

can be modeled by the graph of Figure 8.1.  The network topo]ogy'is comprised. of
10 nodes plus the CONUS Gataway node 358556 1inksA(incTuding the three links

to CONUS Gataway) interconnecting the various offfces. Eachfof the 11 nodes

in the modé] is assumed to be perfectly reliable (blocking probability =0) énd
that it takes negligible time for the control equipment. in ?he offices (nodes)
to establish originating, terminating, or tandem.ca11s. On the other hand, the
26 links are modeled on the basis of their capacity, and then availability for

use is therefore considered probabilistic. The capacity of each link is given

" in Table 8.1. The network routing tab1e'(i) is depicted in Table 8.2.

(1) Based on July 1974 Autovon data.
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FIGURE 8.1.

European AUTOVON Network
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TABLE 8.1
Trunk group.information:for the European AUTOYON network - -
LINK TERMINAL NUMBER
NUMBER NODE NUMBERS OF.TRUNKS
1. 1 -5 36
2 5 - 10 ‘ .20
3 9 - 10 17
b 3 -10 18
5 2 -3 10
6 | -2 22
7 , 2 -4 34
8 4 -5 10
9 .5 - 8 ) R B I
10 8 - 10 ' 9
N 2 - 10 7
& 12 2 -5 . 15
= 13 5-11 30
14 7 - 11 . 34
15 6 -7 12
16 5-6 - 13
17 7-8 12
18. 7 -9 7
19 7-10 15
20 2 - 11 1k
21 L -7 10
.22 3-7 - ' 12
23 1 -10 ~ 1
24 6 - 11 8.
25 5-7 30
26 2 -7 5
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Routing Table for European AUTOVON Network

ﬁ;€6‘-,<

To ] 2 3 } 5 6 7 8 9 10 R
From : .
P | 2,5 10,2 2,5 5,2 5,22 | 500 | 10,5 10,5 10,5 | 5,2
2 195)]0 311135 b Sih . -]]’5 79455 - ]0p5 lovh ]0)5 ]],5
3 2,10% 2,10% 2,10 | 7,10%,2 | 7,10%,2| 7,10%,2 | 10%,7,2 10*,7' 10% ;2 7,10%,2
l'* 2,5 2 2,7,5 \ 5;7 7,5 7,5 7;5 792)5 M 7,2'55 7,2,5
5 | 1,2,10 | -2,k 10,7,2 | 4,7 6,7 7,11 8,7 10,7 10,7 1,7
6 5,7*% 11,5 7%,5 ’ 7%,5 | 5,7*% - 7%,11,5 | 7%,5 7%,5 7%,5 11,7%,5
7 5,2,10 2,4,5 3,10,5 ";2»5_ 5,11 6,11,5 8,5 9,8,10 10,8,5 11,5 |
8 10,5 10,5 | 10,7 7,5 (57 7,5 7,5 \ 10,7 10,5 7,5
N ] .
— — - T .
9 0% 10% 10% 10% .- 7,10% 7,10% | 7,10% 10% . 104 7,10%
10 1,52 | 2,5 |3,2,7 | 7:%4:5 |37 7,5 7,8,5 |85 |9 _\T\\\\\\_7,5
N 5,2 2,5 7,5,2 7,2,5 15,7 16,7,5 7,6,5 7,5 7,5‘ - 17,5
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8.2 'PERFORMANCE EVALUATION OF AUTOVON:

On the basis of the trunk group ihformation (Table 8.1), the

“routing tab]e (Table 8. 2) and the traffic matr1x for "rout1ne 1eve1", (see |

. I R
= IS "‘-‘,/...‘-. -

Performance data are~shown»in the Pppendix ' Performance Deve]opments'

of a trunk group is g1ven pr1nc1pa11y by ""Trunk Group Actual GOS" which .
is the trunk group blocking probab111ty.' Offered traffic to a trunk group

is given by "Offered Load". These informations are.important for identifying

bottlenecks in the network. For -example, 1inks 1, 7 and 23 are important.

bottlenecks because these blocking probabilities are high and offered traffic
to them is also high. | _ | . )

The most importaot performancetindees are the souree-to—desfination_i‘;
blocking probabilities given on pages All foiA13., Also given are the
éource-to-destinatioh weights b]oeking probabi]ities whieh are equal to the

source-to-destination probabilities multiplied by'weight factors. The weight

factors are chosen in relation to users' considerations with respect to .the

source-destination pairs. To emphasize certain origin-destination pairs, one

assigns weight factors greater than one-to them, and to de-emphasize an

. origin-destination pair, one assigns a weight factor less than one to it.

The weight factors allow us to compare all node-to-node grades

. of service in a uniform way. For Autovon, the distribution of all source-to- B

~destination grades of service (blocking Probabi1itie3) is shown in Figure 8.2.

It can be seen that most source- to destination grade of service are good (]ess

" than 0.0 1. However, it 1s not true that most users exper1ence good grade
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of service. In fact, in European Autovon, most users experienée a bad

grade of service. This can be seen from the indice "network grade of
service" wﬁich is defined as the probability that a call coming from any
origin is blocked from the network. For Européan Autovon, the network grade
of service is .37 (or 37%). This is because of the fact that, although a
majority of source-to-destination grades of.servicg are good, those bad
grade of service Cé.]) belong to origin-destination node pairs Which have

large traffic intensity.
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Let us assume that a new telecommunication service is introduced
into European AUTOVON Networks and that this introduction induces an increase
in traffic by a non-negligible factor. We will assume for simplicity that all

origin-destination traffics are increased by the same factor.

Figure 8.3 shows the distribution of node-to-node grades of sérvice.
(NNGOS) when the traffic in AUTOVON is increased by 20%. Comparing with
Figure 8.2, we can see that most NNGOS now shift two the right and vary from
0.08‘to 0.92,.which~means‘that network. performance degradesfsign%ficant1y;'1The
overall network grade of service (bTocking probability) increases from 0.37 to

0.64 when the traffic increases by Zo%émauperformance degradation by 70%.

Figure 8.4 shows the distribution of NNGOS when network traffic
increases by 40% with respect to "routine" level. The distribution shifts
fufther to the right with respect to the situation in Figure 8.2 and most
NNGOS are greater than 0.40. The overall netﬁork blocking probability is
0.75 in comparison.with 0.37'corresponding_to "routine" traffic Tevel.

Figure 8.5 shows the 1ncreasé in network grade of service\asfa
function of traffic :increase factor. It can be seen that network grade of
service increases very rapidly and approaches the asymptotic value (1.00)

when the increase factor approaches 100%.
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FIGURE 8.3

AUTOVON's Grade of Service when.traffic
increases by 20%
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FIGURE 8.4 o

AUTOVON's Grade of Service when traffic
. increases by 40% - |
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FIGURE 8,5

Network Grade of Service versus increase in traffic
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We have seen that European AUTOVON Network performance degrades
quite drastically when traffic level increases. This is because at "routine"
level, its performance is already critical, with an overall network blocking
probabi}ity bf 0.37. Commercial telephone networks pdssess a much better
grade of service which is usually less than O.Qt, Nevertheless, one can
expect significant degradation in grade of service when additional traffic is
introduced into the networks. As-a rule of thumb, one can expect that perfor-
mance degradation rate is much faster than traffic increase rate and that the

degradatioﬁ rate is exponential rather than Tinear or polynomial.




- 103 -

& 9. CONCLUSION:
In this report we haye laid a sound basis forAeva1uating technical
and -economic impacts of the introduction of new services on existing tele-
~communication networks. After a brief survey ofiplanned new services shch as
Videotex, COSPRO, Electronic Fund Transfer Syétem and Electronic Mail, we
proposed methods for networks and service characterization. This allowed us
to state the problem of evaluating the impact of new services as g netwofk
performance evaluation problem with respect to the additioné] workload generated
by new services. For packet-switched networks, the performance measure to be
etudied is the so cé]]ed “service level"” and for circuit—switehedAnetworks, it is
: the "'grade of service"f We then developped models and tools for network perforhance

. evaluation. We argued that the videotex service and local telephone networks

Pz sy

should be studied first. We then showea4ﬁow a realistic model ofiloca1 telephone
network can be constructed which can-serve a basis for_eya]ua%ing existing local
telephone networks. ; |

In essence, work done on tﬁis projept lays the basis for its _
continuation: the basic ana1ytica1 and simulation tools needed for telephone
network performance evaluation have been developped and sufficient understand-
ing of the local telephone network has been gained permitting the design of an

" "idealized" local network. This ”idea]jzed" network coﬂ]d then be takeﬁ as

prototype for judging the impact of new services such as videotex. The authors
fee1.that these two achievements are extremely important.

Concerning the problem of estimating the network loading parameters

of new services, the authors foresee several methods to be explored in the

C\. " continuation of this project. One would involve a simulation of videotex in the

university environment which could give parameter value estimates useful for
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this subclass of videotex users. Various marketing research techniques

are also being considered.
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33.401
. 182

61.242
8.341
1.317

- 043

24.687
i4.102

204,965

24.637
.371
. 120

181.27:
42.48%

‘FRUM 4 m 19
PR (PATHLY= .759183
PR (PATHE)= 224752
FR (PATHS)= 011267
FROM 4 TG 11
PE (PATHI)= 767692
FR (PATHE)= .E012&3
FR (PATHZY= . 021614
FROM 5 TO 1
FR (PATHL)= . NUE1&3
FR (FATHZY= . 001352
FE (PATH3)= .0007AS
FRUM S TO 2
FR (PATHIY= .B0175%
PR (PATHEY= . 146650
FROM S 10 3
PR (PATHI)= .%47932
FR C(PATHE)= . 038553
FR (PATHR)= . 010316 .
FROM S 10 4
FR (PATHLY= .739861
PR (PATHE)= . 173426
FROM 5 TO &
PR (PATHIY= .3962E42
PR (PATH2Y= .03094%
FROM 5 TO 7
PR (PATH1)= .853682
PR (PATHE)= .13559¢
FROM 5 10 &
FR. (PATHI)= . 999259
PR (PATHE2Y= .00062S
FroM 5 Ta . @
FR (PATHLY= .84553C
FR (PATHEY= . USESI3
FROM 'S ToO 10
PR ¢PATHI>= , 252753
FR (PATHEY= . 039174
FROM = 5 0 11
FR <PATHLI= 942772
PR (PATHE)= , 148022
FROM & 15 1
PR-CPATHY= . 002104
FR (FATHEY= . 6U0DES
PR (PATHZ)= . 00046
PR (FaTH4Y= . 0006795
£ ROM 6 TO 2

PR (FATHL)= 820401

LOAD

LOAD CARRIED
LOAD CARRIED
LOAD CARRIED

LOAD CARRIED
LOAD CARRIED

LOAD CARRIED,

LOAD CARRIED
LOAD CARRIED
LOAD CARRIED

LOAD CARRIED
LOAD CARRIED

LOAD CARRIED
LOAD CARRIED
LOAD CARRIED

LOAD CARRIED

CARRIED

LOAD CARRIED
LOAD CARRIED

LOAD
LORD

CARRIED
CARRIED

LOAD CARRIED
LOAD CARRIED

LOAD.
LOAD

CARRIED
CARRIED

LOAD CARRIED
LOAD CARRIED

LOARD CARRIED
LOAT CARRIED

LOAD CARRIED

LOAD CARRIED
-LOAD CARRIED

LOAD CARRIEL

LOAD CARRIED

BY
BY

BY
BY
BY

BY
BY

BY
BY

BY
BY

BY
BY

BY
BY

BY
EY

BY
BY

BY
BY
BY
BY

BY

PATH=
FATHE=
FATH2=

Y PATHI=
! PATHE=

PATHI=

PATH1=
FATHZ=

PATH1=

PATHEZ=

PATH3=

PATH1=
PATHE=

PATH1=
PATHE=

PRTH1=
PATH2=

PATH1=
PATHE=

PATHI=
PATHe=

PATH1=
FATHE=

PATHL=
FATHE=

PATH1=
PATHR=
PATH3=
PATH4=

PATH1=

107.564
iv. 085

39.571
. 025

173.127
2. 124

12.477
.401
5.613
4.720

7.474.

8y




FROFRTREY=

¥ 0 &
FioilraTHL =
B CFRTHS b=

i TR =
OR (i THAY=

FrHM 6
FE
f

1T
aax

Fram 5

mr CrnTHL D=
PP g =
FR oFiTHIO=

FRCM 5

FR (FATHL>=
FR (FATHE)=
PR OCPRTHE)=

FROW 6
FR (EATHLD=
PR (PATHZ)=
FE(PRTH3)=

FrOm 6
FR <FATHLY
FR rra:H8>

F‘l". 3‘1 A=

FR an Hir=

FREDM 6

FR (FATHL>=
FE (FRTHED=
FR CPgTHIO=
FR (FATHY =

FrOM &

FR (FATHI»=
CF ’I'A “Il_)-—
FE (FATH32=
PR (FATH4 =

FROM

PR {FaTY
PR CPaTY;
FR (FATYS:

o T3 .--\u

]
HllH

Ay

FE

FF *F‘r““;
FR (FPaTa:
PE (FaTH2

|‘.J f\; RN |
AR

FROM 7
PR CFATHY D=
PR (FRTHE)=

.l Ju=l 3]

TO b

—’f‘ll ‘54

TO 7
LFE0124
 TEV243
IR Rl i1

L 301751
. 1TES4T

70 11
L 93048
. D32536
. BOOSSE
001517

TO 1
LIN1E64
.uu1DLw

70 2
BT ’?qﬁ
- _1_\_|1?-\

r

. URESES

.3
WE7SELY
-izasel

LOAD

LLGAD
LMD
Lort
LD

LORD
LOCAD
LEAD
LOAD

LOAD
L.0an
1.34n

LOAD
LOAD
LOAT

LOAD
LOAD
LOAL

- LGAD

LOAsLD
LOAD
Laan

LOAL
LOAD
LOAD
LO2D

LOAD
LOnkD
LOaD
LoRT

LOAD

LCAD
LOAD

LOaD

{.0AD
LOAD

LOAD

LORD

CARRIED

CARRIED
CARRIED
CARRIED
CARRIED

CARRIED
CARRIED
CARFIELD
CARRIED

CARRIED
CARRIED
CARRIED

CARRIED
CARRIED
CARRIED

CARRIED
CARRIED
CARRIED

CARRIED
CARRIED
CARRIED
CARRIED

CAFRRIED
CRARRIET
CARRIED
CARRIED

CARRIED
CARKIED
CARRIET
CARRIED

CAREIED
CARRIEL
CARRIED

CARRIED
CARRIED
CARRIED

CARRIED

TARRIET

EY

EY
) tll

BY
BY

EY
EY
E \I'
EY

BY
BY
BY

BY .

BY
EY

BY
EY
BY

BY
BY
B-.'J
BY

BY
EBY
BY
BY

BY
B lll
BY
BY

ny
BY
B \‘l

BY
BY
B !'I

BY
BY

PATHE=

PATHI=

PATHES *

FATH3=
PATH4=

PATHL=

FATHE=
FATHS=
FATH4=

PATHL=
PATHE=
FATH2=

FATH1=
PATHE=
PATHZ=

PATHI=
PATHZ=
FATHE=

FATHI=
PATHZ=
PATHZ=
PATH4=

FATHL=
FATHE=
PATHZ=
PATH4=

PATH1=
FATHE=
PATH3=
FATH4=

PATHL=
FATHE=
PATHZ=

PATH1=
PATHE=
FATHZ=

PATHL=
FATHE=

1.17¢C

30.852
4,171
o B

1.30% .

-
s 1) O

. .
LN U )

.

Pl LYY Y« Y
0 A U~

Lo R R 1)
0o (2 6
=~ L G

86.224
3.364
S0S0
. 137

185. 04
101.660Q
83.409

12,063
11. 173
2.150

33.032

-4.35€2

FR (FATHI}=

FRrOM n

FR (FATHL )=
PR (PATHE»=
FE CPATHS=

FEUH T
FR (FATHL)=
FR CPARTHE»=

FROM 7

FR (FRTHiS=
FR (PATHZ =
FR (PATH3S=

FROM, 7
FR (PATHI
PR TATHE

hE
2=
FROM I'é
FR (PATH1
FR (PATHE
FR (PATHZ

FROM Y
FR (PATH1)=
PR (PATH2)=

)=
P
=

PR (FATHZO=

FrOb g

FR (PATH1)= .%
PR (FATHZ»= .

FROM 3
FRr (PATHL)=
PR CPQTHE)—

"FROM 8

FR (FRTH:)=
FR CFUTHE)=

FROM =
FRE (FATHIY=
PR (FATHZ )=

FrOM S
PR‘(PQTH1?=
PR (FATHE)=

FROX 2
FR (FGTHDD=
FR (FaTHE)=

FROM 2
PR (FATHLD=

Fr (PATHZO=

cROM 2
FR (PaTHI>=

o UH,_.h '

TO 4
L TENTEN

» DRI

TO €
L FE0124.
L OEVE4E
. Goisoe

‘To . &

LOEPTET
L oindoe

a9
6570
LePPENS

L DEISHD

T3 10
Larenan
. (ES75E

LD el

. SEPFRE

LOADl CARRIED BY

LOAT
LOsD
LR

LOAD
LOAD

LOAD
LBAD
LOAD

LRl
LOAD

LOGD
LOAT
LOAD

LO#D
LOAD
LOan

LOAD
LOAD

" LOAD

LOAT

LOAT
LOAD

LOAT
LOAD

LOAD
LOAD

LoAD Lo

LDAD

LOAD
LORD

LOAT

CARERIED
CARRIED
CARRIED

CAREIED
CAREIED

CARRIED
CARRIED
CamRIED

CARRIED
CARRIED

CARFIED
CARRIED
CARRIED

CARRTET
CARRIED
CARRIED

CARRIED
CARR1ED

CHRRIED

CARRIED

CARRIET
CRAREIED

CARRIED
CARRIED

CARRIED
CARRIED

CARRIED
CAERIED

CARRIED

B‘IJ
¥
- 1

EY

BY

BY
EY

BY
EY
BY

EY
EBY
B '.l)

BY.

B v.'l

EY
EY

BY
E’l \‘l

BY

EY P

I BY

EY

Ev.l,l e

BY

FATHS=

PATHI=
FATHE=
FATHE=

FATH1=
PATHE=

PATHI=
FATHE=
FATHEZ=

PATH1=
PaTH2=

FATH1=
PATHE=
PATH3=

-

FATHL=
PaTHE=
POTHS=

PATH1=
PATHS=

PHTHL=
PATHE=

PATHI=
FATHE=

PATHL=
PATHE=

FATHI=

11,109
2,432

6V

..



A

FE :F’.“’— L B10433 LCATT CARRIED BY PATHE= . 4510 FrROM i 10 1O 1 . T
- TOlE R APATHLIY= L 0G1E4 LOal CARRIED
FROM ] TO o ’ . e PE CFATHEZY= 00182t - LOAD CARREIED
FE (PATHI)= . 825443 LOAD CARRIED BY PATHi= 14.876 PR (PATH2)= .0914E7 LOAD CARRIED
i FR (PATHE)= . 1130637 LOSD CARRIED BY PATHE=  2.036 . : . .
, : FROM | 10 0 2 : '
. FEOM & T 1y . PR (PATH1)= . 933214 LOAD CARRIEL T PATHI= 13,458
! FFR (PATHiI»= .S21Z27% 1LORE CARRIEDR BY PATHI= 36.87% - - FR <PhTHE>= uGEtnis LOAD CAHRRIED BY FATHZ= - V35
' PR OCEATHEX= L 055423 L.ORE CARRIED BY PATHE= -~ 2.521 ' : l
FEOM | i 7O - Z
FROM I N . FR (PETHIY= . 934965 LOAD CARRIED BY PATHiI= 25.21%
PR O(PATHL?= 270973 LOAD CARRIED BY PATHI= 41.946 PR C(FRTHEY= . 004592 LOAL CAERIED BY PATHZ= 166
FR (PATHE)= . 02734 LOAD CARRIED BY PATHE= -1.181 PR <Fr K3y=. 600371 LOAD CARRIED EY PATHI= 013
FrOM @ T0. 1 . < FROM | 0 TO 4 :
FR (FATHLS= L 000104 LOAD CARRIED BY FATHI= 132.910 PR CPATHI = 759183 LOAD CARRIED BY FATHi=  5.466
FR (FATHZ)= .00i616 LOAD CARRIED BY PATHE= 20.264 PR (FATHR)= 224752 LOAD CARRIED EY PATHZ=  1.61S
PR CPATHIS= . 001266 LOSD CARRIED BY PATH3= 15.%G3 PR (PATHI= .CL1267 LOAD CARRIEL BY PATHG= . go2
FrOM g 10 2 : - . FERODM| 10 TO 5
B CPATHIY= LEES160 LOAD CARRIED BY PATHi=  5.963 FR (FATHI)= , 952757 LOAD CARRIED BY PATHI= 44,591
FR (PATHE)= .04527S LOAD CARRIED BY PATHE= .2E6 FR (FATH2)= , 039174 - LOAD CARRIED BY PATHE=  1.533
FROM 9 . 0 3 - : FRDMJ 10 T0 5 ,
PR (PATHi»= .332960 ° LOAD CARRIED BY PATHL= 24.965 PR (PATHI)= 933250 LOAD CARRIED BY FATHL= 933
FR (PATHE)= . 004081 LDAD CARRIED BY PATHE= . 162 FR (PATHZ>= . 061197 LOAD CARRIED BY FATHE= 061
PR (FATHSZ)= .GOOS3G - LOAD CARRIED BY PATH2= .012 ;
FROM| 10 T 7 :
FROM ¢ ToO 4 FR. (PATELY= .972000 LOAD CARRIED BY FATHi= 6,993
PR (PATHI)= .673667 LOAD CARRIED BY PATHI=  2.70% FR (PATHE)= . 025753 LOAD CARRIED BY PATHZ= . 135
FR (PATHE)X= . 152451 LOAL CARRIEL BY PATH2=  2.872 PR (PATH3)>= ., 001824  LOAD CARRIED BY PATH3= .013 .
PR (FATHId= . C10053 LGAD CARRIED BY PATH3= - .145 g
: FROMI 1¢ 1O & :
FRM ¢ 10 5 ) i PR (PATHLY= .95187% - LOAD CARRIED BY PATHi= 80.452 =
PR (PATHL)= ,S63176 LORD CARRIED BY PATHI= 78,845 o PR (PATHZ)= . 065423 LOAD CARRIZD BY PATHE=  5.653 =)
PR (PATH2)= ,3£9249 LOAD CARRIED BY PATH2= 51.709 S ‘ :
FR (PATH3Y= , 911530 LORD CARRIED BY FATH3=  1.656 ' FEOM! 10 T 9
- . . FR (FATHI>= ,887422 LOAD CARRIED BY PATHi= 41.532
FROM . 2 T & : .
F2 (PATHI>= .653403 LOAD CARRIED RY PATHi= 2.280 FROM 10 o it :
FR (PATHEY= 231852 L.OAD CARRIED BY PATHE= 1.015 . FR (PATHI)= ,955447% LOAD CARRIED BY PATHI= 17.128
FR (PATHIO= . 339578 LOAT CARRIED 3Y PATH3= 144 P (FﬁTHE)= . 040017 LOAD CARRIED BY PATHE= .720
FROM & T0 7 ' ‘ : FrROM 11 7o : ’ - (
FR (PATHiY»= .65%702 ° LOAD CARRIED BY PATHi= 14,250 PR CPATHLY= . 002058 LOAD CARRIED BY PATHI= 143.447
FR (PATHE)= .233534 LOAD CARRIED BY PATHE=  6.340 . PR C(PATHEY= . 001518 LOAD CARRIED BY PATHE= 105.773
FR (PATHS)>= .DO7779 LGAD CARRIED BY PATH3= .168 : : -
FR (PATH4Y= . 009551 LOAD CARRIED BY PATH4= . 012 ' FRO 11 m e ‘
‘ , PR (PATHL)=..586764 LOAD CARRIED BY PATHI= 40,365
FROM 9 TO 8 FR (PATHE)= . 100702 LOAD CARSIED BY PATH2=  4.713
FR (PATHI>= 526443 LOAD CARRIED EY PATHi= £0.526 : .
FR (PATHE)= . 058563 LOAT CARRIED BY PATHR= "1.463 - . FroM - 11 T 3 : : :
: ’ PR (PATPLY= L0E0312 LOAD CARRIED EY PATHI= 61,242
TROM ¢ T0 10 ’ FR {PQTH“‘— . 124845 L.OAD CARRIED BY PATH2= 3.7223
PR (PATHL)= .8574E8 LOAD CARRIED BY PATH1= 38.337 FR {FATH32= .0i2591 = LDAD.CARRIEL BY PATH3= .907
FROM g TO 11 FROM 11 W 4 : .
FR (FATHiY= , 642459 LOAD CARRIED BY PATHi= 36,120 : PR (PATHIY= , 767692 LOAD CARRIED BY PATHI= 55.874°
FR (PATH2Y= 283536 LOAD CARRIED BY PATH2= 16,071 : PR (PATHZ2)= .201323 LOAD CARRIED BY PATHE= 14.495

PR (FATH3>= .021i040 LOAL CARRIED BY FATH3= 1.172 . PR (PATH3>= .Nz1614 LOAD CARRIED BY PATHS= 1,556




{ i ' ' . ) /,,
‘ !

FROM - 11 T 5

‘FRE CFATHL>= |, METPPS LOAD CaRRIED BY FATH1= 293.083
FR (FAaTHZM= HiJFEE LOAD CARRIED BY PATH2= 15. 031

FEOM 41 10 6 o

PR OWPATHIDS 508044 LOAD CARRIED EY PATHI= 34,420
FIE (PATHE)= , 039596 - LOAD CARRIED BY FATHE=S 1. 4E5
PR (FATHS)= w2140 LOAD CARRIED BY PATH3= . (77

FrOM 11 10 7

FROSPATHI Y= L332972 LOAD CARRIED BY PATHl= 186.765
PR (PaTHEY= L 115663 LOAD CARRIED BY PATH2= 2.976
Pl CPATHIY= 001033 LOAD CARRIED BY PATH3= *° .E&09
FEOM 11 TO 8 ‘ .
FR (PATHLY= 970973 L0OaD CARRIED BY PATHI= 48.%37
FR (FATHE»= . 0E7341 LOAD CARRIED BY PaTHE= 1.373
FROM 1t T 9 _
FR (FATHL Y= .£434€3 LOAD CARRIED BY PATHI= 31.%16 -
FR (FaTHeY= .&a02e1 LOAD CARRIED BY PATH2= 13.619 '
FRAOM i o 10
PR CFGTHI)= 935449 LOBD CARRIED BY FATHI= 24. (77
FR (FaTH2Y= .040019 LOAD CARRIED BY PATHE=  1.7038
ACTUAL TRUMK GROUF FERFORMANCE (BASED ON ORIGIMAL ROUTIMG TABLEY
LIHK HUMBER OFFERED LOADCCES) TRUNK GROUP AcCTUAL GOS TRUMK GROUP RELIABILITY
1 5291.7 L7a1701 2128299
2 543.3 - .d7e1l i . 252782
3 $29.2 - . .1iesve ; . 887423
4 345.1 . . 105035 L . 994365
5 185.4 , . 521374 ; . JIPRGRG
£ 2547,5 LF79547 . 220453
7 633. 0 . . 000162 . 993331
=] 29,4 L260119 . 739381
2 186.¢2 : . 000741 ' ) . .929252
10 210.6 . _ . OBE721 .331273
11 146.2 : . 056756 ' ©,a33214
12 559.7 . . 192241 .2017359
13 912.8 . D57227 T .942773
14 Q43,0 . L 017 0zs . ., 922972
15 2ve.4 L IR98EE L 960134
16 300.0 ONBETTSS L6242
17 218.6 Ldlegoz , 927798
19 09,2 . . 240298 LEE9P 02
19 342,73 ieichhb! , .gren00
20 443, 0 i Rricicic RECTEL
1 3635.4 213010 , . 780920
ez 54,7 124726 ‘ .h.5°14
3 2143.1 . i .375603 . . 124273
24 156.1 ] : . 341954 T . 953046
25 - f1u8.1 . .146212 . ©Le52682
5 c34 7 . . 429242 . LB707E7

METWORK PERFORMANCE (BQSLD OGN ORIGINAL RDUTIHG TABLE)

SOURCE DESTIHQTIUH .o BLOCKING PROEABILITY WEIGHTED BLOCKING PRUBQBILITY .
1 <CON> 2 <HIM €.431E-01 - 6. 431E—03 .

LY
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coMd A

ooy
TCONY
CLOND
<COND

A0ON

CLOMD
CCOM>
CCONY
(HIN>
(HIMND
CHIMNY
CHINDY
CHINY
CHIMY
(HIND
CHIMND
CHIND
cHIND
CHUMD
CHLIM>
CHUM?
CHUM>
CHUMD
CHUMD
CHUMY
CHUM?
CHUMD
CHUM>
<HMAM)
CHMArD
C(MAM?
M
CMAMD
CHMard
(aMy
CMatM»
CMAMD
CHMaMD
(FELDY
(FELD
CFELD
CFEL>
C(FELD
(FELD
(FELD
(FELD
(FEL>
(FELS
(SCHY
(SCHD
(SCHD
SCHD
(SCHY
CSCHD
¢SCHY
CSCHY .
C2CH?
¢SCHY
<DOM>

SHEY
13 l H

’ ’ — - ) - T~ e
e O OASNALE O~ 0O NO RO oD@ NORROI o NONOUIRN O W0 NG TR WO D G0N U A

- -

Jod e

CHUMD
CHAM)D
(FEL)
CSCHY
CDOM)
CCTH
CATHD
(NP

CLKFD

<COMD>
CHUMD
MAM>

(FELY -

(SCHD
<LOM>
<CTO>
C(ATH>
(HPSH
CLKF)D
<COMD
CHIND
CHAMD
(FELD
(SCH>
(DUM>
CCTO>
CATHD
(NPSY
CLKF)
{COND>
C(HIMD
CHUMD
CFELD

CSCHY

\US )
(CTO»
{ATHS
(NPSD
CLKF>
CCari>

(HIND

CHUMD
(MAMY
CICHD
(BOMD
(CTO>
CATHY

(NPSY

CLKF)
CCOND
CHIMY
CHUMD
HaM>
(FEL>

<oaNy -

T
CATHY
(NPS)
(LKF>
CCoM

£,.872E-01
6.3537E~-01
. 6.435E-01
£.452E-01
7. 153E~01
6.913E-01
7.280E-01
€. 935E-01

6.424E-01

S.684E-01
1.304E£-03
1.68CE-04

S.15%E-~02

3. 876E~02
2.968E-02
2.603E-02
8. 332E-02
1.577E-02

3.292E-~-02"

S.420E-01
4.429E-04
2.213E-04
7.287E-03
3.728E-03
2.293E-04
3.378E-02
*1.141£-01
4.367E-04
2. 178E--03
6.537E-01
1./82E-04
2. 035E-03
8.669E-02
7.206E-02
8. 068E-02
S5.957E-02
6.307E-0C
4., 758E-03
9, 372E-03
S5.673E-01
5.199E~-02
2.832E-02
8.669E-0¢
6.,310E-03
i.072E~07
1.161E~04
6.748E-02
8. 036E-03
9,205E-03
6. 092E-C:
3.876E~-0Q2
4.72GE-03
4.474E-02
1,894E~-03
4, 147E-G4
3.255E~-02
4,486E-02
3.718E-03
2.891E~-04
6., 253E-01

6.872E-03
6.537E-03"
6.435E-03
6.453E~03
7. 152803
6.912E-03
7.230E-03
€.925E~-03

.6.424E-03

S5.624E~-03
1.304E-03
1.688E-~04

. 9. 159E-02

3.87E6E~02
2.968E-02
2.A03E-02
8.332CE-02%
1.577E-02
3. 2532E-02
5.420E-03
4.429E-04
2.2132E-04
7.287E-03
3.728E-03
3.293E-04
3.378E-03
1.141E~-01*
4.367E-04
2.172E-03
6.337E-03
1.688E-04
2. 023E-03
8.669E-02%
7. 206E-02
€. 068E-02%
5.957E-02
€.307E-02
4.,758E-03
3.372E-03
5.673E-03
5. 13%E-~-02
2.832E-03

8. 669E-02™

6.510E-03
1. 072E-02
1.161E-04
6.748E-02
8. 036E~03
9.205E-03
f. 092E-03
3.876E-02
4.7286E-03
4.474E-02
1.894E-03
4, 147E-04
3. 255£-03
4, 486E-02
3.718E-03
2.891E-04 °
6.252E-03

Al

T ARG,
R S




7 D 2 (HIM> 2.9638E-02 2. W3- 02
ARSI Z CHUMD 1.2?’E—U3 1.8vvE-013
AR SLU 4 <MaEMD 2.464E-02 3.464E-02
ALY B S (FEL? I.O?EE—OE 1.G?EE—OE
7 DTN & C3CH> 4. 147E-04 4. 147E-04
RS S (0T 1.792E-03 1. 9g.—0?
¢ it S (ATH? 3.499E 02 3.299E-02
7 (00 10 (HPED - 125E-04 4.125E-04
7 DO 11 <LKFS 3.333E—03 2. 222E-02
S LoTos L <Ccotd €.313E-01 €. 912E~-03
¢ (070 2 C(HItDH 2. &U3E-02 T 2.E03E-02
& CTO 3 (HUMD 9.245E-03 9.945E-03
& (o7 4 CMard S5.337E-02 0. 957E~-02
& T 3 (FELD 1.161E-04 1.161E-04
gooT & CSCHD - 1.924E-03 1.924E-03
&Ly 7 (noN> 1.792E-02 1.792E-03
S CCTOY | 9 CATHD 6. 04EE- 02 6. 04E6E--02
& o1 10 CHPS) 3.292E-03 3.232E-03
2 o7 11 (LEF? 1.681E-03 1.601E-03
S CATH? 1 {COMD A.014E-101 6. 014E-03
9 CATHD 2 CHIMD 1.266E~01 1. 266E-N1*
Q aTHD & CHUMD 1.126E~-01 1.186E-01*
2 CATHD 4 CHaEMD 1. 169E-01 1.162E-01%
2 (ATHD 5 (FELD . 565E-028 5.965E~02
9 CATHD & (SCHD . 459E-02 4.489E-02
S CATHD 7 oo 2.842E~-02 3.543E~-02
9 CATHD g T 1.155E~-01 1.150E-01%
9 CATHD 10 {NPSS l1.128E~01 - 1.126E-01*
9 (RTHD 11 CLKFD 4. 19€6E-02 4. 196E-02
10 <HPSED 1 {COND S.502E-01 2.502E-032
10 (HPSD 2 C(HIND 1.5377E-08 1.577E-02
10 CHESD 2 <HUMD 6.519E~-05 6.519E-05
1o HPID 4 CHMErMD 4.73SE-03 4.738E-03
10 CNFE) SOCFELD &. 036E-03 8. 136E~02
10 CHFsD & (SCHY S5.552E-03 5.532E-02
10 (HPSH 7 (DO 4. 183E-04 4. 185E-04
10 CPS) g (CcTl 2. 293E-03 3.293E-03  ~
10 (HF3) ¢ (ATHD 1.186E-01 1. 126E-01%
19 iMFED 11 CLKF> 4.3533CE-03 4,922E-03 .
11 CLKF? 1 <COrd €.434E~-01 6.424E~-02
11 (LKF2> 2 C(HIND 3.E33E-02 2.E52E-02
11 (LKFD 2 CHUMDS E 253E~02 2.253E~03  °
AL SLERD 4 CiaM) ’ Q. 372E~-03 » ZPRE-NR
11 (LKFD S CFELD 3. 205E-03 ..;OqE 03
i1 (LEFY £ (SCHY 2.189E-04 . 129E-04
11 (LKFD 7 Do E £64E~-04 2.664E—04
11 (LKF> ZoCTo L.€51E~-03 LE21E-03
11 {LKF? S CATHY L131E-02 7 L2IE-02
11 <LEF? 18 (NP3 4.532E—U3 . ‘4, SIRE-03
HOLE GEADE OF SERYICE (PASED ON ORIGMAL ROUTING TAELED ' .
NODE HuﬂzER BVIuIHQTIHb LOAT CCCSY MODE GRALE OF SERVICE HUDE RELIABILITY
1, <COMD 33%8.89 572606 « 3253594
2 (HIN» ) 694.4 -126434 : LST2IE6 , :
3 Hu - S 340.7 1351443 « 848557 L . -
4 (MaMd 720.4 . 136257 - « 363743 ' ' ) .
5 (FELY ' 1525.5 ' : - 331626 . 668214 .-
& (SCH» ) 524.6 : . 073420 , « IR6580 e N
7 (DOMD <. 1D88.0 : T .099696 o a 600304 . Cie '

——— . -~

NIRRT,



3 {CT, 257.4 927471
2 (BTHE 476.95 . 786528
10 (NPSD -519.8 . 716639
14 <LKF? . i551.0 . TOS517

L&SGEST HEIGHTED NHGDS (= 1.066E-01) 1S FROM 9 TO &
MAYIMUM ALLCWAELE BLOCKING FROBABILITY (BPMARD - 080 -
NUMEEF, OF WEIGHTED NNGOS EXCEEDING BPMAX IN THE DRIGHAL ROUTING TABLE= 11

METHORK GRADE OF SERVICE IS .3rsio
LWEIGHT1ED NETWORK GRADE OF SERVICE IS ", 01324

TIME REWUIRED TO READ IM DATA AND PERFORM ANALYSIS ON ORIGHAL ROUTING TABLE 8.047 SECONDS
CHQHGES IN ROUTING TAELE REQUIRED

'L'?'af-i(‘ ),;?{:x?»"-vtﬁ' - ":'-' g
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