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## SUMMARY

The present document is the final report of the project entitled "A: Technical and Economic Study of the Impact of the Introduction of New Services on Existing Telecommunications Networks". As such, it represents a synthesis of progress made since the inception of the project and of work done in the last period of the contract (February 15, 1980 - March 31, 1980).

In this study, after having made a general characterization of currently proposed new services and the telecommunications plant in Canada, the authors limited themselves to videotex services and to the telephone network. The basic reasons for this restriction are quite simple: (a) the videotex services, on the one hand, have a certain generality and, in some sense, include other services as special cases or variants, and, on the other, are receiving enormous amount of attention at the national and international levels: it appeared urgent to us to examine this service's potential impact in the interest of maintaining a certain national leadership in this area; (b) since the telephone network will probably be the principal means of access to the videotex databases, ${ }_{2}$ even though user requests and-system responses may be shunted through higher-level packetswitching networks;it seemed essential to us to determine the impact the videotex services might have on this network, in particular upon the local telephone network.

To this end, the authors developped several software tools that will aid in understanding this problem. The first tool is an adaptation of a method developped by P.M. Lin for determining the node-to-node-grade-ofservice (NNGOS) for the European Autovon telephone network. This method, which we have programmed and tested, is based upon an analytical approach, al though it does not yield closed forms for the NNGOS's desired. Instead they must be calculated through an iterative procedure. Since Lin considered only one class of service, we suggest a simple method for approximating the effects of several such classes. In the continuation of this project, Lin's procedure will be revised to permit explicit inclusion of several classes of services.

The second tool is a simulation program, taking explicit account of service classes. At this writing, this program is still under development.

There remain two serious problems: (1) - acquiring accurate data about the structure and behavior of the local telephone network, and (2) - determining realistic estimates for the arrival times, holding times and other critical parameters of videotex services. As for the first, the author's have gained sufficient information - and are expecting more - to permit an approximation to the telephone network for a city of the size of Ottawa or Québec. Indeed, by taking advantage of recent developments such as the programmable digital switch, a radically new architecture might result. These ideas will be pursued in later work.

Concerning the second problem, namely estimating the videotex loading parameters, this falls into the category of marketing research. This
subject will be examined further in the continuation of this project. Thus, the major results of this study are:

1 - the development of effective software tools for telephone network performance evaluation;

2 - insight into the structure of modern local telephone networks.

## 1.. INTRODUCTION:

### 1.1 General Objectives:

The general long-term objective of this project is twofold:

- to determine the impact upon the performance of existing telecommunications networks caused by the introduction of planned new services, and
- to develop economic justifications of strategies either for expanding and modifying current existing networks or for developing networks of novel architecture and technology.

This implies the following three goals:
(1) the development of a general methodology for a uniform description of the characteristics of the traffic generated by the various classes of new services;
(2) the investigation of the ability of the existing networks to accommodate the new and varied traffic loads;
(3) the formulation of proposals, together with economic justifications, for either an orderly expansion of existing networks or the development of networks of novel architecture and design.

Given the complexity of the telecommunications plant in Canada and the large number of new services currently being considered; the authors have, in this report, after a general discussion of planned new services and the Canadian telecommunications networks, restricted their attention to the local circuit-switched telephone network and to the class of services known as videotex.

The plan of this report is as follows: in the remainder of this chapter a general overview of Canadian telecommunications networks is given followed by some comments on the potential impact of new services. Next, in Chapter 2, a survey of several planned new services is given. This survey does not pretend to be exhaustive, but does include the major services currently being contemplated. In Chapter 3, services are characterized in terms of parameters relating to resource requirements, traffic flow, and service levels. Major Canadian telecommunications networks are further discussed in Chapter 4. In Chapter 5, the general approach to the impact study is outlined and in Chapter 6, performance evaluation models developped for the study of networks in general are presented. In Chapter 7, a methodology for performance evaluation of local telephone networks is given. Finally, in Chapter B, an example is given using Autovon. A modest bibliography follows.

### 1.2 Overview of Telecommunications in Canada:

in Figure 1.1 [1.3]*. Its major components are:

Si - the circuit-switched telephone network systems, mostly regrouped into the TransCanada Telephone System (TCTS);

S2 - the Datapac packet switching system [6]* whose major carrier is the TCTS;

S3 - the INFOSWITCH circuit and packet switching system, the major carrier being Canadian National Telecommunications and Canadian Pacific Telecommunications (CNCP);

S4 - the conventional unidirectional cable television systems;
S5 - the various pilot projects in urban and rural areas offering (or soon to offer) integrated telephone and video services (IDA and the Elie, Manitoba tests).

In Table 1.1., a summary of the voice and data networks available in Canada is given.

* The bibliography is divided into sections, section 1 being a general category, section 2 covers electronic fund transfer, section 3, electronic mail, etc. Thus, [1.3] refers to the third reference in section, whereas [6] refers to all of section 6 .

TABLE 1.1 - PRINCIPAL CANADIAN TELECOMMUNICATIONS NETWORKS (FROM [1:3])
SPEED RANGE


TABLE 1.1 - PRINCIPAL CANADIAN TELECOMMUNICATIONS NETWORKS (FROM [1.3]).

|  | SPEED RANGE |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SERVICE | $\begin{gathered} \text { SWITCHED } \\ \text { OR } \\ \text { NON-SWITCHED } \\ \hline \end{gathered}$ | $\begin{gathered} \text { SUB-VOICE } \\ (<300) \\ \text { BAUD } \end{gathered}$ | $\begin{gathered} \text { VOICE } \\ (300-9600) \\ \text { BITS PER SECOND } \\ \hline \end{gathered}$ | $\begin{gathered} \text { ABOVE VOICE } \\ (>9600) \\ \text { BITS PER SECOND } \end{gathered}$ | $\begin{aligned} & \text { MAJOR } \\ & \text { CARRIER } \end{aligned}$ |  |
| Dataroute | Non-Swi tched Digital | 1 | 1 | up to 56KBPS | TCTS |  |
| Datapac | Packet Switched | 1 | 1 |  | TCTS |  |
| Infoswitch | CCT Switched, Virtual Connection, Packet Switched | 1 | 1 | 1 | CNCP |  |
| Al ta-Net | Not-switched |  | up to 2400 sync. |  | A.G.T. |  |
| Computer Message Switching Service (CMSS) | Message Switched | 1 | 1 | 1 | CNCP | 1 0 |
|  |  |  |  |  |  |  |

1 a full range of speeds available

## OVERVIEW OF THE TELECOMMUNICATIONS PLANT IN CANADA



The user accesses, or will eventually be able to access, the resources of this composite system in several ways:

- via the local telephone network, using his private telephone;
- via the local telephone network, using a domestic terminal configuration coupled to the network through the telephone. The terminal may include a television console, a keyboard or a keypad, local intelligence and memory, and facsimile among others;
- via a cable television network, using a terminal configuration similar to the one described above;
- via a hybrid telephone-cable television arrangement, again using a terminal configuration similar to the above;
- via a direct line, using non-domestic terminals varying from simple specialized devices to elaborate computer configurations;
- via an interface between a local, in-house network (e.g., Ethernet, Fibernet) and one of the above-mentioned networks, using a nondomestic terminal as described above.

The user's access to the network may be effected by dial-up procedures or by hard wire connections.

At this time, a number of new services [1.7] are being considered that will make as yet unknown demands upon the systems mentioned above. Many of these new services, in particular the domestic ones, will use the telephone system as primary means of network access, and will require terminals of the
first and second categories mentioned above, Some of the planned new services are summarized in Table 2.1. Most of these new services will require databases geographically distributed throughout the country: the exact locations of these databases are, if known at all, known only to the services' designers. Moreover, as these services are currently in the testing stage, there is almost no hard data concerning user habits. For the moment, therefore, hypotheses mut be made about:

- user habits, and
- distribution and capacity of network databases.

For example:
a) Bell Canada plans a 1000 -user trial of its. VISTA (videotex) service for late 1980. The databases will be located in Toronto, Montrēal and Quēbec City. Access will be via telephone using a special terminal to be developped by Northern Telecom, based upon the Télidon terminal. Studies of network loading and traffic patterns have apparently been done, but are not in the public domain [4.3-4.5];
b) COSTPRO (TRADEX) will soon have out twenty terminals accessing Datapac and Infoswitch [5];
c) Têlēcâble-Vidéotron plans to introduce Tēlidon in its system, at first in a broadcast mode, later using more sophisticated versions, one perhaps involving packet switching;
d) the Manitoba Telephone System is completing a pilot project of an integrated system offering telephony, cable television, alarm (medical, fire), and meter reading services in a suburb of Winnipeg. This project, called IDA (after Ida Cates, who became Manitoba's first female telephone operator in 1882), uses conventional coaxial cable technology and will provide 50 homes with the services mentioned, another 100 being connected for automatic fire alarm reporting alone. A similar project is being planned in the rural town of Elie; this time the network will use optical fiber technology.

For all the above trials, expected user patterns are unknown, although hints may be obtained from such experiences as the British with Prestef and the French with Antiope.

The general problem then implies detailed knowledge of the architecture and operations of the major Canadian telecommunications carriers networks together with reasonable hypotheses about user loading and network capacity as functions of the service being considered.

### 1.3 Impact of New Services:

When new telecommunication services are introduced into the existing telecommunications networks, the additional traffic generated may have a considerable impact both on the networks as well as upon other already existing services:
a serious degradation of performance may result. It is thus important to evaluate this impact, both from the technical as well as from the economic point of view, for planned new services, in order to justify strategies for expanding present networks or developing networks of novel architecture and technology.

The above general objective requires several different research activities. First of all, the new services must be identified and their characteristics fully understood. Resource requirements, traffic patterns and service levels must be expressible in quantitative terms. Secondly, the characteristics of the existing networks in terms of capacity and capability must be obtained. Unfortunately, these characteristics may depend on the type of new services and may be altered by their presence in the networks. Each new service potentially requires some expansion or modification of the existing networks, which are not unique, so that various alternatives must be compared. Thirdly, a quantitative method must be developed... to assess the impact of new services on the performance of existing networks or on networks of novel architecture, given the service and network characteristics. This will lead to the development of models, of the mathematical or simulation type, to represent the interaction between new services and networks together with their existing services.

The research activities outlined above are generally not exclusive in the sense that the working method used to carry out one activity tends to dictate what is needed for the others. Also, the activities should be carried out in a
top-down fashion to permit obtaining results that could be refined or extended by augmenting the level of detail in each activity.

One purpose of this report is to outline the methodology, the level of detail and the sequencing of the research activities needed to achieve our objective. In the next few chapters, we shall be concerned with the choice of new services to be studied, the method for characterizing the services, the choice of existing telecommunications network, the modeling technique and data collection. In Chapter 7, a detailed model for the local telephone network is outlined.

A general schema relating the new services and the telecommunications networks is given in Figure 1.2.

## GENERAL.SCHEMA FOR.NEW.SERVICES

The new services being introduced in Canada and their relationship to the existing telecommunications plants may be represented schematically as below:


UT: user terminal configuration
NI: network interface
IN: internal network node
DBC: database control computer (there may be several such)
DB: databases

Databases may or may not be located at user sites, depending on the service (or variation of service) required. There may be specialized nodes within the network connecting to a database handling computer (DBC). The user terminal may vary from a simple keyboard plus console to a complete
computer system. The interface unit will handle line conversion and line protocol problems. Communication protocols are handled by the referred nodes, uniformity being guaranteed at this level.

## 2. SURVEY OF PLANNED NEW SERVICES:

Modern telecommunications systems permit, in principle, a variety of new innovative services whose limits are bound only by the human imagination [1.1]. In fact, there is a kind of Parkinson:s law à la James Martin [1.2] that might apply: "If operator terminals provide a useful service; their utilization will expand to fill system capacity". The new version of this 1aw mitight"read: "nAs" powerful new services are"introduced:into our telecomnunications systems, unexpected imaginative and completely unforeseen applications are likely to arise so as to saturate system capacity". Thus, for example, an interactive videotex service may be found to be an extremely useful tool in, say, primary school hockey instruction, with the result that, very rapidly, there is an insatiable demand for the service on a nationwide basis. While this might appear to be an exagerated case, experience does show that unexpected usage patterns tend to arise when new services are introduced. A purpose of the current study is to expiore the effects upon current system capacity as a function of various loading conditions caused by new services.

While the number of new services is potentially very large, in this study the following classes of services only will be considered (see Table 2.1):

- videotex (VISTA, Télidon) (as a spećial case of visual information systems),
- COSTPRO (TRADEX),


## TABLE 2.1

## PLANNED NEW SERVICES IN CANADA

COSTPRO or TRADEX (trade data element exchange)
Electronic Finds Transfer
Electronic Mail
Télidon (CRC, Télécáble-Vidēotron)
VICOM (Alberta Government Telephone)
Videotex (British Columbia Telephone Co.)
VISTA (Bell Canada's version of Télidön)

- EFT (electronic funds transferl,
- electronic mail.

Each of these services is examined briefly in the following paragraphs.

A special word is due concerning videotex services: these are special cases of a broader class of services called visual information services or systems (see Section 2.1). Since these systems have a number of unique implications, they are given a special treatment in the following section.

### 2.1 Visual Information Systems [4.1-4.8]:

### 2.1.1 Background:

The past few years have witnessed the introduction in Canada, Europe, Japan and the United States of a new class of information storage and retrieval "systems in which responses to users' requests are visual images that are retrieved from system databases and transmitted to the users over a communications network such a public telephone network or a cable television system. The medium displaying the images to the user (machine-to-human interface) is a television receiver, while the medium accepting input from the user (human-to-machine interface) may vary from none at all (unidirectional systems) to a complex of cameras microphones, and other sensor devices (full interactive systems). Given that in such systems deliberate appeal has been made to the human user's remarkable visual information processing capabilities, they have been called visual
information systems: Since they may in fact be subsystems embedded in a broader class of systems, they are sometimes referred to as visual information services. Visual information systems represent a significant step in the evolution of computer-based information systems towards those that will be needed for the wired information society of the future.

Hidden in the above characterization is a bandwidth matching problem, namely, matching the traditionally narrowband computer system with the broadband human visual information subsystem: computer input and output tend to be sequences of symbols with relatively low information content (as measured in bits per second, say, especially in the interactive mode) whereas for the human's visual subsystem, input stimuli derive from complex two- and three-dimensional scenes containing images or gestalts having very high information content that are rapidly recognized, stored and processed by the brain. In terms of our conventional sequential processors, the bandwidth (expressed in bits per second, say) equivalent of the human being is enormous, whereas that of the computer is relatively low. To illustrate, a color television frame requiring perhaps several hundred megabits for its representation, hence, large bandwidth for transmission, is rapidly processed by the brain while a single page of output text may entail only several thousands of bits and much lower transmission bandwidth. Therefore, in a computer-based system, to be able to present the human user with visual images; one must either reduce or compress the image bandwidth requirements so that they are tractable in narrowband systems or one must find transmission, storage, and display media of an essentially broadband nature. In the last few years, both approaches have been attempted, separately and in an integrated way.

### 2.1.2 Clasification of Visual Information Systems:

Visual information systems may be tentatively grouped into three categories: (a) those using narrowband media, (b) those using broadband . media, and (c) those having mixed broad- and narrowband properties. By media is meant storage, processing and transmission media. The determining factor is almost exclusively, but not quite, the transmission medium's bandwidth. Considered as bit units treated per unit time, one can apply also the term bandwidth to processing and storage devices.

The first category includes the various still-image services (in the subsystem sense as mentioned earlier) being offered over the public telephone networks such as PRESTEL (England), ANTIOPE (France), and the planned Canadian services VISTA (Bell Canada, 4.3) and Telidon (CRC, 4.1). In all these cases, encoded digitalized images are stored in system databases, transmitted over the carrier network to the subscribers with various levels of interactivity possible. In some cases, specialized graphic languages and bandwidth compression techniques are employed, necessitating microprocessor intelligence in the subscriber's receiver, and permitting effective use of the narrowband voice circuit-switched telephone networks. In other cases, broadband cable television channels are used, although the images are stored as above. Clearly, other network possibilities exist: for example, computer packet-switched, etc.

Non-interactive services of this category in which the images are transmitted downstream (via broadcast) in a cyclic fashion, the images desired
by the user bieng selected by a multiplexing arrangement are often called teletext, whereas the interactive still-image services are referred to as videotex. The qualifier "still-image" is used to distinguish this category of service, which usually involves narrowband transmission media, from the moving cinematographic services described below and which involves broadband media.

The second category involves moving cinematographic images and includes as a special case broadcast television, ordinary one-way cable television and interactive cable television systems. In this class, system database devices are broadband media such as videotape or videodisk units.

In both the above categories, the downstream transmission media, i.e., those leading from the image database to the user's terminal (telephone network, cable television, the atmosphere, etc.) may be different from the upstream media, i.e., those leading from the user back to the databases. For example, a user may transmit his requests upstream via the telephone network and receive his images downstream via cable television.

For the third category, many hybrid possibilities are therefore possible and the current tendancy is to speak of integrated systems offering a combination of voice, data, and television services. Examples of such systems include the planned Elie, Manitoba system which will use optical fibers as the down- and up-stream transmission medium, IDA, also in Manitoba, using coaxial cable, and
the ambitious Hi-OVIS (Highly-Interactive Optical Visual Information System) in Higashi-Ikoma [4.8], Japan, this latter being the world's first wired-city project to use optical fibers.

In Figure 2.1 are shown various network configurations possible for visual information systems. The properties of the macrocomponents of such systems are summarized in Table 2.2. Finally, in Figure 2.2, a user (home) terminal configuration is indicated.

### 2.1.3 New Media:

The term "new media" [11.1] has been used to designate the plethora of new transmission, storage, and display media currently appearing or soon to appear on the market-place. These include optical fibers and their associated optical and electro-optical components, lasers, satellites, laser videodisks [11.2], wide-screen television receivers, mini-videotape recorders, LSI, VLSI, "and superconductor memories [11.3]. The introduction of such new media into existing or planned new networks will eventually permit far greater broadband capability than is possible at this time, thus matching more effectively system bandwidth with the human's and allowing a wide range of integrated services.

### 2.1.4: Design Considerations:

System and architectural considerations raised by new media and visual information services include: location of the image databases, impact on the


branch node
user terminal
distribution node (hub)


## Legend

In Table 2.2 a summary is given of the principal functions realized by the macrocomponents of a visual information system. In this figure three types of network architecture are indicated: the star, the star-ring, and the classical cable television "tee" configurations. The star configuration corresponds roughly to the basic. underlying hierarchical structure found in telephone networks: Notice that many combinations of these configurations are possible, for example, from the distribution nodes in the star-ring example, the local network may be in a "tee" configuration rather than the star as indicated. Or, from these some nodes, the users may be connected by a ring structure (this might specially be true for: local in-house networks), etc. (see [12.1, 12.2])


Star-Ring Configuration

"Tee" - Configuration


I- bus-device interface

In general, the user's
terminal configuration
includes several elements, television receiver, telephone, facsimile, etc.


## TABLE 2.2 MACROCOMPONENTS FOR A VISUAL INFORMATION SYSTEM

 (see FIGURE 2.1)The four major macrocomponents of a visual information system are: the center (head-end), the distribution nodes (hubs), the branch points, and the user terminals.

## Center

Functions: - reception and retransmission of UHF, VHF and FM

- maintenance of databanks
- programming
- control of network operations
- user request processing-

Functional elements: - antennas or hook-ups for UHF, VHF, and FM

- broadband videobanks ("vidēothèque")
- narrowband databases (for videotex, computer data, etc.)
- studio, control room
- command and control computer
- transmitters (micro-waves, coaxial cables, fibres optiques, ...)

Distribution Nodes
Functions: - reception and regeneration of signals arriving from the center

- downstream switching of signals arriving from the center to the users


## Distribution Nodes (continued)

- upstream switching
- partial processing of user requests
- in some cases, some of the center's functions can be off-loaded to the distribution nodes: databanks, studios, and others.

Functional elements: - receivers, repeaters, retransmitters

- (video) switch
- local databanks
- local computer

Branch Points:
Functions: - distribution of wires arriving from a distribution node destined for the users.

- in some cases some distribution node function can be off-loaded to the branch points:

Functional elements: - connectors, splicings, etc.

## User Terminal (see also Figure 2.2)

Functions: - display (of user-requested services)

- point-of-origination of user requests
- controle of meter reading, alarms, or probes.


## TABLE 2.2 (continued)

Functional elements: |  | - network interface |
| ---: | :--- |
|  | - television console |
|  | - microcomputer |
|  | - keyboard (or keypad) |
|  | - camera, microphone (ups tream) |
|  | - alarms, probes |
|  | - FAX |
|  | - local databases |
|  | - local videobanks |

performance of existing networks of the introduction of new services, distribution of intelligence and others. Several novel architectures using new media are reviewed by one of the authors of this report in reference [12.1]: of the Bibliography.

Human factors and sociological considerations form a key element of system design: these include such things as eye fatigue, image design and presentation, responsivity of the system to user needs and others. The term "social software" or "serviceware" refers to the techniques needed to create useful and cost-effective visual information services. It is clear that hardware and software designers must work with specialists in the human behavioral. sciences.

In visual information systems, the computer subsystem is distributed over the network from the user; terminals to switching and distribution nodes. to the database machines. Use of high-level database software, will eventually permit natural language requests (with time, spoken requests) as.a critical element. The relation between serviceware and software must be elaborated. Indeed, a fundamental problem posed by new media and new services which give rise to systems of radically new architectures and designs is precisely that of developing a coherent formalism for describing systems functions and performance. This problem is being addressed by one of the authors elsewhere [4.7].

In this report, design factors relating to the "social software" will be reduced to the strict minimum necessary for estimating the system loading parameters (to be discussed in more detail in a later section).

One simple generalization of yideotex should be mentioned, namely the addition of an accompanying audio message: videotex could then be created and transmitted with voice commentaries. : This is essentially a question of encoding techniques and mechanisms and affects primarily the message length parameters and, if packetizing is used, the packet reassembly procedures Further generalizations extend to a full video moving image service, as in Hi-OVIS, where users may consult a mass video information bank of videotapes. This, however, implies broadband media, and falls outside the scope of the present study.

### 2.1.5 Generality of Videotex:

As a forerunner of the powerful visual information systems of the future, the videotex services represent, for modest bandwidth media, outside of the telephone itself, a most general class of services. The basic logic is simple: an interactive visual information service can be offered in the immediate future using the telephone network infrastructure while awaiting the perfectioning of new media and the resultant new infrastructures for the implementation of the systems of the future.

### 2.2 COSTPRO (TRADEX) [5:1 -5.2]:

The Canadian Organization for the Simplification of Trade Procedures (COSTPRO) has attempted to offer to Canadian trade organizations a systematic
computerized way of simplifying exchange of shipping and business forms. To. this end, a specialized terminal has been developed as well as network interfaces: the X .25 protocol has been adopted. At this writing, five terminals are operating and twenty more are due soon. Public and private networks can be used. The authors' current understanding of the COSTPRO or TRADEX (trade element data exchange) network is that it may be regarded as a special case of a videotex service: subscribers create "images" (pages of text) according to certain conventions depending upon the trade form used, and transmit these either to other subscribers or to a database. Subscribers may receive the forms addressed to them by interrogation of a database of directly on their receiving terminals.

Concerning estimates of possible subscriber loading characteristics, a bound may be obtained by considering that in Canada there are about thirty million shipments per year, each shipment requiring about ten documents: paper costs alone are about a billion dollars. There are around 250,000 terminals. "Should these terminals be plugged into the TRADEX network, estimates for some of the critical system loading parameters could thus be obtained.

Finally, it is interesting to note that the TRADEX system includes a form of electronic mail as well as EFT (electronic fund transfer).
2.3 Electronic Fund Transfer Systems (EFTS) [2.1-2.19]:

Electronic fund transfer refers to "a collection of innovative
methods of gathering and processing transaction related data. Collectively these methods constitute an alternative payment system in which the processing and communications necessary to effect economic exchange are dependent wholly or in large part on the use of electronics". Four main types of EFT may be distinguished:

- EFT involving transfers of money between banks for clearing operations;
- EFT involving transfers between the computers of other organizations and the bank's computers;
- EFT via public use terminals (CBCT's or customer bank communications terminals);
- customer payment of almost all bills (restaurants, stores, etc.) by vastly extended CBCT's.

The last item represents probably the real "cashless society".

EFT systems promise both financial benefits for the institutions that use them and potential convenience for their customers. They are, also, however, a potential source of problems in such areas as reliability and privacy. These, and other related sociological and economic issues, are beyond the scope of this work.

From the point of view of this study, EFT may be considered as a special case of videotex services: information is entered according to some
standardized format and routed to a database, shared or private. Once agãin, a major problem will be that of estimating the network loading parameters.

### 2.4 Electronic Mäl $[3.1 \sim 3: 6]$ :

The growth of computer networks has given rise to a first form of electronic mail, the so-called computer mail. In this form, the message originator, using a time-shared computer terminal, enters his message to be stored in a database element corresponding to the "mail-box" of the intended receiver. The receiver may access his mail-box by request or may be automatically informed by the system of the presence of mail in his mail-box. Once again, the generalization of this service to a wider population would seem to reduce to a kind of videotex service with the attendant problem of estimating the system loading parameters.

The legal, social, and administrative problems involved in the integration of electronic mail systems with the current Post Office are beyond the scope of this study.
2.5 Summary:

While a wide variety of (narrowband) services exist, in limiting ourselves to modest bandwidth media, the most inclusive appears to videotex. A number of user terminal configurations exist as well as network tie-in possibilities. Using data to be obtained from existing videotex systems,
current business transactions and EFT systems, estimates can be made of the system loading parameters. These, coupled with information about the network architecture, constitute the basic data needed for this study.

## 3. NEW SERVICES:

### 3.1 Classification of Services:

Services which are applications of computer networks are numerous and limited only by our imagination. The networks involve the use of computers, but computation in the narrow sense does not necessarily dominate the services. The scope of the services include, no less than computation, computer-based applications in which the main emphasis is on communication among people, on access to information, or on control of systems organization.J.C.R. Licklider and A. Vezza [1.1] have briefly examined thirty services which could make use of telecommunication networks. These-services would be classified as Electronic Mail, Teleconferencing, "The Office of the Future", Management Information. Systems, Modeling and "Computerized Commerce". This classification schema for telecommunication services is too "loose" to be taken as basis for study of new services since a service in one class could do the job of a service in another class. At the present time, there is no ideal classification of telecommunication services in which each class has its proper characteristics. One has to understand a service as it is known. This implies that one cannot study the telecommunication services by class or by category to obtain general results. Instead we have to study service by service. Hence, we limit ourselves to a number of well-known services as already suggested in the preceding section, via: Electronic Mail [3], Electronic Fund Transfer (EFT) [2], "Videotex" [4] and COSTPRO - type services [5]. It is anticipated that by studying these services, we will be able
to obtain results that by deduction could be applicable to other services once their characteristics become known.

### 3.2 Characterization of services:

A new service, as the existing ones, will compete for the resources available in the network. These resources may not all belong to the same telecommunication network: Indeed, a service requires the resources of different computer networks to perform different functions. Thus, we can partially characterize a service by its resource requirements from the networks. There are three principal types of resource requirements: transmission requirements, processing requirements and storage requirements. These requirements are not equally important for all services but each service tends to emphasize only one or two types of resource. Needless to say, the resource requirements of a service vary from user to user and are not even unique for a user. In other words, resource requirements of a service vary from request to request. The best we could characterize the resource requirements of a service is in terms of statistical distributions or only in terms of a few first moments of the distributions. The most commonly used characterization is the average amount of, resource per request. Some example of resource requirements are given in Table 3.1.

The resource requirements are not the only characteristics of the telecommunication services. Some measure must be used to indicate the quality
of service the users expect from or impose on the networks. This measure can be called the level of service [6]. The level of service measures the degree of satisfaction of the users. There are various metrics already invented for service level of computer applications but the most relevant ones are responsivity, availability and cost. Responsivity is a measure of the transit time delay including the signal transit time and the signal-waiting-in-buffer time. Availability does not limit access to the service offered both in time and in space. Finally, cost represents the financial investment that must be made to maintain the service at some level of responsivity and availability. It can be seen that the three basic metrics of the service level are of conflictual nature. For example, in order to maintain a high responsivity, one must limit the availability or increase the cost. Of course, all the metrics of the service level can only be given in statistical distributions or in percentiles of statistical distributions. Some examples are given in Table 3.1.

Besides the resource requirements and the service level, a service must also be characterized by the traffic it generates in various links and nodes of the networks. This traffic depends on subscribers population and on the regional subscribers distribution. Moreover, the traffic is also timedependent as shown by an example in Figure 3.1.

To characterize the traffic flow of a service, the request arrival pattern from each source and the routing of subscribers' requests must be given. The method of describing the traffic flow depends on the modeling technique employed for description of the interactions between subscribers'

## EXAMPLES OF SERVICE CHARACTERISTICS

| RESOURCE REQUIREMENTS | TRAFFIC FLOW | SERVICE LEVEL |
| :---: | :---: | :---: |
| - Holding time per call | - Number of arrivals or calls per time unit | - Mean transit delay |
| - Number of characters per message | - Routing probabilities in the networks | - Percentile (90\%) of transit delay |
| - Number of pages retrieved per request | - Traffic intensity | - Priority |
| - Number of packet switchings per call | - Subscribers population | - Cost per request |
|  | - Regional distribution of subscribers | - Cost per subscriber |

requests and networks.

### 3.3 Problem of traffic characterization:

Unlike the resource requirements and the service level, which can be partially estimated from the nature of the service, the traffic flow generated by the subscribers to a service is difficult to forecast. Unless the subscribers population is somehow known, the traffic forecast problem requires at least some population sampling study or socio-economic study. This is a forecast problem for which network analysis techṇiques are of little help.

Fortunately, a precise forecast of traffic flow is not absolutely needed for the purpose of network capacity planning because the planning usually aims at a wide range of anticipated traffic levels rather than a specific level. For long term planning, we can thus consider the traffic level as a variable rather than a parameter. This means that we will study network performance as a function of traffic flow. Figure 3.2 gives an example of response time as a function of service requests arrival rate.

Our remark about the traffic forecast problems is not intended to undermine its importance for the objective of our project. On the contrary, some quantitative knowledge about the traffic level must be obtained in order to assess the impact of a new service on a network. However, the problem of forecasting the traffic flow with good accuracy would exceed the resources allocated for this project. It should be carried out at a lower level of detail in the top down process mentioned previously (see Section 1.3).
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4. TELECOMMUNICATION NETWORKS:
4.1 Public Telecomunication Networks [7.3]:

There are a considerable number of private and local networks operated by private or governmental institutions such as banks, public schools and universities. However, we will concentrate our attention onity on the public nation-wide networks in Canada.

Many services are concurrently offered by public nation-wide networks for information processing, storage and retrieval. These are the DATAPAC network of the Computer Communication Group of the TransCanada Telephone System (TCTS) [6], the INFOSWITCH Network of CNCP [7] and the Direct Distance Dialing telephone switching network (DDD) of the TransCanada Telephone System.

Most of the new-planned services can be introduced into these nationwide networks. The important question is: how this can be done?

To answer the above question, we must document the architecture of, and the services presently offered by, these networks. We shall briefly summarize the salient features of these networks gleaned from easily accessible sources (and perhaps somewhat dated) but work remains to be done to obtain precise information.

- DATAPAC [6; 8]:

The Datapac network is a call-based store-and-forward packet switching network operated by TCTS with nodes situated in 8 major Canadian cities, to be extended to 14 cities by 1980. Interconnection is by $56 \mathrm{~kb} / \mathrm{s}$ Dataroute trunk facilities such that all nodes are doubly connected for high reliability. The network is monitored from a Network Control Center (NCC) located in Ottawa which is connected to other nodes by $9.6 \mathrm{~kb} / \mathrm{s}$ transmission links.

The Datapac network is based on the "virtual circuit" concept: circuit connection requires network bandwidth only when data is actually being transmitted.

There are two classes of subscriber interfaces to Datapac, each one tailored to several kinds of applications. The first class provides access for packet-mode terminals using the Standard Network Access Protocol (SNAP). SNAP, in turn, conforms to the CCITT Recommendation X. 25 and defines conventions allowing packet-mode terminais to establish, maintain, and clear calls and manage data flow to and from the network. The second class provides access to Datapac for terminals not using SNAP such as teletypewriter and point-of-sale terminals. . These non-packet-mode terminals are connected to Datapac by the Network Interface Machines (NIMs). The NIM handles the specific terminal protocol and performs a number of functions to allow the terminal to communicate with a host computer connected to the network by a SNAP/X. 25 interface. The

Datapac 3000 service provides the basic access to the Datapac network for the (host) computers and other intelligent devices such as front-end processors or programmable terminals. ITI, the Interactive Terminal Interface, is a non-packet-mode interface which provides the end-to-end protocol for the Datapac 3101 access service. This access mode is used by asynchronous teletypewriters. The NIMs are also used for Datapac 3201 and 3203. These two access services support buffered, pollable, asynchronous terminals. The NIMs poll terminals associated with these services on an on-line basis over multipoint, multidrop facilities shared by several users; for Datapac 3201 the terminals must operate under the ISO poll/select transmission line protocol. Datapac 1000 is a service design to provide various transaction terminals to communicate with several host mainframes. Finally, Datapac services are offered internationally to select countries through the International Computer Access Services (ICAS) provided by Teleglobe Canada.

The switching system used in Datapac is the SL-10 packet switch designed by Bell Northern Research and manufactured by Northern TeTecom Ltd.

- INFOSWITCH [7]:

Infoswitch is a nation-wide, digital, data-switching network offering both circuit and packet switching technology to the users. The network is divided into three services offering: Info-Exchange Service, Info-Call Service and Info-Gram Service.

Info-Exchange Service is a simple circuit-switching operation that connects to users on demand. Users are expected to be those with heavy volume but low frequency requirements, sending data in batches. Info-Exchange users are offered a variety of transmission speeds up to $9.6 \mathrm{~kb} / \mathrm{s}$. With the aid of a user's directory, they will be assigned a link between their own terminal and a desired receiver. Connection time is somewhat less than one second and once established data can flow directly between the connected terminals. Costs for Info-Exchange are based on the Tength of circuit :connect time.

Info-Call Service meets the need of customers who communicate with computers for inquiry-response type: applications. The user has a "virtual calling" capability which in effect gives a direct circuit connection but. without actually tying up and paying for one. Once access is gained to the network, Info-Call Service gives access to a 50 kilobaud circuit that is constantly carrying packets from many sources to many destinations.

Info-Gram Service provides constant users of the network, such as those with a large number of point-of-sale terminals, or credit card verification systems, with permanent and active connection to the network. Using Info-Gram Service, packets of data are processed by the customer who gains entry to the network by means of a standard Canadian access protocol. Charges are based on volume of packets transmitted.

## $\therefore$ DIRECT DISTANCE DIAL ING:NETWORK (DDD):

The long distance network connects the many- local central offices by means of facilities, called connecting trunks; enabling any telephone subscriber to be connected to any other telephone on the network. The Direct Distance Dialing (DDD) Service, although primarily a voice offering, is capable of transmitting data at speed of $1.2 \mathrm{~kb} / \mathrm{s}$ asynchronous and $2.4 \mathrm{~kb} / \mathrm{s}$ synchronous with a telephone company data set.and up to $9.6 \mathrm{~kb} / \mathrm{s}$ with commonly available equipment. To connect a business machine to the network, a data set must be used to convert the digital output of the machine into tones compatible with the transmission facilities of the telephone network.

Besides basic features such as voice transmission, data transmission (two-wire half duplex), DDD network offers optional features:

- Numerous service combinations: service related to DDD, such as WATS, Zenith, Foreign Exchange, Datacom can be combined or used alternate 7 y.
- Full-Duplex: Full-duplex service is available at speeds. up to $1.2 \mathrm{~kb} / \mathrm{s}$.
- Customer Provided Terminals and Modems: the connection of customer provided terminals and modems is permitted provided the modem is used along with either a telephone company provided data connector (coupler) or with newly certified equipment made by other manufacturers. If a telephone company
data set is used with a customer provided terminal, a data connector is not required.

Table 1.1 of the Introduction summarizes the characteristics of the three discussed networks.

### 4.2 Characterization of the Networks for Traffic Analysis:

### 4.2.1 Packet-Switched Network:

A packet-switched network is a collection of nodes connected by links which transmit data under the control of the communication protocols adopted by the network. Hence, the characterization of a network implies the characterization of three of its basic entities: the nodes, the links and the protocols.

The nodes can be characterized by their processing capacity and their storage capacity. As in the characterization of a service, we can use statistical distributions to characterize the processing time at a node. The most incomplete, but perhaps sufficient, way to characterize the processing time is in terms of mean switching time per message or packet, which is normally independent of the length and type of the message and is negligible at tandem nodes (for DATAPAC, it is of the order of 1 to 3 msec ). The storage capacity at a node or the buffer size is usually fixed and easily specified. Both the processing and storage capacities are important factors which influence the service level.

The most important characteristic of the link is its transmission capacity (bandwith) which is usually expressed interms of bps (bits per second). Another important characteristic of a link is its capacity of transmitting data in half-duplex or in full-duplex modes. The distance of a link is of little importance for data transmission delay because data progation delay is negligible. It can be important, however, if cost is to be considered.

The telecommunication protocol is very complex but relatively easy to characterize for traffic analysis purposes. It is usually characterized by the transmission control overhead which can be given in terms of number of characters per packet or message.

Finally, the maximum packet size that a network can handle is also an important characteristic.

### 4.2.2 Circuit-switched Network:

All circuit-switched networks employ some form of alternating routing [13.1]. By this, we mean that for any S-D call* more than one path is considered for completing the call. The alternative paths between an S-D exchange pair are attempted in a predefined order according to the routing hierarchy for the node pair. A successful call is one which, on arriving at the source, finds a free path to the destination; that is a path on which at least one free trunk exists on each link at the instant of the call arrival. Calls which fail to find a free path are said to overflow and are lost to the network.

```
* S-D: source-destination
```

The routing schema in a network is determined by a routing table and a call control rule. Figure. 4.2 shows a typical routing table for the network of Figure 4.1.

The routing table can be expressed in the form of a matrix of $n \times n$ blocks with the diagonal blocks unused. Each block contains an ordered set of nodes. The significance of the entries in each will be explained shortly.

A number of call control rules are presently used in various communication networks. The Canadian DDD network employs the successive-officecontrol rule, also known as segmental routing, progressive routing, stage-bystage routing, etc. A precise description of the rule follows [13.1]:
"Let the nodes in the J-to-K block of the routing table be $\left(N_{1}, N_{2}, \ldots, N_{m}\right)$. A call reaching node $J$ (or originated at node J) and destined for node $K$ is routed to some adjacent node by the use of the first available link from the sets of links $\left(J-N_{1}, J-N_{2}, \ldots, J-N_{m}\right)$, searched in the prescribed order. If ali links in the set are unavailable, then the call is lost".

As an example, consider the routing of E-to-D calls in Figure 4.1 The E-to-D block of Figure 4.2 has two ordered entries (A, B). At node E, an attempt is first made to route the call to node $A$. If the link E-A is blocked, then the next choice link $E-B$ is attempted. If link E-B is also blocked, then the call is lost. Similar actions are taken at every node. The complete

## FIGURE 4.1: A SMALL TELEPHONE NETWORK
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## FIGURE 4.2: A ROUTING TABLE FOR FIGURE.4. 1


process of routing the E-D calls can be depicted very clearly by a route tree shown in Figure 4.3. Observe that except for the destination node $D$, every node $J$ in the route tree has outgoing branches terminated in nodes in the order (top to bottom) prescribed by the entries (left to right) of the J-to-D block.

For every source-to-destination node pair, there is a corresponding route tree. Once the route tree for any source-to-destination node pair has been constructed, we can list the sequence of routes from the calls by tracing from the root (source node) to all tips (destination node), using the "depth first search" T3.2.

For example, Figure 4.3 shows that there are six paths for $E-D$ calls. In the order of preference, they are: $P_{1}(E A D), P_{2}(E A C D), P_{3}$ (EABD), $P_{4}(E A B C D), P_{5}(E B D), P_{6}(E B C D)$. An E-D call, if not blocked, will be routed through one of the above six paths, in the indicated order of preference.

In summary, a circuit-switched network can be characterized by:

- the network configurations (connection between links and nodes);
- the routing table;
- the links capacities (number of trunks in all trunk groups).

The performance of a circuit-switched network is a function at the above characteristics and the traffics intensity generated at all nodes. We

0
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0
1
will consider the traffic intensity as a characteristic of the services rather than a characteristic of the network. Methodes for studying the performance of a circuit-switched network will be discussed shortly.

## 5. IMPACT OF NEW SERVICES ON THE TELECOMMUNICATION NETWORKS:

### 5.1 Network Performance:

Having discussed the characteristics of the new services and those of telecommunication networks, it is possible now to turn our attention to the problem of evaluating the impact of the introduction of new services on existing telecommunication networks. The method we are going to outline shortly will be applicable to networks of novel architectures or technologies.

To evaluate the impact of new services is to evaluate the performance of the networks with respect to the workload generated by the old as well as new services. From the users' point of view, the performance is measured by the service level that the networks are able to maintain. However, from the point of view of the networks' managers, the performance of a network is represented by the throughput and the utilization of resources in the network. It can be seen that the users' point of view is in conflict with the managers' point of view: high throughput brings high profit, high utilization reduces cost but high throughput and utilization lower the service level.

### 5.2 Methods for network performance evaluation:

Methods for evaluation of computer systems performance have been extensively discussed in the literature [9.3]. These methodes involve at least some of three principal techniques: direct measurement, mathematical modeling
and digital simulation.

Direct measurement will be needed to obtain the characteristics of the networks and the services; both old and new, and to measure the performance of existing networks driven by already existing services. The networks have usually some hardware or software monitors which are able to collect some performance related data. For example, DATAPAC network performance is monitored by the network control center. However, the performance data are usually kept confidential by the networks' managers so that it may be difficult or impossible to have access to them. Thus, the most difficult task of our project will be the collection of data on the characteristics of the services and those of the networks.

Mathematical modeling, especially that using queueing theory, is very useful for network performance evaluation. Despite simplistic assumptions about workload and network characteristics, such as statistical independence between service times and inter-arrival times at network nodes, markovian properties for service times and inter-arrival times, queueing theory has been successfully applied for network analysis [9.4]. We will have occasion to use queueing theory models to evaluate the impact on network performance of new services.

Simulation is the most powerful technique for network performance evaluation thanks to its ability to model the interactions between the networks and their workload at any desired level of detail. However, simulation is a time consuming and costly procedure that should be used only when tractable
mathematical modeling fails to represent the network at the desired level of detail and when cost can be compensated by the benefit. It should be noted that one should not attempt simulation if the networks and their characteristics are not known to some respectable degree of accuracy.

### 5.3 The Videotex Service:

Among the telecommunication services that we have discussed, the videotex service is most likely to be implemented in the near future. It is thus logical to choose this servirce as a candidate for our first study.

As already mentioned, the basic idea of the videotex service is quite simple: send to the subscriber's television console screen images stored in a database that are pertinent to the subscriber's needs. The videotex service to be considered will use as transmission medium resources from the public telephone networks and perhaps from other networks such as the DATAPAC, the INFOSWITCH packet switching networks.

Thus, the introduction of a videotex service will induce some impact on the performance of public telephone networks and data packet switching networks. This impact will depend on the network capacity, the geographical distribution of the videotex databases, the information content of the databases and finally on subscribers' usage patterns. Given some knowledge about the above characteristics, we can evaluate the impact of the videotex service on
each of the networks involved. It will be seen that each network can be treated separately and the evaluation techniques used for telephone networks is quite different from those used for packet switching networks. We shall argue that the telephone network is the critical transmission medium for the videotex services envisaged and that it must receive our first attention.

The general schema for a videotex service is presented in Figure 5.1. The databases are distributed over both the telephone network and the packet switching networks. The locations of the databases are chosen as functions of performance and cost considerations. We shall assume, without loss of generality, that each database is located at an existing network node or that it constitutes a new node for the network.

A link in the telephone network carries traffic generated by telephone subscribers and also by videotex service subscribers. We assume that videotex subscribers will have access to databases in the packet switching networks via the telephone network through specified entry ports. To the telephone network, the packet switching networks behave as if they were extra nodes (or offices) of the telephone networks located at entry ports. To the packet switching networks, the telephone network appears as a number of nodes whose main function is to accept external traffic coming from the telephone network.

It can be easily seen that performance analyzes can be done separately for each network. For example, by replacing each entry port of the packet-
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switching network by an abstract node of the telephone network, the packet switching networks can be completely ignored. These abstract nodes behave as any other node of the telephone network in the sense that their main function is to exchange calls with other nodes.

Although packet-switched network performance evaluation methods will also be discussed in this report, we propose to restrict our attention primarily to telephone networks for the following reasons:
(i) The local telephone network will be the critical resource for videotex service. This is because, initially, the videotex databases will probably be located at low level nodes of the local telephone network, initial access to these databases being essentially from local subscribers.
(ii) The current Canadian packet switching networks appear to be somewhat under-loaded and we can expect good performance even with the introduction of videotex service. Also, as already stressed, videotex subscribers will have access to databases in packet switching networks via the telephone network.

For the performance evaluation problem of. packet-switched networks, the main objective is to evaluate the impact of a new service on the service level of a packet switching network. To this end, queueing theory or simulation can be used. However, the performance evaluation techniques needed for telephone networks are quite different from those used for a packet switching
networks because of the circuit switching used in the former.

In the next section, we will present models to be used for performance evaluation of telephone and packet-switched networks.
6. MODELS FOR NETWORK PERFORMANCE EVALUATION:

### 6.1 Performance Evaluation Problem for Telephone Network:

The performance of a telephone network is mainly determined by the capacity of links (number of trunks in trunk groups) and node-to-node traffic loads (or traffic intensities). The traffic will be of two types: that generated by telephone subscribers and that generated by videotex subscribers. The latter are not presently known but can be qualitatively characterized as follows:

- Videotex traffic has a mean holding time probably larger than that of telephone traffic.
- Telephone traffic will be split into two parts, one of which will be due to vídeotex users, the other to conventional telephone users.
- There will be a new videotex traffic resulting from the introduction of the videotex service. Given all node-to-node traffic and the capacity for all links in a telephone network, the performance evaluation problem consists in finding the following variables:
- Node-to-node grade of service (NNGOS, blocking probabilities).
- Link or trunk groups grade of service (TGOS, blocking probabilities).
- Average number of 7 inks used per call.
- Trunk group carried load (TGCL).
- Trunk group offered load (TGOL).

The determination of these quantities for a large telephone network is somewhat complicated and can be carried out by an event-driven simulation program or by analytical techniques. However; when only the steady state behavior of the network is concerned, simulation is a poor method to use because of the extremely long computer running time required to reach the steady state. Because of this difficulty, analytical methods have always been favored for steady state analysis. Classical analytical methods have been extensively used by telephone traffic engineers for network capacity planning and are based on simple models of traffic patterns and holding time distributions. Most classical traffic engineering methods deal with a small number of trunk groups treated as isolated and independent links in the network but do not attack the traffic engineering problem of the whole network. Some recent efforts have extended classical methods to treat a complex telephone network such as the Canadian or American Telephone Networks [see references $13.1,13.7,13.8]$. We shall propose a modern analytical model to evaluate the impact of videotex service on a telephone network by developing first a model applicable to telephone networks of arbitrary complexity and discussing how this model can be applied to a local telephone network.
6.2 Model for Performance Evaluation of Telephone Networks*:

[^0]
### 6.2.1 Traffic Intensity Matrix:

In a telephone network, one important measure of the quality of service, as far as the user is concerned, is the node-to-node grade of service (NNGOS), which is the blocking probability for calls originated at a node $S$ (source) and destined for another node D (destination). For a well-designed telephone network, the NNGOS for all node pairs should be kept below some specified value, say 0.07.

The grade of service of a telephone network is a function of traffic intensity. These are the matrices of all node-to-node traffic intensities generated by the teleconmunication services. Each teleconmunication service which uses the telephone network will generate a traffic intensity matrix. For example, business telephone traffic is quite different from residential telephone traffic. Videotex service traffic will be different from ordinary telephone traffic since its mean holding time may be very different from that of ordinary telephone traffic. Conventional telephone network analysis methods do not distinguish business telephone traffic from residential telephone traffic and consider only the sum of all traffic intensity matrixes. This is satisfactory for ordinary telephone traffic since the mean holding time of business traffic may be quite close to the mean holding time of residential telephone traffic. But merely adding the traffic intensity matrix generated by the videotex service to the existing ordinary telephone traffic matrix may yield unsatisfactory analysis results due to the fact that videotex service holding time may be very different from ordinary telephone holding time. Intüitively, we canc
still obtain satisfactory results if videotex service arrival rate is small with respect to ordinary telephone arrival rate: An example of traffic matrix is given in Table 6.1.

### 6.2.2 Traffic carried on a path:

Let $y$, be the vector of link blocking probabilities and $x$ the corresponding vector of linking probabilities ( $x_{\mathbf{i}}=1-y_{i}$ ). The link blacking probabilities are a very complicated function of the traffic offered to the link. We shall show how under some simplifying assumptions such link blocking probability can be determined. For the present discussion, we shall assume that the link probabilities are given and we wish to determine the traffic carried on a link.

Consider a link $i$ in a path $U_{j}$ between some S-D pair. According to the routing hierarchy, a call is only carried on path $U_{j}$ if it finds all the previous paths $U_{1}, \ldots, U_{j-7}$ congested and that path $U_{j}$ is available. We write:

$$
\begin{align*}
& \text { Traffic carried on path } U_{j}=A \operatorname{Pr}\left(U_{j} \text { used }\right) \\
& =A \operatorname{Pr}\left(U_{1}, \ldots, U_{j-1} \text { congested, } U_{j} \text { available }\right), \tag{6.1}
\end{align*}
$$

where $A$ is the originating traffic between the S-D pair. The traffic which is carried on link $i$ on path $U_{j}$ is the traffic which finds all the links on $U_{j}$ free. Conditioning on this event is [6.1], we may write the carried traffic on link i, $c_{i}$, $a s$

TABLE 6.1: BUSY HOUR TRAFFIC MATRIX (IN CCS)

| To |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| From | A | B | C | D | E |
| A |  | 200 | 150 | 250 | 50 |
| B | 375 | 350 |  | 200 | 40 |
| C | 125 | 300 |  | 325 | 20 |
| D | 200 | 60 | $60$ |  | 20 |
| E | 40 | 30 | 10 | 20 |  |

$$
\begin{gather*}
c_{i}=A \operatorname{Pr}\left(U_{1}, \ldots, U_{j-1} \text { congested } \mid U_{j} \text { free }\right) \\
\operatorname{Pr}\left(U_{j} \text { free }\right) \tag{6.2}
\end{gather*}
$$

If the links in $U_{j}$ up to $i$ are elements of link set $L_{\eta}$, then

$$
\operatorname{Pr}\left(U_{j}, \text { free }\right)=\sum_{k \in U_{j}} x_{k}
$$

Next, consider the first factor in Eqn. [6.2]. The given condition "U free" can be achieved by letting the blocking probabilities of all links to $i$ in $U_{j}$ be zero, or equivalently, by removing the links in the link set $U_{j}$. We assume that this has been done prior to the evaluation of the first factor in [6.2]. Then the problem is to determine

$$
\operatorname{Pr}\left(U_{1}, U_{2}, \ldots U_{j-1}\right. \text { all congested) }
$$

If the sets $U_{1}, U_{2}, \ldots U_{j-1}$ are disjoint, i.e., without overlapping links, then we have

$$
\begin{align*}
& \operatorname{Pr}\left(U_{1}, U_{2}, \ldots U_{j-1} \text { all congested }\right)  \tag{6.3}\\
& =\operatorname{Pr}\left(U_{1} \text { congested }\right) \ldots \operatorname{Pr}\left(U_{j-1} \text { congested }\right)
\end{align*}
$$

where each factor may be evaluated by

$$
\begin{equation*}
\operatorname{Pr}\left(U_{k} \text { congested }\right)=1-\sum_{i \in U_{k}} x_{i} \tag{6.4}
\end{equation*}
$$

For the general case where $U_{1}, \ldots U_{j-1}$ have some overlapping links, the calculation of [6.3] is a much more complicated problem, particularly if $j$ is large. Fortunately, the problem can be reduced to that of system reliability analysis, therefore can be solved by one of several existing techniques [13.3]. To see this, let us write [6.3] as

$$
\begin{aligned}
\operatorname{Pr} & \left(U_{1}, U_{2}, \ldots U_{j-1} \text { all congested }\right) \\
& =1-\operatorname{Pr}\left(\text { at least one of } U_{1}, U_{2}, \ldots U_{j-1} \text { is available }\right) .
\end{aligned}
$$

Then, the crux of the problem is to evaluate

$$
\begin{equation*}
\operatorname{Pr} \text { (at least one of } U_{1}, U_{2}, \ldots U_{-1} \text { is available), } \tag{6.5}
\end{equation*}
$$

The evaluation of [6.5] is immediately recognized as the same problem encountered in system reliability analysis [13.3]. This identification is important because it enables us to apply many of the recent results in that field [13.3].

### 6.2.3 A One-Moment Method for Calculating Node-to-Node Grade of Service:

Consider a telephone network for which the following information is given:
(a) Network Configuration:

- link-node incidence relationships;
- link sizes (number of channels in each link).
(b) Routing table.
(c) Traffic matrix (node-to-node).

A one-moment method of analysis is one in which all the streams of traffic in a network are characterized by their first moments; i.e., their mean. The standard assumptions can be briefly stated as follows:
(1) An origin exchange is offered Poisson traffic for each destination.
(2) Call holding times are independent with exponential distribution function.
(3) The network is in statistical equilibrium.
(4) Each exchange has full access to outgoing trunks.
(5) Negligible call set-up times.
(6) Blocked calls are cleared (BCC) and do not return.
(7) The occupancy distributions of all trunk groups are mutually independent.
(8) The total offered traffic to a link is a Poisson process being the superposition of a number of (independent) Poisson processes.

With respect to a single link, this assumption implies that the offered, overflow and carried traffics are all Poisson. This results in the link appearing
as a two-state system, each call being in effect allocated to the overflow or carried streams with fixed probabilities. We sball now develop a method for calculating the node-to-node grades of service.

First, define the following notation:

```
y - vector of link blocking probabilities;
~
c - vector of link carried traffics;
~
a - vector of link offered traffics.
~
```

Before calculating the node-to-node grade-of service, it is necessary to determine $\underset{\sim}{y}$ with the information given by (a) - (c) above. The unknown $\underset{\sim}{y}, \underset{\sim}{c}$ and $a$, are related by a system of non-linear functional equations. If the link blocking probabilities are known, then we can determine the link carried traffic as in Section 6.2. Thus, we write symbolically:

$$
\underset{\sim}{c}=F_{1} \underset{\sim}{(y)}[6.6] .
$$

For each link, the offered traffic, the carried traffic are related by

$$
c_{i}=a_{i}\left(1-y_{i}\right), i=1,2, \ldots, L
$$

where $L$ is the number of links in the network.

We can write

$$
a_{i}=\frac{c_{i}}{1-y_{i}}, i=1,2, \ldots L
$$

or more compactly

$$
\underset{\sim}{a}=F_{2}(\underset{\sim}{(c)}[6.7] .
$$

Under the assumptions 1-8, the call arriving on each link is a Poisson process. Therefore, we can use Erlang's loss formula to determine the link blocking probability [13.5]:

$$
y_{i}=\frac{a_{i}^{N_{i} / N_{i}}!}{\sum_{k=0}^{N_{i}}\left(a_{i}^{k} / k!\right)}, i=1, \ldots L
$$

where $N_{i}$ is the number of trunks in the $i^{\text {th }}$ link. We can write

$$
\begin{equation*}
\underset{\sim}{y}=F_{3}(a) \tag{6.8}
\end{equation*}
$$

Equations [6.6], [6.7] and [6.8] constitute the set of non-1inear equations characterizing the network in steady state. It is impossible to obtain closed form solution of $y, c$ and $a$ : an iterative procedure must be used
to solve the non-linear equation. We have chosen the fixed-point algorithm. From [3.6], [3.7] and [3.8] we have,

$$
\begin{equation*}
\underset{\sim}{y}=F_{3}(a)=F_{3}\left(F_{2}\left(F_{7}(y)\right)\right)=F(y) \tag{6:9}
\end{equation*}
$$

The iterative procedure is compactly described by the recursive formula:

$$
\underset{\sim}{y_{n}+1}=F(\underset{\sim}{n}), n=0,1,2, \ldots
$$

The iteration is carried out until the differences between all the corresponding entries in ${\underset{\sim}{n}}_{n+1}$ and ${\underset{\sim}{n}}$ are smaller than some prescribed error. The final result $\underset{\sim}{y}=\underset{\sim}{y} y_{n}$ is considered to be the solution of Eqn. [6.9]. Once $\underset{\sim}{y}$ is found, the node-to-node grade of service can be determined using the relation:

$$
\begin{equation*}
\text { Node-to-node-grade-of-service }=1-\sum_{j} \operatorname{Pr}\left(P_{j} \text { used }\right) \tag{6.10}
\end{equation*}
$$

where the $P_{j}$ are the alternate paths for the node-to-node calls of the corresponding node pair. To evaluate $\operatorname{Pr}\left(P_{j}\right.$ used) in Eqn. [6.10], we can use the method described in Section 6.2.2.

### 6.3 A Queueing Model for Packet-Switched Networks Evaluation:

Queueing models for networks analysis have been thoroughly discussed in an excellent review paper by F.A. Tobagi, M. Gerla, R.W. Peebles and
E.G. Manning [2.5]. These models are able to yield reasonable approximation to performance indices such as transit delay, packet loss probability, line and buffer utilization, network throughput and so forth.

The simplest model of a network consists in treating each switch link as an independent $M / M / 1$ or $M / G / 1$. This depends upon whether or not it is reasonable to believe that the process of passing through a switch does not alter the basic Poisson nature of the traffic. Pioneering work was done in this area by Burke [10.2] and by Jackson [10.3].

Burke showed that the output of an $M / M / 1$ queue is Poisson. Jackson extended this work to include feedback networks of $N$ servers as well. If $\tilde{n}=\left({ }^{n}, n_{2}, \ldots{ }^{n} N\right.$ is the global state variable denoting ${ }^{n}{ }_{i}$ customers at server $i$, then the equilibrium probability distribution has a simple product form:

$$
P\left({ }^{n_{1}}, n_{2}, \ldots,{ }^{n_{N}}\right)=P\left({ }^{n_{1}}\right) P\left({ }^{n_{2}}\right) \ldots P\left({ }^{n_{N}}\right)
$$

where $P\left({ }^{n}\right)$ is the marginal probability of finding ${ }_{i}$ customers at server $i$, and is given by the simple $M / M / 1$ formula', To apply 'Jackson's result, we must know: the actual traffic arriving at server $i$. This is easily computed if we know the external arrival rate ${ }^{a_{i}}$ and the customer branching probabilities, $b_{i}, j$. This yields a set of equations:

$$
\lambda_{j}=a_{j}+\sum_{i=1}^{N} \lambda_{i} b_{i j}
$$

The most general results have been derived by Basket et al [10.4]. They assume that there are $N$ nodes, $L$ classes of customers (such that each class may have different routing through the network and possibly different service time at a node), and four allowed node types which satisfy the Poisson output property and thus guarantee a product form solution. These are: type 1 - FCFS, $M / M / 1$; type 2 - RR, $M / G / 1$; type 3 - processor sharing $M / G / \infty$; type 4 LCFS, M/G/l. The network can be open for some class of customers and closed for others. The case of a completely open system is of special interest; it can be showed that

$$
P(\tilde{n})=\prod_{j=1}^{N} P_{j}\left(n_{j}\right)
$$

where

$$
P\left(n_{j}\right)=\left\{\begin{array}{l}
\left(1-P_{j}\right) P_{j} n_{j}, \text { for node types } 1,2,4 \\
P_{j} n_{j} e^{-P_{j} / n_{j!}, \text { for node type } 3 .}
\end{array}\right.
$$

That is, these rather complex systems (node: types 1, 2 and 4) behave just like a set of connected but inindependent $M / M / 1$ queues. Type 3 nodes behave like isolated $M / G / \infty$ servers. This gives us very powerful tools for analytic modeling of computer networks and telecommunication services.

Some of the important problems cannot be handled by queueing modeling but must be handled by simulation. These are: dynamic storage allocation at a

## A MODEL .FOR COST ANALYSIS



DTE: Data terminal equipment
DCE: Data circuit terminating equipment
SW: Data switching equipment switching unit
$C P:$ Data switching equipment call processing unit
A: Call connect cost
B: Call transmission cost
C: Subscriber facilities cost
switch which allows for variable size blocks; the flow of multiple customer classes through a node in which the classes have different service time distributions; state dependent customer routing and priorities.

### 6.4 Model for cost analysis

To assess the economical merit for the introduction of a new service or a new network architecture, a cost-benefit analysis must be carried out. For this, a communication cost model [9.6] must be introduced. The model is divided to three cost components and shown in Figure 6.1: Component $A$ is called connect cost. It represents call processing cost and depends on call handling capacity of a processing unit. Component $B$ is called transmission cost for a request, occupied while a call is established. Subscriber facilities cost represents cost for data circuit terminating equipment, subscriber circuit and the part of switching facilities constantly occupied by a subscriber. Considering this model, communication cost for a subscriber is determined as follows:

$$
\begin{equation*}
y=A c / h+B \cdot c+C \tag{1}
\end{equation*}
$$

where

$$
\begin{aligned}
y= & \text { network cost per subscriber } \\
h= & \text { call duration } \\
c= & \text { traffic intensity per subscriber: } 1: . . . \text { sum of call durations } \\
& \text { within a time unit. }
\end{aligned}
$$

$$
\begin{aligned}
c / h & =\text { number of calls per subscriber } \\
A & =\text { connect cost index } \\
B & =\text { transmission cost index } \\
C & =\text { subscriber facilities cost index }
\end{aligned}
$$

With these equations, network cost characteristics can be analyzed using these indices.

As an example, using suffixes 1 and 2 for two different network architectures, equation (1) for each network architecture can be described as follows:

$$
\begin{aligned}
& y_{1}=A_{1} c / h+B_{1} c+C_{1} \ldots \\
& y_{2}=A_{2} c / h+B_{2} c+C_{2}
\end{aligned}
$$

Putting $y_{1}=y_{2}$, cost boundary between two different networks can be derived as follows:

$$
c=\left(C_{2}-C_{1}\right) /\left[\left(A_{1}-A_{2}\right) / h+\left(B_{1}-B_{2}\right)\right]
$$

When the traffic intensity is higher, than $c$, the network architecture of configuration 2 is more favorable. It is pertinent to emphasize here that the cost indices $A, B, C$ will depend on the service level that the network wants to maintain.

### 6.5 Computer Softwares for TeTephone Network Performance Evaluation:

The performance of a telephone network is mainly determined by the link capacities (numbers of trunks in trunk groups) and node-to-node traffic loads (or traffic intensities). The performance evaluation problem consists in finding the following variables:

- Node-to-node grade of service (NNGOS, blocking probabilities).
- Link or trunk group grade of service.
- Average number of links used per call.
- Trunk group carried load.
- Trunk group offered load.

The method of performance evaluation adopted is the one-moment method proposed by P.M. Lin et al [13.1]. This method requires intensive computing which can be programmed on a digital computer. We have modified and impTemented a computer program developped by Lin et al [13.6] in such a way that it may be applicable to any telephone network. Tests have been done to verify our computer program using data from the European Autovon Network. Much of the work required for implementation of the computer program has been: (i) modification to algorithms in the STARTUP program to accomodate the successive office control discipline adopted in conventional telephone networks and (ii) changes in computer codes for IBM machine.

The computer program can also perform automatic routing table updating: given a network configuration and a traffic matrix, update the existing. routing table if any node-to-node grade of service exceeds the maximum allowable value. Although routing table updating is not an objective of the present project; it is of potential future use for network design, especially it can be used to design a model of telephone networks (see section 7.3).

Al though the one-moment method proposed by Lin et al [13.1] is based on a number of reasonable assumptions, the results obtained from this method should be validated. Our efforts in designing an event driven simulator has met with considerable success. We have found that it is relatively simple to develop a simulation program which can simulate any telephone network. The simulator can be used to validate the one-moment model and other mathematical models or to predict telephone network performance. The design objectives of the simulator are the following:

From its principal inputs namely the traffic intensity matrix, the links capacity matrix and the routing control table, the simulator generates a series of route-trees for all origin-destination node pairs. Arriving calls are routed to destination nodes following the route-trees. Network initial state can be inputted by the user or automatically generated by the simulator To accelerate computer running time to reach the steady state, the simulator chooses the initial state by applying the onewmont method proposed by Lin et al (1). Standard network performance indices such as link blocking propabili-
ties and various grades of service are outputted by the simulators Distribution of offered and carried traffic on each links are provided on demand. Network states can be displayed by sampling at demanded intervals of time.

The implementation of the simulator is in progress.
7. MODEL FOR PERFORMANCE EVALUATION OF LOCAL TELEPHONE NETWORKS:
7.9. Reasons fon Studying Locax Telephone Networks:

The basic problem of evaluating the impact of a videotex service on a telephone network is to calculate the node-to-node grade of service when the traffic matrix is modified as a result of the introduction of the videotex service. The traffic matrix may be considered as a sum of two traffic matrixes of which one is generated by normal telephone exchange and one by videotex calls. We may write the traffic matrix conceptually as

$$
\underset{\sim}{A}=A_{1}+A_{2}
$$

$\qquad$
where $A_{1}$ is telephone traffic matrix and $A_{2}$ is the videotex traffic matrix.

If. ${\underset{\sim}{1}}$ and $\underset{\sim}{A}$ are known and if all link capacities of the telephone networks are given, we can apply the method developed in Section 3 to evaluate the telephone network performance. However, the evaluation problem for a national telephone network with a national videotex service taken as a whole is a formidable one due to its complexity and the enormous amount of data required. We must, at least at first, concentrate our attention on a local geographical region of the network and to the local videotex service. In doing this, we must make following assumptions:
(i) Major videotex service demands will be essentially local so that it affects significantly only the local telephone network.
(ii) Traffic exchange between nodes far apart is negTigible with respect to local exchange traffic.

These two assumptions imply that we can divide a telephone network such as a national one into a number of regional networks which are approximately closed in the sense that the traffic entering and leaving a regional network is small with respect to its internal traffic. This division of a network into approximately independent subnetworks should be done in consideration of all node-to-node traffic. Unfortunately, complete data on traffic between node pairs are not available, therefore, for the time being, we must rely on our intuition and judgement.

Telephone networks are hierarchically structured such that nodes are assigned to classes $[13,4]$.. : The central office trunking entities at which telephone loops are terminated for purposes of interconnection to each other and to the network are called "End Offices" and are designated as class 5 offices.

The switching centers which provide the first hierarchical stage of concentration for network traffic originating at end offices and the final stage of distribution for traffic terminating at end offices are called "Toll Centers" or "Toll Points" and are designated as class 4. The class 4 switching nodes connect a grouping of end offices to each other and to the network. Certain switching centers, in addition to


#### Abstract

connecting a grouping of end offices (class 5) to each other and to the network, are selected to serve higher level switching functions on the basis of overall network economics. Those levels are: Primary Centers designated as class 3, Sectional Centers designated as class 2 and Regional Centers designated as class 1. Collectively, the class 1, 2 and 3 nodes (switching systems) constitute the control switching points (CSP) of the call routing for distance dialing. It is important to note that higher level switching systems (nodes) can also perform lower level switching functions.


This systematic grouping of switching centers results in a similar grouping of the areas they serve. Each regional center (class i) serves a large area known as a Region (there are two regional areas in Canada). Each region is subdivided into smaller areas known as sections: the principal switching system in the section is the sectional center (class 2). The section is still rather large and it, too, is further divided into smaller parts known as primary areas, each of which is served by a primary center (class 3). The remaining centers that do not fall into these categories are the toll centers (class 4) and end offices (class 5). Traffic between any node pair is first routed to a high-usage trunk group (link). Overflow traffic from the last high-usage trunk is offered next to a final trunk group.

Figure 7.7 presents a global-yiew of the telephone network in which
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only final trunk groups are shown. A subnetwork such as those encircled by a dashed line can be approximately closed in the sense that incoming and outgoing traffic is negligible with respect to internal traffic. We will consider such a subnetwork as one which represents a metropolitain region such as Ottawa or Quebec City. Such subnetworks will serve for our initial modeling of local telephone network. An example of such a network is the one consisting of nodes $A ; B ; C$ and $a l l$ nodes linked to $A$ and $B$. By our assumption, nodes such as D or $E$ do not significantly affect the subnetwork considered and can be ignored (see Figure 7.1).

### 7.2 A Prototype of Local Network:

Consider a metropolitain region that is sufficiently large so that traffic entering and leaving it is negligible with respect to traffic within the region. Some reflection shows that such a region would have about two class 4 offices and about twenty to thirty class 5 offices. The videotex databases serving the region could be conveniently designed as isolated class 5 offices. The capacities of high-usage and final trunk groups are assigned so that the node-to-node grades of service are kept at reasonable levels. An example of local networks of our concern is shown in Figure 7.2. Such local networks can be analysed using the method described in Section 6.2 if the network configuration (number of trunks in each groups together with identification of all trunk groups and their routing functions) and the traffic matrix are known. Unfortunately, such
information is the private property of telephone companies and may not be easily accessible. A remedy to this difficulty is to build a model of a network based on statistical assumptions. Some variables which must be taken into account when modeling a local network are:
(i) distribution of the population:
(ii) distribution of commercial and residential area telephone networks;
(iii) design objectives of telephone company (e.g., end-to$\therefore$ end grade-of-service is 0.01 ).

Variables (i) and (ii) may help to estimate call arrival patterns from node-to-node, which together with assumed mean holding times (approximately 3 minutes), can yield estimates of node-to-node traffic intensities. Variable (III) - the telephone company's target grade of service - together with estimates of traffic intensities, may help to estimate trunk groups (links) capacities. For example, consider a simple network consisting of only one trunk group. Knowing the traffic intensity in this trunk group and assuming a 0.01 blocking probability, we can use the well-known Erlang loss formula to estimate the number of trunks in this trunk group. For more complex networks, the estimation would be more complicated but the method remains the same.

It is important to note that database locations may dictate
the inclusion of certain parts of the network, but not all, into the modeling process. For example, if the videotex databases are located at isolated class 5 offices, then videotex traffic will have impact only on class 5 final trunk groups but not on class 5 high-usage trunk groups. This means that, in studying the impact of videotex service on telephone networks, we may ignore all high-usage trunk groups connecting class 5 offices.

### 7.3 Modeling of Local Telephone Network Configuration and Traffic:

The important inputs for analysis of network performance are:
(i) The configuration of a typical local telephone network: number of class-4 and class-5 offices, high-usage trunk groups, final trunk groups, and number of trunks in each trunk group.
(ii) Telephone traffic matrix: all node-to-node traffic intensities of present or anticipated telephone subscribers, arrival rates and average telephone holding time.
(iii) Characteristics of videotex services: user request rate in number of pages per request, transmission and access times (at data base) per request, user holding time, etc.
(iv). Locations of data bases.

The above input information cannot be derived purely from theoretical considerations but must be estimated from data. Data concering (i) and (ii) may be available from telephone companies and their cooperation in providing them is necessary. Bell Canada has indicated willingness to provide such data in the near future. Data concerning (iii) can be inferred from the Vista pilot project where user request rate and holding time can be observed. Transmission and access times are obtainable from the characteristics of the services offered by videotex facilities. At the present time, little information is available so that crude extrapolation from available data will have to be made. The locations of the data bases can be determined from network and traffic characteristics. Optimal choices for data base locations can be made with the aid of analysis tools that we have developed once telephone network characteristics and videotex service characteristics become available or when they can be estimated.

An alternative approach to, the problem of obtaining hard data on the telephone networks is to model them. Using exogenous variables such as subscribers population, industrial and commercial offices distributions, together with a knowledge about typical busy hour traffic and about usual telephone companies' network design practice, we can build a realistic model for a typical local network. Some of this knowledge is summarized in Table 7.1. These include typical data concerning average busy hour traffic, average number of subscribers per class 5 office, typical number of interoffice trunks per trunk group, average urban loop length and trunk length.

## TABLE 7.1 SOME DATA ON TELEPHONE NETWORK AND TRAFFIC*

1. Average busy hour traffic: -
Resident ..... 3.6 ccs
Business ..... 5.5 ccsData terminal$\approx 10.0 \mathrm{ccs}$
2. Ratio of inter versus intra office calls ..... 50:50
3. Average number of subscribers per C5 office ..... 15,000
4. Typical number of interoffice trunks ..... 1,500
5. Business lines versus residential liness: -Urban60\% busines's lines40\% residential lines
Suburban 20\% business lines
80\% residential lines
6. Average urban loop lengths ..... ~ 2 miles
Maximum urban loop lengths ..... ~ 5 miles
7. Average trunk lengths (between C5's) ..... ~ 5 miles

Source: Data obtained from consultation with specialists in North American telephony.

The principle which can be used in modeling a telephone network is the following: using our knowledge about number of subscribers per class 5 office and the maximum loop length and average trunk length, we can devide an urban local region into a number of zones - each of which is served by a class 5 office. Characteristics of these zones are established using data about geometrical distribution of commercial and residential subscribers. Node-to-node traffic intensities can be generated taking into account the zones' characteristics and geographical locations. Following common practice of telephone network design, we can generate the trunk groups (links) and assign capacities to trunk groups - this modeling process will be carried out in an iterative fashion until a typical telephone network with a typical performance is obtained. Consulation with experts and telephone companies will be sought in order to arrive at a representative model for local telephone networks.

## 8. EUROPEAN AUTOVON NETWORK EXAMPLE:

In this section we will apply some of the methods and tools that we have developped in this report to the European Autovon network. The reason for choosing this network to $\ddagger 1 l u s t r a t e ~ o u r ~ m e t h o d o g y ~ i s ~ t h a t ~ i t ~ i s ~$ the only network from which real data are available to us.

### 8.1 NETWORK CONFIGURATION:

The European Autovon is a circuit-switched network employing a routing strategy called "originating office control with spill forward". For the purpose of network performance evaluation, the European Autovon network can be modeled by the graph of Figure 8.1. The network topology is comprised of 10 nodes plus the CONUS Gataway node and 26 links (including the three links to CONUS Gataway) interconnecting the various offices. Each of the 11 nodes in the model is assumed to be perfectly reliable (blocking probability $=0$ ) and that it takes negligible time for the control equipment. in the offices (nodes) to establish originating, terminating, or tandem calis. On the other hand, the 26 links are modeled on the basis of their capacity, and then availability for use is therefore considered probabilistic. The capacity of each link is given in Table 8.1. The network routing table (1) is depicted in Table 8.2.
(1) Based on July 1974 Autovon data,
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European AUTOVON Network


Node 1 -- CONUS Gateway (CON)
Node 2 -- HILLINGDON (HINं)
Node 3 -- humOSA (HUM)
Node 4 -- MARTLESHAM HEATH (MAM)
Node 5 -- FELDBERG (FEL)
Node 6 -- SCHOENFELD (SCH)

Node 7 -- DONNERSBERG (DON)
Node 8 -- COLTANO (CTO)
Node 9 -- ATHENS (ATH)
Node 10 - NAPLES (NPS)
Node 11 - LANGERKOFF (LKF)

Trunk group: information for the European AUTOVON network . .

| $\begin{aligned} & \text { LINK } \\ & \text { NUMBER } \end{aligned}$ | TERMINAL NODE NUMBERS | NUMBER OF TRUNKS |
| :---: | :---: | :---: |
| 1 | 1-5 | 36 |
| 2 | 5-10 | 20 |
| 3 | 9-10 | 17 |
| 4 | 3-10 | 18 |
| 5 | 2-3 | 10 |
| 6 | 1-2 | 22 |
| 7 | 2-4 | 34 |
| 8 | 4-5 | 10 |
| 9 | $5-8$ | 11 |
| 10 | 8-10 | 9 |
| 11 | 2-10 | 7 |
| 12 | 2-5 | 15. |
| 13 | 5-11 | 30 |
| 14 | 7-11 | 34 |
| 15 | 6-7 | 12 |
| 16 | 5-6' | 13 |
| 17 | 7-8 | 12 |
| 18 | 7-9 | 7 |
| 19 | . $7-10$ | 15 |
| 20 | 2-11 | 14 |
| 21 | 4-7 | 10 |
| 22 | 3-7 | 12 |
| 23 | 1-10 | 11 |
| 24. | 6-11 | 8 |
| 25 | 5-7 | 30 |
| 26 | 2-7 | 5 |

Routing Table for European AUTOVON Network

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9. | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  | 2,5 | 10,2 | 2,5 | 5,2 | 5,2 | 5,10 | 10,5 | 10,5 | 10,5 | 5,2 |
| 2 | 1,5,10 |  | 3,11,5 | 4 | 5,4 | 11,5 | 7,4,5 | 10,5 | 10,4 | 10,5 | 11,5 |
| 3 | 2,10* | 2,10* |  | 2,10* | 7,10*,2 | 7,10*,2 | 7,10*,2 | 10*,7,2 | 10*,7 | 10*;2 | 7,10*,2 |
| 4 | 2,5 | 2 | 2,7,5 |  | 5,7 | 7,5 | 7,5 | 7,5 | 7,2,5 | 7,2,5 | 7,2,5 |
| 5 | 1,2,10 | -2,4 | 10,7,2 | 4,7. |  | 6,7 | 7,11 | 8,7 | 10,7 | 10,7 | 11,7 |
| 6 | 5,7* | 11.,5 | 7*,5 | 7*,5 | 5,7* |  | 7*:11;5 | 7*,5 | 7*,5 | 7*,5 | 11,7*,5 |
| 7 | 5,2,10 | 2,4,5 | 3,10,5 | 4,2,5 | 5,11 | 6,11,5 |  | 8,5 | 9,8,10 | 10,8,5 | 11,5 |
| 8 | 10,5 | 10,5 | 10,7 | 7,5 | 5,7 | 7,5 | 7,5 |  | 10,7 | 10,5 | 7,5 |
| 9 | 10* | 10' | 10* | 10\% | 7,10* | 7,10* | 7,10* | 10* |  | 10* | 7,10* |
| 10 | 1,5,2 | 2,5 | -3,2,7 | 7,2,5 | 5,7 | 7,5 | 7,8,5 | 8,5 | 9 |  | 7,5 |
| 11 | 5.2 | 2,5 | 7,5,2 | 7,2,5 | 5,7 | 6,7,5 | 7;6,5 | 7,5 | 7,5 | 7,5 |  |

### 8.2 PERFORMANCE EVALUATION OF AUTOVON:

On the basis of the trunk group information (Table 8.1), the routing table (Table 8.2) and the traffic matrix for "routine, level", (see Table 8.3), performance evaluation of Autovon can be done.

Performance data are shown in the Appendix.: Performance Developments of a trunk group is given principally by "Trunk Group Actual GOS" which is the trunk group blocking probability. Offered traffic to a trunk group is given by "Offered Load". These informations are important for identifying bottlenecks in the network. For example, links 1; 7 and 23 are important bottlenecks because these blocking probabilities are high and offered traffic to them is also high.

The most important performance, indices are the source-to-destination blocking probabilities given on pages All to Al3. . Also given are the source-to-destination weights blocking probabilities which are equal to the source-to-destination probabilities multiplied by weight factors. The weight factors are chosen in relation to users' considerations with respect to the source-destination pairs. To emphasize certain origin-destination pairs, one assigns weight factors greater than one to them, and to de-emphasize an origin-destination pair, one assigns a weight factor less than one to it.

The weight factors allow us to compare all node-to-node grades of service in a uniform way. For Autovon, the distribution of all source-todestination grades of service (blocking probabilities) is shown in Figure 8.2. It can be seen that most source-to-destination grade of service are good (less than 0.0 ). However, it is not true that most users experience good grade
"Routine" Traffic in CCS for the European AUTOVON Network

| To | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  | 135. | 138. | 111. | 864. | 59.4 | 993. | 23.4 | 126 | 256. | 697. |
| 2 | 131. |  | 32.4 | 216. | 144. | 7.2 | 25.2 | 3.6 | 14.4 | 25.2 | 95.4 |
| 3 | 139. | 25.2 |  | 43.1 | 1.12 | 39.6 | 12.6 | 10.8 | 46.8 | 39.6 | 72. |
| $4 \quad \vdots$ | 112. | 205. | 25.2 |  | 245. | 9. | 9. | 10.8 | 12.6 | 10.8 | 81. |
| 5 | 864. | 43.2 | 57.5 | 57.5 |  | 59.5 | 126. | 39.6 | $72^{\circ}$ | 16.2 | 190. |
| 6 | 59.4 | 9. | 36. | 21.6 | 205. |  | 72. | 23.4 | 7.2 | 1. | 90. |
| 7 | 993. | 33.4 | 37.8 | 16.2 | 230. | 28.8 |  | 23.4 | 30.6 | 19.8 | 155. |
| 8 | 23.4 | 3.6 | 10.8 | 14.4 | 57.6 | 3.6 | 43.2 |  | 18 | 39.6 | 43.2 |
| 9 | 126. | 7.2 | 39.6 | 14.4 | 140. | 3.6 | 21.6 | 25.2 |  | 43.2 | 55.7 |
| 10 | 256. | 14.4 | 36. | 7.2 | 46.8 | 1. | 7.2 | 86.4 | 46.8 |  | 18. |
| 11 | 697. | 46.8 | 72. | 72. | 313. | 36. | 190. | 50.4 | 48.6 | 25.2 |  |

of service. In fact, in European Autovon, most users experience a bad grade of service. This can be seen from the indice "network grade of service" which is defined as the probability that a call coming from any origin is blocked from the network. For European Autovon, the network grade of service is .37 (or $37 \%$ ). This is because of the fact that, although a majority of source-to-destination grades of service are good, those bad grade of service ( $\dot{(k .1)}$ belong to origin-destination node pairs which have large traffic intensity.

## 8. Impact of: Increased Traffics on European AUTOVON

Let us assume that a new telecommication service is introduced into European AUTOVON Networks and that this introduction induces an increase in traffic by a non-negligible factor. We will assume for simplicity that all origin-destination traffics are increased by the same factor.

Figure 8.3 shows the distribution of node-to-node grades of service (NNGOS) when the traffic in AUTOVON is increased by 20\%. Comparing with Figure 8.2, we can see that most NNGOS now shift two the right and vary from 0.08 to 0.92 , which means that network performance degrades significantly: The overall network grade of service (blocking probability) increases from 0.37 to 0.64 when the traffic increases by $20 \%$; a performance degradation by $70 \%$.

Figure 8.4 shows the distribution of NNGOS when network traffic increases by $40 \%$ with respect to "routine" level. The distribution shifts further to the right with respect to the situation in Figure 8.2 and most NNGOS are greater than 0.40 . The overall network blocking probability is 0.75 in comparison with 0.37 corresponding to "routine" traffic level.

Figure 8.5 shows the increase in network grade of service as a function of traffic increase factor. It can be seen that network grade of service increases very rapidly and approaches the asymptotic value (1.00) when the increase factor approaches 100\%.

FIGURE 8.3

## AUTOVON's Grade of Service when traffic

 increases by 20\%

FIGURE 8.4

AUTOVCN's Grade of Service when traffic increases by $40 \%$


## FIGURE 8.5

Network Grade of Service versus increase in traffic


Traffic increase factor (\%)

We have seen that European AUTOVON Network performance degrades quite drastically when traffic level increases. This is because at "routine" level, its performance is already critical, with an overall network blocking probability of 0.37. Commercial telephone networks possess a much better grade of service which is usually less than 0.01 . Nevertheless, one can expect significant degradation in grade of service when additional traffic is introduced into the networks. As a rule of thumb, one can expect that performance degradation rate is much faster than traffic increase rate and that the degradation rate is exponential rather than linear or polynomial.

## 9. CONCLUSION:

In this report we have laid a sound basis for evaluating technical and economic impacts of the introduction of new services on existing telecommunication networks. After a brief survey of planned new services such as Videotex, COSPRO, Electronic Fund Transfer System and Electronic Mail, we proposed methods for networks and service characterization. This allowed us to state the problem of evaluating the impact of new services as a network performance evaluation problem with respect to the additional workload generated by new services. For packet-switched networks, the performance measure to be studied is the so called "service level" and for circuit-switched networks, it is the "grade of service". We then developped models and tools for network performance evaluation. We argued that the videotex service and local telephone networks should be studied first. We then showed how a realistic model of local telephone network can be constructed which can serve a basis for evaluating existing local telephone networks.

In essence, work done on this project lays the basis for its continuation: the basic analytical and simulation tools needed for telephone network performance evaluation have been developped and sufficient understanding of the local telephone network has been gained permitting the design of an "idealized" local network. This "idealized" network could then be taken as prototype for judging the impact of new services such as videotex. The authors feel that these two achievements are extremely important.

Concerning the problem of estimating the network loading parameters of new services, the authors foresee several methods to be explored in the continuation of this project. One would involve a simulation of videotex in the university environment which could give parameter value estimates useful for
this subclass of videotex users. Various marketing research techniques are also being considered.
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## APPENDIX

## OUTPUT OF THE STARTUP PROGRAM

FOR EUROPEAN AUTOVON NETWORK



COM HIM HUM HAM FEL SXH IDN ETD ATH FFS LKF

LIST OF FATHS FEUUTEEE：YES


（：4JTE

1HTD IIDH－EFILL SHITEHES EEFDRE REVISIDM）

ETEP BI工E DF FEFPHM，FEIMCTIDFIS＝ 010

AH ATIEMFT TO IMFFQVE EUHLIS TRAFFIC IS NDT REQUIRED
HETHORKK IIESCEIFTIOH
HUMEEF OF SHITCHES IH METWORK 11
NHMEEF UF TFIIHK BFOLIFS IH NETWDRK ES

| LIHE NUMEER |  | SWITCH | FAIR | EXISTIMG HUMBER OF TRUNK．S |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | （CDH） | 5 （FEL） | 36 |
| 2 | 5 | （FEL） | 10 （NPS） | 20 |
| 3 | 9 | （ATH） | 10 （HPS） | 17 |
| 4 | 3 | （ HiM ） | 10 （NFS》 | 18 |
| 5 | 2 | （ Hi H ） | \％（HUM） | 19 |
| 6 | 1 | （EDr4） | 2 （HIN） | 2 c |
| $\overrightarrow{7}$ | 2 | （ HIH | 4 （HAMH） | 34 |
| $\Sigma$ | 4 | （rimm＇ | 5 （FEL） | 10 |
| 3 | 5 | （FE） | 8 （CTD） | 11 |
| 10 | 5 | （ETD） | 10 （MFS | 9 |
| 11 | E | （HIH） | 10 （HFS） | ？ |
| $1 \overrightarrow{i c}$ | $E$ | （HIH） | 5 （FEL） | 15 |
| 13 | 5 | （FEL） | 11 （LKF） | 30 |
| 14 | 7 | （11］！ | 11 （LKF | 34 |
| 15 | 6 | （ 5 CH ） | 7 （LIDH） | 12 |
| 16 | $E$ | （FEL） | $E$（SCH） | 13 |
| $1 \vec{r}$ | 7 | （IIDH） | 6 （CTD） | 12 |
| 16 | 7 | （tITH） | ？（ATH） | ？ |
| 1 F | $?$ | （IION） | 10 （NPS | 15 |
| 201 | 2 | （HIH） | 11 （LKF） | 14 |
| Ei | 4 | （TAM） | 7 （IIOH） | 10 |
| ここ | 5 | （HDIM） | $?$（DDN） | 12 |
| 5 | 1 | （CDri） | 10 （NPS） | 11 |
| 24 | E | （SSH） | 11 （LKF） | 8 |
| E5 | 5 | \｛FEL） | $\cdot 7$（IIDH） | 30 |
| 25 | $\bar{E}$ | （HIH） | 7 （INON） | 5 |

ORIGIMAL ROUTIMG TARLE

| FFEDH | TI |  | TRAFFIC IN CCS | CHDICE 1 （PRIMARY RUUTES） |  | CMICE 2 | CHOICE 3 | WEIGHT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 （cПाओ） | c | （HIN） | 131.0 | 2 （HIN） |  | 5 （FEL） | 0 （－－－） | ． 01 |
| 1 （CDM） | 3 | （HIJM） | 138.0 | 10 （HPS） |  | 2 （HIN） | 0 （－－－） | ． 01 |
| 1 （CDM） | 4 | （HAM1） | 111.0 | 2 （HIM） |  | 5 （FEL） | 0 （－－－） | ． 01 |
| 1 （CDM） | 5 | （FEL） | 864.0 | 5 （FEL） |  | 2 （HIN） | 0 （－－－） | ． 01 |



| 5 | （FEL） |
| :---: | :---: |
| 5 | （FEL） |
| 14 | （MPS） |
| 16 | （PIPS） |
| 10 | （HPS） |
| 5 | （FEL） |
| －1 | （EDH） |
| 3 | （HUM＞ |
| － 4 | （MAM） |
| 5 | （FEL） |
| 11 | （LKF） |
| 7 | （DIDH） |
| 10 | （HPS） |
| 10 | （HPS） |
| 10 | （HPS） |
| 11 | （LKF） |
|  | （HIN） |
| を | （HIH） |
|  | 〔HIN |
| $\overline{7}$ | （IIDH） |
| $?$ | （DDM） |
| 7 | （IION） |
| －10 | （HPS） |
| －15 | （HPS） |
| －10 | （MPS） |
| 7 | （DOM） |
| こ | （HIN） |
| 2 | （HIH） |
| 2 | （HIN） |
| 5 | （FEL） |
| 7 | （JICH） |
| 7 | （IDOM） |
| 7 | （DICN） |
| $?$ | （IISH） |
| 7 | （DOH） |
| 7 | （DOH1） |
| －1 | （CDH） |
| 2 | （HIH） |
| 10 | （HPS） |
| 4 | （MAM） |
| 6 | （SIH） |
| 7 | （IDD |
| S | 〔［TD） |
| 10 | （NPS） |
| 10 | （HPS） |
| 11 | （LKF） |
| E | （FEL） |
| 11 | （LKFF） |
| －7 | （DDCM） |
| －r | （EIDH） |
| 5 | （FEL） |
| － | （NTH） |
| －7 | （IICP） |
| －7 | （EDH） |
| －r | ：IDNY |
| 11 | （LKEF〉 |
| 5 | （FEL） |
| 2 | （HIN） |
| 3 | （ H （1）${ }^{\text {（1）}}$ |
| 4 | （MAl－ |
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FRDM 1 TD E
```



```
FRJM 1 TD F
(-1)(10)(3)<
```

FFOM 1 TD 4
$\left(\begin{array}{cc}-1)( & 2)(4 \\ (-1)( & 5)(4\end{array}\right.$
FFOM 1 TD 5
（－1）（ 5）

FFillilita e
（－1）（5） 6 ）
（－1）（ 2$)(11)(6)<$
FEOM 1 TD 7
$(-1)\left(\begin{array}{c}5 \\ (-1)(3)( \\ 7\end{array}\right)($

FFROM $-10 \operatorname{TO} 8$
$\{-1)\left(\begin{array}{ll}-1 \\ 5 & 8 \\ 8\end{array}\right.$
FFOH 1 TC 9

FFOI 1 TD 10
（－1）© 1 ib
（－1） 5 ）（ 10 ）
FFRM ：TD 11
（－9965：11）0

FREA ETO
（－こうく－1）（
（－F） 5 ）（－1）
（－G） 10 （－1）
FFRDM 2 TD 3
（ -2 ）（3）（
$(-2)(11)($ r） 3$)($
（－2） 5 （ 10 ） 06
FFDMG 2 TD 4
FFOH 2 TD 5
$\left.\begin{array}{lll}(-2)( & 5 \\ (-2)( & 5\end{array}\right)(5)$
FREM 2 TD
（－玉）（11）（6）

FRDM ETD，
$\{-E)(\vec{r})$

FFD： 1 TD 8
（－2） 10 （ 8 ）
（－2）（5） $5><$

FRDM $₹$ TD 9
$(-2)<10)(9)($
（－2） 4 （
FROM E TD 10
$(-2)(10)\binom{10}{5}(10)($
FRDM 2 T0 11
（－E）く 11）（
（－E）（5） 5 （11）
FROM 3 TD 1
（－3）（ 2 ）（ -1 ）（
$(-3)(-10)(-1)($
（－3）（－10）（ 5 ）$(-1)$ ）
$(-3)(-1 i j)(2)(-1)($
FRIII 3 TD $e$
$(-3)(-2)(-10)($
$(-3)(-10)(2)($
（－3）（－10） 5$)(2)<$
FROM 3 TD， 4
（－3）（ 2） 4 ）
$(-3)(-10)(7)(4)$
$(-3)(-10)(2) r 4) 6$
（－3）$(-10)(5)(4)($
FROM 3 TU 5
$\begin{array}{lll}\{-3)( & 7)( & 5)( \\ (-3)(-10)( & 5)( & \\ (-3)(-10) \\ (-3)( & 7)( & 5) \\ & 5)( & \end{array}$
FREM 3 TD 6
$(-3)(7)(6)($
（－3）-10$\rangle(\mathrm{F})(6)($
$(-3)(-10)(5)(6)($
$(-3)(8)(11)(6)($
FROM 3 TD 7

| $(-3)($ | $7)($ |  |
| :--- | :--- | :--- |
| $\{-3)(-10)($ | $7)($ |  |
| $(-3)(-10)$ | $8)($ | 7 |

（－3）（
FRIM 3 TD 8
（－3）（－10） 8 ）
（－3）（－10） 5 ）（ 3$)($

FROM 3 TO 9
$(-\xi)(-10)(3)<$
FRDM 3 TD 10


```
FROH 57口 シ
\((-5)(10)(3)\)
\((-5)(7)(3)<\)
(-5) ( 2 ) 3 )
FRDM . 5 TD 4
\((-5)(4)<\)
(-5) ( -7 4) 4
FRDM 5 TD 6
\((-5)<.5\rangle\)
\((-5)(\overrightarrow{7})(6)(\)
FROM 5 TD \(?\)
\((-5)(7)(\)
(-5) (11) (7)
FROM 5 TJ \(B\)
(-5) ( 8 ) (
\((-5)(7)(8)<\)
FROM 5 TD 9
\((-5)(10)(9):\)
FRDM 5 TD 10
( -5 ) ( 10\()(\)
(-5) (.7) ( ív)
FFRM 5 TD 11
(-5)(11)
(-5) ( 7 ) 11 )
FROM 6 TD 1
\((-6)(5)(-1)(\)
\((-6)(-7)(5)(-1)(\)
\((-6)(-7)(3)(-1)(\)
\((-5)(-7)(10)(-1)(\)
FROM \(\leqslant\) TD \(\varepsilon\)
(-5) (11) ( そ)
(-6)( 5) ( \(2 \gg\)
FRDI 6 TD 3
\((-6)(-7)(3) 6\)
```



```
(-6)(-7)(5)(10) 3)
(-6)( 5) 10 ) 3 )
FRDM \(\in\) TU 4
(-6)(-7) 4 4)
(-6) -7) 2\(\} 4\) )
(-5) -7\()(5) 4 \times\)
(-5)
FRDM 6 TD 5
(-6) \(5>8\)
\((-6)(-7)(5)(\)
\((-6)(-7)(11)(5)(\)
```



```
FFCM !: TO
(-11)< r)< E)r
(-1i)& E)(10)< Э>(
```

FFill it 7010
(11: $\quad$ ) 10 10)
(-11) 5) 10 (1)


| FFitl 1 | TO 2 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 \cdot \mathrm{~F}$ PATHE？$=$ | ． 00 eces | LDAII | CAFPRIEI | BY | PATHI＝ | 28．879 |
| FR（FATHE）＝ | － 1 प1364 | LOAD | CARRIEI | EY＇ | PATHE＝ | 17.874 |
| FF：Cli ． 1 | TD 3 |  |  |  |  |  |
| FFE（FGTHis ）＝ | ． 101203 | LDȦI | CARFIED | BY | PATHI $=$ | 17.080 |
| FF：（FiTHE）$=$ | －प11590 | LOAI | CARFIEI | BY | FATH2＝ | c6． 037 |
| FFTM | T］ 4 |  |  |  |  |  |
| FFe（FAThi）$=$ | －リだもく4 | LEAII | BAEKIED | BY | PATH1 $=$ | 24.456 |
| FF ¢FATHE）＝ | － 01125 | LDAI | CARRIED | BY | PATH2＝ | 13.977 |
| FCOM ： | Tu 5 |  |  |  |  |  |
| FF：$(\mathrm{FATH})=$ | － 10.153 | LDat | CARRIED | RY＇ | PATHI＝ | 188．E11 |
| FFF（FGTHE）$=$ | －प11382 | LOAII | CAFFIED | BY＇ | FATHIC＝ | 119.375 |
| FECH 1 | T0 6 |  |  |  |  |  |
| FP（FATH1）＝ | ． 00 c 101 | LOALI | CAFEIEI | EY | FATH1 $=$ | 12.477 |
| FF（FATHE）＝ | －ग01445 | LD\＆D | CARRIEI | EY | PATIIE $=$ | 5．590 |
| FFDM 1 | TJ ？ |  |  |  |  |  |
| FFR（FGTH ${ }^{\text {P }}$（ $=$ | － 011864 | LDAD | CARRIEI | BY | PATH1 $=$ | 185．054 |
| FR（FATHE）$=$ | － 110984 | LCAI | CAREIEI | E ${ }^{\text {r }}$ | PATHE $=$ | 97.692 |
| FFOH 1 | T0 E |  |  |  |  |  |
| FF：（FHTH1）$=$ | ． 41156 | LDAII | CAFEIED | $E Y^{\prime}$ | PATHI＝ | 2．711 |
| FF ¢FOTḢ）$=$ | －101930 | LDAD | CHFRIEI | $\mathrm{Br}^{\prime}$ | PATHE＝ | 4.513 |
| FEDM ： | T0 ． 9 |  |  |  |  |  |
| FF．（FATH：$)=$ | ＊ 6 01104 | LロȦI | CAFPIEI | EY | FATHI＝ | 13.910 |
|  | － 101616 | LDAJ | CPFEIED | EY | FATHE＝ | 20.364 |
| FFEM | Tu 10 |  |  |  |  |  |
| FE：PaTH：$=$ | －buiz44 | LDAD | CSERIFII | EY | PATH1＝ | 31.846 |
| FF：〈FFTHE〉＝ | －MuSEz | LEAI | CARRIED | BY | PATHE＝ | 46.525 |
| FFELM | TO 11 |  |  |  |  |  |
| FFerctho | － 00205 | LDȦI | CAFEIEI | B？ | PATHL $=$ | 143.447 |
|  | ． $\operatorname{lo1518}$ | LEMAI | CAFEIEI | B＇ | FATHE＝ | 105.773 |
| FFidf：$\quad \geq$ | Tロ̇ 1 |  |  |  |  |  |
| Fre（FOCH：$=$ | －पie | －CaL | CGRRTED | BY | Pft $1=$ | 26.879 |
| $F \%$（C－TA）$=$ | ． 10.364 | B－it | CARKIEH | EY | FAT：－2＝ | 17.874 |
| 「F： | ． 94.947 | LTiju | CHEEIES | $E Y$ | FA：H：＝ | 3.780 |
| FFOM $\vec{E}$ | 70． 3 |  |  |  |  |  |
| Frieforys $=$ |  | ！TAT | CAFEIED | BY＇ | FATH1 $=$ | 31.707 |
| FF：（FOTHC）$=$ | ． 11553 | LDHL | GAEFIEI | Ei | PATHE＝ | ． 516 |
| FR 〈FATHJ〉 | － 094151 | LCJAII | CAFRIED | EY | PATH3＝ | .134 |



PR（FATHE゙）＝146FEt


 FF（FATHE）＝．SiPE FF（FATHS）＝104EO

| FED | 2 | T0 8 |
| :---: | :---: | :---: |
| FF：＜ F | ， | E6505e | FF ¿FPGHE）＝104E日？




FR FATHE゙う＝． 15101 S

FFOM $\quad \underset{\sim}{T} \quad 11$
R．

 $F \mathrm{~F}$（FATHE）＝－DJF7 FF（FATHZ）＝0II4 FR（F゙ATH4）＝：U0！ずす。

FFDid $\quad$ TO
FFi（FATH1）＝－F7BEES
FF \＆FATHE»＝．01964S FR（FATHS）＝．001085

FR（FATH4）＝D012？ 0
FFM 3 TD FF（FGTH1）＝． 747155 $F F(F A T L E)=,: 360$ FR \＆FATHZ：


REMM 3 TU 6 PR（FATH1）＝ .840324 FR（FATHE）$=115870$ F （FATHS）＝．039425 FR（FATH4）＝000E5S

LOAII CAFF：IETI EY FATH1 $=215.964$

LDATI CARFIEI EY PATHI＝ 115.453 LDAD EAFRIET TY FHTHE＝ES．IS


LAD CAFEIEI EY．FATHI＝
DAII CAFFIEN EY PATHE＝． 8.446
DAD CAFFIET E＇FATHE＝1．ECE

LGAI CAFRIEI EY FATHI＝ $3.1 E 9$

DAI CAREIEI BY PATH1＝ 11. Gé DAII CAPRIET JY PATHE＝1．ET5

LAD CAFFIED BY PATH1＝23．51？ LDAD CAFRIEI EY FATHE＝1．E日G

LCAD CAFFETEI EY FRTHI＝E2．599
DGI CHFRIED DG FATHE＝B．EIO


|  | CARMIEI | EY | $1=$ | 24.561 |
| :---: | :---: | :---: | :---: | :---: |
| OPII | CARRIEI | E＇ | FATHE $=$ |  |
| T | CAFRIEI | E＇ | FAT |  |



 LDAD GARRIED B＇Y PATH4＝．OCG

 FFOM $\quad \therefore \quad T C \quad E$
 F $\because$ ？ 9 THE $=115370$
 $\mathrm{F} \cdot \mathrm{F}(\mathrm{F} 1 \mathrm{~T}+\mathrm{A})=.985$ FFFIM $G$ TD 4

 $F \in(F H T B)=-15704$ FF：（FiTHi）＝－iEsise

FFOM ${ }^{5} \operatorname{TU}^{5} 5$

FF（FiTHZ $F=$－MAE
FFEM E TO 7 FF $(F \cdot G T H 1)=.56154$ FF $\langle F A T H Z\rangle=.19753$ $F \cdot F(F H T 3)=.9150$

FKDM $5 \quad$ TD 8 FR CPTH1 $=-948419$ FF：〈FATHE）＝． 10 OFY 4 FR（FFTTGO＝． $8=00$

FFibl 5 TD B FR $\operatorname{FR}$ AH1 $=-640$
 FF（FGTHA）＝．DE 435

FEDI－ 6 TD 10 FF $\langle F \dot{A} T H 1$ ）$=.95350$ FF（FGTHE）＝，DE4731 $F F(F A B H=$ ，IU： 751 FFE（FATH4）＝． 0654

FFOM E TD 11 FF：PGTH：$=.95: 046$ $F F(F \because T H E)=-05956$ $F \cdot F(F A T H B)=$ DHEE


FFOT $\quad \vec{\prime} \quad$ TO 1 $\mathrm{FE}\{F \mathrm{~F}, 41\}=.0 \mathrm{OH}$ ：64
 FF：rirtus＝givesis

| FED | ， 7 | T0 |
| :---: | :---: | :---: |
| FF： | Fraticis $=$ | 57.175 |
| F＇R | FOTTr C ）$=$ | 33517： |
| FFF | FATHE）＝ | 8450 | FFDIT ？TD B

 FF（FRTHE）＝．12：1\＆81

LDAII EAREIED EY PATHE＝
1.17 C

| ¢4II | CAREIET | EY | PATHI＝ | 30. |
| :---: | :---: | :---: | :---: | :---: |
| L［AD | CAFREIEI | E＇ | FATHE： | ， |
| L．EPS | CARFIEI | E＇r | FATH3＝ |  |
|  | CHERIED | E＇ | PATH4＝ | 1.30 |
| L［ATI | EARRIED | E | PATH1 $=$ | 15．19 |
| LCAD | CARRIEI | E゙ | FATHE＝ | $E$. |
| LEaIt | CAREIEE | E＇ | FATHE＝ |  |
| LDAT | CAFFIET |  | FATH4 $=$ |  |

LDATJ EARF：IEII EY PATH1＝19ア．E＠！
LDAD EAFFIED BY FATHE 6.3 .4
LDSL CAFRIFII EY FATHS＝ 1.06

LDAI CAFRIEI BY FHTHI＝69． 130
LDAL CARRIEII EY PHTHE＝ 2.703
LDAI CARFIEI EY FATHS＝－1S＇
 LDAD EAFFIED B＇FATHS＝．OGT

| SATI | CAPPIET | EY | Fi | 4. |
| :---: | :---: | :---: | :---: | :---: |
| Dád | CAFRIEI | $E Y^{\prime}$ | PATHE＝ | 1．900 |
| 041 | ChrRIEI | E | PATHE＝ | ． $16 \%$ |
| DAS | CARRIEI | BY | PATH4＝ | $8 \cdot$ |


LIOLI C：AFFIEII EY FGTH4＝


| LUAL | CARRIED | EY | FRTH1＝ | 86． $2 \times 4$ |
| :---: | :---: | :---: | :---: | :---: |
| LDAT | CARRIEI | E＇${ }^{\prime}$ | FATHE＝ |  |
| LESII | CAFRRIET | EY | FPRTH3＝ | 5 |
| － | Cap | EY | FiTH4＝ |  |

LDAI CHFEIEN F＇Y FATH1＝ 185.054
LDAD EAREIEL EY FATHE＝ $101.6 E 0$
LDAD EAFRIEI E：FATHE＝85．4

IOAL EAFFIED EY FATHI＝ 13.063
LDAD CAFRIEI EY PATHE＝ 11.195

LDAD CAFRIEI BY FATH1 $=33.053$
LDAD EAFRIEI BY FATHE＝．4．5EE

FF：DM $\vec{i} \quad$ TD 4
FF．$\{F G T H 1\rangle=.7 B G \square$

FR（FATH：）＝DEGO1

$F R(F A T H 1)=.8 E 6 E$
FF $F A T H=0.85 E$
FKOM $\quad 7$ TD E
FR（FETHi）$=$ TG01Z4．
FF（FATHE）＝ABTE4
FR（FATH：$)=.015$



FRDM $\quad \vec{T} \quad$ TD
FK（PATH1）＝65ㅋNE
FR（PATHE）＝－E～O日5

FEDM $\quad \bar{r} \quad T \square \quad 10$
FR（FATH1）＝．9PEDDg
FR（FATHE）＝－ 0 （ETE
FF（FATHG）＝DidEE
FFODI $\quad 7 \quad$ TO 11
FR 〈FATH1〉＝－
FR 〈FATHE〉＝．013P104
FEDM 5 TD 1
FF $\{F G T H 1\}=$ U日1150
$F F(F A T H E)=.011909$

$F F(F A T H=. E G 90 E$
$F R(F H T H E)=.104 E 87$
FRDM $\quad \mathrm{E} \quad \mathrm{TD}$
FFE $(F \cdot A T H 1)=.96690$.
PF （FATHE）＝，DES4EE
FROM $3 \quad$ TQ 4
FE，（FATHI）＝．PPI4E1
FR（FATHE）＝－1EBGE

Fre（FiTHE）＝－In：GES
FRDM $\quad$ TO 6
$F R\langle F i T H 1\rangle=-94841 \%$
FR $\{$ FATHE $)=.9445 \%$


LDAI EAFEIET E＇Y FGTHO＝
$\begin{array}{r}1 \\ \hline\end{array}$


LDAI EAPFTEI E＇G FATH1＝ 196.347 LDAD EAFFIEN E＇FATHA＝ 31.187
 LDAL CARFIIEI EY FATHE＝－05．5

LDÁI CARRIET E＇PATH1＝シふ． 114

| LDAT | CAFFELEI | EY | FPTHi $=$ | 20.197 |
| :---: | :---: | :---: | :---: | :---: |
| LDAT | CARPIED | E＇r | F－ATHE＝ | 0.501 |
| LロAD | CAFPIEI | E＇＇ | FATHS＝ | 717 |
| － | － |  | － |  |
| LDASI | CAREIEII | EM | F．ATH1 $=$ | 19.846 |
| LDAD | CAFEEIEII | E＇ | FATHE＝ | 510 |
| LDáI | CACRIEII | E＇i＇ | FATH3＝ |  |

DAT COPFTET EU PATH1－15－ LDAD EAFEIEH E＇FATHE＝ 2.361

LDAD EAFFIEI EG FATHI＝E．711

LQATE DAREIEI BY PATHI＝$\quad 3.123$
LDAL GAFEIFI EY FATHE＝

LDAD CAPEIEI BY FATH1 $=10.007$ LDAII EARRIEI EY FATHE＝．ESS

LDAD CAFRIEI EY FATH1＝ 11.109 LDAI CAFEIEI EY FHTHE＝2．43E

LDADL CAFRIEI EY FATHE＝．DE

LDAD CARFIED EY PATH：$=3.414$
LDAT CAFFIEII EY FATHE＝－17G

LDAD CARRIEN BY FATHI＝4E．673
$\qquad$ FF（PATH1）＝． $8=544$ FF：$(P A T H E)=-113 G \%$
 FR $\langle$ CATHE $\rangle=06=0 \leq$

FFim $\quad$ OM， $1:$ F（ FATH F ）$=$ U

FFOMM $\quad 3 \quad$ TD． 1 FF（FATHi）＝．10111114 FF（FATHE）＝DOLEIG FF 〈FATHZ〉＝• 012E66
 $\because(F A \cdot n 1)=-E E 16$
FFLM $9=3 \square$
FF $\langle P A T H 1\rangle=.30 .2960$ $F \cdot F$（PATHE〉＝－UT：401 FF：（Fith

| FKEH $\quad \mathrm{S}$ | Tロ 4 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | .673667 | LQAD | CAFPIEI | BY | FATH1 $=$ | 3.701. |
| FE，（PATHE）＝ | ．139451 | LGAİ | CAREIEE | EY | PaTHic＝ | 2． 878 |
| PF $\langle\mathrm{FA}$（H3）$=$ | ． 614080 | LGAD | CARFIEI | BY | PATHE＝ | ． 145 |
| FFTM 9 | TD 5 |  |  |  |  |  |
| PFE（EATH1）＝ | ． 6.5176 | LDAT | CARRIED | BY | PATH1＝ | 78．845 |
| FR゙（FATHE）＝ | ． 38935 | LDAT | CARRIED | EY | PATHC＝ | 51.709 |
| FF：$\langle\mathrm{FATH} 3$ ）$=$ | － 4 ¢ 53 | LDP！ | CARRIEI | BY＇ | PATH3＝ | i． 656 |
| FFEM ． 3 | TE E |  |  |  |  |  |
|  | ． 5.3403 | LDal | CARRIEI | EY | FATH1＝ | 2． 280 |
| FFF $\langle\mathrm{F} \dot{\text { ¢ }}$（HE゙）$=$ | －E1Ece | LDat | CAFRRIEI | EY | PATYE＝ | 1.015 |
| FF：$(P A T H E)=$ | － 39378 | LDATI | CARFIEI | ЗY | FATHS $=$ | ． 144 |
| FSOM 9 | TII ${ }^{\text {P }}$ |  |  |  |  |  |
| C＇R $\left\langle\right.$ PATH2 ${ }^{\text {c }}$ ）$=$ | ．65970\％ | LDAD | CAREIEI | BY＇ | FATH1 $=$ | 14.250 |
| FR（PATHE）＝ | ． 2953 | LロAI | CARRIED | BY＇ | PATHE＝ | 6.340 |
|  | ． 1007779 | LLAD | CAFRIEI | BY＇ | PATH：3＝ | ． 163 |
| FR ${ }^{\text {P }}$（FATH4$\rangle=$ | ． 000551 | LDAII | CAFRIED | BY | PATH4 $=$ | 01E |
| FFCM 3 | T］ 6 |  |  |  |  |  |
| FFF＜PATH1）＝ | － 26443 | LDAD | CAREIEI | E＇ | PATHI $=$ | 20．326 |
| FF \｛PATHE〉＝ | － 058563 | L［ás： | CARRIEI | E］ | PATH2＝ | 1.463 |
| FR＇GM S | TO 10 |  |  |  |  |  |
| FR， PATH TH）$=$ | ． 867408 | LIAT | CARRIEI |  | PATH1 $=$ | 38.337 |
| FROM 9 | Tロ 11 |  |  |  |  |  |
|  | ． 648459 | L［4D | CARFIED | BY | PATHI $=$ | 36.120 |
| FR（FATHZ）＝ | ．28：356 | LDAD | CAFPIET | BY | FATHE：－ | 16．071 |
| FK（FATH3）$=$ | ． 021040 | LDAD | CAFRIED |  | FATHS＝ | 1.172 |



FFill 11 Ti] 5

FFTH 11 $7 \square \quad 6$
FK MGTH1 = = GG045
FR (FATHE)= - TGEGE
FF (FATHE $=.102140$
FEDN 11 T0 ? FF FGTH1)= - F2gre
FF (F\%THE)= $1156 E 3$
FF (FATHB)=. リ(110VB

FR (FFATHE = 19 OR34
FFGit 11 TD $\quad 9$
FF $F F A T H 1=-E 4 E 4 E F$
$F F(F A T H 2)=$. $8002 E 1$
$F F D 1111=T_{0=540}^{10}$
F ATHE 0544

ACTUAL TRUIK GFEDUF FEFFGRHIANCE (BASED DH DRIGINAL RDUTIMG TABLE





| HDIE | Sione： |
| :---: | :---: |
|  | 1．$\therefore$ COH |
| － | 2 〈HIM〉 |
|  | 3 （HUMA） |
|  | 4 （MAM） |
|  | 5 （FEL） |
|  | $E$（SCH） |
|  | 7 （IITH） |



RIDE GPatIE DF SERVICE
－G73606
－ 126434
.151443
． 136257
.3 .31606
－ 3.91686
.399696
MEDE RELIABILITY
． 32 こ394
.873 .56
－ 848557
.963743
－ 665314
． 968.14
926580
600304
humber: af weighted nngos exceeding epmax in the drighal routing table= 11
NETHDRK GRADE DF SERVICE IS $\quad 37810 \quad \because 01324$
LEIGHIEE METWURK GRADE OF SER GRIGNAL ROIJTIMG TABLE 8.047 SECDMDS
time rewuired ta reail in oata and perfart analysis an drigkal raitin thble chaniges in routing tafle reguired

FINLEY, MARION R.
--A technical and economic study on
the impact of the introduction of new
services on existing telecommunications
networks: final report.
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[^0]:    * This section follows closely Ref. 13.1.

