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Chapter 1. 

Analysis of Drift Data 

1.1 	Introduction 

Some twenty-five years have elapsed since the 

introduction of experiments to derive the motion of irregularities 

of atmospheric electron density from a study of the diffraction 

pattern, at ground level, of reflected radio waves (Mitra, 1949; 

Briggs, Philips and Shinn, 1950). 	In that time, no finality has 

been reached in respect to a preferred method of analysis of 

the data sequences. 	Implicit in this matter are questions as to 

the physical processes which are involved - e.g. how is an 

irregularity in electron density created, and does its motion 

reveal mass translation of the neutral gas or the phase aspect 

of a wave? 

The matters of physics inherent in these -.questions 	_ 

present :their intrinsic challenge, aed their solution-will 

undoubtedly require further experiments, probably in situ. 

However, an additional impetus to the study of data analysis 

has now arisen. The radiowave "drifts" technique has now been 

applied to partial radiowave reflections (Fraser, 1965; Gregory 

and Rees, 1971; Fianson, Gregory and Stephenson, 1974), thereby 

opening up possibilities for sustained, automated observation 

of atmospheric motion in the difficult altitude range, 60-120 km. 

In tthis application, it is the cost of data processing which 

determines the scale on which observations can be made. This 



applies p -articUla-rly to studie-S 151 gravity waves, for which 

observation at 5-minute intervals iS appropriate. 	Hence it is 

.important to find methods of data processing which are convenient 

and economical , and thus.suited to large scale useage. A means 

of specifying the uncertainty of values, and preferably of 

reducing it, is also desirable. 

Application of the drifts technique on a large -  scale 

raises in turn a question of philosophy of measurement. The 

technique originated among physicists; and most studies of the 

technique have been made by those whose basic training is in 

physics. 	Inherent in this discipline is a search for precision 

of measureMent, as a counterpart of the development of comprehensive 

and satisfactory theories and models. However, the study of 

atmospheric motion has been considered as the domain of 

meteorology. MeteoYologists have learned, in -  face of great 

variability.rrAph -enomesea.olten:- 	cult—Lo_t  

bodies of data, -  of,moderate- ac -curac -y -  and prefera:bly uninte-rrupted, 

are more useful than smaller quantities of data of higher 

accuracy. Typically, measurements whose precision is of the 

order of + 20% are acceptable for many purposes, particularly 

when, on grounds that some part of the data cannot be assimilated, 

some wastage of effort is inevitable. 	In this report, the two 

questions of form of analysis and accuracy of results will be 

treated from the viewpoint of application of - the method to 

problems of dynamical meteorology. 



1.2 Form of measurement 

In their classic paper on the bases of measurements 

of drift velocities,  i3riggs,  et al. (1950) distinguished between 

the forms of velocity which can be defined by means of observations 

of the "fading" of reflected radiowave amplitudes at sampling 

points on the ground (antennas). They define an "apparent" 

velocity, and a "true" velocity. The former is 

vi  = 
where T

o 
is that delay which gives maximum correlation between 

separate amplitude sequences, R(t), determined at antennei,spaced 

o 
apart. The "true" velocity, V, is defined as 

v • = 	1 / T 1 	 (1.2) 

where 	is that displacement which for a time separation T, 

produces slowest possible _fading-. 	Briggs, et al. describe 

methods for determining V,-_and. also_a velocity V'c  ameasure of  

the speed of fading. _ These_ are re:rated as - 

V'V = V' c
2 	 (1.3) 

Their methods require assumptions concerning the form of 

the auto and cross correlograms, 	p(o,T) and p(,T) respectively. 

Briggs, et al. comment that "it may be more convenient in practice 

to make measuremelts leading to the apparent velocity" (rather 

than the "true" velocity, V). 

In applications to date, various research groups have 

made individual choices in respect_to the use of "apparent" and 

"true" velocities. In the absence of independent confirmation 

that -the -  "true" velocity is:indeed such, the logical arguments 

in favour of this form have suggested that it should be used. 

(1.1) 



The assumptions in the method, and the relations between "true", 

(temporal),"true" (spatial) and "apparent" have . been investigated 

by Dr. Briggs' group at Adelaide. 

Golley and Rossiter. (1970) have shown that the "apparent" 

velocity is consistently larger, by 10-30%, than a velocity 

derived by spatial correlation; while the "true" velocity, 

derived by temporal correlation, tends to be low by similar 

factors when the size of the receiving antenna triangle is small, 

and approaches the spatial value when a-sufficiently large 

triangle is used. It may be noted here that the "apparent" 

velocity was found not to be affected by triangle size. 

Directions of drift were equally well determined by both forms 

of analysis. 

The finding that the "true" velocity is dependent on 

spacing of antennas- suggests that  the spectral distribution 

of scales-of- di mensicn-in.the ground-diffraction pattern=may _— 

have influence •on - the accuracy of this form of analysis.- An 

allied finding is that of Sprenger and Schminder, (1969) who 

noted a trend towards a larger and more consistent value 

when low-frequency components of the data sequence were reduced 

by filtering. 

In application of the drifts method to partial reflections, 

experience at Saskatoon shows that the recorded data often fail 

to produce the form of lag correlogram required to in order to 

conduct a full correlation analysis leading to V, the "true" 

velocity. Examples of correlograms obtained in practice are 
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given in Figure 1.1.•RathOr - than - discard - such d-ata -sequences, 

it has been decided to compute the "apparent" velocity, using 

the method of "numberical correlation", in which the time delay 

for maximum correlation between data sequences is found. 

However, this method does not contain within it any 

obvious criterion for the "goodness" of the derived velocity; 

and it does not produce any parameter such as the characteristic 

velocity defined by Briggs et al., which might service. Two 

approaches to this problem have been in progress. The first, a 

selectlon of criteria for assessing self-consistentency of data, 

has been adopted by U. of S. workers. The second, an investigation 

of the use of "samples" of a longer data sequence, to permit a 

statement of statistical significance, has been in progress at 

Communications Research Centre by Dr. M.J. Burke. 

The work _reported here comprtses essentfally an 

examination, ofLthevaelanteof - the7"s-ample21- method—(Chapter- 3), 	, 

and of the long sequence method (Chapter 4), The tWo-methods; 	- 

and their variants, are then applied to raw data from Saskatoon 

and Ottawa (Chapter 5). The methods are compared in Chapter 6; 

and the relations between them are discussed in Chapter 7. 

It is eppropriate to note here that this exercise has 

revealed distinct differences in the characteristics of data taken 

at the two locations. 	This finding, which had been suspected 

previously, is being followed up. 	Its existence suggests caution 

in assuming that a method of analysis which is satisfactory at 

one •location will necessarily be satisfactory elsewhere. 



1.3 Comparisons with alternative experimental techniques. 

Although it is usually not possible in large scale 

observations to compare drifts measurements with other-measure- - 

ments, e.g. by means of chemical releases, a number of such 

comparisons have been made by various groups of workers. It 

has appeared desirable that the investigation of methods of 

analysis should be paralleled by a review of the findings from 

experimental comparisons. This is presented in Chapter 2; and 

includes a brief study of the nature of the scales of motion, 

since comparisons are limited the conditions of sampling of these 

scales. 



Figure for Ohapter 1 

CAPTION 

Figure No. 

1.1 Sample lag correlograms, selected at random, 

which demonstrate unsuitability for full 

correlation analysis. 
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Chapter 2. Comparison Experiments 

2.1 	The bases of comparisons. 

Before examining the results of experimental comparisons 

between the drifts technique and other techniques of wind measure-

ments, some aspects of the rationale of comparisons will be 

discussed. Attention will be given to two key matters: viz; 

the question of the scales-of motion which are to be studied, 

and the matter of the limitations inherent in all wind measuring 

techniques. Together, those aspects determine the way in which 

a comparison should desirably be conducted; and also, how it 

may be interpreted, particularly when there are limitations on 

the available experimental facilities. 

2.2 Scales of Motion 

It is desirable-  to consi_der scales of motion in the 

light of the physical_ processes which &Ile believed _to operate. 

These include the mean circulation and its seasonal changes in 

response to heating patterns and momentum transfer; the 

propagation of planetary waves, generated either at lower altitudes 

or in situ; the occurrence of tidal oscillations; the propagation 

of gravity waves;,and the occurrence of turbulence. However, the 

measurements currently available which might permit the 

identification of these processes separately are not extensive. 

It is usually necessary to attempt to extract the magnitudes of 

the  contributions of different physical processes from a set of 

data which may or may not have been obtained at appropriate 

7. 



time and space scales. 

The various processes are selected by.choice of suitable 

averaging and differencing times. They may be expressed in terms 

of time and length scales by means such as the structure function 

employed by Justus and Woodrum, (1972); or by comparable correlation 

functions. The investigation by these workers appears to be the 

most comprehensive one which is relevant to the matter of 

comparison experiments, and a number of their results will be 

quoted here. In - addition, the results of other workers who have 

investigated scales of motion, with a particular process in mind, 

will be given. This additional information is desirable because 

of some lack of definition, imposed by availability of data, in 

the structure function results. 

HorizontalstruCturA - structure-functtpu  of.-the , form --.  

D(r) = <[(V(X+,11. , 7 -1(x)]> 	whe.rerr  j 	the_magnit-u.de 

of the vector separation of points of measurement, can be computed. 

For horizontal wind components, u and v, the function is 

D(r) = <Cu(X -Fr). - u(X)J 2 > 	4v(x+r) - v(x)] 2 > 

Justus and Woodrum made use of "Robin" sphere data for the 

altitude range 50-65 km; and of chemical release trail data for 

the altitude range 80-140 km. Substantial aggregating in altitude 

is thus involved. Sphere data were acquiYed at latitudes up 

to 64N, and chemical release data were obtained up to 47N. No 

discrimination in respect to latitude was possible_ 	It may be 

noted that, with the exception of work at Adelaide, 35S, most of 
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the drifts comparisons have been made above 50N. Figure 2.1 	- 

shows the functions for these two ranges. The value of L 

shown is appropriate to an exponential correlation, i.e. 

p(r) = exp (-r/L). The values of a, standard deviation, were 

obtained from a separate daily difference analysis. 

Blamont (1966) has presented results of simultaneous 

vapour-trail measurements at locations up to 2000 km apart, in 

the latitude range 26N to 43N. He found that the extent of 

correlation of horizontal velocities at the same altitude differed 

in separate experiments; identical hodographs resulting sometimes 

from firings separated by 600 or even 2000 km; while on other 

occasions hodographs at 600 km spacing, or even as little as 

50 km, showed no correlation. The results of a spacing of 450 km 

are included in Figure 2.1. 

Justus _and Woodrum also obtained:a .horizontal structure 

function for the-vertical component-of- wi-nd,-w.- As is_to be_, -- 

expected, the magnitudes, <Av 2 > , are some two or three orders 

less than for the horizontal winds, as is shown in Figure 2.2. 

To date, the significance of vertical components has not been 

assessed in comparison experiments. 

Vertical structure  

A vertical structure function has the form 

D F () = 4(z+E) - F(z)] 2 > . 

Justus and Woodrum employed two sets of time separations; 

the first, of one day, being used to determine irregular (gravity 
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wave) components; while the second was 7-15 days for the 

altitude range 45-65 km, and 10-12 for 65-85 km. . The difference 

between values for these two time intervals is attributable to 

planetary wave components. It may be noted that the technique 

differences data for times which are an integral number of days 

apart, in order to eliminate tidal and prevailing components. 

However the recent work of Fellous, Bernard, Glass, Massebeuf 

and Spizzichino (1975) has shown that at latitude 47N, the daily 

parameters of the tides are of great variability, beyond the 

limits of experimental error. 

Hence some tidal contribution 

to the "irregular winds" determined . by Justus and Woodrum is 

probable. 	Figure 2.3 shows the vertical functions for single 

day differences, and for 10-12 day differences. 

Alternative-approachesrto the vertical structumot 

horizontal:winds « have been made Iv—several !_workers-.2 ,- A- study.. 

small scale variations in winds to 70 km altitude-has-been made • 

by Newell, Mahoney and Lenhard (1966). The measurements were 

derived from falling spheres ("Robin" balloons) tracked by radar. 

Due to smoothing of radar output data, some scales of wind 

structure were not available. 	Newell, et al identified the 

vertical spacing between  successive maxima, in the vertical, of 

horizontal winds; equating these with a vertical half-wave length. 

The magnitude changes between successive maxima, Au; the vertical 

spacing, AH u  and the shears, Au/AH were established for 19 

balloon soundings-chosen—on-the-basis-that a-further soundtng.. 

occurred within two hours. The results of analysis show an 
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increase in Au from 5 m/sed at 30 km to 6.5 m)sec at 60-79 km, 

•for winterand from 6.0 m/sec to 7.7 m/sec for summer, respectively. 

The vertical spacing -; AH, increased from 0.27 km to 1.4 km - 

(winter),-and 0,-34  km to 1.6 kmh-(summer).,.. over ...the .same.altItude 
- 

 
of, 	- 

range. The values/hears, Au/AH, tended to decrease, due  to  

smoothing, with altitudes; but values  of 25  m/sec/km were noted 

in. the  lower . altitude ranges. 	Time resolutiàn Was  not  attempted, 

but wind features tended to persist for' more than one hour. 

Newell, et al. related their measurements to the , propèrties of 

• gravity waves. 

For - altitudes above 70 km, (78-111  km),  Manson, Gregory • 

and Stephenson (1974) have made a study of "irregular winds" at 

52N. These are defined-as the difference between the wind 

determineeby, , thesradiowave-drifts.technique from a;given_3,minute 

soundinggfen:,altiitudegi ,on.,:3km - :tnext.entand..themedian 	• . 

of twelvesuch..soundtngsin-elonephour.TI -e - iYregillarJ1windssh 

characteristics consistent:With InterhaUgraVitywaves;though:- 	' 

they di.d notexhibit obviously Monochromatic behaviour. Manson, 

ét al. present data•s.howing.the change of amplitudes with altitude, 

for most months of one yeae; also the values of -vertical«shear, 

for summer -,•.equinox and winter. These  are  shown in Figure 2.4.. 

In general, the amplitudes are  in - the range 1030- m/s - at 78 km, 

increasing to 70-90 m/s . 	at -fl -.10 km; while the median shears 

were in the range.15-20 m/s/km.at  :80 km, Increasing to 40'm/s/km 

at :110 km in some seasons. The wind magnitudes quoted are 

•approprtateTto -either:rïmisvalues- e-or-to-the-smallest.80%.of-. 

data; these being essentially similar. 	In respect to s.hears, 



maximum values are mtich higher than medians, reaching 100 m/sec/km, 

or more, at 110 km. These .  data •Suggest that gravity wave 

components of the wind . field will proVide thé major perturbations, 

e..g. by comparison with tidal coMponents,. discussed below. 

Justus  and  Woodrum computed the irregular component, 

ascribed to gravity waves,  from  daily differences for locations 

up to 70 latitude over the al titùde range 35-170 km. These are 

shown in Figure 2.5. 	131amont (1966) found oscillations of the 

velocity vector at vertical distances  of 3 km at 90 km altitude, 

inCreasing to '8 km at 125 km. The largest mean gradient of 

magnitude of velocity from 31 chemical  • releases was found in 

the region 95-100 km,' and was of .  value 2.5 m/sec/km. The 

contribution of the oscillatory component to the total speed 	- 

was not more than 1 5-20% in these_ firings at 31°N. 

a 
Fi nal Tye, 	 nstruct=i-v_e_i'lto -, eramineleomp'os::ttep-r_ofile 

of v 	 méd -fro m 	ttan eouc-heiwi caTh rei1e  as?  ,Ineit 

trail , drift: and roCket-parachute--te-chn -t -que:s- i—reporte'd—by-- 

Andreeva, Vugmeister, Ilyichev,• Kazimirovsky, Katasev, Kokourov, 
(1973) 

LifShitz, Pahomov and Uvarov./ This is shown in Figure 2.6. 

The foregoing tréatment of scales of motion has 

involved a suppression of some Or all of the larger Scales, 

whtch comprise the mean circulation including seasonal changes; 

pl anetary waves , incl udi ng stratospheric warmings; and ti dal 

motions.' While the irregular components, of periods less than 

1 day, are of greatest significance for recent comparisons of 

dri fts —and other tec-hni -q-u-e-s- ;.:.-  earl ter --comparisons—have--uti- 1 i z-ed 

data separated substantially in time and distance. Hence a 



summary of the characteristics of the larger scales is useful. 

Mean circulation  

A substantial summary of the mean circulation is 

available in the model by Groves (1969), which may be consulted 

for seasonal and latitudinal trends. 	_ 

Gregory and Manson (1975b) have given examples of the effects 

of major warmings observed at 52N. Altitudes to 110 km are 

shown to be affected; the zonal flow being reversed for periods 

of the order of one week duration. However, the altitude 

variation of the winds during a warming is not to be described 

simply; there is evidence for alternating regions, of the order 

of 10 km thickness, in which the thermal wind has opposite sign. 

Gregory, Manson, Stephenson, Belrose, Burke and Coyne (1975) 

have further shown that the longitude extent  of1 such effects 

may extend, acros-s -_C-anada , from 1 0_6-°W 	-75_.°14, -  -and_ coveriA ati tudes- 

from 59N to --45N. • Additional studies of mean winds by Gregory - 

and Manson (1975a) show that at altitudes above 80 km, the 

variation of flow from year to year in the months September - 

November, i.e. while the northern hemisphere winter circulation 

is building up, is considerable. 	Clearly, comparisons during 

summer months are more to be desired. 

Planetary Waves  

At mid-latitudes, the existence'of planetary waves 

in the - mesosphere and lower thermosphere-ba••been inferred 

(Gregory and Manson, 1970), and indirectly demonstrated (Deland 



1973 ). A direct  demonstration has been given by Glass, 

Fellous, Massebeuf, SpizzichincY, Lysenko and Portniaein (1975) 

of the existence of periodicitiés, in the range 2 to 6 days., 

due to travelling waves. A significant feature is the change 

of spectral components from dominant to negligible within a 

height interval of 6-9 km, e.g. from 86 to 92, or to 95 km. 

Since the combindeamplitudes we-re of - the order - of 4. 20 m/sec, 

in both summer and winter, (though not around a solstice), they 

are significant in respect to averaging for longer term or mean 

winds. Some of the components showed negligible change of phase 

with altitude, i.e, they were in an evanescent mode. 

As can be noted in Figure 2.3, Justus and Woodrum have 

also detected the presence of a spectrum of planetary waves in 

the time scale up to 12 days. 

Tidal motions:  Anformation_on - tidal components - has_been derived 	- 
, 

mainly-from meteonf-traiLobservattons;_and:theextent :of detailed 	_ 

knowledge has , increased with the echnical improvement of metàor 

systems. Thus for example, Fellous et al.(1975) ,have given data 

on diurnal and semi-diurnal tide, by season, at 47N, - which 

include the amplitude at 90 km, together with amplitude gradients 

and phase information. The diurnal tide had amplitudes, at 90 km, 

in the range 4-7 m/sec, with gradients 0.0 to 0.4 m/s/km, and 

wavelengths 23 to >100 km; while the semi-diurnal tide ranged 

from 8 to 20 m/sec, with gradients of 0 to 2 m/s/km, and wave-

lengths 2, 100 km. 	However, Fellous, et al. have drawn attention 

to the fact that in 20 to 40% of their observations, there is 

évidence,  deduced via vertical harmonic analyses, of the simultaneous 



existence of several tidal wave motions, some of which are down-

wards propagating; also evanescent. The wave numbers lay in the 

range -0.3 (downwards) to +0.5 (upwards) km -1 , with maximum 

occurrence 0.1 to 0.2 km-1 . The existence of such additional 

modes is not predictable; and thus introduces further uncertainty 

into the consequences of finite height . discrimination. Since 

there exists also the possibility that some modes may be non-

migrating, the effect of horizontal separation over larger 

distances, 	1000 km and more, is also uncertain. Agreement 

between the measurements of Fellous, et al, and theoretical 

studies, e'.g. by Chapman and Lindzen, and Lindzen and Hong, is 

limited to only some aspects of the tidal motions. 

2.3 Comparison experiments. 

It is convenient to group these according-to the 

techniques employed.-;The latter-include chemical-release trails==.,- -  

and meteor trails; while the drifts measurements may be divided 

according as total or partial radiowave reflection occurred. 

The comparisons are limited to altitudes not above those of 

sporadic-E reflections. 

Chemical release, meteor trails and drifts  

An experiment which compared chemical release, meteor 

trail and drift techniques is described by Andreva, Vugmeister, 

Ilyichev, Kazimirovsky, Katasev, Kokourov, Lifshitz, Pahomov 

and Uvarov, (1973). The various equipments appear to have been 
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adjacent; and  the -meteor and drift meesurements were made within 

a few minutes of the formation of the chemical trails. In 

respect to the values from drifts and the vapour clouds, quoted 

errors are 4.6, 4. 3 m/sec in magnitude; 4. (4 to 6)° in azimuth, 

respectively; and in respect to heights, 4. 2 km and 4. 0.5 km. 

Two comparisons, on 6 July 1970 and 15 Octover 1971, at Volgograd, 

gave agreement within these-  limits - for sporadic-E drifts at 

2.27 MHz, and at 112 and 106 km respectively. 	It was further 

noted that when the collecting area for meteors overlapped the 

'chemical cloud, on October 15, good agreement was found for 

one component; the other being unobtainable due to low meteor 

detection rate. A significant feature of the very complete wind 

profile, 7 to 140 km, obtained on 6 July is the existence of 

velocity shears, up to 25 m/sec/km, over regions of5 km 

altitude extend in the altitude range__90-120_km. 	(See Figure - 

2.6)._ 

An illustration of the discrepancies which are 

encountered when a spatial separation of observing locations 

exists, is provided by the work of Rees, Roper, Lloyd and Low 

(1972), and Lloyd, Low, McAvaney and Roper (1972). Comparisons 

w'ere made between chemical release trails at Woomera, and 

meteor winds at Adelaide, the two sites being 450 km apart. 

For one (evening) comparison, magnitudes of velocities were 

in the same range, 70-100 km m/sec for each technique, but 

directions differed typically by 50-60°. 	In another (morning) 

flight, though discrepancies were tolerable around 94 km, they 

had reached 100 m/sec by 101 km. Lloyd, et al., rejected an 
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i l 
I. 
1 

Instrumental origin for the discrepancies. 

Total  • reflection drifts and meteor winds  

Three groups of total reflection drift measurements 

may be distinguished on the basis of the radio frequencies 

employed, and thus the heights investigated. The first, 

employing frequencies below 300 kHZ, includes the work of  • 

Sprenger and his collaborators (Sprenger and Schminder, 1968; 

Sprenger, Lysenko, Greisiger and Orljanski, 1971; Lysenko, 

Portnyagin, Sprenger, Gresiger and Schminder, 1972; Sprenger 

and Lysenko, 1972). The heights of reflection were estimated 

to lie in a relatively restricted range, 95-100 km; and data 

were available only for night hours, due to day-time absorption. 

First comparisons (Sprenger and Schminder, 1968) were between 

L.F. measurements based o  iv  Kuhlungsborn (54N), and meteor-radar 	-... 

measurementsat, Jo-dre1l-Bank,-(52N)-E( -Greenhow and, Neufeld1961),,-- 

for which the separation - was 2-'900 - km. Comparisons , of,  mean 

values over years between 1956-65 (for the drifts) and 1953-55 

(for the meteor winds) gave good agreement. "Obviously, there 

can be no longer any doubt that in this height range, the mean 

drift motion of the ionospheric irregularities as observed by 

the L.F. drift measurement, even though merely evaluated by 

the simple similar fade method, would not be nearly identical 

with the mean wind flow of the neutral gas as indicated by the 

meteor results." 	(Sprenger, et al., 1968). 	Later comparisons 

with meteor data from the Sheffield radar (Müller, 1968) for 

four nights showed "fairly close agreement" especially for the 



amplitude and phase of the 12 hourly tidal component. 	 • 

Data from the same L.F. wifids systems.were compared 

with radar meteor data obtained at Obninsk, 1600 km distant. 

(Sprenger and Lysenko, 1972). •  The agreement between mean 

monthly "prevailing' winds, for three years, is within about 

20% on average; the data sets showing no consistent difference. 

In a further comparison, a meteor installation was arranged so 

that one of the two collecting areas (southeast) was coincident 

with the mid-point of a 185 kHz drifts path. 	(Lysenko, et al., 

1972). It may be noted that the northeast collecting area, which 

contributed data for the second component of meteor drift, was 

100-300 km distant from the coincidence region; and that alternate 

sampling, over half hour periods, was utilized. 	For 25 selected 

nights, the two sets of values show reasonable agreement; with 

no systematic.trend towards_larger_values from the meteor systems, 

as is evident in the Adelaide- partial reflection-meteorlcomparteon ----- 

(see below). When tidal components were compared, it wab'evident 	- 

that over limited durations, consistent differences were present 

in both the 6- and the 12-hourly components. This suggested 

differences of a systematic nature in the motion in respective 

parts of the total bbserving area. 

The second group of comparisons involved total 

reflection in E-region, by day; the heights of reflection being 

derived by means of an ionosonde. Müller (1968) compared 

Sheffield meteor data with drifts measured at Aberystwyth; whose 

location coincided with the southwest collecting area for the 

meteor system. The dominant meteor height was assumed to be 



95 km, while the mean drift height was 103 km. For a comparison 

period of 24 hours duration, the meteor data were found to 

include a trend, which tended to invalidate a mean-wind comparison. 

A displacement in time, of some three hours, appears between the 

two sets of data in respect to the 12-hour component. There 

were also higher velocities in the drifts data, for 103 km, than 

in the "95 km" meteor data. By contrast, some additional L.F. 

drift data from the Kuhlungsborn measurements showed relatively 

good agreement with the meteor data. The discrepancies appeared 

consistent with an increase of the velocity of the 12-hour 

component with altitude over the 8 km height interval, 95-103 km, 

in accord with estimates from a standard atmosphere. 

Felgate, Hunter, Kingsley and Müller (1975), have also 

made a comparison between-E-region drifts and meteor winds; in 

which one metmor collecting--region_agai.n coincided with the. 

drifts - measuring area, over Lancaster. However, *in this= comparison 

the height difference was reduced•to ":1 km on average, for 

heights around 97-98 km, but occasionally extending to 102 or 

106 km. The comparisons were essentially between groups of 3-5 

days of drift data, and single days of meteor data, centrally 

within these days. The drift values refer to 3-5 minute "runs", 

and meteor values to 10-30 minute intervals. Some 50% of days 

showed good agreement. In the remainder, there appeared strong 

discrepancies attributable to sudden changes in E-region height. 

Since data from separated collecting volumes also agreed well, 

it was concluded  th at- the --"scal e"- of-the winds must_ becon_si derabl e , 

possibly exceeding several hundred kilometres. This was 



considered difficult to explain on the basis of drift velocities 

which should be ascribed to wave motions; "drifts are representative 

of the flow of the neutral air masses (to 120 km)". 

The third group of total reflection drift measurements 

was made on sporadic-E reflections, in order that local comparisons 

might be with a chemical release trail. Wright (1968) employed 

a variable frequency drifts equipment, and was thus able to make 

measurements at frequencies above and below the blanketing 

frequency, f b . Heights of reflection were determined to better 

than 1 km. The chemical trails were released at Barbados, Yuma 

(Arizona) and Eglin (Florida), and winds at the time of drifts 

measurements were interpolated from a time cross-section built 

up from a series of trails. The comparisons were grouped 

according as the working frequency, f, Idas greater or less than 

fb' the blanketing frequency-_ The results showed substantial 

scatter; but agreement-was betten th-anr 	fb  (totalreflection)_ - _ 

than when f > f (partial reflection). 	For f < f b' 
the comparison 

tended to favour the relationship U (neutral winds) =V (drifts 

velocity), rather than the expected U = V/2, leading Wright to 

suggest that the point source effect was invalid. 

A separate investigation of the validity of the point 

source effect was carried out by Felgate (1970), using the 

facilities afforded for antenna switching and pattern sampling 

by the Buckland Park array. His findings showed, with little 

ambiguity, that for total reflection in E region, the point 

source effect was valid. Wright (1972) later came to the same 

conclusion; and in respect to the drifts technique, he stated 
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that "we believe we have demonstrated that the radio spaced-

receiver method does indeed succeed in detecting neutral air 

motions at the radio reflection level in the E-region". 

An investigation designed to test the measure of 

agreement between drift results obtained at a separation of 

50 km for reflection "points" was carried out by Kokourov, 

Kazimirovsky, Jakharov and Jovty (1971). Vertical and oblique 

soundings were made at 2.2 MHz; with "lower ionosphere" data 

thus relevant to E and E-s regions. Some 2000 useable soundings 

were obtained for 4 one-monthly periods representative of the 

seasons. 	In general, this body of data agreed well with earlier, 

extensive data. In respect to the effect of separation, by 

50 km horizontally and 3-10 km vertically (depending on 

ionospheric conditions) it was found that a measure of shear, 

S = (Au
2 + Av 2 ) /d , where u and v are,win& components, •aul 

-3 	-1 
d is separation,_was_of order:_ - 10:_-set 	s;--,  The bulk of.  the:  

distribution of S was within 3 m/sec/km. Angular agreement 

was generally within 30 0 ; the bulk of the distribution being 

contained within +30 0 . These discrepancies were attributed to 

the vertical and horizontal separations. 

Meteor winds and partial reflection drifts.  

At Adelaide, S.Australia, a series of comparisons 

between meteor trail velocities and partial reflection drifts 

have been made since 1967. The locations of the two experimental 

systems are such that drifts are measured within the collecting 

area for meteors, of z200 km radius; but the majority of meteors 
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are detected outside the zone of drift measurements, which is 

30 km in radius at the same height '-'90 km. Since the meteor 

system determined only the line of sight component of trail 

drift, it was necessary to use two trails, at the same altitude, 

but differing in location, and usually in time, to determine 

a single wind velocity. The components so combined might be 

derived anywhere in the collecting area. 	In respect to height 

agreement, individual meteor echoes were considered to be 

known to within + 2 km; while the drifts were determined by 

grouping data within intervals initially 10 km, e.g. 80-90 km; 

and later within 5 km. In respect to times of measurement, a 

basic comparison interval of 3 hours, for averaging of velocities, ' 

was adopted. Within that interval, "the only (meteor) echoes 

may occur early, ---- whereas ionospheric conditons may 

di ctate that -dr1 fts- can- be—determi nad., only in. the; 1 ast 

(Stubbs, _1973).- 

Within this framework, the work at Adelaide has 

included a series of adjustments designed to improve the 

conditions for comparison studies. Thus the early work of 

Rossiter (1970) showed poor agreement between the results of 

the two methods, the drifts velocities tending-to be less than 

meteor values, 	 In this work, the comparisons were 

between a drifts velocity, and a velocity derived from the 

application of Groves' (1959) analysis to a set of meteor 

values, some of which would have occurred outside the time 

period for a comparison. Alternatively, a comparison was 

made between a line-of-sight meteor trail component, and a 
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drift velocity resolved along that line.-  The Hight increment 

for drifts was 10 km. Each procedure has evident disadvantages. 

Further, the receiving triangle used by Rossiter was right-

angled, and of side  91m; a distance which was acknowledged to 

be less than desirable. 

Further investigations were conducted by Stubbs, 

(1973, 1975), and by Stubbs and Vincent (1973). 	In this work, 

the size of triangle was increased to 182 and 204 km (two 

adjacent triangles being employed, enabling a check for internal 

consistency of drift values); the shape of triangle was changed 

to more nearly equilateral (Barber, 1957), and a narrower beam 

width employed, using four parallel dipoles at the vertices of 

the triangle. Height increments were decreased to 5 km; and 

transmitter power increased. In respect to_the meteor data, 

Groves' analysis was dispensed with, an_d comparisons made only 

with line-of-sight=velocAties_mlbera,ged ox -e.r 

The limitations of space and time sampling, noted -

above, remained; and for the drifts, it was found that 50% 

of observations were not suitable for the derivation of "true" 

velocities by the full correlation analysis. The data 

accumulated for this work covered all months of 1972, for 3-6 

days per month at 10-20 minute intervals, as well as special 

observations, made in July Of 1970-72'7fbs-r comparison -With - 

earlier observations in the same month of the year. The data 

available for these comparisons vary in quantity according to 

altitude range, being most frequent around 85-90 km. 



An example of the results of the comparison studies 

is given in Figure 2.7 other similar figures appear in the 

works quoted. In summary, it is evident that there is sub-

stantial agreement between the two techniques. It is also 

evi  dent  that the drift values tend not to reach the peak values 

evident in meteor data by some 10%; and further, that the meteor 

data tend to be the more variable. With regard to the lesser 

velocities of drift, Stubbs suggests that effect of size of 

triangle has not been completely eliminated; and that the 

larger scales in the diffraction pattern have tended to produce 

lower velocities. Later work by M.J. Burke (private communication) 

suggests that if these larger scales are associated with longer 

fading periods, then the "true" velocity may be substantially 

underestimated. The variability of the meteor data is ascribed 

to the size of collecting area; and.more•specifically, to-the 

fact that when internal - gravi ty - waves are-present;J:velocities 	-- 

at the same heights, but at points separated by --, 100 km, may 

differ due to the slope of phase fronts. A seasonal change in 

the variability of the meteor results lends credence to this 

possibility. 	One of the conclusions reached by Rossiter (1970), 

that winds were mainly eastward during mid-day hours, is 

adequately substantiated by the 24-hour observations. For the 

month of July in years 1971 and 1972, the correlation coefficients 

of values from the two techniques for regions 85-90, and 90-95 km, 

were significant at better than 0-5% level, for zonal components; 

and at 10% level for meridional. 

Stubbs' conclusion in respect to these comparisons is 
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"If the meteor technique measures the neutral wind (and it is 

widely agreed that it does) then it must be concluded that for 

much of the time so does the drift technique". 	In review, this 

conclusion appears justified; but it must be held with the 

recognition that by virtue of the differing sampling processes, 

in time and space, each technique determines a distinctive 

velocity which is merely representative of the actual velocity 

field. The latter remains the hypothesized true velocity; but 

in reality, there is available only a meteor technique velocity, 

or a drifts technique velocity. 



Figures for Chapter 2 

CAPTIONS 

Figure No. 

2.1 Horizontal structure functions, from Justus 

and Woodrum, (1972), for horizontal winds, 

50-65 km, (top) and 80-140 km (bottom). 

2.2 .- 	Horizontal structure function for vertical 

winds-,-from JustuS--and- Woodrum,- '(1972- ) ;--- 

2.3 	 Vertical structure functions for single day 

differences (solid dots), and for 10-12 day 

differences (open circles), from Justus and 

Woodrum (1972). 

2.4 	 Irregular wind components, obtained by 

subtracting a median for one hour frôm 

individual (5-minute) winds, from Gregory 

and Manson, (1974). 

2.5 — 	Irregular_wind ,amplitudès-;:for singleAay- 

differences -i -. from 

(1972)._.. 

2.6 	 Wind profile, from rocket head (t3), 

chaff (A), drifts on E-S layer (G G), 

and chemical release trails (0), reported 

by Andreeva et al, (1973). 	Solid points 

show  U-component; open points, V-component. 

2.7 	 Comparison of meteor and partial reflection 

drift measurements  for one month (July, 1972) 

at Adelaide. 	From Stubbs and Vincent (1973). 
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Chapter 3. Analysis by sample technique. 

3.1 	Introduction 

The sample method attempts to obtain an apparent 

drift velocity by analysing relatively short "fading" 

sequences (10-20 sec) from a longer record of 3-5 minutes. 

Ideally, fading sequences at the three antennas should 

define the passage of a single maximum (called an 'irregularity') 

in the ground amplitude pattern. 	Difficulties arise when an 

irregularity cannot be uniquely defined on the three spaced 

antennas, either because the shapes of the three amplitude 

peaks are quite different, or because the irregularity size 

is smaller than the spatial separation of the antennas. 

Included in the latter are cases when one irregularity is not 

clear of-the antenna array -  before-the_next one arrives. -- 

I. 

1 

3.2 Lines of maxima - - 

A line of maximum is defined as the locus of maximum 

amplitude ('ridge') in the ground pattern of an irregularity. 

In cases where this is ambiguous (e.g. a perfectly circular 

pattern) it will be defined as a line travelling with the 

pattern, which crosses each antenna as the maximum amplitude 

occurs. For example,—the line of maximum for a circular pattern 

would be a straight line perpendicular to the drift motion. 

3.3 Normalized tiMe discrepa.ncy.  

A general criterion_for determiniim whether the éal- 
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culated time delays of the pattern between a pair of antennas 

represents the passage of one irregularity is the normalized 

time discrepancy, denoted N.T.D. This will now be defined. 

Figure 3.1 shows a line of maximum crossing the 
Figure 3.3 

antenna array. The accompanying amplitude sequence plot
As

hows 

the instants of maximum amplitude in the three antennas. The 

interesting fact is that, as long as the line crosses each 

antenna only once, and the time of crossing can be measured, 

the equation (7 1 -7 2 )=(T 3 -T 2 )4.(T 1 -T 3 ) holds, regardless of the 

shape of the line or its motion. This is true for any three 

times, • one in each sequence._ If the definition T ii =T i -T i  is 

made, where I 	is the time taken for the line of maximum to ij 
move from antenna i to antenna j, then; for these conditions, 

T21 	.23 	. 	31 

(3.1) or: -  T 	1- - T 	T 	0 12 	23 - 31 

However, in practice, the sum of the three time delays in this 

equation is rarely found to equal zero. The value of the sum 

will be called the time discrepancy. A normalized value which 

does not depend on the pattern speed is defined as follows: 

N.T.D. = IT12 +T 23 +T 31 1/ (IT 12 1+1T 23 1+17 31 1) 	(3.2) 

This has values in the interval [0,1], and essentially indicates 

whether the three time delays are self consistent. 
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Of course, a low N.T.D. could occur sometimes if the 

time delays were entirely unrelated, i.e. not • due to the 

passage of a single irregularity. 	For the situation in which 

the time delays are independent random values comprising a 

uniform distribution centered on zero delay the probability 

density and distribution functions for the N.T.D. have been 

calculated. These are shown in Figure 3.2. A uniform 

distribution is reasonable because usually the time delays are 

selected from a finite time interval, given by the maximum lag 

of a cross—correlation sequence. These curves will be used 

later in comparisons with experimentally determined distributions 

of N.T.D. 

3.4 Goodn-ess of data criteria --- 

The N:T.D.. is-  the basic,criterion of self—consistency 

in the time delays -;2hdwever- comceptually,fitdoes _not - give an--  -- 

indication of the expected errors in magnitude'and direction of 

a deduced wind vector. The latter arise during the attempt to 

select a wind vector which agrees with the measured time delays. 

It can be shown that, when the N.T.D. is zero, there 

is an equivalent straight line of maximum moving perpendicular 

to its length which would give the same time delays as those 

measured. The following equations, which refer to Figure 3.4, 

define the time delays in terms of the magnitude (V) and 

direction (a) of the motion of this line. 
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T 	d 
23 	V cos (60

0 -a) 

T 	d 13 	v cos (120 0 -a) (3.3) 

d 
T21 = 
	cos•a 

 . V 

where d is the antenna separation. 

Using equation 3.3, a least squares fit to the three 

times can be made, and the standard error in V, expressed as 

a percentage, can be determined. This is available as a 

criterion of consistency of times. 	It is used for example, at 

C.R.C. (M.J. Burke, private communication). An alternative 

criterion is the comparison of_the angles between the three 

vectors (one of which is not independent, in theorY); these 

being taken in pairs from equation 3.3. This criterion has 

been used at University of Saskatchewan. 

These two criteria may .be -compared with, the,N.T.D., - 

as indicators of-data quality;= -,Random -se-ts of_timésias7zulsed - 

in compiling Figure 3.2, have been employed. The comparisons 

with the N.T.D. are shown in Figures 3.5 and 3.6. The relation-

ships are not unique because in the first case errors in angle, 

and in the second, errors in speed, are ignored. 

3.5 Reasons for non-zero N.T.D. 

If the three peaks in amplitude due to one irregularity 

can be identified in the fading sequences, e.g. through similarity 

in shape, then a non-zero N.T.D. will be the result of computational 

problems in finding the delays. The maximum cross—correlation 
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will identify some sort of 'average' delay between antennas 

rather than the delay due to an unambiguous line of maximum. 

The time discrepancy would be expected to be proportional both 

to the width of the peaks in the cross—correlation and to the 

dissimilarity in the shapes of the peaks. Hence large N.T.D.'s 

could be generated if the time delays themselves were small. 

If the three fading peaks are very dissimilar in 

shape le such as might be due to irregularity size much less than 

antenna spacing, it may happen that a higher cross-correlation 

is found between the sequences due to different lines of maximum 

at two antennas than due to the same line. If more than one 

peak in a fading sequence is involved, there exists the possibility 

of incorrect pairing of peaks. 	For example, in Figure 3.7, good 

correlation might be obtained between peaks bl-and b3, al and b2, 

and b2 and-a3„,leading-to -three independent time delays. How- 

ever,-the veloci-ty_soAeduced_would differ - donsiderably-from 

that based on correct identification. 

3.6 Conversion of time delays to drift when N.T.D.- 0 

As stated previously, the deduced velocity when the 

N.T.D. is zero is just the motion of the equivalent line of 

maximum perpendicular to its length. The assumption is often 

made that the actual line of maximum is straight and perpendicular 

to the drift, as would apply if the irregularities were circular. 

Briggs and Page (1955) derived the distribution of angles of 

lines of maxima for irregularity patterns basically circular 

but with random deviations. It appears that the distribution 



will be very dependent on the choice of model. Their , probability 

density function f was given as 

1 	e -tan
2
y/0.74 

f(tan y) 	 •, (3.4) '4 0.74u 

where y is the angle deviation from - perpendicularity to drift. 

This distributicin. does not appear - to have been - verified with 

experimental data. 

Ratcliffe'(1954) has . compared  an assumed uniform 

distribution of angles with experimental distribution of time 

delays' between a pair of antennae for single irregularities in 

the  E region. Some of his.data  shows  fairly good.agreement 

with this assumption." Other data indicate that the line of 

maximum was perpendicular.to the drift less often than predicted 

by the'uniform — assmmption. — Still pther -Aata show skewed 

di stri buttolls -,- .which- -he-suggestre —probablyAtie7te.L a cliange• 

the driftdurinp -th.ea, recordinLgi,:o2rJto_the:presense7, -of--.._ra :_non= 

perpendicular prefârr.é . d , direction. 

Some possible effects on the deduce.d velocity. of.particular 

lines-of maxima will now be discusSed. 	It Will be.assumed that 	- 

the line is fixed with respect to the drift motion, i.e. there 

is no time change in Shape, or non-tran'slational motion. 

3.6.1 Straight line of maximum 

Figure 3.8(a) illustrates the case of a straight line 

of maximum whose perpendicular is at an angle f3 with the drift. 

The deduced velocity is just the motion of the line perpendicular 

to its length, viz. the component of the actual drift along the 
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perpendicular to the line. 	It can be seen that, given a constant 

actual drift, and variable angles of the line, the deduced 

velocities for each line will lie on a circle passing through 

the origin whose diameter is the actual drift vector. 

3.6.2 Curved line of maximum, with motion along an antenna pair. 

Figure 3.8(b) shows an irregular line travelling along 

the direction defined by a pair of antennas. It can be seen 

that this irregular line is equivalent to the straight line 
of 

shown, and that the concl usionybaragraph 3.6.1 apply. 

3.6.3 Curved line, with drift not along an antenna pair. 

No general conclusions can be drawn in this case. 

(See for. example Figure 3.8(c), for which the deduced velocity 

could -be in _the -oppositeAtrecUon.t_o_the_actual_drtft)_. How- 

ever, if the' line has -a - 1-arge radtus -:_of-c-urvature_(t.e. almost 

straight) the difference in deduced speeds between the actual 

curved and the approximating straight line is rather small, 

being-of the order of As/d, where As is the departure from 

linearity over the antenna spacing d. 	(See Figure 3.8(d)) 

. A particular calculation for a circular line with radius of 

curvature(3/2)d gave a maximum difference in deduced speed of 

about 10%. 

The conclusion to be drawn from the above three cases 

is that, for relatively straight lines, the deduced sample 

vector should lie on a circle whose diameter is the actual drift 

vector. 



33. 

3.7 Combination of sample vectors. 

The vector derived from that portion of a data sequence•

which corresponds to the passage of an irregularity over an 

antenna system will be termed a sample vector. In practice, it 

may not be possible to identify this situation; but the term 

sample will still be applied to a short portion of a longer, or 

total, record. Some meihods for combining sample*vectors will 

now be considered. 

3.7.1 Mean vector me -Éhod 

This method averages the vectors (considered acceptable 

on the basis of the N.T.D. or - other equivalent criteria) obtained 

from all samples in â record. The difficulty with this procedure 

is that the angular distribution of lines of maxima must be known, 

and a large-number of samples"(irregularities) must be included 	_ 

in the-average- to. reduce- statistical.scatter.-1This, if- thé 'lines 

are assumed symmetrically distributed about the perpendicular to 

the drift, the direction of the mean vector will be a good 

approximation_to that of the_actual drift, but the magnitude 

will be lower than the actual drift by a factor which depends 

on the angular distribution of lines. 	If all lines are assumed 

to be perpendicular to the drift, the required factor is 1. If 

a uniform distribution of angles is assumed it can be shown that 

the factor is 0.5. Von P. St. Pütter (1955), (a reference 

suggested by M.J. Burke) assumes a probability density proportional 

to cos(8) (e is defined in Figure 3.8(a)), and finds a factor of 

2/3. The distribution used by Briggs and Page (1955) 
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' 	(Reference Equation 3.4) can be «integrated numerically. 	It yields 

I/ 	 .a factor. of 0.8. 	' 

3.72  3.7.2 Straight line fit'to inverted sample vectors. 

Since the sample vectors \Is  lie on a circle, the 

1 
vectors 

Vs 
V s (where the hat represents a unit vector) lie on 

a straight line, illustrated in Figure 3.9. The perpendicular 

.to - the straight 'line bas the:direction - .of the actual drift _V„, 

and a magnitude-of 1/V D . 

The main efficulty with this procedure - is that the 

—ftt -mt11bs:V .éry—sensittve ,7.to:-Towmagnitude sampleHvectos„,ibe 

advantage is that only two samplés (wtth Aifferently'oriented 

1 

lines)are needed to define the actual drift. 

3.7,3 Men  times 

This mean was-first_used_by_Ratc1iffe 7-1(-1954) -and 

----- later by Briggs ansd Spencer (1955)-to determine apparent drift ,---- 

' 11 	velocities. Basically the same assumptions are made as in the 

mean vector method, viz. a symmetrical distribution of lines 
lt 
II 	=- - 	about the perpendicular-to the drift, but in this case the - 

11 

	

	form of the distribution is not required. The method averages 

the three separate time delays for the three pairs of antennas 

II ' 	an-d -caltrulates th -e drift from the resulting three mean times. 

Again, a large number of samples is required, but rejection of 

samples on the basis of the N.T.D.  mai'  not be necessary because 

only one of the time delays may be in error. Rejection of— 	- 

individual delays on the basis of the value of maximum 
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I. 
correlation found might be a better procedure. The N.T.D. 

criterion is applied to the final mean times to .gauge the 

consistency of the data. 

3.7.4 Mean cross-correlation method 

This method averages the cross—correlation function 

for a pair of antennas over all samples, and then uses the 

II time delays determined by the positions of the maximum cross-

correlation to determine the drift. 	Essentially, the result 

should closely approximate the results obtained with longer 

sequences which will be discussed in the next chapter. The 

N.T.D. is still used as a criterion of goodness but the just-

ification is no longer simple. This topic will be developed 

further in later chapters. 

11 



Figures for Chapter 3 

CAPTIONS 

Figure No. 

3.1 Lihe of maximum crossing, antennàs 1- 3. 

	

3.2 	Probability distribution and density function 

for N.T.D. 

	

3.3 	Sequence of amplitudes at antennas 1-3. 

	

3.4 	Time delays for equivalent perpendicular 

line of maximum. 

	

3.5 	Relation between N.T.D. and % standard error 

of IVI , computed from random times. 

3.6 	Relation between N.T.D. and.maximum angle 

between vectors determined by pairs  of 

Equation 3.3. 

3.7 	Sequence of amplitudes permitting alternative 

grouping of peaks. 

3.8(a) 	Street line of maximum, with perpendicular 

at angle-B-to drift - vector. - • 

3.8(h) 	Curved line of maximum, and equivalent 

straight line. 	 • 

3.8(c) 	Hypothetical curved line, with deduced drift 

opposite to actual drift. 

3.8(d) 	Approximation of curved line to straight line. 

3.9 	Straight line fit to inverted sample vectors. 
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Chapter 4. Analysis of long data sequences. 

4.1 	Introduction 

The term 'long sequence methods' will be used to 

denote analyses where data sequences consisting of many 'fades' 

-or=irregularities are used as a whole. A typical sequence 

duration is five minutes. Of course, these terms have no 

absolute definition since irregularities may simply be aspects 

of a larger pattern. 

The methods to be discussed here would work equally 

well on samples except that they would then be rather expensive 

- in computor time. The us-ual -procedure is - to calculate  the-cross 

correlation between pairs of sequences, and to calculate time 

delays based on these functions. Once the time delays are 

determined ) calculation of:  drift -vectors -parallels - that --for- 	- 

samples. 

The N.I.DAs_still,used as _a criterion of-data 

consistency. 'It is difficult to see why it should be a good 

criterion, since strong evidence will be presented later that 

lines of maximum for samples are not all perpendicular to the 

drift.  • However, inspection of wind values indicates that, when 

the N.T.D.o.10, wind vectors from sequences are very similar on 

records which are adjacent in height and time, and in fact are 

more consistent than any of the sample methods tried (Ref. 

Chapter 3). 

Plots of N.T.D. to be shown in Chapter 5 will indicate 

that the long sequence method fails, i.e. shows a high N.T.D., 

when the fading rate is fast. Whether this is just due to 

36. 
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I. 

' le 
18 

1 

difficulty in identifying the 'correct' peak from among many in 

a cross-correlation sequence or whether it is a.basic flaw in 

the method is not clear. 

Several methods have been developed at U.of S.to obtain 

the "apparent" velocity. 	(Ref. Section 1.2) The final judge- 

ment of any particular method, or combination of methods, must 

be based on the scatter in vectors between adjacent records. 

4.2 Median angle method 

This method has been used extensively at  U. of S. 

Effectively the choice of a vector is based on the N.T.D. and 

the magnitude of drift. The actual criteria are as follows. 

V 1 ,  V 2' V 3 are the three dependent vectors calculated with 

pairs of time delays according to equation 3.3. Data are 

rejected_ff any one vector rhas magnitude _greater:than- 250 m/s, 

or if-thelthree -do - not—lie-An-a half-plane, ur-if-the angle----- 

between any two is greater than 145°. Then the median vector 

in angle, Vm , is selected. 	If the difference in magnitude 

between im  and either of the other two vectors is greater than 

200 m/s, or if both differences are greater than 150 m/s, then 

the data are rejected. Otherwise, the 	is used as the drift 

vector. These criteria are empirical, and are essentially 

based on knowledge of wind velocities as revealed by alternative 

techniques of measurement. 

.._Least-squares—fi-t-to-timeLSFIT) 	 _ 

.This method is used by M.J. Burke (private communication) 
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in a differed formulatio-h - tb-  déterbine sample vector velocity, and 

assumes that the three determinations of time delay are equally 

2 accurate. The fit minimizes the mean squared error, Ee./3, in 

the time of the computed drift vector. From equation 3.3: 

	

2 	dd 

	

E e. 	= (T21. - v- cosa) 2 + ( 123  - — 	cos (60 0 -a)) 2 

	

1 	 V 

d + ( 1 13  - — cos (120°-a)) 2 
V 

For minimum error: 

(4.1) 

where Q = d/V.. 

The sOlution of:these —equationsis:.. 

. 	' a = tan-. -1 	(T -23 • _13  
• 2T 21 +-T 23 	T13 

1 . 3  'COS  -(12V-11)),', 

(4.3) .  

where . th-e  quadrant  of - a - is takem - from thesigns  of the numerator 

and denominator, and V is, the pattern speed. 

4.4 Weighted least squares fit to times (WLSFIT) 

A better method is to weight the errors in time 

according to the confidence placed in each time delay. Some 

function of the maximum cross-correlation appears to be the 

2 (T 21  cos a +  1 23  cos (60 0 -a) 
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best weight, since one would have most confidence in the time 

delay associated with the greatest maximum cross-correlation. 

In this case the weighted  errons  

2 	 dd w i e i  = X(T 21  -  -cos a)
2 

+ Y(T 23  -  - cos (60 0 -a)) 2  

+ Z(T 13  - c,.4 cos (120 0 -a)) 2 	 (4.4) 

where X is the weight associated with T 21  etc. 

The solution of 

2 z w i e j 	o 

2 E w i  e i  = 0 (4.5) 

is given by the equations: 	 • 

cos  Œ 	 (VVY 4 	
1'21 - XZT 21  - YZT 13  - YZT 23  - 2XYT 23  - 2XZT 13 ) 

. 	3  Sin a T V (.7T 23  ,..YzT 13  ± ra 21 ,+ XZT 21 ) 

XI  21 
+co5

2 
 e4-sin--41 .--- (2X - Y - Z) —= 0, 	_(4.6) 2 

- 

2[C(2XT 21  + YT 23 	7'1' 13 ) + 	S(YT23  + ZT 13 )] 

 2 	  C (4X+Y+Z-) -+ 3S 2
(Y+Z) + 2V-7 CS(Y-Z) 

4.7) 

where S = sin a and C = cos a. 

Equation 4.6 is a cubic in sin 2  a. Selection of 

the right value for a is based on-the value of error calculated 

by equation 4.4. 
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4.5 Method of least N.T.D. 

Sometimes there are several almost equally significant 

peaks in a cross correlation sequence. This method identifies 

several peaks in each sequence and selects that combination of 

peaks one from each of the three sequences, which gives the 

least N.T.D. As will appear later this method has been discarded. 

• 4.6 Method of zero N.T.D. 

This method is similar in intent to the method of 

least N.T.D. except that a reverse procedure is used. The time 

discrepancy - is set equal to zero, and the set of times, one in 

each of the three sequences, for which the sum of the cross-

correlation values is a maximum, is found. This is done by a 

search over all possible values of two of the time delays. The 

third is determined by N.T.D. = 0. 	Figure 4.1  shows a contour 

plot-of-the sum of the. cross correlations  •versus-the two time 

delays. The 'corners' of this plot are missing because here 

the third value of time defined by N.T.D. = 0 is beyond the set 

value of maximum lag for the cross-correlation sequences. When 

the maximum has been found, a paraboloid fit is used to determine 

the exact times. -. 

In U. of S. data, there are usually more peaks than 

shown in Figure 4.1. 
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Figure for Chapter 4 

CAPTION 

'Computer plot of'sum of values of cros5.- 

correlatfon-coefficients which occur 

- thimughout the correlogram. Refer to . 

text,' Section 4.6. 
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Chapter. : 5. 	Equipment_and Data Comparison, C.R.C. & U. of S. 

5.1 	Introduction 

Comparisons of data sequences obtained at the above 

locations will now be considered. The most striking differences 

in the data from the two locations are the higher cross-correlations 

and the preponderance of low N.T.D. values obtained at C.R.C., 

as compared with U. of S., using long sequence (5 minute) methods 

of analysis. These may be due to equipment differences or 

geomagnetic/geographic location. 

5.2 Equipment and preliminary processing. 

Diagrams of the antenna arrays at the two locations 

are shown in Figure 5.1. 	One difference is in the size of 

triangle, in terms of wavelength. However, orientation may be 

one of the factors influencing_maximum , cross-correlation value 

(pMax )i_since, with -a - prevailing-E4 , drift-the pattern-will 

be travelling more nearly along the direction of two antennas 

in the C.R.C. array'than in the U. of S. array. This would 

tend to reduce variations between amplitude sequences due to 

spatial differences in the pattern, and give a high value of 

max between these two antennas. Some data will be presented p  

in Chapter 7 which illustrates this effect. 

Table 5.1 compares the usual arrangements for 

observation and analysis at the two locations. Important 

differences in Table 5.1 appear to be sequential vs. simultaneous 

measurement at-the three antennas, and time spacing of measure-

ments. These will be discussed at the end of the chapter. 
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_able 5.1. Comparison of Equipment and Preliminary . Processing. 

frequency 

x' 
T
x 
 mode 

array 

x 
array 

' 

x 
power 

- Pulse width 

-Tiormal height 
range 

C.R.C. 

2.66 MHz 

0-mode 

50 psec 

44-98 km 
(Noise value placed 
in 42 km ht. gate) 

U. of S. 

2.219 MHz 

linear (N-S) 

16 dipole (4x4 square) 
beamwidth 45° 

3 of 4-dipole squares 

40 kw 

20 psec 

52-118 km 
(No noise measurement) 

' 	-ffliplitude 
measurement 

Simultaneous at three 
antennas, 1 sec spacing 
with point skipped every: 
60th sec for time info. . 
filled in b'y inter-
polation. 	40  minutes . 
continuous. 

Sequential among 3 
antennas at 15 Hz, 192 
sec/file (960 pts. per 
sequence averaged in 
3's to give 0. 6 sec 

- _.spacinedomgrtsing 8 
recordswith,60-msec 

corrected- for 1-,4116 
every 

- Initial data 	'Based on mean signal 
rejection 	strength ( < 50) 	• 

Based on depth of fading 
(standard deviation of 
a sequence) and fading 
rate (reject if mean 
auto-correlation <0.61 
at 0.6 sec lag) 



Figure 5.2 compares N.T.D. distributions for C.R.C. 

and U. of S. data and includes those from Figure 3.2, based 

on random time distribution. Here, 5 minute segments of C.R.C. 

data were used, and the N.T.D. were calculated from the times of 

pmax between pairs of antennas. The few cases in which pmax <0.1 

or p
max occurred at maximum lag (18 sec) are included; these 

were rejected in U. of S. data. 

If the criterion, N.T.D. <0.1, is adopted, 60% of the 

C.R.C. values are 'good' as compared_to only 20% of the U. of S. 

values. This disparity suggested further observations at 

Saskatoon. Several sets of observations were made, utilizing 

different arrangements of transmitter and arrays. The corresponding 

N.T.D. distributions are shown in Figure 5.3. 	For these observations, 

the sequence of data was rejected if the mean auto-correlation 

coefficient was less than 0.4. The slight increase in low N.T.D. 

values-- compared - wtth Figure 5.2-.1s_probably,due -to'-increased care 	- 

in monitoring the observations, e.g. in setting receiver gain. 

Figure 5.4 compares values of p 
max 

 at C.R.C. and U. of S. 

These may be somewhat dependent on the particular data used, as 

opposed to the N.T.D. distributions which appear to be characteristic 

of the equipment and/or location. It can be seen that the median 

value of p- 
max 

 for U. of S. is about 0.25 whereas that for C.R.C. 

data is 0.4; - quite a large difference. As noted before, the 

difference may be due to antenna spacing orientation but factors 

dependent on location may also be involved. 
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5.3 	Data comparison using N.T.D. and 
.max 

As stated previously, the N.T.D. is a measure of the 

difficulty in defining a drift vector, and in addition appears 

to be a criterion for consistency of drift values at different 

heights or time intervals. 

5.4 Comparison of fading rates. 

A parameter which may be used to compare data 

independently of equipment is the fading rate. This can be 

defined from the mean auto-correlation function over the three 

antennas if the function is assumed to have a gaussian shape. 

The mean fading period (MFP) is defined as 3.62a (M.J. Burke, 

private communication). 'ci is found from 

2 

where-p is the -mean auto-correlation at-lag-T. 

Histograms of the MFP, as defined by  pat unit lag, 

are shown in Figure 5.5. Again, these are probably relevant 

only to the particular data used, but the difference is very 

pronounced. This could be partly due to aliasing in the C.R.C. 

data because of the time spacing e  which gives a Nyquist frequency 

of 0.5 Hz. U. of S. data effectively has a Nyquist frequency 

of 2.5 Hz, so that aliasing is probably not important. The 

sharp cutoff in U. of S. data at low MFP's is due to the 

rejection criterion on p(T). 	Roughly speaking, the higher fading 

rate and lower cross correlations of U. of S. data probably 

combine to give a poor N.T.D. distribution in the following way. 
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The high fading rate means that there are more peaks within a 

given maximum lag in the cross correlations, and the lower 

cross correlation values mean that the 'real' peak will be 

chosen less often. 

Some support for this explanation is given in Fivures 

5.6, 5.7, 5.8 which show respectively the N.T.D., MFP, and 

signal strength vs. height profiles for unsmoothed C.R.C. data. 

The band of high N.T.D. values (day 35, 78-86 km) roughly 

corresponds to a drop in MFP at these heights, and also to the 

'upper part' of an echo structure. 	In this case, fast fading 

is probably due to interference of oblique rays from the strong 

reflector. 	Note that the effective pulse width of the C.R.C. 

equipment is 7.5 km; i.e. a measurement of amplitude at a given 

nominal height includes contributions from a range of 7.5 km 

about this height. _ 

The same results- have been noted -An - U. - of S. - data,-viz. 

faster fading occurs on the 'upper part' of a reflecting structure._ 

Possible reasons for a greater fading rate at U. of S. 

are more rapid time changes in the pattern or smaller irregularity 

size. The dynamical origins of the processes involved are unknown. 

5.5 Comparison of data consistency 

In the following chapters comparisons of analysis 

methods will use unsmoothed C.R.C. data exclusively. 	Hence 

comparisons of the consistency of U. of S. drift values with 

those from smoothed C.R.C. data, and also with the Method of 
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least N.T.D. will be made here. 

The smoothed C.R.C. data was produced with 4 passes 

of a 3-point binomial filter on 5-minute segments of data. 

This filter has an attenuation of about 3 dB at 0.1 Hz, and 

roughly approximates the filter used at C.R.C. for analysis by 

the sample method. 	The N.T.D. distribution for this data is 

shown in Figure 5.2. 

In the case of the method of least N.T.D., the two 

most significant peaks with pim ax > 0 • 1 were chosen in each of 

the three - cross-correlation sequences, and the set of time 

delays with minimum N.T.D. were used through the  rLSFIT  method 

to give a drift vector. The median vector method was chosen 

for comparison in both U. of S. and C.R.C. data as the best 

available. 	In this method, the worst data are rejected '(whereas 

in the other methods all data are accepted.) 

Figure —5-i.9_shows_the distribution,of_angle -,differences 

between drift vectors for - adjacent records in height and time 

for the foregoing analyses. The distribution would be expected 

to be better in adjacent heights, because in the C.R.C. data 

the height increment is 2 km 7 with an effective pulse length of 

7.5 km, while in the U. of S. data, the height increment was 

1 1/2 km with an effective pulse length of 3 km.  • Thus the 

records for adjacent heights are not independent. However, in 

the C.R.C. data, the distribution for adjacent times is actually 

a little better. 	In Figure 5.9, the number of 'cases possible' 

is just the number of instances when data in - accord with the 

rejection criteria in Table 5.1 could be found adjacent in height 
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or time records. The 'cases accepted' were those for data remaining 

after applying the median vector criteria. 	In addition,  .max 
values were required to be >0.1 for both this and the method of 

least N.T.D. Also shown in Figure 5.9 is the expected distribution 

if the drift angles are independent, uniformly distributed, 

random values. 

It can be seen that the consistency of smoothed data 

is worse than that of the unsmoothed, as would have been expected 

by the comparison of N.T.D. distributions. The same results 

were obtained for all the other methods (sample and long sequence), 

except for the mean times s ample  method (Ref. 3.7.3) in which, 

as will be shown in the next chapter, the distribution of angles 

was close to random. 

Apart from magnitude criteria, the median vector method 

rejectsdata with 	.= 	as well as requiring that 113- max --- 
shoul -&-notl.occur:at . the-maximumla.g. .This -explainstne=lu-ge_; 

number of values rejected in U. of'S. - data, and also -the disparity 

between U. of S. and C.R.C. distributions, since, after rejection 

of data, there is still a greater fraction of high N.T.D. values 

in U. of S. data than in that of C.R.C. 

Figure 5.9 provides the justification for discontinuing 

use of the method of feast N.T.D. 

5.6 Simultaneous vs.'sequential antenna -eampling. 

Examination of C.R.C. data showed that when the signal 

strength was small (< 58 km),there was usually a very high cross 

correlation at zero lag in 5-minute sequences, and that sometimes 
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at other heights individual sample speeds were very high. 

These - can be explained as a result of,the simultaneous 

measurement of amplitudes. Any interfering signal or sferic 

will occur at the same time in the three amplitude sequences )  

and if ionospheric echoes are not sufficiently strong by 

comparison, pimax  will occur at zero lag. 	Thus the time delays, 

which are found by curve fitting around pmaxt will be small. 

Probably the N.T.D. distribution such a case would be close to 

the random. 	It is difficult to estimate the effect on the drift 

vectors in general ) except to say that in cases where noise and 

interference is a problem, then the speeds will tend to be high; 

i.e. the peak of the cross—correlation sequence will be distorted 

towards zero lag. 

Examination of the analyses indicates that this effect 

is probably important in the-5_min. methods _only when the _signal_ 

• 	- Noweveri-plots:of-Isample_TvectorsIls -Ee Chapter_.•1rshow - —= — 

some cases of - high speed which may be attributed to atmospherics. 

Plots of the amplitude sequences were not madel so that verification 

of this suggestion is not possible. 	Figure 5.10 shows a partial 

plot of the cross correlation sequences for a case in which 

atmospherics are thought to be important. If the measurement is 

sequential, atmospherics would have very little effect because 
however, 

the peaks would not all line up at one lag value; Athe possibility 

of noise or interference which synchronizes with the antenna 

sampling frequency of the equipment may not be overlooked. 
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5.7 Effect of»antenna sampling rate. 

For the purposes of this section, it will be assumed 

that the cross-correlation sequence gives the correct values 

of p, and that an approximation to the true cross-correlation 

function may be made by curve fitting. These assumptions will 

hold if the antenna sampling rate is much greater than the 

fading rate,.i.e. there are no aliasing problems. Whether they 

continue to hold approximately when the fading rate approaches 

the sampling rate would be a study' in itself, and so will not 

be discussed further in this report. The question is not 

merely academic,because in both U. of S. and C.R.C. data there 

are instances when the fading interval appears to be close to 

the lag unit used to determine the cross-correlation sequences. 

The choice of unit of time between sampling at 

antennasAetermines, the approximate location -ofDmax  _in the 
- 

cross , correlation-sequence.-,Marge unit-will mean that,-for. - 

a reasonable-range of wind values, p 	will often occur in the max 

first lag. 	In the case of C.R.C. equipment (1 sec.spacing), 

assuming that the line of maximum is perpendicular to the drift, 

values of drift > 71.5 m/s will cause the three values of p max 

to occur in the first lag. The corresponding value for U. of S. 

equipment is 202 m/s. 	If these conditions occur, it is reasonable 

to ask whether the calculated value of drift depends on the 

curve fitting procedùre used to locate p
max • 

In order to give a .partial answer to this question, 

two types of curve, parabolic (p = at
2 + bt + c), and Gaussian 

(p = a exp (b(t-c)
2
)), were chosen, and the pattern was assumed 
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to be travelling along the line of two antennas. The two cases 

(A and B) when the maximum is expected to occur.  ,in the first 

lag are shown in Figure 5.11. 	For case 'A',  the expected 

maximum falls between 1/2 and 1 lag, and in case 'B' between 0 

and 1/2 lag. 

The position of the maximum for the Gaussian curve, 

relative to the lag at which p 
max 

 (shown as C in Figure 5.11) 
2 

occurs, is given by: 

p G  = - ln(R 1 /R 2 )/(2 ln(R 1 R 2 )), 	 (5.1) 

and for the parabolic curve it is

• p p  = (R 2 -R 1  )/(2(R i -ER,2 -2)) 	 (5.2) 

where R 1  and R 2 are as defined in Figure 5.11. •

The contour plots give the percentage difference (relative to 

_ the Œaussian) 	predicted , time delay for pmax  for thes=e 	 _ 

types. _In cage 'A' , the maximum_ difference -,--is - about-20%, ând_ 

occurs -:when 	 1/2C 2 -. These - fast changes -_in p do occur__ 

---when—the fa-dityg ratels- high-. For a low fading rate, the - 

difference is negligible. 

In case 'B' , larger differences can occur; however, 

if ,  predicted times -less than 1/4 ,  lag are rejected as indicating 	, 

too high a drift speed (330 m/s on C.R.C. equipment), then the 

differences are of about the same magnitude as in case 'A'. 

This  ma  y lye seen- in Figure 511, in that area of the plot 

between the 1/4 lag line, plotted for the parabola fit, and 

the 1/2 lag line. 

I Ih summary, -  it appears that, for most , of the:U. of S.-- 

and C.R.C. data examined, the above considerations are not 

1 
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important;  buta  larger unit of sampling time would not be 

recommended. 

I. 



Figures for Chapter 5 

CAPTIONS 

Figure No. 
5.1 Comparison of antenna geometries, C.R.C. 

and U. of S. 

5.2 	Comparison of N.T.D. distribution, from 

C.R.C., U. of S., and random times as in 

Figure 3.2. 

5.3 	Probability distributtons of N.T.D.'s, 
for data'taken at U. of S. under the 

equipment-arrahgements shown. 

	

5.4 	Probability distributions of maximum 

cross-correlation values, for C.R.C. 

and U. of S. data. 

	

5.5 	Probability distributions of mean fading 

periods (M.F.P.) at C.R.C. and U. of S. 

5.6 	Profiles of N.T.D. versus height, C.R.C. 

datal 

•5.7 	Profiles of W.F.P.  versus  height, C ..R.C. 

data. 	 . 

5.8 	Profiles of signal strength versus height, 

C.R.C. data.- 

5.9 	Probability distribution of angle differences, 

C.R.C. and U. of S. data. 	(NOTE: 	"Method #1" 

is the method of least N.T.D., (Reference 

Section 4.5)). 

5.10 	Plot of correlograms in which interference is 

believed responsible for the peak  at  zero tag. 

5.11 	Comparison of interpolation methods for Pmax• 
Reference Section 5.7. 
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Chapter 6. Comparison of analysis methods. 

6.1 	Introduction 

This chapter will discuss the practical details involved 

in the application of the analysis methods outlined in Chapters 

3 and 4, and will compare the consistency of the drift values 

produced by the various methods. Comparison of daily averages 

will be made at the end of the chapter. 

6.2 Choice of maximum lag used in the analyses. 

The value of maximum lag must be based on the expected 

value of maximum delay' between any two antennas. The long 

sequence methods appear to give  the correct drift velocity, which 

is the same as the deduced velocity of an irregularity for which 

the line of maximum is perpemdicular to the drift (Ref. Chapter 7). 

Hence  the  required maximum delay is a direct function of- the 

minimum -dri-ft. -speed_. ,-,----It can be showm -that, - for_ an equilateral 

triangle arra-y, delays up to a maximum value of t = d/(2 V min ), 

where  dis  the antenna spacing, must be measured for drift speeds 

greater than Vmin . 

This relation does not apply to single irregularities 

for which the line of maximum is not perpendicular to the drift, 

since time delays could then have any value. However, if the 

lines are assumed to have limited angular distribution about the 

perpendicular to the drift, then the maximum delay required is 

t = d/(2Vmin  cos e), where e is the largest angle with the 

perpendicular. 

52. 
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I. 

For the purposes of comparing C.R.C. with U. of S. 

data, a maximum lag of 18 seconds was used on both long sequence 

and sample methods. Because of the smaller C.R.C. antenna  • 

spacing, this should have been scaled down to 11 sec; but in 

the long sequence methods , pmax  is usually well defined, at 

least in the case of slow fading, so that the difference is not 

important. 

For the  sample methods, excepting perhaps'the mean7 

cross —correlation.method, the maximum lag is very important, 

since it:sets a7limitof . measurement on theAeduced velocity of 

separate'.samples. The.deduced'velocity'of an irregularity 

could be - smaller than this limit,. even -  with a reasonable drift 

speed, if the line of maximum made a large angle 12. with the 

drift direction. 	 . . 

Figure6.1=111ustratessome 

finding. p 	for'a:sampleas:compared ,-with the . ease of:locatingf. -  
max 

it in the long sequence methods. 	It can be'seèn that the'chosen 

values of time'delay will, in some cases, depend'on the - maximum 

lag - utilized; so that for a larger maximum lag, the deduced 

sample velocities will tend towards - lower -yalues. 

6.3 Parameters for long sequence methods 

Five-minute_segments (299 points) of ,  data were used 

to calculate the cross-correlation sequences for'the - three pairs 

of antennas, and maximum lag was*set at'18 sec. 

Three methodS are compared;-median vector -,*method of - 

zero 	 and weighted least squareS>fit (WLSFIT2). 
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The median vector method required that the three values 

of 
 °max be greater than 0.1, and that 0

max 
 not occur at maximum -  

lag. A parabolic fit around pmax  was used to find the time delay. 

The method of zero N.T.D. required that the separate 

values of p which gave the maximum sum for N.T.D. = 0 should 

each be greater than 0.1. 

The method of least squares used the values of Pmax 2  
for purposes of weighting.  Ail data, including those cases where 

p
max 

<•0.1, or where p
max °

ccured at maximum lag, were used. 

6.4 Sample methods. 

Detailed comparison of these 'methods is based on a 

sample program which was written at U. of S. for this purpose. 

However, M.J. Burke has supplied daily averages for the C.R.C. 

method, the_parameters_of which will be briefly described at_ the 

end of this section. -  

The U. of S. program used 13 equal sample lengths per 

5-minute segment of data. This number was chosen so that, on 

smoothed data, a maximum lag of 18 seconds could be used without 

any overlapping. As it turned out, the unsmoothed data was 

found to be more consistent, so that the maximum lag actually 

used was 20 sec. 
all values of 

. Samples were accepted if p A max were greater than 0.3, 

and did not occur at maximum lag. This criterion rejected about 

20-30% of the samples on the average. 

a.) Mean vector method 

This method used a least squares fit . to  the 
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time  delays  for each aft-épted sainple and then averaged 

the vectors over the 5-min record. No . additional 

rejection criterion (e.g. N.T.D.)was used. 

h) Mean times 

The time delays for each pair of antennas were averaged 

over all accepted samples, and the least squares fit 

applied io the mean time values to give a drift velocity. 

Mean cross-correlation 

The cross-correlation sequences for each pair of 

antennas were averaged over all accepted samples, then 

the maximum average cross-correlations, .('max),  were 

found. A least squares fit to the resulting time delays 

gave a drift vector. All the values of -p■illax were accepted 

(i.e. no rejection if pmax <.1 or max  at maximum lag). 

There was an -errorin,the computor program-which 

resulted-An-the lncluston_afr,some crass,..correlations 

from rejected-samples tn - the average, but this ts not 

expected to influence the results. In fact, it would 

have been more satisfactory to have averaged over all 

samples. 

Straight line fit to inverted sample vectors 

This method was developed after the data had been 

analysed, so that statistical comparisons are difficult. 

It is felt that because of its strong dependence on 

low velocity vectors, a very stringent rejection 

criterion (e.g. N.T.D.< 0.1) should be used. 	Some 

examples of its application to daily drifts will be 

shown in the following chapter. 
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C.R.C. method 

The method used at C.R.C. is a mean vector method, 

but the data are smoothed before analysis, and the 

sample lengths chosen so that an amplitude peak 

occurs in at least one of them. More samples are 

made available by choosing three sets of samples 

based on inspection of the three fading sequences. 

Maximum lag is 10 seconds. 

6.5 Comparison of consistency between methods. 

Figure 6.2 shows the distribution of N.T.D. for the 

sample methods. It can be seen that the distribution for the 

mean times is close to the random one, indicating that the mean 

times are probably random. 

Two types of_comparisorLweee made._-_The first compares 

the distributfon'of.angle-differences-betweenArift-vectors ,  _ 

calculated at - adjacent records in 'height and  rtime,  as was done 

in the previous chapter, and provides a very well defined, as 

well as conceptually useful, indication of the différences 

 between methods. The second uses the average % difference from 

the mean of the two adjacent vectors, defined as 

Iv17 721  x 100% 

I -17 1 +72 I 

Figure 6.3 shows the distribution of angle differences 

for the various methods used on C.R.C. data (unsmoothed, Day 35, 

38; 58-98 km). The number of cases of adjacent vectors for all 
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methods - except median vector and method of zero N.T.D., are 

320 and 294 for heights and times respectively.. These include 

all the data. The corresponding values for the median vector 

and method of zero N.T.D., which reject some data, are (246, 210) 

and (288, 263) respectively. 

Figure 6.4 shows the distribution of the % average 

vector difference from the mean for just the best and worst 

(below the 50 percentile) methods. 	It appears that this 

distribution is very insensitive to method. 

6.6 Discussion 

Figure 6.3 shows that the median vector method gives 

the most consistent drifts, and that all the long sequence 

methods are better in this sense than the sample methods used. 

It is_possible that there would be some improvement__—. 

in the - mean vettor:sample:-methodAf7=!ladi (high—N.TeD;),7- vectors-_ 

were rejected. -However,-given 'that there - may be scatter in the 

sample angles due to orientation of the irregularities, many 

vectors would have to be averaged to give the correct drift 

direction; and these are not available after rejection. 

There seems to be no possibility of improving the mean 

times method because large values of time delay have a strong 

influence on the mean time which is usually small for expected 

drift speeds. 	Figure 6.5 shows rough histograms (about 80 values 

in each plot) of sample times for one height and day, for which 

the drift, according to_the long sequence-methods, was relatively 

constant towards east. In 
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this direction (713) the time delays are seen to be—almost 

constant, as would be expected no matter what the orientation 

of the irregularities relative to the drift. In the other 

directions there are delays scattered across the available lag 

interval. Whether this is -just due to accidentally high 

correlations between different lines of maximum because of 

spatial variation in the pattern, or to differently oriented lines, 

will be discussed in the next chapter. The important point is 

that these large delays occur sufficiently often independently 

of maximum lag interval, to make the mean times method worthless 

for 5-minute segments of data and also for daily averages. This 

will be shown in the next section. 

6.7 Comparison of daily averages 

Daily averages for the analyses used are shown_in -  - 

Appendix, :U- ---; along,with the,C.:RC._values-i-.  

All long sequence methods agree well in direction, 

but the method of zero N.T.D. gives slightly higher magnitudes. 

The mean imes method gives apparently random values. The mean 
it  

vector method agrees roughly in direction with the long sequence 

methods but the magnitude is much smaller. This is also the 

case with the C.R.C. mean vector values (the table gives pattern 

velocity instead of drift) but the magnitudes are higher, being 

of the order of 0.5 or less with respect to the 5-min. methods. 

The difference between the two mean vector methods is probably 

due to choice of maximum lag. The mean cross-correlation method 

agrees fairly well in magnitude and direction with the long 
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sequence sethods -.. 

The  following'chapter will discuss reasons for the 

difference'between'mean.vector . and . 5 . min. methods. 
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Figures for Chapter 6 

CAPTIONS 

Data sbquences fdr - sample method and lcing - 

sequence method, illustrating the uncer-

tainty in position of Pmax. 

	

6.2 	Distribution of N.T.D.'s for sample 

methods, C.R.C. data. 	 • 

	

6.3 	Distribution of differences in angles of 

vectors for sequences adjacent in height 

and time, C.R.C. data. 	(NOTE: 	"Method #2" 

refers to the method of zero N.T.D.). 

6.4 	• Distribution of percentage- average vector: 

, 

	

	-difference. for mean, for s-equences adjacent 

height - and time as for Figure 6.3 

-6.5 	› DistribUtibnsfss.ampletiees4for. ,  one - 

height-andAfay-as7shown-- 
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Chapter 7. Relation between mean sample -vector'anelong sequence 
- vector. 

•7.1 . Introduction. 

The major difference between the mean vector method 

and long sequence methods for long term averages is the magnitude 

of drift obtained. This has also been noted by M.J. Burke (private 

communication). 

Evidence to be presented indicates that the long sequence 

methods give the correct magnitude of apparent drift velocity. 

Some reasons for the low magnitudes given by the mean vector 

method will be discussed. Since sample vectors are not available 

for the C.R.C. method, all sample vectors presented are selected 

from the equal length samples by the criterion N.T.D. < 0.2. 

This ensures that a large proportion of the vectors represent 

the passage_of-,:single lines of maximumi-although somellow-N.T.D. 

values- lcouldTbe -±a-c-cidentall;== --  

7.2 Determination of the correct magnitude 

5-minute records were selected for which the sample 

times between one pair of antennas were almost constant, and 

for which the long sequence methods had a low N.T.D. The 

constancy of the sample times almost certainly means that the 

pattern is travelling along th_e direction of the antenna pair 

since neither off-perpendicular lines nor spatial pattern 

differences would affect the values of delay. 

Table 7.1_shows the sample times, vectors, -and N.T.D.'s 

for three such records. There is some small scatter in times, 
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apart from obviously spurious values;  which could be due to 

several causes. These include time changes in the pattern, a 

direction of travel not quite along the antenna pairj with the 

differences in delay caused by differently oriented lines, and 

scatter in calculation of the cross-correlation at fixed lag 
in delays 

values. This scatterA arises because of the different shape& 

of cross correlation sequences obtained for each sample; i.e. 

the peak value, Which would be unity if no differences occurred 

in the pattern between antennas, will occur between lags, and 

so the calculated position .of the peak will depend on values 	 •  

adjacent to the peak. The scatter in times is only of the order 

of 	0.2 lag. 

Table 7.2 gives the median times (neglecting the spurious 

values) and expected drift components along the corresponding 

antenna-pair--- 

- Table. /.2_. Median_times and.calculated driftcoMponents,, 
(day 35, unsmoothed - data) 

Height 	Median time 	 • 	Drift component 	• 
. 	(km) 	 (sec) 	 (m/s)  

60. 	 T13 
= 1.10 	 75 

70 	 ..T
21 

=-1.27 	 65 	 , 

• 
- 92 	 T

32 
=-1.55 	 53 



Table 7.3 shows the corresponding magnitude and direction given 

by the long sequence methods, along with those for the mean 

cross•correlation Sample method. 

Table  7.,3 • Vectors, (mag(m/s)-and- direction- .(deg E of N) for. 5-mi,m, 
methods• (day 35, unsmoothed data) 

Height Median« WLSFIT2 Method of 	LSFIT 	N.T.D. Mean-xcorrel 
N.T.D. 

60 	•  76,66° 	74,68° 	76,66° 	74,67° 	0.02 	68,63° 	0.01 

70 	57,37° 63,33° 	66,35° 	62,38° 	0.06 	62,36° 0.06 

92 	41,117° 53,116° 	56,120° 	48,113° 	0.14 	48,112° 0.12 

In these cases, the LSFIT method was also used on the three time 

delays produced_byAhe 5-min segments of data. 

Figure 7.1-showsqplots - of=thetsample7vectorsi the LSFIT ,---  

vector, and a superposed, numbered, antenna diagram. Also 

shown are the values of p
max 

for the 5-mim, methods. As would 

be expected, the values of pmax  are highest in the direction 

of drift because spatial differences in pattern are not involved. 

Comparison of Tables 7.2 and 7.3 show that in these 

cases the correct magnitude of drift is given by the 5-min.  methods. 

Inspection of the sample ve,ctors in Figure 7.1 shows why the 

mean sample vectors would give a low magnitude. These low values 

of sample drift are usually prevalent on all the records, even 

after rejection of those with high N.T.D. values, and,will 

discussed in the next section. 

• 	(km) 	vector. 	 zero N.T.D. 
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7.3 Reasons for low magnitude in the mean sample vector method. 

Preliminary inspection of the data indicated that quite 

often, the sample vector with maximum magnitude agrees fairly 

well in magnitude and direction with the 5-min. value. This would 

be expected if the lines of max.had different orientation, since 

the maximum deduced velocity of an irregularity would be equal 

to the drift. 

Figure 7.2(a) shows a plot of all sample vectors 

(N.T.D. < 0.2) for one height over a 40 minute time period. This 

particular record was chosen because the 5-min. methods gave 

relatively constant vectors and the N.T.D.'s were low. The mean 

5 min; drift (median vector) is shown with bars indicating the 

standard deviation in North and East components. The C.R.C. 

vector is taken from Appendix — J... Also indicated is the 

vector_produced_by-a straight_line fit-(which mtnimized 	• 

perpendicutarAevtations)_to_theAnmerted-s -ample ,ivectorshe 

equations for this type of -fit-have been derived by Kenny (1947). 

The sample vectors apparently fall on a circle whose 

diameter is the mean 5 min drift vector, as would be expected 

from the discussion in Chapter 3. There is also an abundance 

of low values. However, the distribution of lines of maximum 

does not appear to be random, which might have been predicted 

from the factor of \--% 1/2 between mean vector (C.R.C.) method 

and 5-min. methods. 

Plotted in Figure 7.2ais the density of off-perpendicular 

angles - (assuming that the correct-angle-is given by the j mean,57 min 

vector). There appears to be a decrease in number with increasing 
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1 

off-perpendicular angle, but the number of samples is not high 

enough for a conclusive statement. Also, the true pattern 

drift wàuld have to be assumed constant. 

There are also some 'impossible' (> 90 0 ) angles. 

These are thougfit to be due to errors arising from a non-zero 

N.T.D., or 'accidentally' low N.T.D.'s, i.e. more than one 

irregularity is involved in the sample length. 

Explanation of the angular distribution by a variable 

drift angle does not appear reasonable because separate plots 

of 5-min _data segments also showed the same features, viz., a 

scattering of angles of sample vectors with large magnitude, 

and a disproportionate number of low values. 	In each case, the 

sample vectors appeared to be scattered around a circle whose 

diameter was the 5-min. vector. 

Figures-7...2(1),and 7.2(c)_show three_other -_-_similar-sets 

of data- . -- These show much more scatter= i n -sampl e -_vectoes fand-, 

 many of the low values do not seem to lie on the circle. 

In these as well as Figure 7.2(a) there are a few 

large magnitude sample vectors which are thought to be due to 

effects of simultaneous measurement of amplitudes. 

An important question is whether these low vectors 

are just due to the choice of a large maximum lag. Since these 

sample vectors are all 'good' (low N.T.D.), and are assumed to 

be due to approximately straight lines of maximum, the maximum 

time delay, for a particular irregularity with speed > V . , is min 

related to,Vmin. by t < d/2Vmin ), Thus, sample vectors, J.Yi3O,9 	- 

outside a circle radius 8.3 m/s in Figure 7.2(a), (b), (c) 



would still apply if a maximum lag of 10 seconds had been used, 

instead of 20 sec. Of course, some of the samples inside the 

circle, as well as those which had been rejected because of 

high N.T.D., might produce good vectors under the reduced 

maximum lag. The main point is that there are still many 

remaining low values, and it appears that even if a smaller 

maximum lag had been used, a similar quantity of low values 

would occur. The minimum magnitude of these would be greater,of course 

Some of these low values are certainly 'accidental', 

and do not represent a single irregularity; As shown in 

Figure 3.2, even if the times were random, there would still 

be 20% of the samples with N.T.D.  <0.2; and since V 	d/2tmax ) 

where tmax is the maximum of the three time delays, most of 

these would produce low velocities. 	However, it is difficult, 

if not impossible, to tell what fraction of_the plotted vectors_ 

could.be aseribed_to—'randoe, 	---_-- 

7.4 Conclusions 

The discussion in this chapter leads to the following 

conclusions. 

There is some evidence to indicate that the irregularities 

have some sort of distribution of lines of maximum about the 

perpendicular to the drift. There are not enough samples to 

draw conclusions about the form of the distribution, except that 

it is probably symmetrical about the perpendicular to the drift, 

since sample and 5 —min.methods tend to agree in direction. 

The sample method produces many low velocity vectors, 



67. 

which may partially be due to unrelated values of time delays 

'accidentally giving a low N.T.D., but this is expected to 

occur with any set value of maximum lag. 

An average of sample vectors gives a reasonable 

approximation to direction (at least over a large number of 

samples) because the random vectors cancel, as do the 

components perpendicular to the drift direction of 'good' 

vectors. 

The magnitude of the mean sample vector is less 

than the actual drift, because of the many low magnitude 

vectors obtained. 	It would be less, even if all vectors 

represented deduced irregularity velocities, because of the 

angular distribution of lines. 

There appears to be no evidence for a preferred 

direction _of_lin_es, 	- _along _the_ma_gmetie_ 	 - 	_- 

this woul ,d show up:,as -.a, concentration of—s-ample -vectors:_alowg 

the perpendicular to the preferred direction. 	(The perpendicular 

is about 108 °  or 288 °  east of north, in the case of the magnetic 

field, whichever is within 90 0  of the drift direction). 

These conclusions were formed purely with the equal 

sample method. 	However, given that the C.R.C. method gives 

lower magnitudes than the long sequence methods by a factor of 

one-half or less, the same considerations discussed above 

would likely apply. 
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CAPTIONS 

Figure No. 

7.1 

7.2(a) 

Sample -  vectors (solid dots), least squares .  

-fit mgan . (arrow) vector, and antenna 

gehmetry, for three  sets of observations. 

Plot of àll sample vectors (solid dots), 

over 40-minute .period, with mean vectors 

(arrows). 

7.2(h) 	Further plot as in (a), at different 

height and time. 

7.2(c) 	Further plots as in (a). 

Table 7.1 _ 	Sample times and velocities. 	Reference 

Section 7.2. 
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Appendix 1. Daily averages of drift values. 

The following tables give - the daily  average drift 

velocity  for unsmoothed C.R.C. data (day 35, 38). 	G .iven for 

the 5 min methods is the . nuMber . cif values (maximum of 8) used 

in the average after rejection criteria, if any, had been 

applied; the standard deviation; the standard error in the mean; 

and the % standard error in the mean, for north and east 

. components. The vector formed.with the mean components_is At 

the left-hand side of'the table. All magnitudes are in. mis,  and 

angles are in.degrees - East of North. 

_ 	. 	,The mean_cross correlation-(titled AVG X-CORREL) 	 _ 

sample method rejected sample vectors - with N.T.D. > 0.7 in the 

.average to approximate the median vector criteria. 

. The  uean vector.method_averaged the vectors of all 	. 

acceptecksamplesnver the-40minute2-perioNo-rejection-- --_,-  

used . 

-.-TheJfoemat of the tables :are the same for all. of. the

above Mentioned methods. 	. 

• The mean times sample method has averaged the sample 

• ve  the 40-minute ,peeled, . - .Given.in the tahleeee_the__, 

number of samples used, the N.T.D. of .  the final three mean times, 

the drift - vector . defined by a least squares fit,  to the'three times 

—...the.north:ancLeAst,components, and- the :vAlues.  of the  _mea_n.tirne-s,„ 

The C.R.C. values give pattern velocity, not drift, 

so.that they should be divided by 2 for comparison with the 	' 

II ----other-table-VXHs the-eAst_and -_,VY-the -  north, component,. 
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Appendix 

LIST OF TABULATIONS 

Sheets 1-12 Median vector, method of zero N.T.D. 

. (Method #2), weighted least squares fit, 

average cross-correlation, mean vector, 

and mean times; each for days 35 and 38. 

days -- 35 - affd 38. 

Average-valuesHfrom the 40-minute. .•- • - 

sequence.. (NOTE:- • Velocities are for 	- 

pattern; winds are half the magnitude . 

 shown). 
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884 	8 	•45.84 	Z1.58 	. 8.1b 	 35.eb 	1U-stlb 	3.73P 	.118: 	 Dfed i4L.4 

	

. 90. 	8 	•39.69 1 .19.89 • 	7.5.2 	.; 	.29.43 . 	 3.51 	12. 	. 	49.4. 143.4 

	

9 .2. 	6 	••'.43.44. 	26.05 . 	 beJti : /9-1, 	 . ittis 	i5.3. I 

	

94. 	5 	 . 22.61• 	11.31 .-  36. 	32.19 	1,8.57 	• 9.29 	29. . 	-45.1 	134.5 

	

96. 	b 	3JJ 	5.16• IL•>6 	 .DUs f ZZ3.0 

	

98. 	5 	•51.26 	. 181.00 	9.00 	/8» 	••'4.8.13 	30.68 	15.34 : 32.- 	- 70.3 223.2 . 	. 

84.9 

90.6 

, 	 , , 
MO 11111111 ONO ' all ' ling ill 1110 ill OM 11.18 111111111 owe trio ow : ore • saw ale tut lone 

L 	. 	 i 	 . 
, 

, 
1 	

■ 

) 	 ' 

DAY=3b 	b  MIN  mbrHuri= 
er'' 

• 

 Median Veetor Y  ,-
• H(KM) 	# 	NCOMR 	 %ERR 	E-..COMR s•01 S.E. • %ERR 	 K14G 	(MR 



_ 
, -

OMWM 	 IBM MO OM MS UM MO OM 	. lae MI UN AI Me 

DAY=35 	5  MIN  METHOD= 4 
METH#2  

4
a
e
ll

S
 

. 	 , 	
. 

Hi KM): 	I 	N-dOMP 	S 	• 	S.E.' %ERR 	ErCOMP 	•  S. D. • S.E. %ERR • • 	• MAG 	DI R  

58. 	8 	-41.09. 136.24 • . 	 125. 	201.99 325.77 123.13 	61 4  . 	206.1  101.5 
60. 	8 	15.24 ;24.43 • • 9.261. 	 10754 	64.18 . 	24.26 	23: 	108.6 	81.9 
62. 	8 	-0.87 	18.83 	 8.2.69 .  .11..50 . 	4.35 	5. 	. 	82.7 	9 0 . 6  

• 64. 	8 	-1.11 	17.55 • 6.63 6 -90.-;••••• 	85.91• 	15.45 	-5.84 	7:: 	• 	, • 	85.9 	90.7 
66. • 	8 	. 13.16 	15,.74 	5.96 	 7 .334 	12.27 	4.64 • .6: ; • • 	74.5 	19.8  
68. 	8 	51.59 	19 . .91 : 7.52 	Z4. 	37:97 	19.86 - 	7.51 	20. 	 65.7 	35.3 
70. 	8 	43.89 • 	8.63 	• 3.26 	 36:10 • • 7.69 	'2.90 	• 8. 	• • 	56.8 	39.4  
72. • 	8 	32.33 . 	5.60 	2.12 	l7 -- -------  - 	3658- 	2.95 	-1.11 	3. 	. 	48.8 	48.5 
74 •  • 8 	21.33 	5.10 	1.51 r.re:. • 	36.96' • 4.'38 	• 1.65 	• 4.. 	• • 42.7 	60.0  
.76. 	8 	14.80: 	6.84 	2.58 • 17. --  ' 	33:50 	4.95 	1.87 	6. 	 36.6 	66.2 
18. 	6 	12.E5 	6.82 	3.05 	'24: 	• 32:52 	1 5.26 	2.35 	7. 	34.9 . 	68.7  
BO: 	.6 	24.18 	25.71 	11.50 	4. 	37:56 '11.26 . • 5.04 	13: 	. 	44.7 . 57.2 
82: 	5 	9.20 . 9.70 .; :4.85 . 	5,3: 	2207 	22.82 	11.41 	52. 	. 	23.9 	67.4 
84: 	7 	-17.18 • 16.43,- • 6.71 :• .-39. 	7251. .• 76.92 	31.40 	43. 	. 74.5 • 103.3 
86: 	8 	-42.78 	20.44 	7.73 	18. 	4372 • 10.70 • 4.04 	9. 	 61.2 . 134.4  
88: 	8 	-52.84 	18.75 	7.09 - ;13. --34:20 	16.51 	6.24 , 18. 	 62.9 .147.1 
90: 	8 	-46..83 	20.44 	7.73 	i. 	32:16 	9.66 	3.65 • - 11. • 	56.8 145.5  
92: -  • 8 	-41.30 	22.12 • 8.36 ••: 20. 	29.20 	11.50 	4.35 	15. -  . 	50.6 . 144.7 
94: • 8 	-56.60 • 48.68 	18.40 	33: 	35:71 - 32.46 	12.27 	34. • •• 	• • 66:9 147.8  
96: 	8 	-11.03 	71.58 	27.06  245. 	-25:37 	82.54 : 31.20 123. 	. 27.7 246.5 
98. 	8 -166.37 304.:62 115.13 • 69: 	-76:15 	70.56' 	26.67 	35. " . • 183.0 204.6 

•-•-• 	 • 1 



ti 	• 

CD 
CD 
rt.. 

DA Y=35 	5 MIN Mt fillitre--  

ec.? 	, WLSFIT1_ 
S • C • H(KM) 	if 	N••COMP 	S.D. - S.E. %ERR 	 •  E.••COMP $ .E.' %ERR 	 MAG • 	 DIR 

58. 	8 	••.61:56 150.94 	57.05 	93. 	224.60 343.54 129.84- 	58. 	232.9 105.3 
.60. 	 10.80 	Z L4..kit) 	de r b. , 	 ti2.12 	18;63 	7.04 	9. 	- 	82. E 	SZ.5• 

62. 	8 	-•0.06 	17.19 	6.501085,5. 	. 80.94 	7.67 	2.90 	4, 	 80. 5 	90.0 
64. 	8 	•  1.6J • 14.84 	De& 	 .80.08 	 G •.86 	4, 	 8(2.1 	88.8 
6b. 	8 	11.94 	14.73 	5.57.., 	 78.73 , 	8.37 	3.16 	4. 	 79.6 	81.4 
68. 	8 	51.61 	18.5 	 - ...“:49'• 	 1.9* 	 b.3*-1 	.5D•3' 
• 0. 	8 	44.95 	6.85. • 2.59 	6 	34.31 	6.25 	2.36 	7. 	 56:5 	37.4 
7i. 	b 	36:5 	- l•9b 	 0 	 , 	  42.1 
74 . 	8 	25.56 	10.36 	3.9 / 	1: 	• 	5.64„ 	3.55 	1.34 	4 	 43.9 	54.4 
76, 	a 	,1Z.0 t 	 tie 
7.8; 	8 	9..13 	8.48 	3.20 	35: 	27-.57 	11,49 	4.34 	16 . 
80. 	8 	9.10 	 . 	 14•70 	5.56„ 	29. • 
82. 	8 	6.70 	13.71 	5.18 	7:7 , 	12.87 	7,Ea 	2.98 104. 	. 	7.3 	23.2 

•."2.80 	/Z. 

86. 	8 	.35•30 	14.42 	5,.5 	1. 	48..19 	12.06 	4,56 	9, 	 59 • 7 . 126.2 
88. 	8 

19.82 	7. 
92, 	8 	 1.9 	31.Jeo 

9't 	8
, 

	

.25.15 	25.61 	9.6? 	38: , 

911 * 	8  

96. 	•••25•62 	b4• 11 	Zi.t.ctp 
8 	52.94 	30.40 	11.49 	22: 

•••48• 8!) 

••42.97 
Z.D 

	

49.al 	9.Wt 

	

34.55. 	1Ci.78 

	

Zi .89 	beL 	40. 

	

6.63 	37.35 	14.12 • 39. , 	•  
•.71.tiO 	66.14 	141..9D .I.J1,3• 

•S'6.41 	92.85 	35.09 	36. 

3•Ite. 
4.07 12. 

9• 	 bLe 	letl• 1 

S9i.`J 	1 it8•9 

44.4 124:5 
Z5. 	lts£ 

110.0  241.2 

21.1 

55.1. .141.2 

3D • 1.1 

29.0 71.7 
64.4 	 



19.Z 	tit 8/ 

77.3 	82.4 

1 

L 

OM 111110 IMMII • III • Mlle IMO 1111111 ,̀. 	ONO ale ONO IMP inn VIII • IOU MIS OM Ile ill.' 
' • 1 

DAY=35 	SAMPLb METHUU= 

AVG X-C.O .,RREL  
. 	_ 

H( KM') 	# 	N•C0MR 	g.0. 	S.É. %ERR 	E-••COMP 	S.O. 	S.E. ZERR 	MÀG 	bIR 

58. 	6 	7.18 	16.78 	0 • 1.,05). 	79.78 	16.08 	•  7.19. 	• 9. •• 	80.1 	84.9 
604 	8 	. •L./8 	Lj.82 	 • 7‘9•11; LÜ.1:e 	 10, 	. 	tWel 	dUeô 

62. 	8 	1.77 	1E4,99 	74895,. 	79.93 	11..01 	4 ..16. 	5. . 	 80.0 • 88.7 .  
4J.5.3 	6sOU 	Do 

76.58 • 9.04 	3.42 	4. 

	

68i. 	7 • 	49.16 . 15.1 1 	6.0- -- 	51.805 	. 1,8.89: 	1.11; 	15. 	 (.1...3 •  48.4 - 

	

7p. 	8 	44.04 	7.82 	2.9 5 	. 0ie 	36.18: 	7.33 	2.77 	8. 	57.0 	39.4 

	

72. 	8 	33. 68 	.7 .91 	4.99 ••••• , -..:-:,;;-4-1.,- --- 	-At, zu - 	• .3:“tit 	i.jt.)•. 	i, 	• 	50.Z 	: 41.8 

	

g.' 	 74. 	7 	24.26. 	5.16 • • 2.10 	H:ge 	' 18.63 	6.84 ' 2.79 	7. 	45.6 - 57.9 

	

',(1) 	76. 	7 	16.Z8 . 	4.18 	1.94----  - • -..5.1L -  . -5.48 	ZsLJ 	f .  • , 	 3 (“1 	454•Z•m  

	

ri- 	 • 7 .. 	7 	11.96 . 	-8:71 	3..54 	.34e 	26.70'. 	11.79 	.4-.82 	18. 	• 	29.3 , 65.9'. 

	

.i. 	.80,.. 	3 	-1.39 	8.Z4- 	• 5.8 .3,--4Z.-----. . .4Z.11. • •1.>.n. 	1.1...• 	DO. 	 ZZ• 4 	9J•b 

0 	a2. 6 	• '4.97 	5.69 	2.54 	51e 	• 	13.  02 	- 24 84 	11.  11 	85. 	- . 	...,,,, 	 13. 9 	69.1 

	

. 	 -, 	. 

	

84. 	3 	•14.92 	• Z.33 	• 1.64 	 11 	i‘rezb 	zzt. 	 be. 1 

	

84. 	7 	•37s40 	15.47 	6.32 	 43.24 	13.85 	5.57 	13. 	 •57.2 130.9• 

	

64. 	8 	3.18 	16.85 	bei 

	

66. 	8 	'10.26 	16.33 	6.117 	a r 6(i. 

88. 	8 	••43.26 	18.19 	64.88 - 1-8. -- 	• 39•Jo 	1.U• j1 	4•U 1 	lti. 
9,0, 	7 	•39.85 	24.66 	10.07 	25, 	 9.91 	11.12 	4.54 	15. 
92. 	6 	-32.13 	29.13 	1.3.0 	- 	.- 	iti•i 	1:3.0> 	39 • 

94. 	4 	••44.50 	37.52 	21.56 	49. 	25.14 	23.99 	13.85 	55. 
96. • 3 	-.-72• 2 / 	i4.91 	/0859- - lb. - 	...i.8.9.5 	44.-10 	11•18 	91. 
98. 	6 	-'56.60 	7.11 	3.18 	; '4'. 	-•4.10 	42.77 	19.13 	35. 

Db•D 13 l• 

49.8. 143.1 
38.1 ; .141. 
5- 1.1 	150.5 
(4 • . 1 	• 1.  

:78.3 223.7 



DeL 
5.3 

(1. .b  

.•66.1 

aim Arro IMO 	11111111: OMNI MO ill, IMO AIM IMO OM 	1111111 IMO MI jibs 

0A`d435 	• SAMPLt P.1 rào. 

Mean Vecfor 
H(KMi 	# 	 S.D. 	S.E. 	ERR 	ECOMP 	S.D. 	S.E. %ERR 	MAG 	DIR 

> 5.0, 	69 	11.98 151.38 	1,8.24 . 152. 	' -1,1.59 212.27 	25.74 222. , • 	,.16.7 316.0 
. 60. 	e9 	3.1(  . 	. 	 35.41 	39.Z6 . 	3.9 Le 

10. 
Lb.  

2.97 	20. 

35eD• d4.9 

33.8 	89.1 

	

'62. 98 	0,54 	23.67 	•  2.40 445. 

	

64. 100 	LeZ4 	Zd.39• 	Z.Ù5 	 

	

6:6. 95 	0.47 	21.93 	2. 2 

	

86 	• 5.90 	23.89 	Z.59 •  

	

70; 95 	16.27 	25.29 	2.6 1  •h6,• 

1.64 	11.46 
2.16 	14,07 

,C.J• 

•82. 	•71 
84. 34 
86. 73 

--e8. 	95 	 • .•.6. It 	•e1..01 	Gel f- • - 

	

90. 79 	••4,28 	21.39 . • 2.42 	' 37* 
9Z ,  6Z •  
94. 44 
96.  • 29•

98. 54 

C  

-TZ . 94 
74. 82  
76. 74 
78 ,  78 

9.2Z • 18.81 

3.72 	23.40 	• 2.60 	,10,; 
1.96: 

34.48 4.12 
.•3.48 	11.Dt 
• 0.29 	1947, 2.29 794.• 

19.5( 
- 1.13 • 17.24 

sP 	- 
2.53 •  233 

,1J 

	

-9.95 . 	33.0 1  
•-0.74 	10.38 1.43  

	

, 33.84 	34.57 	3.51 

	

31.08 	• D(.2U 

	

14.54 	28.77 
3-7771 ---8-675•  
14.5 • 88.1. 

•  .etpOD •  - •  t.9 	 ••  

12.32 	21. 12 • 	2.18 	18.'• 
i0.e3 	 ifeb‘i 	lf 
!6•59 	22.51 	2.50: 38. 

	

_20.4 	37.1 

	

lied 	Ltd.° 

	

7.6 	60.5 

13.83 , 111.04 	13.27 	96. 	14.3 104.2 

	

3.5 170.0 	 
2.2 	82.5' 
8.7  • 1‘1.1.e 
4.5 164.2 

2.20 	14,S3•  
5.4tD 	 
1.21 	11.86 
1.C1 •18.Zi 	
4.85 	35.43 

14.U. Z.44 .3 7. 

	

1.76 	80. 

	

1..85 	34. 
1.34 111. 
L..53 

5.40 112.. 
bet' ibdeD • 

-5.0 103.1 
LYE CY.-C 

0.86 /3.43 1.84 216. 1.1 	131.0 

• i£1091 	• 1.10(if 	Zsa 
1.66 	-74. 	4.88_ 15.44 	1.76 • 36. • 

- - 



88. 95 	1.00 	2d4.09 
90. 79 	0.47 	99.89 

	

113 -.11---.'111.49 	261.30 	0.d3b 	UsDD4 	1.0D6 - -- 
15.53 	-.90.18 	42.96 	.0.372 .1.014 -.0.011 

92. 62 	0.89 	121.14 	 (4:54 
94. . 44 _0.02: 	84.05. 	25:20 	735:26 

	

96. 	Z9 - ..U.Z3 	31.9.1 •  

	

98. 	54 	0.03 - • 32.66  

••••It 	 • 

• 76.30 	0.669- 0.263 •0.965 

	

iY.84 	 0.157b 	t.,J67 

	

29.91 	0.247 -•2;245 	2.118 

' ' ' 

OM _OBI IWO -IMO MIS MP 	als as as Ira emu as an an am, in" ins es 

DAY=35 SAM .PU. MtTMOU=MbAN liMtb 

•ORP-T VECTOR . ' 
HiKM) # 	NTD 	MAG 	DIR 	N-COMP 

. 	. 	 11M5 	• 
E...COMP 	T21. 	i132 	Tt3• 

58. 69 : 0.54 	. 33.30 	.150 .09 	. •29:01 	- 16.35 	0.906 :....3,168 	0.043 
60, 	99 . 	0,10 -:bil.96 	-11..4D--- 58'1.D.J 	' '18.J0 	•1.).1C.5 .. C.07 	0.073 
62. 	98• . 0.23 	., 60.54: 	 - . 5.21 .L 	.? r0.780 ....1429: '1.129 
. , 	té 	é, 	. .• 	s e 	-. ' 	'0. ---.- 	• 	 :, 	■..U...:• 	• 	I 	,- 1, ' 	' 

66. 	95 	0.38 • • 184.94 	,  2 'j 	36 .03 :,+181..3{T A.180  • 0.474 .•....0.292 

	

. 	 . 

	

68. 	86 	1.00 	314,99 	Jet> --- 	 ••età3d 

	

70.  •95 	0.16 	81.81 	 47.56 	66.51 •0.729 ..0.003 • 1.011 

	

72. 94 	1.00 	70.91 	 - 	 bdibD 	 - 1.31( 

	

74. 82 	0.09 	88.24 	10.67 	86.72 	16.34 •0.978 	0.528 	0.293 
(6. 	(4 	0850 	40.1d 	( 44.(16 	".9.U4 	 I.LUL 
78. 78 • 0.24 	34.85 	55.36 

7  y •I 	19.81 	28.67 ..-2.290 •06644 	1.788 
80. 	34 	1.00 	92 • 88 	 -1Z. e1J 	 •U..3 34 -.*U.L9J 
82. 71 	0.04 	- 42.99 	189.6 4 	-42:98 	-0.48 .1.867 -1.391 •0.343 

	

84. 34 	U.30 	.41.18 	4k,i0f ---  •JL.‘id 	 Ieq61• 

	

86.73 	0.53 	119.07 	1 ,,e.? 7 	.'32i,15 	114.65 	0.307 ..0,846 	0,353 

• 



DAY=38 5  MIN  METHOD= 1 
Median Vector 

en 	111111 	1111111 	1111, OM UM AI • MO 111111 MI Mil MI 11111 Al MI MI 

• 

'4 • 

	

•
HI KM), 	# 	N-COMP 	S.D. 	- S 	ZERR 	E-COMP 	S.D. 	S.E. %ERR . 	MÀG•DI.R  

58.. 	4 	21.34 •  11.13 - 6.42. 	 27:16 ._15.98 	9.23 • 33 e : 	35.0 	52.4  
6C. 	4 	-0.27 	30.31 	17.50' 6553: - 	298 	31.32 	18.09 606: 	». 	- 3.0. 	95.1 
62: 	2 	29.55 	• 4. 1 4 	4.14 	.16. 	• 32.35 -.- 2.70 	2.70 	8: 	43.8 	47.6  

•64: 	3 	11.54 	16.05 	11.35 ,, ; i:;;98: 	'14:47 	'19.68 	13.91 	96:. 	 18.5 	51.4 
66:: • 5 	33.52 	• 3.03 	1.52 	 49.87V 	3:57 	4.28 • 	9 	 • 60.1 	56.1 .  
68, 	8 	40.73 	5.68 	•2.15 -71 5. 	55.63 	6.56 " 2.48 	4. • 	68.9 	53.8 
7C« .- 	8 	35.43 	15.39 	5.82 	16. 	49.20 	9.27 	3.50 • 7. 	«. 	60.6 	54.2  

	

. 72. 	8 	41.29 	10.66 	4.03 	10. " 	47:77 	4.25 • 1.61 	3 	• 	63.1 	49.2 
74. , 	8 	26.26 • 14:60 	5.52: 	21. 	2701 	19.31 	7.30 	27. 	 37.7 - 45.8  
76: 	7 	18.23 	15.50 	6.33 '735. 	2844 	19.99 	8.16 	29. 	• 33.8 	57.3 
78. 	8 	28.67 • 21.-17 	• 8.00 	2 8 . 	• 33.34 . 	14.84 	5.61 •  17. 	. • 	44.0 	49.3  
8C. 	8 	36.77 	13:98 	5.29 	 " ' 35:63 	19.01 " 7.19 	20. 	 51.2 	44.1 
82. 	8 	45.42 	12.83 	4.65 	.11. 	55:90 -14.49 	• 5.48 	10. 	• 	72.0 . 50.9  
84. 	7 • 23.76 	15.96 	6.52 	 80:38 • . 23.02 	9.40 	12: 	 83.8 	73.5 
86. 	8 	.-64.05 	50.73 	19.17 •  30: 	82.52 	17.36 	6.75 	8 	 104.5 127.8  

8 	-94.92 	14..45 	5.46 -1L6: 	45:13 	22.85 " 8.64 	19. 	105.1 154.6 
•9C.' 	8 	-87.19 	20.38 	7.70 	9. 	22:35 	13.90 	5.25 	.24.; 	90.0 .165.6-  
92. 	7 •  -65.13 . 26.34 	10.75 '17: 	112.3 	10.b 	4.34 	39. 	66.1 170.2• 

94. 	6 	-21.83 • 25.41 	11.36 • 52. 	„1165 	11.50 	5.14 	-44. 	24.7 151.9  
96: -  5 	720.21 	23:13 	11.57 	57. 	13:49 	9.78 7 7 4.89 :36. 	 24.3 146.3 
98. 	6 	-4.37 	6.56 	2.53 	67. 	184' 	4. i36: 	2.17 • 118. 	•• 4.7 157.1  

:• 	 • 	. 
• ;• f 	 • 	- 



	

301. 	 36.6 208.2  

	

290. 	- 84.5 149.1 
•100. 	151.5 	84.5  

	

.13: 	 49.2 	57.5 

	

16. 	 50.6 	56.9  

	

4. 	 68.9 	53.8 

	

4 • 	70.2 • 47.7' 

	

3 • 	63.1 	49.1 

	

16. 	55.5 	40.4  

	

9. 	 53.0 	49.5 

	

5. 	 55 • 7 . 48.6  

	

19. 	. 	59.4 	40.8 
10. 71.8 • 51.1  
11. 80.0 	71.5 

	

6. 	 96.9 126.5  
19. • 	86.4 148.5 

	

21. 	• 	86.7 160.3  
18. 81:6 165.7 
19. 75.5 162.0  

	

40. 	 38.0 153.5 
47. r 	22.6 146.7 

E-COMP 

	

-17.31 	137.7Z 	52.05  
45.36 332.53.  125.68 
150.84 398.23 150.52  

	

41.49 	14.56 	.5.50 

	

42.37- 17.50 	.6.61  

	

55.62 	6.55 	2.48 

	

51.94 	. 5.39. 	2.04  
4769 •  4.19 •1.58 

• 35.95 	15:59 	5.89  

	

40.29 	8.19 	3.66 

	

41.76 	4.86 	1.98  

	

38.87 	19.16 	7.24 

	

55:84 	-• 14.57 	5:51  

	

75:82 	22.12 	8.36 

	

77:90 	12.35 	4.67 

	

45:21 	_ 22.36 	8.45 

	

29.29 	16.38 	6.19 

	

20:18 	9.38 	3.55 

	

23.29 	. 7.68 	4.44 

	

16:99 •9.61 • 	6.80 

	

12.44' 	- 8.28 	5.86 

S.E. ZERR 	 MAG .  • DIR S.D. 

Os .. 	,- 11111 7-iro---:aw --arrHas-' 	 - ail 	- 	 _ 

DAY=38 	5 • MIN METHOD= 4 
METH#2  

' 

	

H(KMi 	# 	 S.D. 	". S.E. ZERR  

	

5E: 	8 	-32.28.  149.66 	56. 5 /  

	

>60: 	8. 	7-72.55 '162.30 	61.34 - 85. 
•62'.. 	8 • 14.53, 	51.68. 19.5à 134.  

	

644. -  8 '.26.48. '25.60 	:9.69 -'11: -  

	

66. 	8 	2 7 .60 	14.40 	. 5.44  
- 8 	40.73 	5.68 	2.15 

	

70. 	8 	47.30 	17.36 	:6.56 	;1.4.  
72.. 	8 	41.32 	11.20, 	4.23 "4'.():.- " .  

	

74: 	8- 	42.26 	19.34 	7.31 'HO.  
76. - 	6 	34.37 •  21.11 	• 9.44 

	

78. 	7.. 	36.80. 	12.93 	5.28 	14;',  
80.. 	8 	44.96 	18.03 	6.81. 

	

- 82. 	8 	45.10 	.12.40 	4.69  
8_ 	25.39 . 	14.89 	5.63 -'- 22.-  

	

86. 	8 	-57.55 	31.29 	11.83 	2t .ii  

	

88: 	8 • -73.64: 	15:46 	.5.E4 

	

90. 	8 	-81.58 	5.34 	2-.02 ,  

	

92. 	8 	-79.04 	7.43 	2.81  

	

94: 	4 	-71.78 	3.34 	1.93 . 	3.  

	

96. 	3 	-34.03 	27.59 	19.51 

	

98. 	3 	-18.92 .: 22.53 	15.S3 	84.;  

• : 	 : 	: 



!') 
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1'1 

It 

.111 

DAY=38 
4.? 

58+  
60: •  

62:  
64: 
66.  
•68: 
70:  
72: 
74+  
76+ 
78+  
80: 
82+  

•84+ 
86.  

90.  
92. 
94.  

O 

 96. 
98.  

5 MIN METHOD= 3 
-WLSF1T2  

ECCMP  

35.73  
80.72 
• 1. 	:56 
14.61 
48.72 

 61 .70 
56.95 

 45.05 
	32.70 

	

8.C1 	 30.74 

	

7.22 	19+ 	38.37  

	

3.92 	 - 35.68 
438. 10. 55.30  

15.09 74.63•  
13.21 23. 78.36  

	

. 2 42 	 - 40.40 

	

2.39 	:;1' • 	25.70  
13.00  - 	 9.00 

	

12.14 	30. 	3.03  

	

10.08 	 1.88 

	

I.78  	••• 5 .70 

8 	8.47 	23.93  
8 	0.04 	24.50  
8 	-7.21 	45.52  
8 	...•34,98 : 	27+77 
8 	-1.00 	• 52.40  
8 	40.88 	3.07 
8 	40.50 	11.-77  
8 	49.39 	5.50• 
8 	44.52 	10.39  
8 	26.75 	21.18 
8 	37.71 	19.-11  
8 • 	51.82 	10.38 
8 	45.66 	•  11.60  
8 	35.69 	39.92  
8 	-57.54 	34.95  
8 	.82.66 	6. 39 
8 	...84.39 	6.32  
8 	.06 	34.39 
8 	-40.35 	32.11 
8 	--12.35 	26.66  
8 	...•9.49 	20.57  

# 	NCOMP 	S.D.  • 	S.Ei %ERR  •• 

•9 .05.  107+  
9.2620918:-  

17.2± 239. 
10 4, 50 

Ë(') 1914.  
1.16 • 63. ' 
4.45 '; â11.  
2.08  
3.93 	9. 

S. D.  

53.02  
.107. - 11 .  
- 90.33  
• 41.7. 8 

. 	6:68 
- •  6.80  

• 6.11 
18.89 

 22.30'; 
8.39  

154=32 " 
13.56  
17.80 
11.59  

- 167+85 
13. 83  
13.09 
17.15  

: 10.39' 
 ‘ 

S•E•  

20.04  
40.48 
34.14  
15.79 
7.04 

 2.53 
2.57 

 2.31 
7.14  
8.43 
3.17 

 5.79 
5.13 

 6.73 
4.38 

 6.37 
5.23 

 4.95 
6.48 

 3.93 
4.75 

%ERR  

56:  
50: 

2193:  
108: 

14+  
4. 
5•  
5. 

22. 
 27. 

8. 
 16. 

9.  
 9•  

6. 
 16 

20.  
55. 

214. 	.  
209.• 

83 

M'AG 	DIR  

36 •7 	76.7 
80.7 	90.0 
/ •4 .  192.2  

15.1  105.2 
48.7 	91.2  
74.0 	56.5 
69 .9 	54.6 
66.9 	42.4 
.55.2 	36.3  

. 40.8 	49.0 
53.8 	45.5 
62.9 • 34.6 
71.7 	50.5 
82:7 	64.4 
97.2' 126.3  
92.0 154.0 
88.2 .163.1  
62.7 . 171.8 
40 -.5  ;L:7 5.7 
12.5  i.71.4 

 11/. 1 211.0 

' 



r.  

	

DAY=38 	SAMPLE METHOD= 1 	i 

	

4 	 AVG X- C OR R E L _ 	 • 	.. 	
, 

• 
'.

, 

H( K) 	# 	N.4•COMP 	S i D.  • .. S  a E .,.. %ERR 	E-COMP - S.D. 	S.E. %ERR 	M AG 	DI R  . 	, 
58: 	2 • 	29.43 	486 	4.86 iF17. 	. 37.35 - 10.91 	10.41. • 29. 	47.6 	.51.8  
60. • 2 . 47.66 	18:94 	• 18.94 --. 40;-' -*: 	69.40 	46:88 	46:88 * 68. 	• 	- 84.2 	55.5 
62. 	4 	' 23.59 	94,71 	5.60 , 24. 	. 	41.39 - 36.40 	21.02 	51. 	47.6 	60.3  
64. 	3 	-'2.44 	4886 ' 34.55- 1416.' • `-* 	64.83 	22.92 	16.21 • 25. 	'. 	64.9 	92.2 .  
66. 	5 	3-9.72 • .318 	1.59 	•.4. 	52.65,. - 7.67 	3.84 	7. 	. 	65.4 	53.0  
68. 	8 	44.29 	1.26 	0.48 :UUI: - 	• 54.62 	7.69 • 	2.91 	5 • 	70.3 	51.0 
70. • 4 	44.39 	4.33 	2.50 	: 6. 	• 	51.29 - 6.94 	4.01 	8. 	67.8 :49.1  
72, 	7 	42.19 	12.70 	5.18 -  *-* 12: - 	48.95 	8;83-* 	3.60 	7. 	' 	64.6 	• 49.2 
74. 	7 	39.05 	11.84 • 	4.83 - 12. 	23.75 - 23.34 	9.53 	40. 	. 	45.7 :31.3  
76. 	5 	32.26. 	19.26 	9.63 - 39.. - 	 39.07 	13:95 	 • 6.97 	18. 	50.7 	' 50.5 
78. 	4 	29.75 	23.35 	13.48 	.di. 	• 36.51 1  10.92 	6.30 	17. 	47.1 	50.8  
80. 	7 	43.84 	11.96 	4.88 * -14.: - 	42.58 	12.39 	5.06 • 12: 	61.1 ' 44.2 
82. 	8 	43.87 	8:60 	3.25 	7,è,7 1. 	57.44 - 10.83 	4.09 . 7. 	72.3 	. 52.6  
84. 	8 	21.86 	11.84 	4.47 -20 .: - ' 85.65 . 27.-10 " 10.24 	12. . : 	. 88.4 	75.7 
86. 	8 	-47.26 	26:49 	10.01 	21. 	72:78 	14.51 	7.37 	10. 	• 	86.8 123.0  
88. 	8 	-80.51 	5.87 	2.22 - : .n.-. . . 	- 39.68 	20.83 ' 	7:87 ' 20. 	•• 89.8 	153.8 
90. 	7 	-84.62 	• 7.82 	3.19 	i4: 	22.33 	9.42 	3.85 	17. 	87.5 . 165.2 
42. 	4 	-80.58 	6.17 	3.56 - .::ii., . 	19.88 	4.28 	2.47 	12. 	83.0 	166.1 
94. 	3 	-27.10 	30.34 	21.46 	7.9. 	24.77 	4.21 	2.98 	12. 	36 -.7 137.6 
9E4 	3 	-14.82 	14.46 	10.23 ." --6=4;• - • -- - 0.88 	21.78 - 15.40 1751. 	1 4.8 . 176.6 
98. 	5 	-0.69 	1.56 	• 0.18 112. 	4.92 • 	5.95 	' 2.98 	60. • 	: 5.0 	■ 98.0 

	

■: i 	: 	,.., 	,!'.:;, 	 • 	t 	. 	• 
- ' , 	 ' 	.:.'■'Y. 	 • . 	. 



I, . 	imp 	 ous r r 	am an am mow our r am au an 
	

DAY=38 	SAMPLE METHOD= 2 	 I 

	

e? 	Mean Vector 	 ti 	 - 	
• 

H(KM) •' # 	N-COMP 	S.D. ... S.E.: %ERR 	• E-COMP - S.D. 	S.E. ZERR 	MAG
• 	

DIR  
4 	, 

58: 22 	1.42 	23.-81 	5.26  3. 	9.25 , - 27.67 	6.04 . 65: 	 . 

	

9.4 	;81.3  
60: 23 	2.28 	15.92 • 3.3S 1:49. - - 	.0.44 : 10:16 - 	2.17 488: 	_ 2.3 	11.0 
62: 47 	1.73 	11.91 	1.16  102. 	0.94 - 13.05 • 	1.92 204: 	. 	2.0 	28.6  
64: 31 	-2.36 • 11.57 " 2.11" '1 .89.-- 	2.10 	15.49 	" 2.83 134: 	• 	3.2 138.3 

.66 	57 • 	5.47 	. 15.00 	2.00  .:37. 	7.42 .- 18.33 	2.45 	33: • 	9.2 	53.6  
68. S6 	3.94 	17.22 	1.77  - 454 	.9.19 	22..75 ' 	2.33 	25. 	. 	10.0 	66.8 
70 • 47 	9 •45 	21:47 	3.16 . 33. 	7.69 - 23. 04 	3.40. 	44. 	,.  O 	12.2 	39.1  
72. El 	7.47 	20.25 	2.26 :' '30: ' •:- 	7.20 	22:73 ' 	2.54 	35. " 	10.4 	'44.0 

(f) 

m- 	74. 	86 	3.03 • 15.49 	1.68 	';,. 	' 	3.81 - 13.68 	1.48 	39. 	• 	4.9 	51.6  
crg 	- 	76. 56 	4.99 	13.99 " 1.89  • :38.-  ' 	3.08 	11:25 	1.52 	49." 	. 	. 5.9 	31.7 
c-i . 	78. 48 • 	8.95 	16.76 	2.45 	27. 	6.72 : 19.72 	2.88 	43. 	11.2 	36.9  
_. 	80. 82 • 6.99 	22.90 	2.54 	'36: 	6.43 	18.e0 	2.07 	32. 	 9.5 	42.6 ...., 

82. 	S7 	9.58 	19.."-67 	2.01 	21. 	18.72 - 29.38 	3.00 	16. 	21.0 	62.9  
84. 90 	-- 1  .44 	74.76 	7.92 55,0... ' 	16.38 	37.36 	3.96 	24. 	16.4 	95.0 
86. 92 	-12.61 	45.36 ; 4 .75 	38. 	8.78 , 50.42 	5.29 	60. 	• 15.4 145.1  
88. 91 	-12.15 	27.88 	2.94 112,4: ' 	7.58 	37.80 	3.98 	53. . 	14.3 148.0 
90. 85 	-15.80 	33.83: 	3.69 ' 23. 	7.35 - 28.42 	3.10 	42. .. 	17.4 155.1  
92. 42 	-11.93. 31.01 	.4..84 - 41. 	0.80 	14.18 	2.21 277. 	. 12.0 176.2 
94. 35 	-1.61 	16.66 	2.86 178. 	5.07 - 9.15 	1.57 	31 . 	• 	5 -.3 107.6  
96: - 34 	0.71 	7.86 	1.37  -1-52: - 	-0.19 	13.16 	2.29 1180. 	 0.7 344.7 
98 •  58 	-0.36 	8.86 	1.17  3.  ' 	0.77 : 8.32 • 	1.10  143. 	0 • 9 115.2 

"),+ 



• 

11111111111111111 	11111111 	AIM 	 MI III MI 	11111111 	 MO MI 
:• 

DAY=38 SAMP LE- METHOD=ME AN TI ME S 

HIKM 	# 	NTD 	M AG_ 	DI R 	'NCOMP 	E.•-COMP 	T21 	T 32 	T13 
MEAN TIMES DRIFT VECTOR -   

. 58.. 22 :0.72 • 	44.94 • 	.itp 	r.29.61``. 33.81 -6.586 . 1.015 	2.595  

	

60 	23 	0.14 	• 36. 95 	1 19:-95 - ".34. 73 	12.61 •2J.428 	0.890 	O.955 

	

.62. 47 	0.97 • 	-91.01 	à22.74 	:72. 44 	..., 55.10 -D.026 	1.383 	0.077  

	

64. 31 	1.00 	2 15. 61 	9.23 	212.82 	34.57 •I!.641. 

	

66.  • 57 	0.03 	93.56 	128.24 	 -73:48 	, 0.273 	0.885 	0.558  

	

68. 96 	0:11 	62.50 	84.91 	5.55 	62.25 	0.635 	871 	1.218 

	

70. 47 	0.45 	65.78 	93. 	 46 	65. 69 -•0.777  -1.304 	0.786  

	

72 	81 	0.45 	204.72 	28943 	68.45 	-1.92.94 • ‘-40.128 	0.227 •0.471 

	

74. 86 	0.15 	92. 91 	54. 	. 54.44 	75.30 ••0.809  -0.162 	0.724  

	

76 	56 	0.68 	150.33 	10942 	-49.74 	141:87 • 0.284 .-0.196 	0.755 

	

78. 48 	0.59 	34.52 	. 28. 31 	30.39 	16.37  -L.207' 1.997 	2.667  

	

80. 82 	0.22 	56.42 	313.12 r7 "."738. 99 	-40.78 -0.411 	1.658 	1:).644 

	

82. 97 	0.23 	35.04 	'5 -.Ï:4b 	•  18.88 	29. 52 	2.215 	 1.82/  

	

84. 90 	0.37 	40.49 	209:66 	-35.19 	-20:04 	2.442 	.237 •-•0.890 

	

86. 92 	0.19 	-58.57 	244a .2 	20 	-52.87 	1.169 • 0.559  -1.183  

	

88. 91 	0.01 	60.75 	201:4- 	44 	r22.47 	1.347 •0..634 

	

90. 85 	0.23 	773.68 	8 7 . 3 .5 	35. 83 • 	772.85 •0.024 -0.051 	0.121  

	

92. 42 	0.84 	245.23 	 21e.19 	0.289 •..0.071 	0.506 

	

94. 35 	C.73 	27.81 	140.71 	-21.54 	17.59 	3.475  -..1.055 	3.316  

	

96. 34 	0.33. 	69.58 	49.4k 	45.22 	52.88 -0.772 	0.241 • 1.282 

	

98. 58 	1.00 • 	152. 55 	/09:■ eï •  	'.51.19 	143:70 	1.404 	0.927 • 1.864 



	

MUM MIMI IMMI 	' 51111r 	• 	11111 
4 

t 	• 
L 

ERy 	Ne. 	AMP DIF(4442) DIF(4 ■ 3) 

5 

1 

	

' 74 	6067 
76 	. 27.9 

	

. 78 	25.3 
80_ 
82 	1160 
84 	2967 
86 	35.9 
88 	28.3 
90 	2543 

94. 	1102 
96 : 	20.8 

46 	317.3 	243.4• 
48 -r377.4 	40.8 
50 	227.3 	• 	74 , *1 
52 • 31.8 	54.7 
54 	146.2 	•319.7 
56 	3,78_1 
58, • 46.7 
60 - 	8212 
62 	83.6 
64 	58.7 
66 	6180 

70 	55.0 
' 72 	• 50.3 

98 	8.2 

	

384. 7 44283.8 44142.0 	10841 	16980H, 	10.0 	2%4 

	

31.2 	2468Ê1 	285.8 	79 1 4 	-139.7 1 . 	6.0 	2%4•
4089 	218d, 	0,1.P 	96.2.: 	32..6 -  •8.0 	2'65 

•48.5 	2660 	 14.6 	1 7.0 	2510 

	

1869 -  • 8.9465 	:14.165 	28.1  • 	 27;4 	18•.0 	É44 

•323..48 	 4 4i 	25 !
•59.3 	4 •7•8 	4082 	23,19, 	19.4•;  29.1 

	

7815 	980 	8085 	1,4 .4 	764 	784 	19680 

	

9640 	'eel!. 83.1 	 5.3 	10.7 	198.0 

	

9 34 -3 	I.e.() 	58.6 	 10:6 	782 	. 2b2.0 

	

8.9.3 	43 9 	61.0 	,â'47 	6.0 	6;84 	1480 

	

_2814 	 , 1 3 	244_9_ 	 6.0 	16540 

	

4089 	783 	3640 	4 .186 	4 - .4 	. 387 	i 8 8e0 

	

39 • 9 	8.4 	32.3 	.3e6 	3.9 . •4- 84 	209.0 

48.7. 	20.7 • 	45.6 	 705 	17.0 	17010 

	

8000 	14.6 	27.4 •'i;,1 4, ■ 8 	3.9 	788 	15060 

	

7542 	16.7 	24.5 	• 	 • 4.2 	484 	153.0  
.3e., 2.. 	 _ 	k 	127 60  

	

92.2 	49.2 • 	1169 	1■ 84 	5.4 - • 5:8 	145.0 

	

204 ,4, 	648 	14.4 	16760 
8.2 • 	'6.9 	178.0•  
8.2 	4.5 	18310 
640 • 	513 	182.0 

_216Q.. 
6..2 	7.0 	147.6 
784 	21.1 	14080 
7.7 	. 7.4 	127.0 

	

' 46.5 	17.3 	21 . .5 

	

2640 	21.8 	29. 0: - oëia- 

	

1
1,1048 	34,0 	.2645 • ,10 ■ ,1 • 

	

12307 	• 22.9 	2 1 .0 	66Ï4 ■1 

	

790_ 	 3.§62 	H7,:6;t 

	

2002 	62.1 	389 

	

346.9 . 	99.4 	i64.7 	20;3 

	

349 .46 	89.5 • 	m1.5-  • 	H8811 
. 	• 	i- 

.2040. 
124.3 	-a2.0 
119.7 	44..0 

• 155.0 	3340 
1364.8 	3210 
182.5 	40.60 
154:13540 _ .  
198.0 	38-.0 
19844. 	45.0 
124.8 	45.0 

3547,0 	• 	 598.0. 	183740 

1:40 
' 

1.0 
240 

3.2

Q . 
• 13.0 . 

 e.0 • 	.15,0 
. 14.0 

8.5 ' 	• 1890 
745 	P140 
1087  
43,5 	. 	2ài0 
110.9 . 	1940 
160.6 
196.1 
198.5 

23.0 

32.0 

560 	• 

380 	. 
3.0 
14.0 
660 

5240 
5960 
7040 . 
8260 
3580 

7160 	-1  
88.0 	• 
8660* 	.• 
8760- 
9860 	- 
.71 8 0_ ... •• 

8360 
9740

•102.0 	. 
95.0 
10840 
10/4Q. 
9040 	• 
9260 
8440 
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