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o Durmg the prgellmmcry phase of the i‘jERNkES pr0|ect a model was developol "/’
“for plarning “interregional feIecommunzca?'ons.“ne‘twork copc:cny- pansnons /‘U
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from ThiT iniid] state Gt wihinon eapital Gosf levels given certain “catifigurat; ons
of demend changes and other constraints. The present version of this model
(called HERMES 1) is operational, based on simplified facility expansion cost
functions and en abstracted represenfutlon of the Conadian inter reglonal neiwork.

The mo 1e| consist of two parts, The first part (conslstmg of the CADUCEE sof twmo)
analyse: the telecommunications network, the related capacity expansion cost
functioris and the specified demand increcses, and identifies admissible facility
assignment chains and the bounds on capo:ity expansions. Thus this part of fhe
model permits to eliminate all so called :lominated chains, which cannot be

- part of rhe solution under any circumstances and also the dominated capacity
expansion increments. The most important procedure of this part of the model
is a gereralization of the shortest chain cigorithm for non-directed networks,
bqsed on Bellman s principle of optimality.

The second part of the model (consnsflng <f the TRANCHE software) identifies fhe
minimu cost expansion program, using a: its main procedure a mixed integer
linear programming algorithm of the bran:h-and-bound type.

The pricipal output of the model consist of the values of capacity expansior
“activitias constituting the minimum cost capacity expansion program.

Yo use the full potentiel of the models of ilie HERMES series, it is recommandad
that o demand model be concurrently devalopped which would provide ferecusts
of different patterns of increases of demand for felecommunications facilities

in Cancida, Although there is no established methodology applicable to the
problen. a few approuches can be suggestad. It is expected that one of these
approaches would play the main role in the proceduro adopted, nqmely a medel
based c¢n the struciure of activity analysi:. :

The HERMES 1 is the fnsf one of a series, and future developments will mvolve
fhe foliowing steps:

H
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- Improvements of the methodology already developped, mcludmg the
software and its applications to more detailed networks.

. - The iniroduction of additional factors affccting the planning of network
. ‘ expansions o

B _ - = The linking of the network capacity expansion models with demand models

-~  The introduction of dynamic considerations: capacity expcnsmn planning
E ' . over time,

As a guide to the reader, the following remarks concerning the contents of the
i various paris of the report may be useful.

- = Chapters 1, 2, 5, and 6, will provide a general overview of fhe
"HERMES | model, as well as an exposé on possible approaches
for a demand model and a description of racommanded extensions and further
develcpments for the models of the HERMES series. These 4 chapters give
Q falr iy complete presentation, in semi-technical terms, of the work carrieci=
out arid the results obtained during the praliminary phase of the project.

5‘ - Chaptor 4 presents some of the results that were obtained while using the
& mode! to solve specific problems submittecd by D.O. C. personnel.

} o - = - Chopter 3 is a very detailed and technical presentation of the HERMES |
model, Combined with the reduced example of the appendix, which takes

the reader through almost every step of thz calculations, it is intended to

provide a complete understanding of the various mechanisms used in the modlel.
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FOREWCED

The overall objectives of the Preliminary Phase of the HERMES project
were:

a) . To.develop a mathematical model for planning interregional
- telecommunications network capaciiy expansions from the initial
state af minimum capital cost levels, given certain hypothetical
configurations of demand changes and other constraints.

b) Yo develop a methodology for realistic demand forecasts for
interregional telecommunications.

c) ‘o carry out preliminary work on methodological development of
‘un integrated approach to demand forecasting and/or simulation
and .the planning of interregional nctwork capacity changes.

According to the terms of reference the preliminary phase wos to be divided
in two parts. The first part was to lead to ar: interim report containing the

following:
i) . Detailed formulation of the first version of the model.
it) | C)pemﬁonai but probably inefficiert software relating to (i).
iit) 'S;wo sets of data recommendations:
K data needed to construct the model;

data needed to operate the model .

In turn, the second part was to lead to a Final Report, due on January 31, 1972
and containing the following:

i) Translation of the reduced model info an operational model;
detailed formulation of the madel; its functioning.

Preliminary resulis of the model, forecasts and simulation.

iii)  Conclusions: recommendations concerning subsequent phases.
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In concurrence with the National Telecommunications Branch, it was decided
" to consolidcte the contents of both documents into the present report, which .
" is submiited at an earlier date than was origirally anticipated. The scope of

fw | ' the interim report, submitied on October 26, 1971, was accordingly reduced
i . to a very brief activity report.’
ﬁ o The H.ERMES- project is a joint enterprise carried out by:
- The National Telecommunications Branch of the Depariment of
t : - Cemmunications
Z - * Economics Depariment, Carleton Un:versity
}~ - Laboratoire d 'économétrie, Université Laval
- Sorés Inc., Montréal .
\ The following persons collab.orafed in the acﬁ'vii‘éeg leading to this report:
\ - Department of Communications:

O.L. Britney, Space Systems Consultant
W. Fenton, Consultant
J. Guérin, Econometrics Advisor
J. Halina, Director Genaral,

National Telecommunications Branch
K.T. Hepburn, Chief Regulatory Consultant
E.E.R. King, Chief, Staiistical Information

{ ‘ .- Cerleton Universify:i
G. Paquet, Professor of Economics
- Uriversité Laval:

‘C. Autin, professeur agrégé
. M. Hupé, assistant de recherche
T« Matuszewski, professeur d‘économéirie
J. Poirier, P.Eng., chargyé de recherche
~ (andlyste des systémes) '
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[.P. Bergeron, Project Director
M. Lafontaine, intermediate Economist

R. Riendeau, Intermediaie O .R. Specialist
B. Webber, intermediate O.R. Specialist
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Mr. E.E.R. King, Chief, Statistical Informaticn, of the Department of
Communications is the Project officer. Professor T. Matuszewski of Université

Laval is responsible for providing direction wxi‘h respect o fhe technical inputs
of all team members into the projast.
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PROLEGCGMENON

Project HERMES is a joint enterprise carried cut by a quadripartite team,
whose composition is detailed in the Foreword. From the beginning it has

. been considered that such an arrangement was a necessary condition of the

success of the project. It has to be realized however that there are inevi-
table delays and costs involved in coordinating the working of such a team.

"It will also be noted that each member®s contribution carries a special
P

flavour. /And this is how it ought to be. The present text, for instance, is
clearly ditferent from what it would have been, had it been written as an’
internal dopartmental document, as a study ordered from a consuliing firm
working alone, or again, as a straight acadenic exercise.

A number of serious difficulties are inherent in the very nature of the project.

Telecommunications are in a state of rapid expansion and undergoing profound
changes. These will continue at an increasing rate. Trends observed in the

~ past are nuot, by themselves, a very reliable guide. The economics of the

telecommunications are rendered particularly difficult by the special charac-

‘teristics of the "products" and of the “processus” involved. On the one hand,

these "products™ are highly individualized and defy any simple measurement
procedures. On the other hand, the "proces:es" are more often than not
characterized by the importance of joint costs, of decreasing average costs,
of substitution possibilities and of often very wide ranges of technical alter-
natives. /nd then, there are particular difficulties in arriving at operational
definitions of both the cost and the demand concepts. All this is further com=
plicated by the very special institutional and corporate structure of the
telecommunications industry.

On the methodological side, precedents are few and the ones that exist
concern cortain aspects only of the problems with which we are concerned in
this study " The conceptual effort concerned -vith the difficulties mentioned
in the pre:eding paragraph is thus inevitably o a large extent exploratory.

The challenge of the HERMES project lies in the necessity to combine some
quite fundamental and advanced concepis of economic theory and of mathe~
matical programming with the very down-to-earth redlities of the Canadian
interregional telecommunications network. The results are not of universal
applicability, at least not in the form in ‘whish they are being worked out .

In a sense. the HERMES project is "custom made". However, one can A
envisage i's modifications and extensions which may go a long way in increasing

the transferability of these results. The basic methodology and the overall

conceptuaiisation of the relevant software are quite general. Applications to
more detailed studies of regional networks or of specialized networks within
Conada are  first fo come to mind. Adaptations to the special characteristics
of the tele:communications planning .-oblems in other countries are certainly

possible.
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It was decided from the beginning that the HERMES project would proceed by
stages. The results contained in this report are based on real data, but severely
simplified cr "rationalized". Thus, they are fo be considered to some exient

as experimental . The HERMES model itself is in a fairly advanced stage of
developmert, and thus can efficiently handle a much more detailed and realistic
data base. A large pari of the work of future phases will be devoted to developmg ,
such a data base. Proceeding by stages means that the models developed in the
course of tha project must be perfectible, thai provisions must be made for
accommodaiing and taking advantage of new data, for increasing the scope and
the complexity of the relations these models contain and for improving their
performanci:. This perfectibility requirement evidently imposes certain additionol
burdens on the conceptualization of these mociels and on the development of
computing und other procedures necessary o operate them.

It was decided not to approach telecommunic:tions carriers for additional
information, statistical and other, until the project is in a more advanced stage
of development. It is clear however thai their cooperation wiil be essential if
the project is to yield truly operational resulis.

Some goverament departments have been approached and are being kept informed

of the progisss of the project. No input from these other departments has been .
used to obfuin the results reported on here. [n the future stages of the project, |
‘however; it is expected that such inputs will become important.
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2.1

NATURE OF THE MODEL

General Remarks

Although based on real, though of course simplified and aggregated, data and
although fully operational within its terms of reference, the HERMES | model

is just the fir.t one cf a series. The development of the methodology, including
the corresponding software, was done to a very kirge extent and af o considerable
additional effort and expense in view of future refinements and extensions.
Already the description of the model and its functioning contained in this and in
the following chapters goes a good deal beyond the fairly narrow objectives of
the Preliminary Phase. it is not until Chapter 6 of this Report however that the
full potentialities of the model in view of future developments are discussed af
length.

The HERMES | model is formulated with reference: to the Canadian telecommuni-
cations netwark.  However, the methodology developed is perfectly general and
applicable to the telecommunications network of any country, or group of countries.
It will be notzd that the methodology in questior. covers all the essential steps from
the conceptualization and economic analysis, through mathematical formulation of
the model to the development of the relevani sofiware. It is evident however that
the implantation of this methodology in a foreign contexi would still require a
considerable effort of data collection and data irtegration which could not be

undertaken except in close collaboration with the specialists of the country, or the

countries, ccacerned.

The basic function of the HERMES | model is to find optimal telecommunications
capacity expansion programs, given specified inureases in demand. Demand for
telecommunications facilities, and changes in this demand, are specified in
manner exogenous fo the model . In subsequent phases of the project a series of
HORAE models will be developed whose function will be fo provide these specifi=

" cations and thus fo work in tandem with models of the HERMES series.

For the purposes of the HERMES | model demand is defined as the number of
circuits or channels deemed necessary at a given level of qudlity of service
between any two demand points. It will be noted thai it is thus the demand
for facilities (transmission facilities only in the sase of HERMES I, transmission
and nodal facilities in subsequent versions) that is taken into account here, and

. not demasaidd for communications as such.

By optimal capacify expcmaio “orogram is meant a program (which may be not
unique) which minimizes the fotal capital cost of copacity expansion. In.sub=
sequent models of the HERMES series, operating costs will undoubtedly also be
introduced.



s

TR
1

&3}

o

S i

o,
Sane!

e B3 ot
[ A [t

o

s
9 . ’ g‘\v’;‘cﬂy nuzbg-r:;t‘g‘»x:é‘ R s XX

i

The model is formulated with reference to the Canadian interregional telecom-
munications nefwork, as established by the Depariment of Communications
officers. Evidently, the real network with all its details could not be incor po=
rated info the model and a simplified version hed to be used. The simplified
version resembles the real network with respect to its geographic paitern. |t
includes 98 demand points, of which 19 are portals to foreign nodes.

It will be uniderstood that, as a general rule, « number of alternative facility
assignment chains are available to satisfy the demand exisiing between any two
pointse The number of these chains may, in fact, be extremely large. Thus,
preliminary calculations indicate that, already in the simplified network referred
to above, the number of possible facility assigrment chains between Montreal and
Vancouver s well over 30,000. To evaludaie and compare such a number of
alternatives within the context of mixed integer programming is well beyond the
possibilities of even the most powerful computers. The first major mathematical
problem to'he solved was thus to find a procedure to identify the facility assign-
ment chains which are candidates for inclusion in an optimal capacity expansion
program - tiiese are called admissible chains = and to eliminate the chains which

are dominaizd, in the sense that although possible, they are so inefficient that

they could never appear in any reasonable capacity expansion program and certainly
not in the optimal program. In this way, the problems submitted to the model

could be rerluced to manageable dimensions without sacrificing any relevant
information and, also, maintaining the originai level of detail. Such a procedure was
formulated, and made operational. |t is described in Sections 2.3 and 3.3. below.
Apart from rupplying intermediate resulis essential for the functioning of the model,
this procedure yields certain valuable by-products of interest in the overall appre--

. ciations of the telecommunications network coticerned and in the evaluation of

its proposed extensions.

The other mathematical difficulty was the importance of decreasing costs and of
joint costs ~ it is the capacity expansion costs which are meant here. As it is
well known, the presence of such costs complicates very considerably the search
for optimal solutions and, in addition, makes sensitivity analyses of the results
more laboriouse 1t is, of course, the indivisibilities characteristic of telecommu-
nication facilities which are responsible for these difficulties. The techniques
employed tc¢: overcome these difficulties are those of mixed integer linear programming.
They have keen made operational and cdopted to the special needs of the HERMES
project. They remain however more complex and laborious than the technique of
continuous rogramming applicable in other contexis. The use of mixed integer
programming to handle real life problems is still a fairly recent development.
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HERMES 1 is an optimizing model . However, its searching for optimum solutions
is always don: within a framework of hypotheses: hypotheses concerning the
demand pattern, concerning capacity expansion costs and, of course, concerning
the structure of the telecommunications nefwork itself, including a given state of
networlk capoﬁifya It is not designed to supply "ence for all" solutions. lis

proper role is that of a simulating device supplying conditional solutions to certair
ranges of prol lems and tracing the likely consequences of alternative hypotheses.

It is essential to realize that the presence of decreasing costs and of joint costs
makes for the successive solutions of the optimizing procedure being non-additive.
This may be illusirated as follows. Supposing a certain demand increase for a
given pail of points is specified and the corresponding minimum cost capacity
expansnon prcgram identified. Then another pair of poinfs is faken up and again

a minimum cest capdcity expansion program is idantified, designed to satisfy the
demand increase specified for the second pair of poinis. Now, if the same demand
increases for hoth these pairs of points are consiciered simultaneously, the corres=
ponding minimum cost capacity expansion program will not, in general, be the
sum. of the two capacify expansion programs found previously and the cost of this
overall program will, in general, be less than the sum of the costs of the two
original progiams. This is so because the fwo demand increases may wel! be assigred
to share certuin facilities and ihus fo take advantage of decreasing average costs.
This consideration is of paramount importance in the planning of communication

networks and is reflecied in cerfain fundamental characteristics of the HERMES | model .

The limitations of the HERMES | model are inherent in its formulation and will
become apparent as its description unfolds. Although it is elaborate and detailed

by the usual standards, it is no more than a simpiified version of just a segment of
the relevant reality. lts principal limitation is perhaps its static character. To
refine the degree of detail and to increase the number of variables is fime=consuming
and expensive, but does not call for major revisions of the methodology originally
developed. To infroduce dynamic considerations, so that capacity expansion programs
spread over time can be taken into account and optimized, calls for some major
conceptual revisions, a fairly fundamental reformulation of the methodology, and a
new conceptualization of the relevant software. It is evident, however, that such

a dynamization will have to appear somewhere aiong the line of development of the
HERMES serius of models, given the extremely ropid growth of demand for tele~
communications and given the particular nature of capacity expansion cost functions
for telecommunications.

To sum up, the model HERMES 1 is certainly perfecﬁble in the sense of having a
considerable potential for future refinements and extensions, including the construstion
of dynamic versions. However, its present version already is fully operational , besed
on real, though simplified, data and supportad by a sysiem of software which, although

funciioning and reasonably efficient, is also capable of considerable further deveiopment.
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The remainder of this and the following chapter deal with the HERMES | model,
leaving to Chapiers 5 and 6 the question of its possible extensions and future
developmerits.

- |
Strucfure of thelmodel

The HERMES | model consists of two parts. The first part serves to analyse the
telecommunications network, the related capauity expansron cost funciions and
the specified demand increases. Its principal output is the idenfification of
admissible facility assignment chains and of the upper bounds on capacity expan-
sions.- It also yields certain by=products of interest. The second part serves to
identify minimum cost capacity expansion programs. It uses as its principal
input the principal output of the first part.

The role of the first part of the HERMES | model may be briefly described as
follows.

The national interregional telecommunications system is represented by a non-directed
network in which there can be at most one link between any two noedes. In due
course the present simplified network will be raplaced by o more complicated one,
allowing foi more than one link between any two geographic nodes ond for mere than
one nodal fucility at any given geographic point, to take account of different
facility systems, of the existence of distinct telecommunicaiions carriers, and of
other considerations. However, the device of dummy nodes and links related fo them
allows the :epresanqulon of this more comphcz ted network by a so~called "enlorgad
network" whose formal structure is sirictly anaiogous to the network discussed here,

so that the methodology presented below applics equally well to the more complicated
network e

Caplial capacﬁy expansion cost functions are defined for every link (and node:
geographic, or a dummy node) in the interval between the existing capacity

(assumed to be equal to the preseni level of utilization) and an upper bound on
capacity expansion, set at a moximum of 30 service channels , although in the

actual applications of the model, the upper bounds are set at lower levels, depending
on the specified pattern of demand increases. In fact, successive revisions of the
upper bounds on capacity expansions play an important role in the first part of the
HERMES [ model and contribute significantly to its efficiency.

The second part of the HERMES | model uses <« mixed integer linear programming
formulation (TRANCH E) to choose the minimum cost capacity expansion program. -
This kind of formulation, instead of a much easier continuous programming formy=
lation, is made necessary by the presence of decreasing average costs [due to the
fact that the total cost functions are step functions) and to the presence of joint
costs: demand concerning two or more different pairs of demand points may be
accommalated by the same fransmission, or nodal, facility.
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In the mixed integer linear programming formulation, every facility ossignment
chain betwean every pair of points considered in any given problem gives rise to
an activity, i.e. to a variable (facility assignment activity) and all possible
capacity expansion increments also give rise to activities which, in addition, musi
be represented by integer variables. Even in u network of moderate size the

. number of pussible facility assignment chains «nd of possible capacity expansion

increments may be exiremely large. The handling of tens of thousands of variables
in mixed integer linear programming problems is not a practical proposition.

It is therefore essential to eliminate in advanca facility assignment chains which
cannot, undar any of the circumstances considered; form part of a minimum cost
capacity expansion progrom. |t is also importunt to eliminate in advance the
capacity expxansion increments which cannot, under any of the circumstances
considered, form part of a minimum cost capacity expansion program designed to
satisfy a spesified pattern of demand increases, These are the copacity expansion
increments which lie beyond the upper bounds on capacity expansions. Such
facility assignment chains and such capacity expansion increments are called
dominated. Facility assignment chains and capacity expansion increments which
are not dominated are called admissible.

The main function of the first part of the HERMES | model is to identify the
admissible facility assignment chains and the cdmissible copacity expansion
increments (this in fact means identifying the upper bounds on capacity expansions),
and thus to miake the second part of the model operafional, apart from yielding
certain interasting by-products. This is done v/ith the help of the computer progrum
CADUCEE with its principal subroutines BORNE and D@MINGD .

The concept of the lower and upper bounds on incremental capacity expansion
costs plays an essential role in the first part of the HERMES | model. These
bounds depend on the initial state of the netwark (the installed and assumed
fully utilized capacity on every link and node of the network) and on the upper
bounds on ccpacity expansions. These, in turn, depend on the pattern of
specified demond increases. : '

The efficiency of the first part of the HERMES | model depends in a vital way

~ on the lower and upper bounds on incremental copacity expansion costs on the

links (and nedes) of the network being as close together as possible. This is why
an iterative procedure is incorporated into the CADUCEE program whose purpose
is to confron® repeatedly the specified pattern of demand increases with the
structure of the network and with the capacity expansion cost functions to narrow,
step=by=step. the intervals between the lower and the upper bounds in quastion.
This iterative procedure, which {s used only if the problem submitted to the model
involves demand increases involving more than one pair of demand points, makes
use of the concepts of the "maxircm contempluted demand increase” and
"maximum reievant demand increcse” defined und discussed below.
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To sum up, the principal function of the first part of the HERMES | model is
to identify the relevant variables for the second part of the model .

The mdin procedure of the second part of the H!"J\MES I model is mixed integer
linear programming. The capacity expansion pr: Hgrams are identified with
reference to the initial state of the neiwork. The model uses the computer
program TRANCHE. The heart of this program i a standard mixed integer linear
progiamming algorithm of the branch~and=bound type. This algorithm is surrounded
by fairly elaborate procedures for the efficient hundling of inputs, on the one hand,
and for the outputiing of results on the other. The inputs into TRANCHE are, in
the first place, the principal outputs of the first part: the admissible facility
assignment chains and the upper bounds on capacity expansions. In addition,
IR/—\NCHE requires as inputs the complete specifications of cupacity expansion
cost funciions, functions which have already bean, to some extent and for a
different purpose, utilized in the first part of the model. The output of TRANCHE
is the identification of the minimum cost capacity expansion program corresponding
*. to the specified pattern of demand increases. Such a program fakes the form of o
list of transmission copacity expansions (and, in future versions, of capacity
expansions ¢f nodal facilities) and their costs. The corresponding facility
assignment chains are also identified, chiefly in order to demonstrate that the
specified deinand increases are in fact satisfied by the expansion program concernad.

The structure of the medel and the sequence of the main groups of operations
involved in its functioning is illustrated by the flow charts of Figures 1 and 2.

z‘é . It is to be noted that the HERMES | model works in units of 1 service channel

for both demand increase specifications and for the measurement of capacity and
R of capacity axpansions. In future models of the HERMES series, finer, and not
= necessarily uniform, units may be used, without any fundamental change of the

. methodology proposed here, though at the price of a heavier data organization arnd
?} : computing eifort.

" As -shown in Figure I, CADUCEE starts with the network characteristics and the
, &3 _ problem specified as pairs of points between which a demand increase is given.
- From this is calculated the "maximum contempleted demand increased This is
the maximum number of service channels which <ould be added to one link to

p

\‘:g ‘ meel the specified increase and can be illustrated as follows. Suppose we RpeCle
an mcreased demand of 2 channels between A and B and 2 between

o ' C and D. Cn any link X, the maximum possible number of channels which we

L‘ - mighi have to add to meef these demands is 4 channels. Tha bounds are

then calculated based on this number, the "maximum contemplated increase. The
software then identifies the minimum cost chains between the specified points and

{1 ' produces the D@MING tdbles. Admissibie nodes and admissible chains are then
. . identified for each pair of points specified. It should be noted from the flow chart
5 ‘that outpol of these data and tables is optional. There is also an option of resorting
| Zj - o specific exclusion rules to eliminate chains which might be otherwise admissible.
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Once dll paiss specified have been examined, the software i’hen tightens the
bounds by idintifying common elements of chains and calculating "maximum
relevant demsnd increase”. Again fo illustrate using the above exomple, suppose
that the chaifis between A and B use links X, Y and Z and those between C and

- D use links K, L and X. Thus the "maximum rzlevant demand increase" for

K, L, Y and Z jt'is 2, whereas for link X it is 4»  The bounds are revised on thi
basis and if they have changed since the lost iteration, the process of identifying
new chains and nodes is repeated. If the bouns have not changed, they are os
tight as the software can make them and no furiher iteration is undertaken. The
admissible chiains ot this point are punched out for input fo TRANCHE.

As shown in I'igure 2, TRANCHE begins with the same network characteristics and
cost data as CADUCEE. In addition, the CADUCEE output is fed into the computer.
Using these cata, the Problem Matrix Generator develops ail of the specific formats
required by the Mixed Integer Linear Programming package which solves the
problem and finds the minimum cost facilities expansion programe

Formulation and analysis of the network, cost functions and

demand: CADUCEE

Inputs

The computer iorogram CADUCEE which corresponds to the first port of the HERME® |
model requiras the following three groups of inputs.

i) A representation of the telecommunications netwerk by a non-directed graph

havir:g the property that there can be c¢nly one link between any two nodes:
a proposed extension of the model, described in some detail in Chapter 6 of
this Report, will allow for more than one link between any two geographic
nodes, corresponding to more than one transmission facility between these
nodes:.. The extension proposed involves the construction of enlarged networks

" in which appear the so-called dummy r.odes and which allow for the existence
of mere than one facility between any fwo geographic nodes while respecting
the formal requirement of the existence of at most one link between any tvio
node: (geographic, or dummy). Although, of course, the network used in
the model is a simplification of the real telecommunications network, the
degree of detail taken info account may be fairly large, the model being
able to handle networks with several hundred nodes. The network used to
obtain the first results of the Preliminary Phase contained 98 nodes. It is
described in some detail in Section 3.2 and illustrated in Figure 3 .
The retwork is not specified once for ail. [n successive utilizations of the
model, the network can be easily modified. In particular, certain parts of

. it of particular interest in any given application may be specified in greater
detail . Also, non-existent but contemvlaied links may be infroduced to
evaluate their potential role in plunned capacity expansion programs.
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The copacity expansion cost functions on:all the elements of the network

involvad. In the HERMES I model, the elements involved are the links

corresponding to fransmission facilities. [n future extensions, cost funciions
" of nodul facility capacity expansions wili'be introduced and treated in a

manner analogous fo that described here for the fransmission facilities.

These are capital costs. Operating costs are not taken into account in the

HERMES | model. More complete discussions of the cost concepts relevant
~ to HERMES 1 and to other models of this saries appear in several places in
. ' ~ thisreport , and in particuler in Sub=section 3.2.2. It will be nofed that
| i;; ’ : in every utilization of the model, cost fuirciions have fo be specified for

all the elements of the network, in the HERMES 1 model for all the links,

though of course, for parts of the network which are not of main interest,
it may suffice to have first estimates indicating the orders of magnitude.

—
—
-

In the CADUCEE program, the cost functions are not used as such but

serve ‘o calculate the lower and upper bcunds on incremental capacity
expansion costs.  The bounds in question inay be revised several times

in the course of any given utilization of the model. These revisions are part
of the mechanism of the computer program and are described in the following
Sub-saction and in Chapter 3. However, the concept of the lower and
upper bounds on incremental capacity expansion costs and its relation to tho
cost functions will be taken up here. Capacity expansion is measured in
discrete units of . 1 service ' channel. Capacity expansion cost functions
are step functions. For transmission facilities the possible increments are
$1,0C9, $3,000, $5,000 or $9,000 per mile. For the nodal facilities, of
cours¢, the possible increments will be ir: ihe total capacity expansion cosls,
and not expressed on per mile basis.

For ecch link (and node)the lower bound «nd the upper bound is established
for tha incremental unit (i.e. per 1 service channel) cost of capacity
expansion. For links this cost relaies to «i unit increase in capacity over
the whole length of the link.

s

{V . - ~ The lewer and upper bounds on incremental capacity expansion costs are
calcuiated as the lowest and the highest, respectively, copacity trans-
missicn cost per 1 service channel , within the interval between the
initial state and the maximum contemplated demand increase, or the maxi~

“mum ralevand demand increase, dependirg on which stage of the algorithin

5 the calculation is being made. For links, these bounds are always one of

{‘ the amounts of $1,000, $3,000, $5,000 or $2,000 multiplied by the miledye .
It wili be noted that if the interval in guustion is equal to 1 service

channel only, the lower and upper bounds necessarily coincide.
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It wiil be obssrved that the lower and upper bounds refer to incremental
capaiity expansion costs per -1 service channel. The lower bound
corvesponds to the most favourable and the upper bound to the least
favourable configuration of facility ussignments throughout the network,
insofor as the given link (or node) is concerned. The actual costs are
likely to be higher than the lower bourd multiplied by the number of
servize channels installed and lower than the upper bound multiplied by
the riumber of service channels installed. The setting of the lower and
uppe: bounds on incremental capacity expansion costs serves two distinet
purpcses in the model . In the first place, the knowledge of these bounds
is necessary for the identification of acdmissible facility assignment chains.
In the second place, the intercction of the specified demand increases
with the lower and upper bounds on admissible assignment chains ylelds
the iclentification of admissibie capacity expansion increments.

It will be recalled that facility assignment chains and capacity expansion
increments are represented by variables in the second part of the model.
The ¢nly way to make this second part »f the model operational is to keep

\-V the numbers of variables down fo manageable dimensions. This is done by
considering the admissible chains and fhe admissible capacity increments
only.

Specified pattern of demand increases. In any given utilization of the
mode!, demand increases can be specified for one, or for any number

of pairs of demand points, which correspond to the nodes of the network.
As pointed out earlier, if demand increases are specified for more than

-—
g

one pair of demand points, it is essential to treat them sumulfcmeously and -

ncf St \queni ially.

In the HERMES | model , demand is alwuays taken to be two-way demand,
and cll fransmissioir {and nodal) facilities are assumed to be two=-way
facilities. This does not mean, of course, that all demand is necessarily
demand for instantaneous two~way communications.

2 «3.2 Mechanism

The purpose of the first part of the model is to identify the admissible chains and
the admissibls capacity expansion increments ¢nd thus to eliminate the dominated
chains and the dominated capacity expansion increments.

This is ackieved by a progressive evaluation and elimination procedure. This
procedure may be applied to one, or to any number of, pairs of demand points
to be treated simultaneously within a given problem.
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The results ara not invariant with respect to:

- ' the smiallest discrete (lump) increment in demand and in transmission
(and i nodal) facilities; it is assumed here to be 1 service channel;

= the initial state of the network; “the installed, and assumed to be

fully wtilized, capacity;

- the specified paitern of demand increasss concerning all the pairs
. of points to be treated in a given problem.

The procedure: is a generalization of the shortesi chain algorithm for non-directed
networks and is based on Bellman®s "principle of optimality™. The generalization
proposed here: consists in taking account of the fact that on each link (node) there
is a lower bound and an upper bound on the incremental capacity expansion cost,
instead of a single incremental cost coefficient, the actual value depending on the
facility requivements which could be assigned to this link (node) to accommodate
the demands hetween the demand points involved in any given problem.

For any pair of the demand points considered, « complete chain is a chain connecting
these two points, called N@IRG and NDEST respectively, and an incomplete chain
is a chain cornecting N@RG to any point other than NDEST.

The procedure: progressively eliminates complet::, or incomplete, chains which are
dominated by other chains. A complete, or an incomplete, chain is dominated if
the sum of the lower bounds of the incremental capacity expansion costs of its
links (and notles) is higher than the sum of the upper bounds of the incremental

- capacity exprinsion costs of the links (and nodes) of some other chain connecting

the same pair of nodes. A dominated chain cainot form part of any minimum cost
capacity expansion program. - A complete chair: is dominated if any incomplete
chain it contains is dominated. It will be recaifed thai an admissible chain is o
chain which fs not dominated.

If, in any given problem, one pair of demand points only is being considered,

these lower aad upper bounds have to be set onize only. If more than one pair

of demand points-are to be treated simultaneoutly, the lower and upper bounds

set- af the beginning of the problem are successively revised, the number of revisions
being at most equal to the number of pairs of drmand points considered, less one-
The effect of thess revisions is to bring the lowar and upper bounds closer together,
or to leave them ui.changed. It will be recalled that the power of the procedure
depends on the lower and upper bounds being as close together os possible, while
insuring that no admissible chains nor adm:cqxblc& capacity expansion increments

are eliminated.

G I LILC.
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At the begirining of solving any given problem a *maximum contemplated demand
increase® is calculated. This number is the same for all the links (and nodes) of

* the network. It is equal to the sum (expressed as a number of service channels)

of the demai’d increases specified for all the poirs of demand points in be treated

simultaneously in this problem.

In subsequent revisions of the lower and upper hounds the concept of the "maximum

confemp!oki demcmd increase" is replaced by the concept of the *maximum relevent
demand increase™. This number will not, in general, be the same for all the links
(and nodes) of the network. For any given link (or node) this number is equal to the
sum of the d=mand increases specified for the pairs of demand points whose admissitile
chains (i.e. admissible chains connecting them) pass through this Iink (or node).

It will be ncted that, for any link (or node), a pair of demand points must be included
in the calculation of the "maximum relevant demand increase" even if only one

of its admissible chains passes through this link or node.

Given the capacity expansion cost functions, the lower and upper bounds on
incremental capacity expansion costs depend ot the inferval between the initial
state, that is the installed (and assumed fully viilized) capaciiy and the upper
bound on cepacity expansion which equals either the "maximum contemplated |
demand increase" or the "maximum relevant demand increase" , depending ai which ‘
stage of the problem the calculation is being made. Capacity expansion increments
which are outside this interval are considered dominated. It will thus be seen that |
the successive revisions of the lower and upper bounds have af the same time the
effect of progressively reducing the list of admissible capacity expansion incremenis.

the capacity expansion costs on any other element, the lower bound for a chain

is the sum-cf the lower bounds on its elements and the upper bound for a chain is
the sum of'1he upper bounds on its element. The enlarged network proposed for
future models of the HERMES series preserves the principle of the independence

of costs on ‘he elements of the network. Hence the procedure described here wil
be equally ‘well applicable to such enlarged networks.

The lower «nd upper bounds are calculated and then revised by the subroutine
B@ORNE. The program CADUCEE identifies the admissible facility assignment
chains for each pair of demand points in furn. Once dll the pairs have been
freated, it zalls the subroutine RRNE fo revise the lower and upper bounds and
again treats all the pairs of points concerned. - The procedure sfops when no further
revisions of the bounds are possible.

Every time the main program CADUCEE is used for any pair of demand points, it
requires the following information:
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- the specification of the two nodes of the pair of points concerned:
N@RG and NDEST
- the lower and upper bounds on the capacity expansion costs on all

the links (and nodes) of the nefwork, calculated with reference to
the initial staie and with reference to the "maximum contemplated
demand increase™ or fo the "maximum reievant demond increase" on
each link (and node), as the case may be .

The procedure starts by calculating the costs of minimum cost chains, under
different cost assumptions between N@RG and NDEST and every other node
of the network. This is done with the help of the subroutine DOMING

of the program CADUCEE.

D@BMIN@ calculates four tables, although in fast three of them only are
required in further calculations:

the cost of the minimum cost chain, costs being set af their upper
bouncls, from N@RG to every other node of the nefwork;

- the cost of the minimum cost chain, cost: being set af their upper
boundls, from NDEST to every other node of the network (this table is
not raquired in further calculations);

-~ fhe cost of the minimum cost chain, costs being set atf their lower
bounds, from N@RG to every other node: of the network;

~ . the cost of the minimum cost chain, cost: being set at their lower
bounds, from NDEST to every other node of the nefwork.

i will be noted that the costs of chains which appear in the above tables are

per 1 service channel. However, since they are upper (lower) bound costs,
upper (lower} bound costs for capacity expansions for 2, 3, etc. service channels
are simply thz corresponding multiple of the bounds for 1 service channel -

up to the "medimum contemplafed demand increase” or up to the “maximum
relevant demand increase", as the case may be.

It will also ke noted that the numbers contained in the above four tables depend
on the initial state of every link (and node) of the network and on the "maximum
contemplated demand increase” or the "maximum relevant demand increase";
depending at which stage of the procedure they were calculaied. '

- The above four fables having been calculated by the subroutine DZMING ,

the main program CADUCEE takes over and eliminates all the dominated nodes.
A node is dominated if all possible chains connerting N@RG and NDEST
through this node are dominated.




~ If the first term of this comparison is greater thar the second term, the incomplei'e.

" chains containing this incomplete chain are also implicitly eliminated.
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For every noda of the network a comparison is mede between:

- “the sum of the costs of the two minimum cost chains connecting

this node with N@RG and «with NDEST rsspechvely, costs being
set at their lower bounds;

C. the cost of the minimum cost chain connecting N@RG and NDEST,

costs heing set af their upper bounds.

If the first term of this comparison is greater thar the second term, the nodes
concerned is eliminated as being a dominated nodle. Two of the four D@MING
tables are used in this operation.

All the links connecting a dominated node with cny ofhei node, whether dominated!
or not, are eliminated.

It may be notzd that when the procedure is used for one or more pairs of geogra~

phically clost points, the elimination of dominated nodes will provide a non-

arbitrary delineation of the geographic region reievant to the question of capacity

expansion to accommodate an increase in demand between the pairs of nodes |
concerned o o .

CADUCEE stcris by identifying chains having one: link, called "chains of length 1*
starting from N@RG. It uses these fo identify chains “of length 2", etc. Every

time o chain meets a node, a comparison is made between:

- the cost of the incomplete chain concernad = costs of its links being set
at their lower bounds;

= " the cost of the minimum cost chain connecting N@RG to the node.
concerned, costs being set af their upper bounds. This information
is contained in one of the four DPMING tables.

chain concerned is eliminated. as a dominated incomplete chain. All complete

The procedura stops when no further incomplete or complete admissible chams
p p

~can be identified. ‘ ‘ _ _ 1

The program CADUCEE then takes up another pair of demand poini‘s', calls the
subroutine D@MING and repeats the procedure described above, starting with
the calculation of the D@MING tables.
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Once all the pairs of points concerned have been treated, the subroutine BORNE
is called fo ievise the lower and upper bounds-and again all the pairs of demand
~points are truated in turn. This revision starts by sorting out all the admissible
chains by thi: pairs of demand points to which they relate. Then, for each link
{or node) of the network, the pairs of demand noints are identified whose admissibie
_chains (one or more) pass through this link (or node). The "maximum relevant
demand increase" for each link (or node) is then calculated as the sum of the demund
increases for all the pairs of demand points so identified. These "maximum relevant
_ . -demand increases" are then used to recalculate: the lower and upper bounds on
- ' - incremental capacity expansion costs and also as a by=product, to identify the
A admissible cupacity expansion increments. The procedure stops when no further
revisions of hounds are possible.

Once the admissible chains have been identifiid by the above procedure for all the

| _ pairs of demand points concerned, they may be further tested to eliminate those among
) : them which violate the specific elimination rules which reflect the institutional and

{ technical peculicrities of the Canadian national interregional felecommunications

- system. The taking into account of these specific rules is an option in the CADUCEE
program: option "specific exclusion rules".

2.3.3 Quiputs

CADUCEE ouvtputs all the admissible complete <hains connecting the demand points -
of all the pairs considered. These chains are identified (as sequences of nodes and
as sequences of links). It also outputs the uppur bounds on capacity expansion on
every link (ond node) of the network and thus, implicitly, identifies the admissiblz
capacity expansion increments. :

All the chains which have been eliminated are dominated chains, that is chains

‘ that cannot cppear in the minimum cost capaciiy expansion program with the

o o given initial state and the specified pattern of demand increases. There is therefcre
‘ ' no danger of missing the optimum solution by sibmitting to the program TRANCHE

} only the chains identified as admissible. Howaver, if the option "specific exclusion
o rules" is used, it may happen that some admissible chains are eliminated.

. The program contains an option to print (punch on cards, \._.asfer to disk, etc.)

the four D @iAINGD tables. If this option is used, CADUCEE will also identify

(as sequences . of nodes and as sequences of links) the two corresponding minimum
cost chains batween points of each of the pairs of points considered, and output
them. This information is not required in further calculations, but may be of interest

by itself.

Among other uses, these additional outputs provide information relevant to the
evaluation of possible new links between nodes not at present directly connected.
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Idenfification of minimum cost capacni‘y expanﬂon

programs: TRANCHE

Activities aixd consiraints

The procedure of the identification of minimum cost expansion programs is

formulated in terms of Activity Analysis. The clements of the procedure are:

varicibles, usually referred to as "activities"; the procedure chooses
the optimum set of values of these variables;

~ consiraints which these variables have to respect, individually or,

more often, in sub-sets;

the objective functions where the variables of the problem appear as
argunents and whose value is to be optimized (ninimized or maximized).

The procedure involves two types of activities.

The facility assignment activities:

Thes2 are the facility assignment chairs of the preceding section. They
corriispond to the allocation of demand to different chains of links {and
by implication to the corresponding sequences of nodal facilities)s These
activities are somewhat evocative of tha routing of fraffic between any
pair of demand points, however they do not in fact represent the routing
of traffic. They merely represent sets of facilities which may serve the

. demind between any two demand poinis. These activities (variables) are
- non-negative and continuous. However, in the HERMES | mode!, demand

is al'ways specified in discrefe units of cne service service channel and so
is copacity and capacity expansions. £s a consequence, the variables
concerned will always take integer values. But they do nof have to be
declured s integer variables, which weuld have the effect of rendering
the computations unnecessarily cumbersame. Their levels indicate the
capccity of the corresponding chains allocated to satisfy the demand
between the points concerned. There is one such variable for every ad-

- missible fsility assignment chain between the points of every pair of

poinis.

.

The copacity expansion activities.

Thesa are non-ﬂnegqﬁve integer variables represenﬁng discrete additions

of transmission capucrfye In future version of the model, when nodal
capacity expansion is also taken into account, another set of nodal capacity
expcnsion activities will have to be intreducad. :

iR
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An investment or capacity expansion activity corresponds to the building of an
indivisible facility or of a block of equipment for the purpose of increasing the
copacity of an element of the network: a link (or a node). It may thus concern
a transmissicn facility or a block of transmission equipment (or-a nodal facility -

- or a block ¢f nodal equipment). The level of an investment activity represents

the number of facilities or of blocks of equipment installed. It is thus a non-
negative intager. If an investment decision is of the "yes or no" kind, the
corresponding investment varicble will be a 01 variable. If the installation of
a facility or of a block of equipment of a given kind may be repeated a certain
number of times, the corresponding investment activity is a non-negative integer
variable. I practive, it will always have a l:nown upper bound,

It is to be noted that the actual transmission of messages does not appear as an
activity anywhere in the model .

it will also he noted that the static nature of the model puis rather severe conditions
on the interpretation of the activities (variables) as defined above. Thus, the levals
of the facility assignment activities represent unchanging and permanent claims on

the transmission (and nodal) facilities all along their respective chains. Once a
change in demand is specified, demand is assymed fo remain at this level indefinitely.
The capacit expansion activities, on the othir hand, are to be interpreted as

“once for ali"activitiese The capacity expansions concerned are to be undertaken
immediately and the equilibrium, described by an optimal solution of the model,

will not be cittained until all these new investnents have been implemented to m:et-
the new patiern of demand. ,
The first growp of constraints ensures that all demand increases are satisfied: the sum
of all the facility assignment activities betwern any two demand points must be eqyual
to the demand increase between these two points,

The second group of constraints ensures that the existing and new capacity on every
element of the network is af least sufficient tc handle all the demand allocated ¢
this element. In the HERMES | model, which is concerned exclusively with trans-
mission facilities, links are the only elements considered. When, in future versions,
nodal facilities also are taken into account, cnalogous constraints will have to be
defined for the nodes of the network. It is clear that, since they appear in the

same constraints, the alfocation of demand variables and the expansion of capacity

‘variobles must be expressed in the same unifs. 1t is in these constraints that the

integer varichles appear reflecting the indivisibility (or "lumpiness" ) of investmant
decisions concerning transmission facilities. '

The third graup of constraints in which appear the soma integer variables ensures
the preceder:ce of rapacii'y expansions on any given element of the network. The
pxesance of decreasing unit costs makes it necussary to exclude the possibility of
gefting "solutions” where an addition to a fucility is included in the capac:ly ax=
pansion program while the original facility its»!f is not.
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If capacity expansion on every relevant element of the network is allowed, the
presence of thi three above groups of constraints cannot give rise to a situation
where there are no feasible solutions. On may, however, consider situations

_ where restrictions are imposed on capacity expansions. They would be either

restrictions on individual elements of the nefwork: or global restrictions on the
whole capacity expansion program. One might, for instance, allow capacity
expansion on certain specified links only, or fix fairly low upper bounds on
allowable capuacity expansion on ceriain links. (Global resirictions may, for

- instance, take the form of a constraint on the fotal capital outlay. In these cases,

the corresponding mathematical problem may havs no feasible solutions.

In future models of the HERMES series, the concept of the annudl capital charges
may be used. This concept will involve taking into account the expected life,
interest charges, and annual maintenance costs. é

It will be recclled that the investment or capacity expansion activities represent
discrete additions of transmission (and, in later varsions, also of nodal) facilities.
Each of these activities has a cost associated with it. Thus, the procedure works
in terms of fotal costs. However, the shape of these total cost functions is such
that the underlying average costs are decreasing over the intervals corresponding
to discrete canacity expansions. In any solution including the optimal, some of
these activities will appear with positive values, the others will appear with zero
values. The {unction to minimize is the sum of the costs of the capacity expansion
activities, the activities appearing af zero levels making, of course, no contri=
bution to the total cost.

Mixed integer linear programming procedure.

The procec:{ure which constitutes the core of the program TRANCHE is that of
mixed integer linear programming.

- The basic conseptudl difficulty one faces here sioms from the indivisibilities

which characterize telecommunication facilities and equipment. These indivi-
sibilities give rise to the phenomena of joint costs and of decreasing average
costs which ni:cessitate the infroduction of what ure known in the economic
programming parfance as conditional consiraints. It is the presence of these
constraints which calls for the infroduction of intager variables.

Geomeirically, the presence of conditional cornsiraints means that the admissible
region over which the cost function is to be minimized is not convex, as ifis the
case in the ordinary linear or quadratic programming. The usual methods of
solution whichi rely heavily on the concept of the supporting plane are no longer
applicable and the combinatorial character of the problem has to be faced
directly,
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This not only makes for much heavier computations than those required fo solve
ordinary programming problems of comparable size, but also means that sensitivity
analyses, once an optimal solution is found, are much more difficult. The usual
paramatrization procedures are no longer applicable and sensitivity cnalyses
become essentially combinatorial problems invoiving heavy computations. It thus
becomes moi e than ever necessary to have a ciese collaboration with the users of

the model who are best qualified to indicate the precise nature of the sensitivity

analyses they are interested in.

The TRANCHE program uses a "branch and bound" algorithm for solving mixed
integer linear programming problems, The principle of this algorithm is described
in sub=section 3.1.4. i is essential fo have an-exiremely efficient computer
program, and a powerful computer since the volume of calculations is often
several hundred fimes greater than in the case «f confinuous linear programming
problems of comparable dimensions. i is also essential, of course, to reduce the
number of veriables and to fix the lowest possible upper bounds on the integer
varidbles. - “his is achieved by CADUCEE.

Solutions.

A solution of the model gives in the first place the values of the facility assign-
ment activities associated with the minimum coct capacity expansion program.

These are ob:tained as a by=product of the principal output of the second part of
the HERMES | model.

This principal output consists of the values of capacity expansion activities cons-
tituting the minimum cost capacity expansion program.

Finally, the procedure gives the total cost associated with this capacity expan-
sion program and its breakdown by the elements of the network where capacity
expansion is indicated. The actual cost of transmitting messages does not appear
anywhere in the model.

HERMES 1 is not a model which is formulated orice for all and intended fo turn

out a unique optimal capacity expansion progrem . It is destined to be used
repeatedly with different sets of capacity expaiision minimum cost functions,

with modifications of the original network and, of course, for different paiterns
of demand increases. Any model, however elaborate, is o brutal simplification
of reality. it would be to misunderstand complately the nature of the project
HERMES to uxpect fo get out of it a once=for-all siraightforward answer to the
question: what ought to be the program of capacity expansion of the interregional
tele communi cations network.
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3. THE OPERATIONAL FORMULATION OF THE HERMES | MODEL

3.1 The Mathematics of the Model

3.1.1 The nature of the problem and the fools available

In Chapter 2, we have discussed the structure of the model as being twofold:
a senrch for a set of admissible chains and a mixed integer linear program to
establish the eptimum copacity expansion. "

The first problem is ireated with some of the tools of graph theory and the notion

_ of dominated chains. The second is handled by « mathematical programming
formulation requiring infeger variables to express the mathematical representation
of indivisible phenomena like the addition of indivisible quanta of capacity and
ordering of thuse capacity additions.

The presence of integer varicbles mean ‘hat the admissible region over which the
cost function is to be minimized is not convex, a: it is the cuse in the ordinary
linear or quactatic programming. The usual methods of solution which rely
heavily on thu concept of the supporting hyperplune are no longer applicable and
combinatorial methods using clever partial enumerations of the admissible points
are used. The resulting computing time increases drastically. Moreover, a
sensitivity anulysis from a given optimal solution is much more difficult. Para=
metrization procedures are impossible due fo the integer variables and the com=
putation of shadow prices indicating the marginal contribution of relaxing certain
constraints is ao longer applicable. The sensitivity analysis must be conducted
through- combinatorial variations of sets of parameter values and recomputation

of new optimcl solutions. ‘

In order to exnress the problem, we will start with o few definitions.

The network i; represented by a set N of indices for the nodes with typical

- element called | and a set L of indices for the links with typical element called 1.

{‘ : Some elements of the network represent capacity zxpansion increments. The set of

= \ indices labeling these elements will be called K «and a typical index will be

A C designated by k. '

i For each k e K, a capacity expansion cost function is defined from the initial
capacity to an upper limit which is sufficient for all the problems to be submitted
to the model . This cost function is a step funciion. The domain of this function

is a set of integers from 0 to the above mentioned upper limit; but, the steps
ﬁ having different possible sizes, we must define a set T (k) of ordered capacity
: expansion activities whose typical notation will be t.  The first activity staris
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from the initial state and has o possibility of having its level increased, one
unit of capucity at a time, as long as the cost increments stay the same. As’
soon as the cost increments change, we define o second activity and so on.
It should be noted that we must exhaust the first activity before the second
sfarts and so on for the following ones. We will denote y (k;t) the integer
which is the level of the capacity expansion activity t of k, and ¢ (k;t) the
cost incremant associated with the same activity. '

For each pair i of elements of N, there exists « set of chains, that is, a
sequence of links going from N@RG, the first element of the pair, to NDEST,
e the last onee We denote R (i) as this set of chains and r its typical element.

o With each chain r a facility assignment activity can be defined; its value

d ' is a non-nejative number x (i;r) which is the Tevel of facilities required to
satisfy demand between the elements of the pair i of demand points. We could
also define o unit cost ¢ (i;r) associated with x (i;r) but it would not have o
clear meaning in the actual state of the expansion problem.

network which minimizes the cost of facility espansion to meet a given level
of demand l.etween pairs of demand points. Let D denote-the set of indices
labeling the: pairs of demand points relevant for the problem and let i be such

{,__ The typical problem is to choose the copacity expansion configuration in the
¢

if}’ S a pair and d(i) the demand.
. The mixed integer programming problem is the following:
, Ty Y
Minimize z=_/, 2@ c(k;t) y (k;1)
Xy keK teT(k)

Subject to

1) for all (i;r), x @) >0
for all (k;i')» y (it) @ {0,],2,..,? ,

2) demand constraints

w - 2 x(r)=d (), 1eD
i a ~reR()
{ S 3) capacity constraints
SRS S-Sy k) €0, ke K
[ o ieD reR() &1 (k)
. _ where 8( k) takes the value l if the chain r uses the element k
% and 0 oft ner wise. .
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4) sequencing constraints imposing the order of the capacity expansion
octivities for each element of K.

5) bounding constraints

y (1) & y (1), for all (kt)

As outlined in Chapter 2, this general formulatien is impractical when it comes
to solving a problem on the computer since, for o given pair i, R(i) could have
several tens ¢f thousands of elements. We must find a way of reducing the size
of the problem without loosing anything. The nction of admissibility and its
negation, the notion of domination, provides the method of reducing the problem
to the level where a solution becomes practical .

Analysis of ihe network

We are looking for a sufficient condition such that, when a facility assignment
activity satisfies it, we are sure the corresponding variable enters the solution
with a zero value, i.e., it is absent from the oprimal capacity expansion
program. Th: theorem of optimality in dynamic nrogramming which says, loosely
stated, that cny subset of choices exiracted from an optimal sequence of choices
must also be r)phmcl, provides the keystone of the methodology. For example,
if the best wuy of going from the point A to poini F is the sequence of points

A, B, C, D, E, F, then the subset B, C, D, must be the best way of gomg from
B to D, otherwise the first sequence would not be optimal.

* Before developing this idea, it should be noted that, for a given problem, the |

set of demand pairs of points and the associated (demands d (i) permit a first
reduction in the number of capacity expansion autivities for each capacitated
element. In affect, the worst which can happen is that each such element will
be required to satisfy all the demands. We defire therefore the maximum
contemplated demand:

nax CD = X d()
icD
Consequently, the set T(k) of capacity expansior: activities for the network
element k is now such that: '

2 y (k;t) = mox CD, for all k i K.
teT;k) '
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Let us defin: a few more helpful concepts-

max (k) is the upper bound cost of a unit increase for the argument of
~ the wdpacity expansion cost function of the k th alement (link or nods)
‘in the interval (0, max CD )

max (k) = MAX ¢ (ki)
- teT(k)

min {k) is defined similarly

min {k) = MIN ¢ {;t)
teT(k)

Lmaz (i) is the least cost with-respect to all the chains having the element
of the pair i as end points, the cost on 2ach capacitated element k being

at its max (k), that is

Lmax (i) =MAX 3 8(krimax (k),
reR(i) kaK

where §(;r) = 1 if the element k belonyjs to the chain r and 0 otherwise-

Smir: (i;r) is the summation of the costs at their respective lower bound
for ¢:ll k elements of the chainr befwae-n the pair of nodes i, that is

Smin (i;r)= > S(lc,r) min (k) -
- keK

Now we are ready to state a sufficient conditicn which will allow us to reduce
the number of facility assignment activities.

A Sufficient condition

Proposition 1:
Whatever n= 3, y (kGt), the number of units of added capacity on an
teRk)
element k, n being in the inferval (G, ‘max CDj, then
min k)& ¢ (gt) Smae ()

and:t follows that

= min )y (Gt = c(L,'r) y (i) 2. max k) y (1)
teT (k) | i T(l,) teT ()

*

té\
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and ii follows again, for a given chain r which has been assigned the
same humber n of units of facilities on mach of its elements, that:

U . Tf'gsa\,.-) min () y (1) 228 (ur) ¢ dut) y (1)ESZS () max (k) y (t)

k t k t

and, substituting according to our defiritions:

Smin (i;r) n KZE8(sr) ¢ (kt) y (]<;f)éi§_5(k;r) max (k) n.
: k t k : :

Proposition 2:

Consider the chain r for the pair i, and suppose there exists a sub-chain
v of r between the pair i* such that:

a)  Lmax (i*) <Smin (i*;u),

/{}3 \\ - then, all the n facility units assigned to the chain r could be transferred
] : : to another chain which would differ from r only as far as the sub=chain u
is cor:cerned, the sub-chain u® corresponding to Lmax (i*) replacing u.

(To ba sure, the transfer is possible if tl'e maximum contemplated expan-
sion ¢n each k of the new sub-chain is farge enough; this is guaranteed,
q ’ whatever the already assigned facilitie:, if we have chosen the maximum

' contemplated demand as the maximum contemplated expansion for the
elements of the new sub-chain).

. - b)  What is now important to note is the necessary decrease in total
- " expansion cost associated with that transfer. This follows from

ﬁ’ ‘ -~ Propasition 1 and Proposmon 2b since for the non common parts of the ..
two c“\cuns that is v and u*, we have:

%ZS(MU*)(_:(k;f)y(k;f) Lmdx(i*)n Smin(i*u)n £ <‘ZZ$ ki u)e ity (;t)
T <t

with :y (k;t) = n for both chains u* and u;

it is clear that o fransfer of n units from u to u™ decreases the total cost,
therefore the level of the facility assignment activity corresponding to
- the old chain r must be zero.
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Definition of an admissible chain:

A c!1§1in for which there does not exist ¢ sub~chain which satisfies the
condifion a) is called an admissible c¢hain.

Definition of a dominafed chain:

It is o chain which is not admissible.

In fact, in ff’i_e CADUCEE software we use a move resirictive notion of domination
since we emy:loy the nofion of the incomplete chain, that is a sub=chain from the
origin of the chain, rather than the concept of a sub=chain which includes the
other one. This results in some dominated chains, in this more restrictive sense,

remaining in the optimizing program with a loss of efficiency which may be of some

importance it large demand increases are being <onsidered. CADUCEE 1} will take
care of this modification

This concept of the search for admissible chains reduces drastically the size of
the problem. The search is based on the concepit of "maximum contemplated
demand" from which the max (k) and min (k) was computed. From a first iteration
giving the a¢missible chains, we could now tentatively iry to reduce further the
number of cepacity expansion activities on certain capacitated elements. This is

done with th: concept of "maximum relevant demand” which replaces the

"maximum conf emplafed demand". To fix an upper bound on the numbers of
possible units of expansion on an element, we «dd only the demands for the pairs
of poinis whuse admissible chains use that partizular element and the search for
new dominatad chains starts again. Finally, when there is no further change in
the maximum: relevant demands, we are ready to state the reduced optimizing
problemo However, before leaving the subic.cf, we will explain briefly the way
in which the least cost Lmax(i) is computed in the subroutine DEMING.

Suppose we have o network and the costs which are fixed numbers associated with
the links. (if costs are associated with the nod2s also, we define duramy links).

" The problem is to find the cost of a least cost chain between an origin N@RG

and a destination NDEST. We are inferested in the cost and not in the chain.

Notice first that since the graph'is finite, the lzast cost is the cost of a chain
which has af most L=1 links, L=1 being the "length" of a chain using each link
without repetition. We will now reason by induction.

 Let LCOST (N{RG,S) denote the least cost we are looking for and

LCOST(J,S;4&x) the leust cost for the chains between J and § among the costs

of the chains smaller than or equal to X as far as the number of links is concerned.
Lest COST(J,S) be the cost of the link J,S. [f that links does not exisi,
COST(J,5)==; if =G, COST (J,1)=0. We will find, using the same pro-
cedure, LCOST(NGRG,S) for ail 5.

Ina.
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Among the chains of length<$ 1 from N@RG, we have, for all S:

LCOST(N@RG,$) & COST(N@RG,S)
Among the chains of longth € 2 from NE@RG, ws have, for all S:
LCOST(NBRG,S) € LCOST(NGRG ;S; X¢2) =

m:Jn{mi-n[cosﬂNchG, J) + COST(,S)]: min[_COST(NQRG,S)]}
Among the chains of length &3 from N@RG, we have for all S:
LCOST(N@RG,5) & LCOST(NGRG, 5; X<3) =

min{m?nl—LCOST(NQRG,J; Xéx=1) + CCISST(J,S);’; mfn[LCOST(NQ)RG,S; X‘§x-~l}]§
J s ' - .

and so on ce.
LCOST(N@R(5,S) < LCOST(NDRG, §; iX€x) = ,

mm{mt [LCOST(N¢RG Ji ¥éx=1) + CCST(J,S) ; min| LCOST(NORG,S; o )]}
J

ln fact, it is not e-{’ﬁcaeniL to reach for X & L=1 because of the following
proposition:

If, for all S, LCOST(N@RG,$;%€x) = LCOST(N@RG, §; XEx~1)
there is no need to go further since haviag added another link to any
“chain having a length € x=1 has not chcaged the least upper bounds
of the cost from N@RG to any destination $. We can write

LCOST(N@RG,S) = LCOST(N@RG, $; X4 x=1)

The formal struciure of the optimizing model

" In this section, the formal structure found in suliroutine TRANCHE is outlined. .

Call TA(k) the set of admissible ordered copacity expansion activities of element
k of the network and call RA(i) the set of admissible facility assignment activities
for the pair of demand points i when the maximum relevant demands do not change
anymore
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The reduced mixed integer lineor programming problem is:

minimize z = S 2: c(i;t) y(k;'i')
Xey o keK t6TA (k) :

subject to:

Gl 1) for atl (:r), x@i;r) 20
| fl | for all (1), y(t)E $0,1,2, ... §

2)  demand constraints:

A : .
¢ | ‘ 2 x@;r)=d(@), ieD

reRA()
<) 3)  capacity constraints:
ﬁ S 70 Slak) xGir) - b2 yikit) £0, keK
W iED- reRA() teTA k)
| . o , where &(;k) takes the value 1 if the chain r uses the elements k,
RN and 0 otherwise.
B Ak . - o
| g ' ' 4)  sequencing constraints:
BN , , For a typical link k of the network, let the cost function of k be
:- E : o ~ like the one described in Section 2.3. We will define the set
5 . ' . TA(k) of admissible ordered capacity exponsion activities the
‘ following way. Call y(k;1) the level of the first activity, y(k; 1)
takes the value 0 or 1 giving therefore a big jump in expansion

cost for y(k;1) = 1; call-y(k;2) the level of the second activity,
y(k;2) takes the value 0, 1, 2, 3 or 4 giving o sequence of equal
small jumps in the cost; call y(k;3) the level of the third activity,
 y(k;3) takes the values 0 or 1 giving a middle size jump; finally,
suppose the maximum relevant demand increase for k is 8, the final
activity y(k:4) takes the values 0, 1 or 2 for two equal small jumps
in the cost. Note that effectively the sum of the upper bound is

VlG1) +y(G2) +y0;3) +y(g4) =1 +4+1+2=8.,

¢ This guarantees that we can meet the maximum relevant demand
s increase with our expansion activities on k.
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We must also sequence the expansion activities in a given order.
This is done the followi ng way:

a)

b)

b*)

c)

4y 1) 2 y(G2) or equivalently 4y(ki1) = y{(k2) 0

This constraint guarantees that y(k;2) will not be greater

- than 0 before y(k; 1) = 1 and moreover, y(;2) will not reach
 a value greater than 4. Ac Well fhere are separate

bounding constraints.

y(i1) + y(;2) 2[;’-&;]) +.)7(k;2)] y({;3) or

yla1) +yl;2) - [1+4]y6i3)20

" This constraint forces y (k;2) to wait at 0 until y(k;1) and

y{k;2) take respectively the values 1 and 4.

If a non-zero initial state is present, for example initial
y(;1) =1 and initial y(;2)= 2, that is, three channels

“already installed, we write

y{;1) + [in‘ii'ial state of y(!:;Z)] +y®k:2) ~ (1 +4)y(;3)7 0

- and the bounding constraints will indicate that y(k;1) =1

and y (k;2) can take only the value 0, 1 or 2.

The last sequencing constrcint is similar to the first.

2y (3) - y(k;4) 20

In brief, the three preceding corstraints assure that we climb up the

* cost function in the right order. No capacity expansion activity

will be chosen before the preceding activity has reached its upper

. bound .

bounding constraints:

These constraints delimit the domain of variation of each integer
variable, permitting in particuice the assignment of initial states
to these variables.
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ﬁ ' 3.1.4 Principle of Branch and Bound Algorithm

The mixed in reger programming dlgorithm described in this section is

H slassified as o "tree search" method. The particular i'ype of tree search

& ‘ olgorli‘hm is known as branch and bound.

i The features of the branch and bound oulgorithm are : (i) it is easy to

b ‘ understand, (ii) it is easy to progrom on a cornputer, (iii) the upper bound
. on the numbar of steps needed in the algorithit increases exponenho!!y as
f ' the size of the problem increases.

Consider a pure infeger program:

“min % =cy subject to. Ay 3 b, y 2 0, integers.

If each component of y is bounded from above by an integer M, then there
_ are (M + 1) possible solutions y . where n is thie number of variables. We
\ could test euch of these solutions with the minimum (maximum) value of the
| objective furction as the optimal solution. Since the number of solutions is
' usually very large, the algorithm tries to avoid inspection of solutions which
are dominatid by solutions already inspected.

We first solve the integer program as a linear orogram. If all variablesy: 2 0
ond all are integer, then y is clearly the optimal solution to the integer
~ program since the integer constraints were ignored in obtaining the solution.
1f a particular component y) = [y, ] + £, where 0< fk < 1, then we solve two"
- linear programs, one with the uddlrlonul constraint.yk = yk] .and one with
the additional constraint y) = ['yk] + 1. [f one of the two still does not give
integer solUiions then two more linear progran:s are solved, eic.

All the solutions obtained in this way can be partially ordered as a tree with
the root of the tree representing the linear pregramming solution obtained without

o any additior:al integer constraints. When a sc:lution yp does not satisfy the
W infeger constraints, it branches to iwo others y1 and y5. The solution y
R called the " predecessor“ of yj and y2, and y: and yg are called the "successors"
b °fvo-
0

If the successors to. y1 and yo are all infeasible, then we have to branch again
o from yy. A node may have more than two successors. A node is called o
R I . terminal node if it has no successors; this definition implies that o terminal node
represents o feasibie or infeasible integer solution. The idea of the branch and
bound method lies in the following two facts:
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~ Because the predecessor has fewer constraints than the successors -
and additional constraints cannot improve the value of the objective
fuiiction, the optimum value of a successor is always ldrger than
or zqual to the opﬂmum value of the predecessor.

- If two integer feasible solutions have the same predecessor, then the
op:imum value of the first solution is fess than the optimum value of
the: second. That is, the further away the value of the solution is
from the linear programming solution, the worse is the resulting value
of the objective function.

During the computation of the branch and bound method, we keep the optimum
value # * of the best integer feasible solution found so far. |f a node

with a ror:~integer solution has an optimum vulue worse than £ * then all
the successors of that node must have optimun: values worse than Z *. There
is therefor2 no point in branching from that nibde and the branch is abandoned.

We proceed in this fashion until we find that terminal node which represents the
optimal integer feasible solution; that is, all other branches have been abandoned

as having optimal values greater than the 2 *.

Assembling the Model Inpuhi's from the Data Base

We have already discussed the nature and structure of the HERMES | model and
the nature uf the problems to be solved. In order to solve ihese problems, the
data inputs to the model required specification. ‘

Specifically, data was required on the networl: to determine the physical charac-
teristics of the problem area, on cost to give the model the information necessary
to opfimize, on demand such that the problem could be specified, and finally,
on specific exclusion rules or routing rules for facility assignment chams so that
the problem: remained manageable.

The_ networl:

The HERMES | model is constructed around « simplified representation of the
Canadian Tzlecommunications inter-toll facilities network.. This initial network
consists of ¢eographic poinis between which demand for telecommunication
facilities is specified. Connecting these poinis or nodes are links repre;enhng
existing or contemplated facilities.

This networic was arrived at after considerable discussion between Sords and
the Department of Telecommunications and was agreed to by both parties as
being to a clegree representative of the real network, yet ahsiracted to a suffi=
cient degre: to allow it o be handled already ot the preliminary stage of the
project.
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The first level of simplification or absiraction agreed upon was that the network
representation should show only the major links between major facility demand

points and eliminate for the time being all intermediate facility demand points

e - ond sub-netvsorks surrounding such points, infermediate and major.

The second level of abstraction was that, in some cases, major links were "moved"
to show them passing through a major facility cdemand point when in fact this
point was bypassed but connected. For example, if the actual network (at the

" first level of abstraction) was as follows about points X and Y;

| ?3 ' | To A = : /\-"\ ‘ To C

To B+ \Z_(/ To D
This could be represented in the medel network as:

To A

- To B~

The third leval of abstraction was that no differentiation was made between
carriers.

The fourth level was that, where more than one facility existed between two
points of the simplified network, these were shown as a single facility.

Thus, for excmple, if the network were as follows between points A and B:

"TCTS no. 1

N TCTSno. 2 . \®A

Y,
“~w_ CN-CP -7

-,
- - ams et o T
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This would bie represented in the computer as:

B0

1 The final ahstract network which was developem consists of 98 nodes and 143
links (See Figure 3).

3.2,2 Cost functicns

The cost of installation of new facilities were developed by the Department of
Communications, consistant with the level of abstraction of the network.

Rather than establish the engineering cost figuras for facilities (a task which would
have been impossible given the time consiraints) some general cost functions were
developed. These cost functions, generally spadking, relate new facilities costs

. to the length in miles of the facility, the type of facility (light and heavy routes),
and to whether new routes, new system of existing routes, or additional microwave
channels on existing systems are involved. Some allowance was made for becoming
more route-tpecific by introducing special categories of facilities where costs were
specified a oriori, by allowing for a "difficulty factor" on some routes, and by
using nodal as opposed to link costs for transborder facilities.

There were hasically two cost functions:
- Inve stment Cost function-Heavy Routes (Figure 4)

- ~Investment Cost funcﬁon.-NodolAfuciliﬂes to U.S.A. (Figure 5)

The cost categories for links are as follows:

Expansion categories microwave

1) Heavy route
a)  New route
b) New system = existing route
c)  New channels on existing system

2) - Light route

a) New route
k)  New system - existing route -
¢} New channels on existing system
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Figure 5 = Invesiment cast functions ~ Nodal facilities to U.S.A.
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- 3) Specifics = any link that cannot be coster! under 1 or 2 above.
4) Terminal equipment only on links to Continental U.S.A.
Demand

Demand as referred to in this chapter means demand for facilities expressed in
service chanrels. In the formulation of the modil, existing demand was assumed
to equal suppiy, that is, installed capaciiy.

Problems are posed by choosing a pair of points end specifying a level of facility
requirement between these points. Since in the network supply and demand are
equal, there is no "slack" in the installed facilities and the demand must be met
by creating nisw facilities.

Note: In actual practice, the "demand” will include a percentage of spare
facilities for a number of reasons.

Specific exclusion rules

In order o make problem solving possible using the model, a method had to be

developed to reduce the number of possible routes by which one node could be
connected with another. For example, the number of possibie routes between
Mentreal and Vancouver which the model would have o consider exceeds 30,000.
All but o few hurdred of these obviously should not be considered and should be
eliminated. .

- In order to da this, exclusion rules were developad by the Department of Commu-

nications and introduced as an potion into the HERMES | models. These rules were
divided into two classes: general and specitic.

The more gensral exclusion rules are applicable o all areas and involve the
followings ‘

= A node may appear only once in any facility assignment chain.

- Crossing of an inferregional boundary more than twice on any chain is

not permitted.

= The satellite may be used only once in any chain.

As wel! as the above, there are many specific rules which apply fo one area
only. For examples '

ine.
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- Chains onqlnahng and i‘ermmcxhng in B.C. may not mvolve pomfs east
of A lb@ri‘a.

- Chn ins originating west of Thunder Bay may not pass H1rough
Rowuyn=Noranda.

There are many such rules whose function is to make the size of the problem
manageable ,

Identification of Admissible Facilities Assignment Chains

and of Uoper Bounds on Capacity Expansion: CADUCEE

The objectie of the CADUCEE software is to identify non=dominated nodes and
admissible .chains for specified levels of demand expressed in service channels
between dny number of pairs of demand points in the network and to identify the
upper bounc's on capacity expansion. The following is a detailed discussion of
the program developed for this purpose (See also Figure 1).

" In order to :olve any particular problem, we first read from punched cards the

number of pairs of demand points fo be considered (NC@UP). We then read the
network node numbers of each pair and the level of demand specified.

The subroutine BORNE is then called which reads in the cost functions for

facilities ex;pansion and the data on each link of the network. These data

consist of the link number, the origin and destination of the link (the nodes
connected), the length in miles of the link, acode identifying the proper cost
function for facilities expansion on this link, the number of channels already
installed ard the maximum number which can be added. For each link, the
subroutine al culates the marginal cost of adding each service channel up to the
level of the maximum contemplated demand increase. Once this has been done
for all of th2 network links, the subroutine then calculates the upper and lower

bounds costs for the specified level of demand increase, the "maximum contem~-
plated demend increase® .

Nofe When the subroutine is called in subseciuent iterations, the bounds are
recdl culated without recalculdhng the marginal cosis and ihe specmeu
demand increase is the "maximum relevant demand increase"

The program then begins two iterative procedures or "loops", one within the other.
In the inner loop (NGT), the calculations are carried out for each pair of specified
demand points in furn. For each pair (NGRG and NDEST) the minimum expansion
costs are celculated at upper and af fower bounds from N{IRG to every other point
and from NDEST to every other point . using the DOMING subroutine. At the
option of the user, the four DPMINGD tables may be ouiput on cards, tape, disk
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or printer. Dominated nodes are then eliminated and nonwdommai\.d nodes are
printed out. Admissible chains are then identificd and printed out. These chains
are :denhﬂec by means of their componeni‘ link numbers.

. Once fhe inner lcop is terminated, that is the ul::ove calculations have been

carried out for all pairs of specified demand poirits, the common elements of
admissible chains are identified and the "maximum relevant demand increase" is
calcuiated for each link of the network. The BEIRNE  subroutine is recalled

and the upper and lower bounds are recalculated , based on this "maximum relevarnt
demand increase" . The program then re-enters tha inner loop and repeats the
calculations based on the new upper and lower bounds. This overall process
constitutes the outer loop by which non-dominatad nodes and admissible chains

are identified by successive iteration.

At maximum, this outer loop is repeated a number of times corresponding to the
number of pairs of demand points in the problem. However, in most cases, the
number of iterations will be less and a test is madle to stop the procedure when
no further changes in maximum relevant demand are occurring from one iteration
to the next.

The data cards of the program are set out in the following manner:
First card:

col. {1283 45)[678910

NC@UP - IMPR |

- NC@UP  : number of pairs of points of demand
IMPR : code permitting the optior: of printing the cost tables
(IMPR >0) or not printing them (IMPR = 0)

Second groug- of cards:

col. 1 23 45,6789 10,1112 13 14 15

N@RG " NDEST NDEM
N@RG : node of origin number
- INDEST : ncede of destination number

NDEWM . : value of demand for this pair

There are as many cards in this group as thare are pairs of points of
demand.
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fhlrd group of cards:

.col. A 4 5“6 7.89 lOﬂl 1213 14 15“16 17 18 19 20,

£
by . : : .
& S X;  AX Y AY

. These are the costs of the cost functior; there are four cards, one
for each link cafegory. :

Fourth grou p of cards:

CO[. L_?_Bz&ii.ét__&_ﬂo 1112143 ]4;°o°L.5_§,JLLJ§,§_u_&._§iL._.Ls.._M

A @ D. M1 LD@y LD(2)CT X] Ax
A: ~ link number ~
@, D: ~ numbers of nodes joined ky this link
Ml ~ length of link (in miles)
LD{1): ~ information concerning existing facilities, i.e. if Xy exists,

how many AX; exist, how many are permitted? Does X9
exist, etc.? respectively; up to how may AY are permitted?
' Thus, | =12, :
CL: ~ link category (for the chcice of the cost function)’
X{: X{rYs y: same meaning os for X1, Xy, Y, Y.
The costs given by the vasiables starting with a small letter
" take priority over the cosis given by the variablesstarting with
a copital letter if these variables (small letters) hava o value
- different from 0. It is thus possible to specify a cost function
different from the categories of functions predicted.

This group is composed of as many cards as there are links.

The output of the CADUCEE software is varioble at the option of the user. In
all cases, however, the first output is the specifications of the problem, that is:

~ . Tha number of pairs of points in the problem.

- The network node numbers of each pcnr of pomi‘s omd the demcmd incracase
' - spucified for each paire

. = Tha dota read by the B@RNE subrouhne, that is, the cost dqi’q ond
facilities characteristics for each link.

At the user's option, the four cost tables calculated in the DBMING subroutine
af each itaration and for all pairs of demand points may bw. output on the printer
or on disk, tape or punched cards. ‘
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At each iteration and for each pair of demand. pomfs, the non-dominated nades
and the admissible chains are printed.

In this first version of CADUCEE, it is possible at the option of the user to verify
whether or not the admissible chains found by the methods described above ore
also admissible in terms of any set of specific rusles for axpansion of facilities.
The Department of Communications has specified such rules for the network. In
the soffware routines developed to do this, the specific rules apply not anly to
the end points of the chains found but also to tlie incomplete chains which make

»up the admissible chains. The cards necessary to exercise this option are as follews:

First card:

col. 12848678010,]1 ... 1516 ... 20,21 ... 2526 ... 3

NSBM  NX ND; “NDy  IMPR  ISPEC

NS¢IM : number of nodes in the natwork

NX : total number of specific rules

ND number of specific rules of the type "admissible nodes"
(NLio=ND ) number of specific rules of the fype "non-admissible nodes”

Second caré:

col. 111213 14 151600220,

NGRG NDEST
Third group of cards:

1234567891011 12,

¢ ) D CDBOSO

@ : numbers of nodes describing a link
C.B.S. : upper bound cost

As many cards are read as there are links in the network.
Fourth group of cards:

These cards provide the information concerning the specific rules.
The rules are divided into three categories:

- admissible nodes
non-admissible nodes
chains of the type "disjunctive constraints”

1

g
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The data on these cards do not change unless modifications to the specific
rulzs are made. ‘ :

Fifth arouy: of cards:

Ccote 1234567 000 12,
. @ D C.B.l.
C.3.1. ~: lower bound cost
This group is similar o the third group..

Solving the Minimum Cost Capacity Expansion Problem:

TRANCHE

The software described under the general title TRANCHE consists of fwo parts.
These can be described as the problem matrix generator and the mixed integer

linear proyramming package. They are relatid to each other and to CADUCEE
as shown in the flow=chart of Section 2.2 (sex Figure 2).

Formulation of the mixed integer linerr problam

- Linear programming is a technique for treaiing problems involving complicated

arrays of interacting variobles. In mixed infeger linear programming we add a
further cotaplexity in that some of the variables must take on only integer values.
In our discussion of the formulation of such a problem, however, we can treat

all varicbles in the same manner as long as wz bear in mind that the stipulated
variables rwst in the solution be integer.

In our prollem, we are concerned with elements of four kinds: demand, copacity,

~the order in which facilities are built, and the cost. We will therefore introduct:.

three types of inequalities or rows in the problem matrix and the objective function,
or cost rovt, to handle them,

The variakles with w‘r{ich we are dealing or the columns of the problem matrix
are of two types: facility assignment veariables and capacity expaonsion variobles..

The rows und columns of the problem matrix wre related by entries in the body

" of the matrix catled coefficients.

The form of the matrix is as follows:
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1‘1 ROWS: As ws have already stated, there are four types of rows rela’red to demand
G supply or capacity, expansion order and cost.
“ The demand rows are shown in the probiem mairix above identified as 1.
i The inequalities take the form
i A aijz X,
~ where '

‘a is the coefficient (I in most cases)

H : S i is the row associated with demand between

the pair in question

is the route column associat:zd with the demand
in question

¢ m—

X is the value of demand in service channels between
the pair in question.

The capacity rows are identified as II in the problem I'ﬂClTI"IXa The
inequalities take the form:

o Un;'*'z b

sk
where
a is the coefficient relating demand with capacity

n is the row associafed with capacity on the link
in question

is the column associated with the route in question

b is the coefficient relating copacity with facilities
between the pair in question. Note this coefficient
is negative.

k is the column associated with o parhculdr stage of
facilities development between the pair in question.
Note that k assumes a range of values as there are
several stages of development of facilities between
any paire
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The: order in which facilities are built requires several rows for the
facilities between each pair. One less row is required than the number
of stages of development of facilities between the pair. The inequality
is of the form: '

| Gii ,+ bik>/ 0

whare

a is a positive coefficient

i s the row associated with a particular stage of
development of facilities between a pair

i is the column associated with the stage of develop-
ment in question :

‘b isa negative coefficient

k is the column associated with the next stage of
development of facilities between the pair in
question,

The obg«achve function which we seek to minimize is shown in the
mairix above as 1IV. We are seeklng o minimize:

i
i
whare ¢ is the cost coefficient of a particular nolumn i and the sum
is saken over aH values of j. :

3.4.2 Setting up and solving a problem

For purposes of clarity in outlining the processes and operation of the setting up
and solution of a problem using the model, wo shail confine the discussion in this
section to a highly snnpllﬁed nefwork consisting of five nodes and five links as

- follows: : ~




103

121

212

111

102
105

Om

hpe
—

The problem is that we wish to introduce an acditional 15 service channels
betwaen 111 and 212. It should be noted that the network shown and the

problem posed is trivial and is in no way intended to show the power and

versatility of the software developed. Rather it was chosen so that:

- It effectively shows the relationships among the variables, the
coding structure, etc., without being innecessarily burdensome
to read. .

- The problem posed can be eosily solved by hand calculahon cmd/on

a litile common sense.

The coding structure of the nodes and links follows the same scheme as in any

larger netwerk.

NODES: The first digit represents e Region.
The regions are:  B.C.
' Proiries
Ontaric
Quebed
Maritines
North .
u.S.

East Ceast Foreign
West Coast Foreign

CONOOIA WD~

- The second digit represenis the sub-region. This can be
a North-South and/or Provincial split as required.

The third digit is assigned sequentially within sub~region.




LINKS: Links are numbered sequentiatly from 101 upward.

The input date for the sample network were concaived in the same format and
level of detai! as provided for the HERMES | modal. The data are as follows:

From {To Mileage | Installed | Maximum | Expansion Notes

Node | Node ’ capacity | capacity | category

No. | No.

111 121 125 1 3 2

111 211 150 4 10 1

121 -] 212 60 2 10 1

211 | 212 40 -0 10 3 First channel
cost = $570,000

111 71 - 1 10 4

~ Note: The Expansion Category column is used i determine which of the cost
‘ functions applies to the addition of facilities on the link.

In order to get these data into the compuier, they are punched on cards. A
standard form was developed for this and is shown completed with the dai‘a for
our sample network, in Figure 6.

A word of explancition on the column headings is perhaps in order. The first four
headings are obvious in their meaning. The next twelve can be divided into four
groups, X1, X2, Y1 and Y2 corresponding to the four major steps in the cost
curves.

. The first step Is the installation of the first channel on a newi chain. This is what
ik < column X1 indicates. If this step has been taken, that is, if there is some lmfalie.l
% I ' " capucity, the value of this column will be one.

Following this step, up to four additional channals may be added without encountar=
ing the next step. This is what column IDX1 indicates; the number of installed
channels between the first and second step. The fotal number of channels which

can be installed in step one is shown in column LXT. This is usually five.




Figure 6
COmp;Ji'ér Input Form
Sample Network
P P ; | .
D L D L D L D L E .
: X X X X X X Y Y Y Y Y Y X $ $AX $Y $aY
LINK FR. TO MILES i I 2 2 2 | i i 2 2z Z P
1'0]1 }:ili ?izﬁ 1;2|5 jo ;O |5 |O |0 15 } 4} ] 1 H ] 2 [ | S 1 | ) ®
]lO!Z ]E]!] 2!]1] ]1510 i} l3 15 10 IO 15 lo xo 15 lo IO 15 1 | S Y T I {30 IS T ! S T I
!1013 hz!} 21112 »gélo |] l} 15 io lo 15 | } 1 ] L H 1 IR A T T O O Y T L R B N
1041211 '21112> 40 40} ] Y - 1 i 1 1 L8 L 3700 : R
}tols }J] l} 71‘1;1 1 c] 11 ! r5 10 J |5 1 b I ! 4 ! 4 I W T Lt 2 ! i s Lt i
| 14 Ll 1.1 ! ! } | ! t ] t | ! A i bt} A T (| TR T O '
i 4 L4 14 L O T ! L 1 ) ] ] } } ! | ! R O ) | T ; | S T &
. : L]
Link 101 is a light route. Installed capacity is therefore assumed to be zerc.
+ Link 104 is a special route having a cost for the first channel of $570,000. g

Note: In this example, expansion does nof go beyond 10 channels per link except for fink 102.
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The next three columns X2, IDX2 and LX2 are the same as the dbove but Fon the
second stepe The next six columns are for steps three and four.

The Iasffour].’co!umns on the form are for special cost values which are required
L - _ for expansion category three.

. The deck of sards produced from these data is hown in the overall flow chart
(in section 2.2) as Link Data,

The Link Data deck of cards is fed into the computer to undergo what is called

the Problem Mairix Generator phase. In this j:hase, the raw data are used to
generate all of the rows and columns of the "basic" mairix required for the op=
timization phiase os well as the values of "coefficients" which make up the matrix.

~This mairix i3 shown in Figure 7.
,! As outlined’in the section on problem formulation, there are three types of rows
~‘“ or "constraints" used in this formulation. The first type is the demand rows. Thete
\ - are prefixed by "D" in the matrix in Figure 7 «nd take the form DIJ: where | and J
\ are three-diyit node numbers. Thus D111 121 is demand between nodes 111 and 121.
‘ In our example network;, this demand must be greater than or equal to zero, the
y : ‘ installed capacity on this link. It should be noted that, wherever we refer to deraand
. “we mean demand for facilities in service channels.
3]

‘The second fype of row is capacity. Thess are of the form Cl where 1 is a three=
digit link number. Thus C101 in our example means the capacity of link 101.

- _ The third type of row represents the sequencing constraints on the addition of facilities.
i  These take the form NMI where N facility must be built before M facility on link 1.

- : Thus, in our example, X1 DX1101 states that K1, the first channel, must be installed
before DX1, the four remaining channels in step 1, on link 101.

There are two types of columns in the formulation shown. The first type are the route

columns. These are of the form RIJK, where K is the prefix for chain 1| is the chain

number assigned serially, and J and K are the node numbers connected by this chain.
" Thus R1 111 112 is chain.number 1 between nodes 111 and 112,

An important point should be noted here.

" ’ ~- In the basic mairix, only one chain exisis between each pair of nodes,
} R corresponding to the direct link betweazn these nodes.
The second type of column represenis the facilities on @ link. These take the form
MI, where M is the facility installed or to be considered for addition and | is the
‘ link number. Thus, in our example, X1 101 rapresents facility X1, which we know
' is the first channel of o new chaln and 101 §s the link humber. :

1 e
5]
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- R4 Rl Ri R.j_ Rq Xi i . VD / I
111111121211111 | 1 ,(
2i2112i22127ii Logiay 1| oy [toy
111 12y i
111 21 1
i21 212 1
211 212 ‘ 1

111 711 7

101 1 nunnn
102 1
103 1
104 1
105 I

¥4 DX1 10g 5 ; ;
X4 X2 104
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The right hand side of the basic matrix is identified as "R.H.S." in Figure 7. The
right hand sisle shows the limit of thé vaiue of a row in the final solution. The rela~
tionship of flie row to the R.H.S. is shown in the "Sign" column. For example,
‘row D111 281 (the demand between node H? wnd node 211) is specified to be greater
than or equa! fo four.

: “The bounds ssrve the same function for the columns that the R.H.S. serve for the

A . rows; that iy, they specify the {imits of the velues of « column in the final solution.

' - The bounds, however, unlike the R.H.S., exgress both an upper and lower limit.
Where this upper and lower limit are equal, the value of the column is fixed. Where
bounds are not specified, the column value may be anything.

The rows, cclumns, right hand side, ond bounds are related and interact through the
entries show: in the body of the matrix. Lef us take o very simple example of this fo
show the principle. Suppose we have ihe folluwmg matrix:

A R X1 X1 DX RHS

2 X1 S
i \ 01 1 I N
E 02 2 9 2. g
s?' l 5 5 5 n
- D301302 | 1 > 2
. C125 1 -1 0 - | & 0
0 X1DX1 125 9 A1 2 0
e ’
o - -
a Cost | 0 ¢ 10 | N.A Min.
| %ﬂ Bounds Up R 0
- Lo : T 1 3
i Ihxs represenfs a case where the demand on Link 125 between 301 and 302 is two
z‘ ~ channels anct the installed capacny is two channelss : ‘

Demand is shown in fhcz first row of the matrix as being required to be greater than
or equal to 2, the R.H.S. The interrelationship between demand and capacity
comes about through the two "ceefficients” in column R 1 301 302, One must bear
in mind that all columns (and tharefore all cocfficients in a column) are initilly
multiplied by zarc and are not “active” unless the multiplier is changed fo soiisfy

a requiremerit, so that the corresponding varicbles do not appear in the current
3 solution. :
!
i

)
S
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There is only one coefficient in the D 301 302 row and it is equal to one. Therefere,
if the relationship expressed by the sign and the R.H.S. is to hold true, this coeffi-
~ cient must be. multiplied by two (af minimum). Yo do this, we must multiply the
column R 1 301302 by 2. This, then, makes the coefficient (in this column) of C 125
equal to 2 as well. : : :

The relationship in row C 125 must now be checlred. The requirement is that C 125
must be less than or equal to 0. In order fo meei this requirement, we must bring

. . more columns info play. We see that the coefficients of column X 1 125, IDX 1 125
i and DX 1 125 in row C 125 are all equal to minus one. We could thus satisfy the

= " requirement by multiplying one of them by two; or two of them by one; or in fact,
any combinaiion of one or more of them by any number.

An examinaiion of the bounds, however, determines our course of action. We see that
the bounds oi1 column X1 125 and IDX1 125 are both one. This means that both of

these rows must be multiplied by one and our requirement is satisfied. This is in fuct

the manner in which existing capacity is introduzed at no cost. By adjusting the bounds,
the proper columns are called up in the solution, that is, they are multiplied by «
number other than zero.

_ _ We have therefore multiplied columns X1 125 ard IDX1 125 by one. What effect does
| . this have on other rows? Column X1 125 has a voefficient in row X1 DX1 125 equal
. : to 9. Since 9 is greater than or equal to zero, the requirement of fhls row, the
» 3 - condition is satisfied.

. Since there ¢re no more rows, all conditions ore satisfied and we can compute the cost.
" The columns which are now non=zero are R1 301 302, X1 125 and ID X1 125,
R1 301 302 hos no coefficient in the cost row and therefore we do not consider it. The
coefficient of X1 125 and ID 125 in the cost row are equal to zero and fherefore te
cost of this solution is zero.

This far, we have been concerned only with the setting up of the "hasic® matrixe
r : However, tha bosic mairix does not represent a problem. The posing of a problem

comes from the output of CADUCEE in the form of the list of Admissible Chains, the
pairs between which new demand is specxfled a_nJ the level of this new demand.

n our very simple ploblem, the output of CADUCEE would be the two admissible

chains
S 1M1 =121 -212
- and 11 =211 = 212
(3 | . ‘
% We now have our fwo chains and « stipulated level of demand beiween 111 and 212
. and we must get ithis into the problem matrix. To do this, the problem matrix
E ' generator must add more rows and columns.
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First, in order to deal with the demand, it must add a demand row. This row will

be D 111 212 and it must be greater thar or equal to 15 as per our problem. Capacity
will have to be satisfied by adding copacity fo ex:sfmg links, so we do not have to
add any cay ’uc;fy roOWs.

In order to velate demand with capacity, however, two new facility assignment
columns muzt bé added. These will be, using.vur already established convention,

- RT 111 212 and R2 111 212, The changed portion of the basic matrix showing the

added rows and columns and the coefficients through which they interact with the
other elements is shown as follows:

ADD
| | e S, R.H.S.
R R Rl Rl Rl Kl R2 i
1M1 121 2 1 M an g
121 211 212 212 71 f12 212 h
S 5
. : P4
‘D2l | > | 0
D111 211 i s | o4
D121 212 S > 2
o212 {1 2 10
pmzn | S > |
o121 ® 0 ||®
L ocaor 1 OB < | o
c102 ! @ e oo
€103 ] O | < | 0
C104 ] | . c | o
C 105 ] < | o
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- The circled coefficients have been added. Note that since demand can
be satisfied between 111 and 212 by either one of the two new chains,

" o coefficient is added in both chain columns. Note as well that chain R1 111 212

uses capacity on link 101 and 103 and, therefore, is shown to effect both of
these rows. In the same way, route 2 effects row C 102 and C 104. The problem
can now be solved.

Using the problem matrix, the minimum cost solution or expansion progrem is
~ sought subjzact to all the consiraints. The prokilem matrix is fed into the Mixed
Ihteger Lin2ar Programming Package. :

The first sclution sought is the continuous or linear programming solution. In
this solutica, the requirement that the variables take only integer values is not
adhered to. Once this solution is found by iteration, the branch and bound
me thod deicribed earlier is used to find the optimal mixed~integer solution.
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FIRST RESULYS

Trial Problems
Once the CADUCEE and TRANCHE models had been made operational, it was
deemed desirable fo test them on the network, snlvlng realistic problems. The

trial problem selected was:

Determine the optimal capacity expansion program
for increased demand, as follows:

Monireal=Toronto 2 service channels
toronto=Halifax 2 service channels

An additiond’ problem was posed to prove the effectiveness of CADUCEE. This was:

Determine the non=dominated links and nodes for
the following increased demand:

fMontreal-Vancouver 2 service channels

~ The results of these problems were presented to the Department of Communications

af a meeting on November Ist, 1971.

Input Data

The cost and capacity data for each link are cafculated and input info the computes .

The total coet for a channel addition is obtained by multiplying the distance for the

link by the copropriate unit cost of the category. The unif cost data used is shown

in Table 4-1. Both CADUCEE and TRANCHE rely on this data as basic input.
TABLE 4-1

" COST CATEGORY DATA

Catagory : ) Unit costs S
Mo. X DX Y DY
D Q 1 5 1
2 5 1 0 0
3 9 1 5 1
4 300 50 200 50
5 200 | 50 0 0

" Units: Categories 1, 2 cmd 3: $1,000/mile/channel
Caiegories 4 und $1,00C pns channe!
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e 4,3 Toronto-Montreal~Halifax Problem

4.3.1 CADUCEE

A demand increase of 2 service channels is hypothesized between Montreal-

e Toronto, and Toronto=Halifax . Thus, the initial maximum contemplated demand
t‘z ‘ : increase will be 4 service channels and the maximum relevant demand increase
in parts of tha nefwork (i.e. somewhere East of /Aonfreal, where Toronto-Montreal
demand wouldl not be routed) will be 2 service channals.

a) Dominated nodes:

The CADUCEE portion was run initially including all nodes and links in the

network. That is to say there were 95 nodes, 124 links and some 10,000

- : chains. After two iterations, for 4 charnels and then for 2 channels where

L ‘ applicable, the network had been reduced to 25 nodes and 37 links thr ough
’ S the datermination of non-dominated nodaos.

The rion-dominated. nodes are listed in Tuble 4~2 for each demand pair,

and itlusirated in Figure 8 for the combined problem. The region of interest
is defined by these nodes and links. The minimum cost routes from origin to
destination af lower and upper bounds ware computed and are given in
Tables 4«3 and 4~4, respectively.

At this stage, also, data was produced cn the cost of the minimum cost
chair- between each node and the origin and destination. These are the

o o | o D@MING tables and are shown in Table: 4-5.

b) Admissible chains:

I » In the second stage of CADUCEE, all pessible chains, costed af tower bounds,
A were compared with the least cost chain costed af upper bounds, fo select
& - : the admissible chains. At the end of this stage, the problem had been reduced |

to 15 nodes, 23 links and 47 chains. Of the 47 chains, 40 were for the
Toror:to~Halifoax demcmd 7 for Toronto-Montreal . These chains are listed in

Table 4-6.

. It is to be noted that for 4 service channels betweaen Toronto and Halifax,
there would be 306 chains rather than the 40 obtained with only two channels.

The links from which the admissible chains are formed, and the associated
nodes, are shown in Figure 9.
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TABLE 4-2

Trial Problem = Non~Dominaied Nodes
Toronto~Montreal (2 service channels); Toronto-Halifax(2 service channels) -
TORC NTO-MONTREAL (4 service channels)
Node Nos Nams
3i2 : Toronto
313 ' . Barri=2
314 ‘ - Uxbridge
315 Acton
316 Port Hope
342 Beanisville
3i3 Hom:lion
- _ 356 ' Miltur Hitl
f e Ortone
¥ ' 32 - Spencerville
412 " Monireal

TORONTO-RALIFAX (4 or 2 service c'hcmnels)

Allen Park

31
3i2 , Toronto
3i3 Barris
314 - Uxbridge
3i5 . Actcn
3i6 " Port Hope
12 Bean:sville
3?3 Hamilion
1324 : - Sto Catharines
333 Sudbury
335 _ Notrth Bay
336 ~ Millar Hill
341 Ottowa
342 _ - ~ Spencerville
412 Monireal
413 Sherbrooke
421 Quebec
422 - ' Rimcuski
423 Trouble Mountain
424 : Gros Rocher
511 ' Monsaton
512 St. Jdohn
: 522 Halifax
g 523 Mill Village

524 ~ Sydrey
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TABLE 4-3

g

b)

" Teial Problem ~ Minimum Cost Chain (ot lower bounds)

TORONTO=HALIFAX {4 or 2 service channels)

MNode No.

312
314

34

412
421
512
522

Ncme

Toronto

Uxbridge

Otzawa

© Mentreal

Quebec
St. Johns
Heolifax

- Niinimum cost (of lower bounds): $,030,000,

TORONTO-MONTREAL (4 service channels)

Mode No.

312
314
341
412

Nume

Toronto

 Usibridge

Oitawa
Mantreal

Minimum cost (of lower bounds): $310,000.

-

Ly
B

) ince.




- 67 - BT
e 4

TABLE 4-4

Trial Problem ~ Minimum Cost Chain (ot upper bounds)

‘MNode No.

312
R: 336
{ ‘ 342
412
e ' 421
N ol 422
| 511
| E o 522

A b )

f‘\. S - Node No.
8l : :

. ; 312
H b 336
.- 342
412

a) TORONTO-HALIFAX (4 or 2 service channels) -

% : Niinimum cost (at upper bounds): $1,480,000.
Wi S

TORONTO-MONTREAL (4 service channels)

Minimum cost (at upper bounds): $440,000.

Nanie

Torcnto
Miltar Hill
Spericerville
Monsreal
Quebdec
Rimcuski
Mon zton
Halifax

Nane

Torento
- Millar Hill
~ Spencerville
Morireal
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TABLE 4-5
. , An Example of DEMING Tables
if . A for Trial Problem
| TORO NTO-FAONTREAL (4 s.c.)

TORONTO-HALIFAX (4 or 2 s.c.)

Node No.| iNode Minimum costs ($1,000)
Name At Upper Bounc At Lower Bound
( From Frem From From
: Toronto Mcntreal | Toronto | Montreal
{ 13 ‘/ancouver 2 980 3100 2580 | 2650
B 32 Toronto | 0 440 o | 310

341 Ottawa 380 150 200 110

412 . ontreal 440 0 310 0

- 522 Halifax 2 610 2 55 1029 719
jﬁ . - 532 St. Johns - 4 385 4 130 1 417 1 107
L . | ' From From From From
‘ ' Toronto Halifax Toronto | Halifax

c : 13 Vancouver 2 935 4315 2580 | 3370
B 312 Toronto 0 . 1 480 0 1 030
i“; . ' 341 Ottawa 380 1 )9() 200 830
0 o 412 Montreal 40 | 1040 | 310 | 720

522 | Halifax 1 480 | 0 1020 0
?’i ] s St. Johns | 3100 | 1980 1 420 600




No. of

" Links

(5, 3 &, B N R )

et
=St

Porreany

i i
et

Frowm

312
312
312
312
312
312
312
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TABLE 4-6

Admissible Chains for Trial Problems

To

412

412

412
412
412
412
412

312
312

312

312
312
312

312

- 314

336
313
314
314
313
314

Toronto=Montreal (2 s.c.)
Toronto=Hal ifax

(2 s.c.)

a) Toronfo (312) to Montreal 412) (4 s.c.)

NODES IN CHAINS

347
342
3t:t
31
341
314
31 f{’)

412
412
341
341
342

341

341

412
412
412
342
342

nnnnn

412
412
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TABLE 4-6 cont’d
(b) Toronto - Halifu# (cont'd)
"No.of From %o ' NODES IN CCHAINS
Links o _ : -

R 317 522 212 314 341 3472 412 421 422 511 5722

3 312 =27 317 314 341 342 412 42) 511 512 522

8 3172w 312 314 341 347 412 421 512 511 522

3 212 522 12 314 341 412 413 421 422 511 577

0 217 522 312 314 341 412 413 42) 512 511 527

5 212 %90 312 314 341 412 471 427 511 512 522

2 317 02 212 314 341°412 421 427 511 524 5272

A 217 5o 312 314 341 412 471 512 511 524 22
o o 312 ®w°2 . §12 336 342 412 471 422 511 512 52?‘
i% o 317 oz 12 213 214 341 242 412 421 422 511 522
%ﬁ 9 112 §22 312 313 314 341 342 412 421 512 511 522
: 5 212 622 312 313 314 341 412 421 422 511 512 522
%% 9 312 $27 312 314 216 341 342 412 421 422 511 522
ﬁ 5 212 522 312 314 216 341 242 412 421 512 511 572
& | e 312 s22 312 314 316 341 412 421 422 511 512 527
. © g 312 522 312314 341 342 412 421 422 511 512 522
o o 312 522 312 314 341 342 412 421 422 511 524 522
 3‘ LT 6312 5220 212 314 341 412 413 521‘422 511 512 522

1o 312 522 312 313 314 241 342 412 421 422 511.512 522

10 312 522 312 314 216 341 242 412 421 422 511 512 522
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" TABLE 4-6 cont'd

b) Toronto (312) to Halifax (622) ~ (4 or 25.¢.) !

No.. .
of From To - NODES IM CHAINS
links ' '
6 312 522 312 314 341 412 421 S11 522
f6 312 522 212 314 341 412 421 S12 522
6 312 522 312 336 342 412 421 512 522
7 312 322 212 313 314 341 412 421 S11 522
7 317 522 312 312 214 341 412 421 512 522
7 312 522 . 312 314 316 341 412 421 512 522
S 7 312 522 212 314 341 347 412 421 S11 522
7 312 522 212 214 41 242 £12 421 F12 522
7 312 572 312 314 241 412 &£13 421 12 522
7 312 S22 312 314 14) 17 421 422 S11 522
7 312 522 212 314 341 412 421 511 512 522
7 312 507 312 314 141_412 21 512 511 522
7212 522 212 236 242 412 421 422 S11 522
8 312 522 312 312 314 341 542 412 421 512 522
5 312 592 212 313 314 341 12 471 422 511 522
3 312 %22 312 313 314 341 412 421 511 512 522
8 312 522 312 313 314 341 412 421 512 511 522
g 312 S22 312 314 316 341 342 412 421 512 522
8 312 522 312 314 116 341 412 421 422 511 522
. ‘ R 212 522 312 314 216 341 412 421 512 511 522
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NETWORK OF ADMISSIBLE CHAINS
o FOR
TRIAL PROBLEM

Toronto - Montreal 2.s.c.

) s Toronto - Halifax 2.s.c.
£ 3 g L ,
¥ 22 ¢ - I
i i | Associated Admissible Nodes
- # P 4
: if/ 1 ? 9 % 7 1"’854 1TSNILE /
: {‘) ) 3 . .
/ 2‘ 71 f% /g/[ 57 4 e Admissible  Links
i k SR 2 Z0 .
b % / Y 55’2{ i \HE .mmas Boundary Lines :
% 4 VA L,___,J N IATDSOE :
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4.3.2 TRANCHE

a) Contiruous solution

The problem is now in suitable form for the TRANCHE model .

As is described in Chapter 3, the model firsi seeks an optimal solution
assuming that all variables are continuous. The resuliing facility
expansion prograra is given in Table 4=7. This "solution", which has
no feal meaning, was "costed" at $2,962,000,

The significance of this continuous solution is that any integer solution
will cost as much or more. This is then a Lower Bound on expansion cost.

TABLE 4-7

Continuous Solution
Capacity Expansion for Trial Problem

Nodes . | Additional
capacify
From ‘ To A

No. {{ome No. Name

312 | Toronio 314 Uxbridg: 4.0
314 Uxbridge - 341 Ottawa 4.0
341 Ottawa 412 ‘ Montreal 4.0
412 Montreal 421 Quebec 2.0
421 Guebac 422 Rimouski - 1.0
421 Quebec 512 . St. Johr 1.0
422 Rimouski 511 Monctory 1.0
5111 Moncton 522 | Halifax 1.0
512 St. John 522 Halifox 1.0
b) integer solutions

Having found an optimal continuous solution, the medel proceeds to seek
integer solutions and, ultimately, the optimal integer soluiion.

The rasults of the integer solution search are summarized in Table 4-8.
The cptimal solution was found to cost $,600,000 and is summarized
in Table 4~9, and Figure 10.




_ TABLE 4-8 TRANCHE integer solutfons for trial problem - o =74 -
N
Go) INTEGER NODES
’,...,.‘ ~~~~~~~~~~~~~~~~~ [ oo e e o e [mmm e e [ e o [ oo o e e I
‘ ﬁ L R S - X
T 21 I z8 I 31 I 32 I 33
i 1 I I X
L AT SRR S morm e e e e e i e e e e ]
B f I I I
0 1 4740.0000 T 3920.0000 I 3630.0000 I 3500.000C I 3600.0000
R 1y . 1 o I (optimal)
e | e et o e e e e e | (R [~ ————— ) TSy e e e
B I I I I
I INTEGER I INTEGER 1. INTEGER I INTEGER 1 INTEGER
B ~ I I I I
oo ] e e e e Jommmm e e e [mom e e e e e [~ e e a e I
1 1 ) I I I I
I . 1 . 1 o I o 1 1.000C I
1 . I o I . I o | S [
| { o . I IS S T I o S I
;1 1.0000 1 3.6000 1 3.0000 I 3.0000 1 3.0000 X
| o I 1.6000 1 1.0000 I 1.0000 I 0 1
)1 o I 1.(000 I 1,0000 I . I . 1
1 \ I . I . I . 1 . I
1 1 1 . I . I . 1 . I
L 3.0000 1 . I o | S I . L
1 ST i . 1 . I . I . I
1 . 1 . I . I . I . I
- . I o L . I . [ 1.0000 I
f‘lb . 1 . I o H . I . 1
1 . 1 . 1 . I . 1 . 1
1 1.0000 1 . 1 . I L I . I
R | © I e I © 1 e I ® I
1 . I o I e I . I . I
el e L 1.G000__ 11,0000 1___ 1.0000 I 1.0000_. I
)1 . I 3.0000 1 3.0000 I 3.0000 I 3.0000 |1
1 1.0000 I . I 5 I . I . I
o A 1 . 1 . I . I
I . I . 1 . I . 1 . 1.
1 3.0000 I . I . I . I . I
__~____ { e Y ©__ I____ 2 I __6 I @ I_
1 . { . I . I . i . T
L . 1 . I 1.0000 I 1.0000 I . 1.0000 I
N 1 . I o I . I . H
I . I . I . I . 1 . 1
R 1.0000 I 3.0000 I 3,.0000 I 3.0000 I 3.0000 I
1 . 1 1.0000 1 o I . 1 . I
T i 1.6000 I . I . i . I
BN 3.0000 I . 1 1.0000 I 1.0000 I 1.0000 I
1 . I . I . [ 1 . 1
1 . 1 . i o I . 1 o I
! . I . I . I o I o I
o ° { o I 8 I . I o I
Y . 1 . I . I . I . I
‘l} . I . I . 1 . I . I
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TABLE 4ug,

Toronto - Montreal (2.s.¢c.) : ;

Toronto « Helifax  (2.s.¢.) INTE,

T e e i o e e i 0 20 e [ o e son e s o cm i e n T ———— o e s

I I I o 1 o

I NODE 1 15 i 21 I 28

i. 1 N | {

ottt Sttt ) Stutmininio: ettt S

I | 1 : 1 o

I~ FUNCYIONAL I 5955.,0000 1 %740.0000 1 3920,

___jm 1 i | 1

i w..‘(i“qg.ol mmmmmmmm [ « o oz om e e it e e T = o e o e s e 1 .......,.,.....;"__:

I I I 1 L

I ESTIMATION T INTEGER 1 INTEGER I INTEC

I 1 1 { -
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Optimal Capacity Expansion Program
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TABLE 4-9

for Trial Problem

Monireal-Toronfo: 2 s.c.
Toronto~Halifax: 2 s.ce

£ .
%@3}:@9@} s% inc.

From To Additional
' capacity
-No. Nan.e No . Name
312 Toronto 313 Barrie 1
313 Barrie 314 Uxbridge 1
312 Toroato 314 Uxbridge 3
314 Uxbridge 341 Ottawa 4
341 Ottcwa 342 Spencerville 1
342 Spencerville 412 Montreal ]
341 Ottawad 412 Monireal 3
412 Montireal 421 Quebec 2.
421 Quebec 422 Rimouski 2
422 Rimcuski 511 Moncton 2
511 Mor:ston 524 Sydney LI
524 Sydney 522 Halifax 1
511, Monzton 522 Halifax ]
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c) Explanation of output

Sincs the integer solution search procedure may be of mieresi“, Table 4-8
is exnlained below. :

The "Node" row is an internal counter only. The "Functional® row is the
" value or "cost” of each integer solution. Thus the firsi solution had a cost

| ~ of $5,955,000.

The search then proceeded by searching for integer solutions which were
better than the previous one. When no other solution could be found

that was better; the solution was declarsd to be optimal . (The "Estimation"
row merely shows that the solutions were integer.) '

Below these three rows are a listing of the values of integer variables. The
left hand column is a list of the variables, using their code discussed in
Chapter 3. The key numbers are the last three digits, e.g. 158, 159,
which define the links. The number of the nodal pair defining each link has
beer: added, beside the link variabtes, for clarity of exposition.

It is to be noted that the final solution is the opfimal one and is the same
as that glven in Table 4-9.

4.3. 3 Analysns of results.

; The optimal expansion cost was found to be $3,600, 000 requiring capacriy addition
- c on 13 of 23 links.

& _ One questicn that arises is the cost of by=passing Rimouski and adding o new link
o ‘ from Quebe: City to Moncton. From the input cost data, it can be seen that the
b '- ' cost of instelling the first channel will be $5,130,000 and, for the second channel,

= $570,000. Thus, the two channels can be installed for $6,300,000.

The cost of by~passing Rimouski will then be the cost of the Quebec~Moncton link
less the cost of the Quebec~Rimouski link ($40),000) and of the Rimouski-Moncton
link ($600,000), that is, $1,000,000. This comes to a marginal cost of $5,300,000.
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4.4 Montreal-Vancouver Problem

4.4.1 The problem

A demand increase of 2 service channels is hypothesized hetween Montreal -
Vancouver. Two runs were made on this problem to prove the power of the
CADUCEE program.

in the first run, no a priori exclusion rules wer: employed. In the second, these
i » rules were introduced, ond had some effect on reduction in Ontario and Quebec.
A ;

X

In discussing the results, the current output foriat of the CADUCEE software will
r - . also be illustrated.

4.4,2 The solution

\ a) Basic network

\ : .The hasic network consists of 124 links, 95 nodes dnd well over 30,000
‘ possil:le chains.

The first output from CADUCEE is the translation of nodes numbers into
the irternal numbering system. This is shown in Table 4~10. This can be
referrad fo in studying subsequent tables.

b) Least cost chain

The Least Cost Chains af upper and lower bounds are shown in Table 411,

c) Dominated nodes
[: - At tha end of the DOMIN@ stage, whan dominated nodes had been
\ , eliminated, the network had been reduced to 41 nodes and 64 links.
{ . : The vntranslated list of non-dominated nodes is shown in Teble 4-12
Ric * and i:lustrated in Figure 11,
‘m: | ‘ The D@MING tables for this problem cre shown in Table 4-13.

d) : Admisible chains

It is in the search procedure of admissible chains that the exclusion rules
are considered. Without exclusion rulas, there were 338 admiissible chains,
comprising 36 nodes and 57 links. The links and nodes constifuting the
admissible chains are illustrated in Figure 11,

A
jeazatene ]
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{. | | < TABLE 4-10

o : .
Ej‘ - Conversation Tabl: for
" ' Montreal - Vancouver |
2, s.c.
Network ~ Internal - Network Internal
node number  node no. j node number  node nuinber
3 1 £ 36
L1z oz 3 13
c ¢ e 3 101 & 38
1 1 7 4 3z 1 39
it ] 1 P 5 3 2 3 4C
b i 1 5 6 2 1 ¢ 41
s p 1 E 1 2 2 & 42
1 : : 8 3 4 .1 43
1 Y, k| S 3 é Z 44
1z 1 10 O
1 41l 322 4
Tz oz 412 A
i oz £ 14 34 2 48
€ 1 1 15 1z =0
: 1 1 16 @ 12 sl
: oz oz 4 1 4 352
¢ 12 18 4 2 153
@ 1 4 1S 4 @z 34
Gt Z z ' ¢ 2G 5 ] _l £5
¢z oz 21 =1 2 36
i L¢3 22 I T R
& € & 1 23 4 2z 4 58
4 24 4 ¢ £ 38
z 4 ;25 s 2 £ &
L 3 5 £ 3 s I 1 €l
E 2T % e 2 & 62
s 2 4 4 .28 £ 2z &3
P 2 4 139 £ é . 4 &4
E oz 413 SR
| 2z 313 5 ¢ 2L
N 21 1 32 s 2 4e
N 31 2 23 = 2z cd
31z 34 ¢ 21 &9
o 21 435 € 2z ¢
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{ ] TABLE 4-11

gl '

j Least Cost Chains
for

@ Montreal = Vancouver

:x ‘ 2;5. Co

¢) Cost r:.it.upper bounds

Bt

CRIC. DEST. WALELR

A 2 6 2¢¢
1 3 S 415
3 S 12 520
12 I L

17 22 1(8C

22 1 1240

21 25 1€4¢

. 3 31 2C3¢

\ 21 47 2450

41 42 268¢

42 43 2525

43 50 3038

b) Cost «t lower bounds

CRIC. CESTo VALEUR

2 5 130
5 1 515
1 19 é5¢
15 21 <45
1 25 1245
25 21 . 1735
21 47 2155
47 48 229¢C
48 © 52 232¢
52 50 2€5¢
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TABLE 4~12

{i ' ' . Non-dominated nodas

o . for
o . : Montreal=Vancouver
g i . 2. Sncu

qi | . ., | ,“l 2.4 5 6 7 9
' 19 20 21 22 24 25 25
34 35 36 37 38 40 4

n L 46 47 48 49 50 51 52
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TABLE 4-13

e

DOMINO tgbles for

Montreal - Vancouver

2. s.c.

Origin: Vancouver

Destination: Montreal

Internal - minimum cost

noae at upper bound at lower bound

number

From origin From destination From origin 4 From destination

1 54G 3575 &C 2710

z C 3035 - 0 250 7

3 £CacC 5090 4560 4520

4 €3 3100 €5 2715 3
z 38¢C 2895 1320 25240 <
£ 2¢&C 2775 250 2£00 8
7 585 2480 515 2135

g . £35 2710 525 2405

S 415 L8620 4343 - 2455

iC &3¢ 3045 8¢0 2940

13 710 2535 7CC 24545

12 52¢C 2515 510 224G

12 7€5 2455 655 2365

14 175 2525 765 24£35
1k 146C 3285 1454 319%S

1€ €55 2540 &GE 2155

17 €55 2340 &85 2165

i€ 1C6C 2405 590 2665 (i
is 112¢ 2470 65C 284090 )
z¢ $&5 2195 745 . 2105 2
zi 124¢ 1795 945 . 1705 K
zz icee 1955 985 1865
Z3 24GC 4150 14850 2768 @

b

OULL @Ry




TABLE 4-13 {cont'd)
DOMINQ tables for
Montreal - Vancouver
’ 2.s.c.
Cringin: Vancouver Destination: Montreal
minimum cost
Internal ’
node ' : af upper bound " at lower bound
number :
From origin rom desfination from origin From destination
Z4 1360 1860 ' 1033 1770
z< 1E4¢ 1395 1342 13038
2€ 2020 1845 : 12065 1455
27 261¢ 2365 1285 1793 é
2 €& 15¢¢ 1660 . 1295 187G N
cS 1£<5 ] 1390 1400 . 1300 1
2C 2¢ic o 1765 . 14385 - : 1e735
21 203C . 1005 : o 1735 . . . 915
:Z 232&E z25 25T . 528
33 2865 ‘ 490 2570 - . : 320
24 2875 : : 440G 2580 S 31g
3E 2845 &£7Q ’ 2550 - 280
X 2835 _ 500 2615 . 3435
Ex © 2618 ’ . 486 24620 358
2E 282¢C : 280 ' 2525 . 230 ;
EE 3135 760 2755 : 545 ;
4 2658 410 2383 . 410 o :
43 285¢ ' 515 2595 310 i ‘
4z 268¢C 355 o 2385 | 355 3
42 2625 110 2630 1igQ © i
44 2565 . 530 . 2645 375 A
42 2545 .- 510 2630 380 s
4é 248C ! 620 : 2185 / _ 620 . fuad ,
% { { i L/ g ;

e v




.. Origin: Vancouver

TABLE 4-13 (cont'd)

DOMINO ftables for

Montreal - Vancouver
2.5.¢.°

Destination: Monireal

Iniernal
node
number

minimum cosf

af upper bound

at lewer bound

From origin

From destination.

From origin

From destination

ASE LR LR AB U0 Aw O A8 A AN & i L
oad LR g N2 = O WD N et

(233
s

3]

N NN N NN PN
AN M - O DN WA

245¢
2585
257¢
3635
313¢C
2138
3260
34G¢
"37¢¢C
. 3E&2¢C
3585
375¢
4815
5065
472¢C
4585
4075
3584C
4120
45625
5417¢C
5€%E

~an

tevv

7250

585
720
103
0

95
870
1565
365
665
785
530
715
1780
2030
1685
1$50
1040
905
1085
1850
2435
2660
T340

7340

2158
2290
2675
2650
2745
2320
2813
3015
3315
326C
3180
3085
343¢
3480
3435
3464
3370
3555
3375
354G
3685
37¢0
6810
&810

495
350
105

"
95
330
165
365
265
550
530
435
780
830
785
814

720
505
725
890

1035
1110
7170
7170

]

Tpidel s,
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Using the exclusion rules, a further 3 nodes and 7 links were eliminated.
This is also illustrated in Figure 11.

A sample of the output of admissible chains is illustrated in Table 4-14.

The first line of each set shows the node puth using internal node numbers.
The second line of the set shows the chains in the input format to TRANCHE;
using the network node numbers. The first four entries on a line are the
control information, giving: chain length origin number, destination
number, serial number of chains.

The final output is a count of the number «f chains and a count of chains
of given length. This is shown in Table 4-15,

4,4.3 Conclusion

The number of chains from Monireal to Vancouver has been reduced from
.approximately 30,000 to an eminently manageable 338. This illustrates the power
ond effectivena=ss of CADUCEE.

R el JUR
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TABLE 4-14

Admissible Chains
(o somple)
for
- Montreal = Vancouver

hains are defined by internal node numbers (Ist line)
and by network node numher (2nd line).

£ £ T 1S 21 25 31 41 42 43 50
10 113 #1l2 1 112 114 212 214 232 242 331 334 335 34) 412
s b 116 21 25 31 47 48 52 50
10 113 12 2 112 114 212 214 232 242 331 234 415 414 412
: < £ Tlg 1S 21 25 31 47 42 43 50
11 113 Alz 2112 114 z12 213 2k4 232 242 321 334 335 341 412
C < £ 118 1% 2L 25 31 471 48 52 50 .
C 11 113 alz 4112 114 212 213 2:4 232 242 321 334 415 414 412
Z < 16 2L 25 ¢S 321 47 42 43 50
11 113 4lz 2 112 114 212 214 232 242 243 331 334 335 341 412
b4 £ 15 21 25 2S5 31 47 48 52 50
11 113 alé & 112 114 212 214 2122 242 243 331 334 415 414 412
, .2 £ 1 18 2% 25 31 46 4C 38 49 50
11 113412 T 112 114 212 214 222 242 331 332 333 336 342 412
an Z P T 19 21 25 31 46 40 42 43 50 .
g' 11 113 «1é € 113 114 212 214 232 242 3731 332 333 335 341 412
St ' ' 2 £ 18 21 25 31 47 42 35 43 50
11 113 412 S 113 114 212 214 222 242 321 334 335 314 341 412
& A 2 ST 18 21 2» 31 47 42 43 49 S0 _
é 11 113 &1z 1€ 112 114 212 214 232 242 221 334 335 341 342 412
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TABLE 4-15

Chain Statistics ‘ o
for

Montreal=Toronto
2.5.C.

STATISTICULES SUR LES CRAINES

".J';f**#*ﬂl*:%##***##***-‘I’k*#\"&****

RCVMERE TCTAL LE CHAINES = 328

MST( 1) = C NSTCIC) = 2

NST( 20 = ¢ : O ONST(11) = 12

CRSTO 20 = ¢ ' CNSTC(12) = ac

MST( 4) = ¢ UNST(12) = 4

LST( &) = c o NsT(14) = <7

§ o ’ NS‘T( ¢) = ¢ o ->NST(15A) = T8

MST( 1) = C - . bNST(lé)-r Cac

@ NSTC €) = c NST(17) = 4
b A

. : NSTL S = C NSTEL1E) = C
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TOWARDS A DEMAND MODEL

The _probli"em of linking HERMES | with a demand model

The previous sections of this report have clecrly demonstrated the great potential

of the HERMIS model. If this potenhu! is to be fully utilised, it will not be
sufficient to assume hypothetical increases of demand beiween given points expressed
in number of channels, as it is done in the preseat version of the model; it should
be possible to consider forecasts of different patierns of increases of demand for
telecommunications facilities in Canada, providad by a demand model. '

It is intended to work from the present concept of demand for facilities backward
through the demand for telecommunication servizes to the demand for the trans-
mission of messages and even beyond so os to begin to identify the real determinarts
of demand. in this way, progress towards a demand model will proceed step-~by=
step from a solid base of an operational, though manifestly narrow in scope,
network copcicity expansion model .

The importart, and difficult, first stage of this cevelopment will be to infroduce
the considerctions of the type of service (voice, TV, data fransmission, etc.) of
the quality of service and of the timing of demand.

The presence of Joint costs and of decreasing couts makes it important to consider
also the demand for local traffic although the mudel is primarily concerned with
interregional traffic.

" The demand Yor telecommunications is obviously generated by the social and

economic aciivities and by the activities of pubiic agencies. Public policies
may have great direct effects (e.g. the policies of the state~owned TV networks,
etc.) and indirect effects (e.g. encouragement of regional development, control
of foreign investments, etc.). However, all these influences are certainly very
complex and depend hecvu!y on instituiional arremngementse

There is also an interaction beiween the supply uF tel ecommunications and the
demand for them. Apart from the easy to name hut difficult to evaluate,effect
of prices on demand, there are also the effects ¢n demand of the very existence
of telecommunication facilities and of the quality of service.
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Although FHERMES | is a static model, its successors will be made
progressivel’ more dynamic. The importance cf indivisibilities, and of

the joint couts and of decreasing costs that go with them, makes it

imperative 15 consider simultaneously several planning horizons to arrive

at capacity axpansion progroms which are compatible with efficient
sequencing in time of capacity expansion to facse rapidly growing demand.

The demand model to be aimed at is then a mocel capable of producing

series of deraand forecasts, for different horizons and, of course, corresponding
to different hypotheses,

The results ¢.f any demand model, if they are to be used in the models of the
HERMES series, should be compatible with the formulation of these models;
thus, the results would have fo be expressed in equivalent units (channels or
smaller units envisaged) and would have to correspond to the present or
envisaged configuration of the network. It is vvorthwhile noting that some
research is Leing done on the demand problem inside the Depariment of
Communications and while some results could ke very interesting they could
not, in their present form, be fed directly into models of the HERMES series.:
An important point also worth noting is the fact that the network actually
used in the present version of the HERMES model, although very simplified,
" is largely supply oriented. Therefore, further extensions of this network
aimed at bringing it closer to reality should tdke better account of the
demand aspecis of the problem,

Another specific problem is brought about by a characteristic of the tele~-
communications industry: the product being nor: stockable, the time of
consumpfion. is very important.

Still another problem is brought about by the growing variety of tele~
communications services which can, and often do, use the same facilities

but in substuntially different amounts; also account has to be taken of the fact
that the production of cerfain services con be delayed to escape the peak-hour
problem anc thus provide a better utilization of facilities; with the growing
imporfance of data transmission this fact becomes more and more relevant to
the problem.

As we procead by successive steps from the demand for facilities all the way
to analyzing the social and economic and other activities which ultimately
generate the demand for telecommunications, we shall have to rely more and
more on data, on results of analyses and on econometric models, originating
in other agencies. This is bound to give rise to serious problems.
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The potentia! inputs from other agencies are seldom in the formats directly
usable for our purposes. And, of course, tele:ommunications, as other
spatial aspects, are in most cases given a very summary treatment, if they

~are not entively neglected in analyses and in econometric models originating
“in other ageicies.

The elemants available:'methodol‘i,gy and data

* Literature on telecommunications economics iti general cannot be termed

abundant; this is understandable though, in vinow of the fact that the field

is fairly new with its technology evolving rapidly. Research in the field has
been mainly focused on problems associated with regulation of the industry,
such as pricing of services, rate of retuin of the firm, etc. Fairly numerous
recent publiszations deal also with the broad problems of the impact of the
telecommunizations on the economy and the scciety as a whole.

In fact, thers is no established and tested methodology directly relevant to
the problem of demand forecasting for the purposes of the models of the
HERMES series. There are however a certain number of studies that have
tackled the problem of demand forecasting in the telecommunications industry.

This section of the report deals with a few of these studies; no references will

appear here though hecause we believe that tle bibliography on the subject

is not reasonably complete and that further exploration is needed. However,
the studies referred to here, as well as a numker of other studies, are available
on file.

Studies of the Telecommission constitute the main source of readily available
documentatiun on telecommunications in Canada. Once again, regulation caught
a large part of the attention but a certain number of studies have been devoi‘ed

to telecommunications economics.

One of these studies contains some highly aggregated regression analyses with
an attempt to take account of the prices on the demand for telecommunications
services. Another study contains forecasts of the volume of local and toll
telephone mussages up to 1980, The origin of the messages only is specified
and the forezasting technique relies heavily on linear exirapolations.

A study has also been submitted by TCTS and CN=-CP Telecommunications,

titled "Telezommunications Carriers Market Projection and Analysis™. 1t is

too general to be useful in our study, representing more the theughts of the
carriers on the growth of their industry than a thorough analysis of the underlying
factors.
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In conclusion, we could say that studies of the Telecommission.constitute
a basic souice of general reference on the telecommunications industry in
Canada, but they cannot be expected to be uscful for specific purposes
such as building a demand model applying to un interregional network.

Other studies in the field of demand forecasting also include a recent US
study, wheve traffic forecasts were made by assuming a specified annual
rate of increase over a period of years and applying the resulting factors
to the actuil volume of traffic during a specified reference year. Results
were also adjusted fo take account of "impulse jumps" caused by a rapid
rise in the number of telephones, noticeable irprovement in the quality
of service, etc.

This proceciure was used to forecast telephone, telex and telegraph demand.
To obtain circuit requirements the results were transformed using data
concerning the average length of conversation, the average number of
business days, the busy~hour to total=day relaiionship, and finally, the
minutes churged to circuit-usage relationship,

Also treated in this study were the problems of routing and network confi-
guration (radio~relay versus satellite, efc.), revenue projections and analysis
of rates, and finally, economic feasibility of the proposed system.

Another study, though concerned only with estimating the price elasticity

of demand for telegrams, proposes a methodolugy that merits a closer
examination for the purposes of demand foreccsting related fo the HERMES

series of models. This study was related mainly to issues in regulation but it

can also provide valuable insights in the field of traffic forecasting. The

object of the study was to estimate price elasticity for telegrams where price
varies over distance beiween the point of origin of messages and their destination.

It was assurned that these telegrams were not only a good, having o price and
providing utility, but also a method of social nnd economic interaction. It
was expectad thus that the volumes of messages were not only related to the
basic variebles of price and income; but also fo spatial and gravitational _
characteristics such as distribution of population and income, physical distance
between ary iwo given points, levels of business activity af different points,
efc.

Since all these elements influence the quantity of messages in o system, it

- appeared that an application of a gravity model in the investigation of demand
for telegrams was appropriate. A functional relationship was sought linking the
message volume to gravitational variables, demand variables, and indices of
economic activity for each meiropolitan area within the communications network.
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Still another study dealing with forecasting the demand for international
telecommunication contains an elaborate analysis of a large number of
factors possibly affecting this demand. The results seem to show that

some of these factors, including relative prices and quality of service

have a significant effect on demand and on tha choice of the type of
service. There is no doubt, that work on actual demand forecasting will
have to be preceded by analyses of this kind carried out with respect to
Canadian duta.

This is no piace to attempt a comprehensive survey of the data available,
Suffice it sy that the developmeni of demand forecasting procedures will
involve a major effort in data integration. Fundamentally, data relevant
to demand forecasting are available from iwo groups of sources: the carriers
and the users. Any more than superficial anatysis of the factors affecting
the demand for telecommunications will have fo give considerable importance
to users' daia, which ties in with the informalion on users characteristics.

The rapid growth and the rapid rate of change in the telecommunications
industry mein that reliance on past trends may be very misleading. In any
case, some-of the phenomena involved have too short a history for any
significant irends to emerge. The bulk of the effort will have to go into
detailed cross~section analyses to uncover the mechanisms which determine
the demand for felecommunications.

Possible approaches

" There is no ~loubt that several approaches to the forecasting of the demand

for telecommunications will have to be explored. The procedure arrived at
will certainiy contain features inspired by different approaches.

As pointed out above, there is no established methodology applicable fo the
problem in liand ond o good deal of preliminary analysis and hypothesis testing
will have te precede the stage of formulating forecasting procedures.

It is also evident that what is being aimed at are conditional forecasts,
corresponding to alternative hypotheses and nut "once for all" projections.
And again, the forecasting procedures will setve to produce ranges of values
rather than ooint forecasts. The models of the: HERMES series into which these
alternative forecasts will be fed will then hava to be considered as being in
fact simulation devices.

Broadly speaking one could consider three possible approaches to the questions

of forecasting the demand for telecommunications. They are of course not
mutually exclusive,
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The extrapolations of past experience, with-a gradual introduction of more
explanatory variables and a gradual refinement of the level of detail.
This is what might be termed the traditional approach.

The integration of detailed information collected by the telecommunication

carriers in the course of their operations and for their internal purposes. In -
the first phose, there will have fo be a coordination of the carriers own

forecasts. ‘then, there will be the question of using carriers data in conjunction

with informction obtained from other sources. This will obviously be an

essential component of the forecasting procedure. However, this approach

is inevitably rather restrictive since the carriers data do not go very far

concerning the characteristics of the users and their activities and cannot

reveal some of the fundamental determinants of the demand for telecommunications.

The third approach is that of building detailed and elakorate models of the

behaviour of telecommunications users, models whose structures will be

basically thase of activity analysis. This appreach relies heavily on the

collection ond integration of the telecommunications users data: o major

effort will lave to be done in this area. For one, the users data are rather

scanty and, in most cases, in formats which make them difficult to reconcile

with each other and with the carriers data. Secondly, the purchases of tele- .
communications services represent in most cases relatively minor cost items and
in addition, the accounting practices often make it difficult to identify them.

the main role in the procedure adopted, with the carriers data however being
used to the fullest possible extent. This approcch will involve the identifications
of the fundumental determinants of the demand for telecommunications as well as
of the successive stages through which social, economic and other activity gives

rise to the rneed fo communicate, to the demand for the transmission of messages,

to the choices of the type of services, to the petential traffic flows all the way

_to the demand for telecommunication facilities and finally a definite capacity

expansion program. By proceeding by clearly defined stages, the mechanisms

of the successive transformations can be better formulated and tested. The model
would include a large number of relatively simple relations based, as far as
possible, direcily on detailed data concerning observable phenomena. A model
of such a structure is also more "transparent" and yields itself better to subsequent
refinements and up-datings apart from being much more suitable for simulation
purposes. A considerable experience has been acquired, by the Laboratoire
d'économétrie and by Soras lnc., in admittedly different contexts,in constructing
and operating models of this kind.
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6. EXTENSIONS AND FURTHER DEVELOPMENT

6.1 General remarks

The work undertaken in the preliminary phase of the HERMES project was
done fo a iarge extent in view of extensions cnd further developments,
often at the expense of considerable additional effort. As it has been
pointed ou: the HERMES | model is jo be considered as the first of a
series. . The future steps fall naturally inte four categories:

- iraprovements of the methodology already developped, including
the sofiware and its applications to more detailed and more
e laborate networks,

- the introduction of additional factors affecting the planning of
naiwork expansions, including the considerations of the quality
of service, the peak demands, etc.., '

- the linking of the network capacity 2xpansion models with demand
n:odels,

- the introduction of dynamic considetrations: capacity expansion
planning over time.

This chaptar deals in some detail with the first of four categories. It covers
what migh? be termed the natural extensions ¢f the HERMES | model. Although
\ the relevant methodology including the software is already available, their
o implementation will still call for a considerakie effort, including once again
o a very hecvy relionce on the expertise of the Department of Communications
specialists,

The other three categories go a long way beyond the scope of the HERMES |
model. The relevant operational formulations and implementations will have to
be precedcd by an intensive exploratory work, again calling for a close

. collaboration of all the participants to the projects,

Finally, it must be mentioned. that ;naturally, the efficiency and the usefulness
: of the model will increase considerably as the data base becomes generally more
%‘) . detailed aad closer "o reality. This concerns'in particular the cost data.




6.2

- Q7 -

2255
| DTN,
SOREGE inc.

Improvement of the operating characteristics of

the HERMES | model

Although fuily operational and, in fact quite efficient, the methodology

~ of the HERMES | model, including the sofiware, still requires a number

of refinements especially concerning the format of the outputs of the model
and a better utilization of its by~products which are of value in
themselves. In oddition, to handle problems where considerable demand
increases are specified (e.g. more than 6 service channels) and the demand
points concarned are far apart, a more poweriul version of the CADUCEE
program will have fo be resorted to.

Software improvements will concern in the first place the output formats

of the CADUCEE program. These outpuis serve two purposes. The primary
purpose is to constitute inputs into the TRANCHE program. In this case,

the output is on punched cards according to the specification of TRANCHE,
and no changes are contemplated af this stage: (however, see below). The
secondary, but important purpose of the CADUCEE outputs is to provide
information concerning the analysis of the neiwork. OQutput formats which
are appropriate for this purpose are different “rom those specified for the
inputs in the TRANCHE program and, in any case, many of these outputs
are not needed in TRANCHE. Since these secondary outputs are destined to
be analysed by various users, not necessarily familiar with the inner working
of the model, they will have to be in a form which makes it easy to interpret
them. Mor: explicit identification of the elements of the network, including
place names: will have to be provided for,as well as better identification, with
explanatory remarks, of the various derived concepts such as the minimum
cost chains, at lower (upper) cost bounds, dominated nodes; etc.

In addition, clear indications will have to be given concerning the use of
D@MING tables for the evaluation of non-existing, but contemplated links.

Finally, the CADUCEE Il program will have 1o be developed. The concep-
tualization of this program has already been <lone. There still remains the actual
programmingy and, undoubtedly, several successive improvements of the resulting
softiware. CADUCEE 1| will be more powerful than CADUCEE | in eliminating
dominated ¢hains and thus in reducing the loed on the program TRANCHE, at

* the expense, of course, of heavier computations at the CADUCEE stage. |t
~ will also require less core space than CADUCEE |, which is of considerable

importance in some problems referred to above:. The fundomental difference
between CADUCEE [l and CADUCEE | will be that the former will use a more

restrictive definition of admissible chains, that is a wider definition of dominated
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chains. In CADUCEE I, a complete, or incomplete chain is dominated if
any incomplete chain it contains is dominated. In CADUCEE I « complete,
or incomplete chain will be dominated if any sub-chain it contains is
dominated. Since, for any compiaie or incomplete chain, the incomplete
chains it contains are a subset of the sub=chains it contains, the CADUCEE i
definition of dominated chains is wider that the definition of CADUCEE | and
therefore, will lead to the elimination of some shains which survive the
elimination procedure of CADUCEE {. It goes without saying that CADUCEE H
will not eliminate, as dominated, any chains which could appear in the
optimal capacity expansion program. The program CADUCEE I requires the
compufcﬁon of the costs of minimum cost chcim, at upper bound costs, for
all the pairs of points of the neiwork, instead of just for the pairs of pomfs
for' which a rlemand increase is specified.

The use of the CADUCEE output for the evaluation of non-existing but
contemplated links calls for no software development. However, the
methodology has to be written up, examples worked out and the performance
of this procedure examined with reference to real data,

Concerning the TRANCHE program, the situaticn is roughly analogous. The
available sofiware is operational and efficient. Qutput formats will have to be
made substantially more elaborate and explicit io facilitate the utilizations

of the program. Since large numbers of variables appear in the formulations

of the problems and in the solutions, provisions will have to be made for optional
summaries ¢f results.

Finally, the CADUCEE and the TRANCHE programs will have to be integrated

so that there is an option of running a given problem through both programs without
human intervention. [t may be expected that this option will net be very
frequently used: in most cases, it will be thought advisable to examine the outputs
of CADUCEE before proceeding further. However, when speed is essential, or
when several problems have to be solved in rapid succession such an option of
fully integrated solving may be found useful.

More detailed networks

The telecommunications network used so far by the HERMES | model is a highly
simplified and aggregated network. With the existing methodology and with
basically the same software (although the software improvements referred to in
the preceding section will have to be done first) one can handle considerably
more detailed networks. This may, however, nccessitate in some cases a recourse
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to information stored on a disk, with an inevitable and substantial increase
in computing cost. 1t is however too early to speak with any assurance

of the computing costs involved in handling more detailed networks since,
on the one hand we do not yet know what will be the increase in efficiency
due to CADUCEE [l and, on the other, the volume of computations and
memory space requirements depend not only on the size but also, in a vital
way , on the siructure of the neiwork concernad.

[t is presently contemplated to construct a very detailed network containing
up to 2,0C) nodes fo represent the Canadian telecommunications. This
network would never by analysed as such but would serve more like a data
base. A more aggregated version containing some 500 nodes would be the
network actually analysed in the first stage of handling a given problem.

The CADUCEE program identifies, as one of its by-products, the so-called non=
dominated nodes, in any given problem. These non~dominated nodes define,
in a non-crbitrary manner, the region which is relevant to the problem on
hand. This definition is not arbitrary, since dominated nodes are the nodes
which cannot, under any of the circumstances specified in the problem,
appear in the optimal capacity expansion program aimed at. This relevant
region being identified on the 500 node network, it can then be given a more
detailed represeniation using the appropriate slements of the 2,000 node
network, «nd the concluding stage of analysis carried out with reference to
this new, partly blown-up network.

No experience has yet been acquired with this procedure and it is too early

to say wheot its performance will be with real data and with the new improved
software. |ts objective is, basically, to reccncile the need for @ more detailed
analysis of certain regional problems, while avoiding the arbitrary defining of
regions which might be particularly inappropriate in the case of telecommunications
networks while, at the same time, keeping dawn to manageable proportions the
dimensions of the problems.

The 500 ard the 2,000 node networks referred to will originally be merely more
detailed varsions of the actual network, However, they could also be the
enlarged networks described in the following section, although fo handle such
enlarged networks a certain amount of software development will have to be done:.

Enlarged netwoiks

The methodology already developed is applicable also to the so~called enlarged
neiworks. This concept is introduced in order to be able to take into account

such important characteristics of the telecommunications network as the existence
of distinct carriers and of distinct facility sysiems and of certain joint costs relating
to certain indivisible facilities capable of accommodating demand between more
than one pair of points without one being able to allocate the cost of this
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indivisible tacility between the pairs of points concerned. However, to reiain
the mathematical formulation, and hence the basic software of the original
model, the anlarged network is constructed. in such a way that its formal
structure is sirictly analogous to the network used in the HERMES | model . *

In the first place, it may be necessary in some cases to split a given node

of the geographic network into two or more nedes. This will reflect the
existence of more than one nodal facility af itie same geographic location,
and/or of more than one transmission facility hetween any given pair of nodes.
Then either of the following two formulationsmay be adopted, depending on the

purposes of the analysis. One can specify demand increases at the new nodes.

In this case . the demand increases are assumedl to arise already with an initial
commiiment to a given type of facility, that is, in fact, to a given system
controlled Ly a given carrier. Alternatively, demand increases may be
specified as arising in a given geographic location without any such original
commiiment, [n these cases, a single dummy node will be infroduced at the
geographic location concerned and the demard increase specified as concerning
this dummy node. This dummy node will then be connected by zero-cost links
to'the nodes representing the different nodal facilities available in that
location. The analysis will then bear, among other things, on the most efficient
choice of the initial nodal facility and hence also, to some extent, on the
choice of the system and of the carrier.

To reflect the interconnection costs between distinct systems, the interconnection

links will have cost functions associated with them, which will behave in the model as

the cost funitions of transmission facilities, although, in fact, the geographic
distance involved may well be negligeable. '

It may well be the case in various places of the enlarged neiwork that facilities
lying geographically close together are not in fact connected.

Another typa of situation where dummy nodes will be introduced are the situations
referred to wlready where we have a case of an indivisible tronsmission facility .
capable of ticcommodating the demand between more than one pair of points.

" In such cases, often only a small part of the cost of the facility can be allocated

to the pairs of points concerned, the bulk of ihe cost being truly indivisible.

An outstanding example of such an indivisible facility is the satellite. In
the HERMES | model,; an arbitrary allocation of the satellite cost is imposed
which clearly does not reflect the true economics of the situation. In an

 enlarged network, the joint costs will be treated as such, and only the

identifiable additional costs will be allocated to the points served.
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In this case the indivisible transmission facility is represented by a dummy
node. The indivisible part of the cost is associated with this node. The
costs which can be allocated to particular points, that is the costs of
connecting these points to the indivisible facility and hence to other
points so connected, are associated with the links connecting each of
these points to the dummy node in question. Incidentally, we shall thus
have a rathar paradoxical situation of a fransmission capacity expansion
cost being (formally) associated with a (dummy) node.

It may thus be seen that the concept of the enlurged network makes for a
substantial increase in flexibility and realism without altering the formal

structure of networks submitted to the model.

Plonning capacity expansion over rime

As pointed out already in Chapter 5, a really efficient capacity expansion
model will have to concern itself with the sequancing of capacity expansions
over time. In the first place, this will require elaborate demand forecasting
procedures working towards several different time horizons.

In the second place, the software will have fo attain a very high level of
efficiency since the volumes of computations involved in analyses covering
several periods will inevitably be very large.

It is of course the presence of important indivisibilities, and hence of joint

costs and of decreasing costs, coupled with the very rapid growth of demand

for telecomiaunications which explain the intersst in planning capacity expansion
over time,

The dimensions and the complexity of the problims involved exclude, for the tima
being af any rate, the use of such rigorous procedures as those of dynamic
programming or of the optimal control theory. The approach which appears most
promising is that of repeated simulation runs, over various horizons and with
different hypotheses, to calculate the alternative expansion programs and the
orders of magnitude of the trade-offs between them.
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APPENDIX

Reduced Example

f 1. INTRODUCTION

| The example described in this appendix illustrates the functionning of the

1 : HERMES | model. Based on a very simplified network and fictitious cost data,
: it permits tc: follow every step of the calculations and underlines all the basic

mechanisms of the software.

2. NETWORK AND COST DATA

Ve The simplifiad network on which the example is based is shown in the following
!E. sketch. :
\ é

\;

TN

Mileage data is as follows:

Liok L Mileage

1-2 160
2--3 200
1-4 6G0
4-3 660
1-6 - 7¢0
;; 6-5 8C:0
y 5-3 300
2-5 200
42 50




Capacity expansion cost functions for each link are as follows:

(The vertical axis ropresenfs cost per mile, the horizontal axis fhe increase

in capact ity measured in service channels.)
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} ‘ 3. THE PROBILEM
E Determine the minimum capital cost capacity expansion program necessary
- to accommodate the following demand increasas: :
’ . 2 service channels between ncdes 1 and 3
i _ 2 service channels between ncdes 4 and 5
B
: - 'The maximum contemplated demand increase is thus 4 service channels.
m 4. SEARCHIMNG THE ADMISSIBLE CHAINS (CADUCEE Program)
7 4.1 Demand points 1 and 3
- Origin: N@RG = 1
& : 1 Destination: NDEST = 3
- , a) Lower bound (LB) and upper bound {LJB) on capacity expansion
8 B : . incremental costs for the maximum contemplated demand increase
& (4 service channels): sub-routine BHORNE.
"i These lower and upper bounds are calculated on each link as
shown in the following table.
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Link | Mileage| Lower bound LB Upper bound uB
on incremen= | (Incremental on incremen= | (Incremental
tal cost per cost per tal cost per cost per
channel per channel ) channel per channel)
5 mile. mile.
.
- 1-2 | 100 ] 100 4 400
4] 2-3 200 2 400 8 1 600
1-4 600 5 3 000 10 6 000
4-3 600 6 3 600 12 7 200
\ R L) 700 4 2 800 8 5 600
6-5 | 800 4 3 200 8 6 400
A 5-3 | 300 1 300 2 600
\ 2-5 200 1 200 2 400
14-2 500 4 2 000 8 4. 000
4‘ b) Search for dominated nodes.
6 ) The DFMINGD tables are first calculated. They contain the lower bounds
4] - (LB) ond upper bounds (UB) of the miniraum cost chains from every network

: node to the origin (NORG) and from every network node to the destinatior:
7 B ~ (NDEST).

From N@RG to: LB uB From NDEST to: | LB us
] 0 0 ] 500 1 400
' 2 100 400 2 400 1 000
3 500 | 1400 3 0 0
G 4 2100 | 4400 4 2 400 5 000

5 300 800 5 300 600
H 6 2800 | 5600 6 3 300 7 000

s
Rty
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A node is dominated when the minimum cost chain through it has a LB
E , higher than the UB of the minimum cost chain between the pair of
demaiid points.

S . The two terms of the comparison, obtained from the D@MING table, are
showr: in the following toble, for each node of the network except the
‘origir: and the destination. The dominatud nodes are identified.

| :»‘~ o Node LB on minimum cost UB on minirmum cost Dominated
chain through node chain between 1 & 3

. 2 160+ 400= 500 1 400 NO

: 4 3 000 + 2 400 = 5 400 1 400 YES

b 5 360+ 300= 600 1 400 NO
_ 6 2 8(G0 + 3 300 = 6 100 1 400 YES
& c) Search for admissible chains.
r# o Starting from NE@@RG , the chains having one link are identified.
= ’ These are called "chains of length 1". The chains of length 1 are used
e in turn to identify chains of length 2, etc. Every time a node is arrived
ke at the following two conditions for admissibility are tested:

- S " 1) An admissible chain (or incomplete chain) contains no dominated
node. {Necessary but not sufficient).
- it) The LB on the cost of the incomplete chain concerned is less than
& ; or equal to the UB of the minimum cost chain connecting the node
= ‘ - considered to N,@_RG . Gufficient).
T » . The successive testing for these two corditions is illusfrafed in the
= _ : following table. If condition (i) is not fulfilled, the incomplete chain
. E is immediately identified as non admissible. It is no longer used in
further steps fo construct chains of greater lengths.

If condition (i) is fulfilled, the node is tested for condition (ii).. The
first term of the comparison is calculated using the table of paragraph (a)
above. The second term is found in the DDMING tables.
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Length of
chain

" Chain

Dominated node
in the chain

LB on
cost

UB on

minimum

. cost chain

Admissible

YES
NO

106

400

YES
NO
NO
YES

300
5001

800
1 400

NO

- 600

1 400

The following chains are admissible:

Demand points 4 and 5

N@RG
NDEST

4
5

il

1-2-3
1 -“2-5-73 o

The same reusoning as for the first pair of demuind points is followed, starting
from step (. (The resuits previously obiounec in step (a) are used again for
the second pair of demand pomi*s)




A7

s

TN TR G TS
ESCIPERE! ino.

b) Sa:rch for dominated nodes.
DEMING Tables
From N@RG to: LB UB From NDEST to: | LB | UB
1 2 100 4 400 1 300 80¢:
2 2 000 4 000 2 200 40¢
3 2 400 5000 3 300 60C
4 0 0 4 2 200 4 40
5 2 200 4 400 5 0 G
6 4 900 10 000 6 3100 6 40¢
Node L.B - uB Dominated
’ : on minimum cost on minimum cost
chain through node | chain between’
4 8& 5
. 2100+ 300 =2 400 4 400 NO
2 2000+ 200=2 200 4 400 NO
3 2400+  300=2700 4 400 NO
6 4900 + 3100 = 8 000 4 400 YES
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c) Search for admissible chains.
Length of Dominated node LB UB on Admissibie
chain in the chain on cost | minimum cost
. chain
1 NO 3 (:00 4 400 YES
NO 2 ¢00 . 4 000 YES
NO 3 ¢00 5 600 YIS
2 YES , == NO
NO 4 (:00 4000 - YES
" 2 100 4 400 "
" 2 400 4400 "
" 2 400 5 600 "
" 4 ;00 4 000 "
" 3 ¢00 4 400 w
3 NO 3 200 4 400 YES
NO 3200 5 600 YES
YES = NO
NO. 2700 4 400 NO
NO 4200 4 400 NO
NO 4100 4 400 NO
4 NO 3 €00 4 400 NO
YES : = YES

The following chains are admissible:
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4,3 Revision of upper and lower bounds
. a) Maxiinum relevant demand increase.
& The maximum relevant demand increases are calculated by considering in

turn cach link of the network and testing for the following conditions:

- |f the link does not appeor in any «f the admissible chains listed for
¢l the pairs of demand points considered in the problem, the maximum
relevant demand increase on the link is zero. The link con effectively
he considered as removed from the network.

= |f the link appears in the lists of aimissible chains for one or more
G2 demand point pairs, the maximum ielevant demand increase for the
- link is equal to the sum of the demand increases for all the point

: . pairs for which the link appears in the list of admissible chains.

- \ : The niaximum relevant demand increases are calculated in the following
' \ table:

. S Link

oo —_ MED
- ' 1-2 4
o 1-6 0
< S 1-4 2
" 6-5 0
(. | 2-5 4
s f . 42 2
' 4-3 2
: 5-3 4
' - 2-3 4
‘ "~ Note that the maximum relevant demand increases on the links which
. constitute the admissible chains for the first pair of demand points
(Taond 3), i.e. 12, 2=3 and 1-2, 2-5 und 5-3 is no different from the
maximum demand increase as considercd in the first part of the example.
The admissibie chains for this pair of pcints thus remain the same and
only the second pair of demand points (4 and 5) has to be considered here.
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b) LB and UB on capacity expansion incremental costs.

A=10

SICYE

LB ard UB on capacity expansion incremental costs for links 1-4, 4-2

and 4-3 have now to be revised as the maximum relevant demand increase
* on thase links is now 2 service channels. '

the following table.

The results are given in

1
:9‘{::3 inco.

Link LB - UB
on incrementa: on incremental
cost per channel cost per channel
1-2 100 400
2=3 400 1 600
1-4 3000 4000
4-3 3 600 3600
5-3 300 600
2-5 200 400
4-2 2 000 2 200
Note that links 1+6 and 6~5 are no longer considered.
c) Search for dominated nodes.
DAMING Tablos
From N@RG to: LB uB From NDEST to: LB - uB
i 2100 | 2600 [ 300 800
2 2 000 2 200 2 200 400
3 2400 | 3600 3 300 600
4 0 0 4 2200 { 2600
5 2 200 2 600 5 0 0
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Node LB - UB - | Dominated
.on rainimum cost on minimum cost
chain through node chain between 1 & 3
1 2 100 + 300 = 2 400 2 600 NO
2 2000+ 200=2200 : - 2600 NO
3 2 400+ 300=2700 2 600 - YES
d) Search for admissible chains.
_ . |Length Chain Dominated node LB on UB on Admissiblz
: of chain in the chain cost minimum
°:$. cost chain:
1 4-1 NO 3000 2 600 NO
42 NO A 2000 2 600 YES
4-3 YES : == NO
2 4~2-5 NO 2200 | 2600 YES
| 4-2-3 YES == NO
‘ i
A ’h - Only one admissible chain remains: 4-2-5
4.4 Results of CADUCEE
Demand points 1 and 3:
Adniissible chains: 1-2-3
[+2-5-3

’ . Demand poi nts 4 and 5:

Adniissible chains: 4-2-5
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THE CHOICE OF THE MINIMUM COST CAPACITY EXPANSION PROGRAM

(TRANCHL: Program)

General

For the two pairs of points that were considered at the outset of the problem, thore
remains a choice for only one: the pair 1 and 3, for which 2 chains are admissible.
For the other pair, only one chain remains s« that further processing with the
TRANCHE program is not necessary. '

For the demand between node 1 and node 3 it is evident that the problem can
be solved by hand, and does not require an wptimization model. Thus, the
determination of the optimal solution by hand is shown. As a further example

of formulating mixed integer linear programs in the manner chosen for TRANCH:
the matrix for this problem is shown in Figure A=1  and discussed.

Hand Sclution

Although there is only one chain for the deriand from node 4-node 5, it

must be censidered since link 2-5 enters also in one of the chains from node 2
to node 3. Thus in selecting the least cost chain from node 2 to node 3

an existing 2 channels on link 2--5 must be assumed.

These 2 channels, for demand from 4-5, can be added at a cost of 200 units
“each, for a total of 400 units. The data on channel addition for each link

is computed below: _ ‘ .
Link Milleage Additions
st channel 2nd channel

Cost per | Total Cost per | Total

mile cost mile cost

1=2 100 1 100 1 100 -
2.3 200 2 400 2 400
2-5 200 1 200 2 400
5-3 300 1. 300 1 300
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The costs for adding one and two channels on each of the two chains

are given below:

>hain Cost
1 channel 2 channel
}-2-3 500 1 000
1 =2-5-3 6OQ 1 400
Thus the optimal expansion program is:

Link Addiﬁonhal Total

channels cost
1=2 2 200
] 2 800
4=2 2 4 000
2=5 4. 1 000

Matrix of Problem

There are a number of different approaches that could be taken in forming
mixed=integer linear programs to solve the ptoblems posed in Project HERMES.

The matrix in figure A~1 for the example preblem uses the approach taken by
the TRANCHE program but is not representative of the apparent form of the
TRANCHE matrix. It is, however, representative of the effective form of the

matrix.

regard to the status of channels on any link.

The links have been coded as follows:

The difference lies in the generality of the TRANCHE program in

Link no. Nodas
101 1=2
102 2-3
103 42
104 2-5
105 5=3

The form of the problem is clearly seen, especially if the discussion on probiem
formulation in Chapter 3 is referred to.







