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SU. M/ViARY 

•
. 

During the  preliminary phase of the HERMES project, a rnodel was develope):1,4' 

for plat ring interregiena. I telecomMunications.,,network„ca'p-aeityexpansiore /IV 
•. 	 -.. 	 • 

from the initidl - S'fafe af -niiiiitifieircepttOr::bst levels' given ce .rtain "Oenfiterateens 

of demend changes and other constraints. The present version Of this model 

(called HERMES I) is operational, based on simplified facility expansion cost 

functioes and on abstracted representatier, of the Canadian interregional network. 

The mcxiel consist of two parts. The first oart  (consisting of the CADUCEE so'tware) 

analyse: the telecommunications network, the  related capacity expansion cost 

functiors and the specified demand increases, and identifies' admissible facility 

assignment chains and the bounds on cape 	expansions. Thus this part of the 

model permits to eliminate all so called lominated chains, which cannot be 

part of :.he Solution under any circurnstanceS and also the dominated capacitY 

expansion increments. The most important procedure of this part of the model 

is a gererezation of the shortest chain dgorithm for non-directed networks, 

based.on Bellman's principle*of optirnality. 

The second part of the model (consisting  cf the TRANCHE software) identifie, the 

minimum cost expansion program, using a. its main procedure a mixed intege: 

linear Frogramming algorithm of the braneh-and-bound type. 

The prit icipal output of the model consist of the values of capacity expansior 

activities constituting the minimum cost c opacity expansion program. 

To use the full potentiel of the models ofille HERMES series, it is recommended 

that a demand model be concurrently developped which weuld provide forecasts 

of different patterns of increases of demaed for telecommunications facilities • . 

in Canncla. Although there is no establisned methodology applicable to the 

problen, a few approaches can be suggested. It is expected that one of these 

approcq.:hes would play the main role in .the procedure adopted, namely a merle l 

 based en the structure of activity analysi ,.. 	 • 

The HERMES 1 is the first one of a series,, and future developments will.invoIve 

the fol:owing steps: 

5 
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Improvements of the methodology already developped, including the 

software and its applications to more deta1ed networks. 

- Thè introduction of additional factors affricting the planning of network 

expamions 

- The linking of the network capacity expansion models with demand models 

- The introduction of dynamic considerations: capacity expansion planning 
over time. 

As a guide to the reader, the following remarks concerning the contents of the 

various parts of the report may be useful. 

- Chapters 1, 2, 5, and 6 ,  will provide a general overview of the 

HERMES  I  model, as  well  as an exposé on possible approaches 

for a demand model and a description of racommanded extensions and furthcr 

develepmenits for the models of the HERWS series. These 4 chapters give 

a fair!y complete presentation, in semi-technical terms, of the work carried-

out and the results obtained during the preliminary phase of the project. 

- Chapfie 4 presents some of the results that were obtained while using the 
model to solve specific problems submitted by D.O.C. personnel. 

- Chaptcr 3 is a very detailed and technical presentation of the HERMES I 

model Combined with the reduced example of the appendix, which takes 

the reoder through almost every step of th  calculations, it is intended to 

proviee a complete understanding of the various mechanisms used in the model. 

2 
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FOREWORD 

The overdl objectives of the Prelitninary Phase of the HERIV1ES project 
were: 

To develop a mathematical model for planning interregional 

lelecommunications network capaciîy expansions from the initial 
date at minimum capital cost levels, given certain hypothetical 

configurations  of demand changes and other c:onstraints, 

b) 	 develop a methodology for realieic demand forecasts for 

interregional telecommunications 0  

c) 	ïo carry out preliminary work on methodological development of 
un integrated approach to demand forecasting and/or simulation 
and the planning of interregional nt twork capacity changes. 

Accordinç, to the terms of reference the prelitninary phase was to be divided 
in two pal is. The first part was to lead to ar interim report containing the 
following 

i) )etailed formulation of the first  version  of the model. 

ii) Opes-ational but probably inefficieat software relating to (i). 

iii) 'FI'wo sets of data recommendations: 

data needed to construct the model; 

data needed to operate the model. 

In turn, the second part was to lead to a Final Report, due on January 31, 1972 
and containing the following: 

i) 
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Translation  of the reduced model in'eo an operational model; 

detailed formulation of the model; its functioning. 

Preliminary results of the model, forecasts and simulation. 

iii) 	i:onclusions: recommendations concerning subsequent phases. 
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In concurrence with the National Telecommunications Branch, it was decided 

to consolidote the contents of both documents into the present report, which 

is submitted at an earlier date than was originally anticipated. The scope of 

the interîm report, submitted on October 26, 1971, was accordingly reduced 

• to a very  bref  activity report. 

The FIERME:-. project is a joint enterprise carKed out by: 

Th National Telecommunications Bi anch of the Department of 

• Communications 

Economics Department, Carleton Un versity 

La )oratoire d 'économétrie, Université Laval 

Inc., Montréal. 

The following persons collaborated in the act:vities leading to this report: 

DE partment of Communications: 

O.L. Britney, Space Systems Consultant 

W. Fenton, Consultant 
J. Guérin, Econometrics Advisor 
J. Fianna, Director General, 

National Telecommunications Branch 
K.T. Hepburn, Chief Reçwlatory Consultant 

E.E.R. King, Chief, Sta,istical Information 

ï 

Ccrleton University: 

G. Paquet, Professor of Economics 

Université Laval: 

C. Autin, professeur agr6gé 
M. Hupé, assistant de recherche 

Matuszewslci, professeur d'économétrie 

J. Poirier, P.Eng., chamé de recherche 
(analyste des systèmes) 

Sors Ince: 

I.P. Bergeron, Project Director 

M. Lafontaine, Intermechate Economist 

R. Riendeau, Intermediat a 0.R. Spocialist 

R.  \Webber, Intermediate O.R. Specialist 



bi 
i. i 

(7.'2  (...e --r-V-7.% 	- 
1110. 

Mr. E.E.R. King, Chief, Statistical Informatici, of  the  Department of 
Communicceons is the Project officer. Professor T. Matuszewski of Université 
Laval is responsible for providing direction with respect to the technical inputs 
of all ieam riembers into the profor:I.. 
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PROLEGOMENON 

Project I-WRMES is a joint enterprise carried out by a quadripartite team, 

whose composition is detailed in the Foreword. From the beginning it has 

been consklered that such an arrangement was a necessary condition of the 
success of the project. It has to be realized however ihat there are inevi-

table delois and costs involved in coordinatitig the working of such a team. 

It will also be noted that each member's contribution carries a special 
flavour. And this is how it ought to be. The present text, for instance, is 
clearly diiferent from what it would have been, had it been written as an 
internal departmental document, as a study o.dered from a consulting firm 
working  atone, or again, as a straight academic exercise. 

A number ef serious difficulties are inherent  n the very nature of the project. 
Telecommenications are in a state of rapid eepansion and undergoing profound 

changes. These will continue at an increasing rate. Trends observed in the 
past are net, by themselves, a very reliable uuicle. The economics of the 

telecommunications aré rendered particularly difficult by the special charac-
teristics  o the "products" and of the "processes" involved. On the one hand, 
these "prolucts" are highly individualized and defy any simple measurement 
procedure:. On the other hand, the "proce&es" are more often than not 
characteri:r.ed by the importance of joint costi, of decreasing average costs, 
of  substitution  possibilities and of often very wide ranges of technical alter-
natives. 1 . 1.nd then, there are particular diffizulties in arriving at operational 

definitiom of both the cost and the demand cencepts. All this is further com-

plicated by the very special institutional and corporate structure of the 
telecommunications industry. 

On the nu thodological side, precedents are few and the ones that exist 

concern certain aspects only of the probletns with which we are concerned in 
this study( The conceptual effort concerned with the difficulties mentioned 

in the preeteding paragraph is thus inevitably ID a large extent exploratory. 

The chalk nge of the HERMES project lies in the necessity to combine some 

quite fund mental and advanced concepts of economic theory and of mathe-

matical programming with the very down-to-earth realities of the Canadian 

interregional telecommunications network. The results are not of universal 
applicabilly, at least not in the form in whinh they are being worked out. 
In a sensee  the HERMES project is "custom made". Flowever, one can 
envisage i:'s modifications and extensions which may go a long way in increasing 

the transferability of these results. The basic methodology and the overall 

conceptuaI isation of the relevant software are quite general. Applications to 

more detailed studies of regional networks or of specialized networks within 
Canada a ,e 	first to come to mind. Adaptations to the special characteristics 

of the tek communications plannine ..oblems in other countries are certainly 
possible. 

1. 
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It was decWed from the beginning that the HFRMES project would proceed by 

stages.  Th  r results contained in this report  are  based on real data, but severely 
simplified cr "rationalized". Thus, they are  tobe  considered to some extent 

as  experimetital. The HERMES model itself iE in a fairly advanced stage of 
development, and thus can efficiently handle a much more detailed and realistic 

data base. A large part of the work of future phases will be devoted to developing 

such a data base. Proceeding by stages mean ,J that the models developed in the 

course of ne project must be perfectible, the provisions must be made for 
accommodding and taking advantage of new data, for increasing the scope and 

the complexity of the relations these models contain and for improving their 
performanc.('. This perfectibility requirement evidently imposes certain additional 

burdens on ihe conceptualization of these models and on the development of 
computing and other procedures necessary to operate them. 

It was decided not io approach telecommunic itions carriers for additional 

information, statistical and other, until the peoject is in a more advanced stage 
of developn,ent. It is clear however that their cooperation will be essential if 
the project is to yield truly operational resuli;. 

Some goverment departments have been approached and are being kept informed 
of the progi Z3SS of the project. No input from these other departments has been 
used to obtain the results reported on here. In the future stages of the project, 
however, ii is expected that such inputs will Oecome important. 
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2. 	NATURE OF THE MODEL 

2.1 	General Remarks 

Although based on real, though of course simpl Wed and aggregated, data and 

although full: ,  operational within its terms of reference, the HERMES I model 

is just the fir t one cf a series. The development of the methodology, including 

the correspon ling software, was done to a very large extent and at a considerable 
additional effort and expense in view of future n finements and extensions. 

Already the description of the model and its functioning contained in this and in 
the following chapters goes a good deal beyond the fairly narrow objectives of 
the Preliminary Phase. It is not until Chapter 6 of this Report however that the 

full potentialities of the model in view of future ievelopments are discussed at 

length. 

The HERMES 1 model is formulated with referenc( to the Canadian telecommuni-

cations netwcrk. However, the methodology de ,  eloped is perfectly general and 

applicable to the telecommunications network of any country, or group of countriee. 

It will be noted that the methodology in question covers all the essential steps from 
the conceptutilization and economic analysis, through mathematical formulation of 

the model to the development of the relevant software. It is evident however that 

the implantation of this methodology in a foreign context would still require a 

considerable effort of data collection and data ihtegration which could not be 

undertaken e:wept in close collaboration with the specialists of the country, or the 

countries, cc ncerned 

The basic function of the HERMES I model is to fi nd optimal telecommunications 

capacity expansion programs, given specified inereases in demand. Demand for 

telecommunications facilities, and changes in tills demand, are specified in a 

manner exogenous to the model. In subsequent phases of the project a series of 

FIORAE models will be developed whose function will be to provide these specifi-
cations and tlius to work in tandem with models of the HERMES series. 

For the purposes of the HERMES I model demand is defined as the number of 
circuits or cllannels deemed necessary at a given level of quality of service 
between any two demand points. It will be noted that it is thus the demand 
for facilities (transmission facilities only in the  case  of HERMES I, transmission 

and nodal facilities in subsequent versions) that is taken into account here, and 
not derneed for communications as such. 

By optimal capacity expansio, ,)rogram is meant a program (which may be not 
unique) which minimizes the total  capital cost of capacity expansion. In sub-
sequent models of the HERMES series, operating eosis will undoubtedly also be 
introducc-d 
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The model i5 formulated with reference to the Canadian interregional telecom-
municatiom network, as established by the Department of Communications 
officers. Evidently, the real network with all  ils  details could not be incorpo-
rated into the model and a simplified version had to be used. The simplified 
version resembles the real network with respect to its geographic pattern. It 
includes 98 demand points, of which 19 are portals to foreign nodes 0  

lt will be understood that, as a general rule, o number of alternative Facility 
assignment ehains are available to satisfy the demand existing between any two 
points. The number of these chains may, in fact, be extremely large. Thus, 
preliminary calculations indicate that, already in the simplified network referred 
to above, the number of possible facility assigement chains between Montreal and 
Vancouver 's well over 30,000. To evaluate and compare such a number of 
alternatives within the context of mixed inteGe.r programming is well beyond the 
possibilitie s  of even the most powerful computers. The first major mathematic& 
problem to !e solved was thus to find a procedure to identify the facility assign-
ment chain s  which are candidates for inclusion in an optimal capacity expansion 
program - teese are called admissible chains - and to eliminate the chains which 
are dominated, in the sense that although poseble, they are so inefficient that 
they could lever appear in any reasonable capecity expansion program and ce.rtainly 
not in the optimal program. In this way, the problems submitted to the model 
could be reiluced to manageable dimensions wi hout sacrificing any relevant 
information and, also, maintaining the origina; level of detail. Such a procedure  'vas 

 formulated, and made operational. It is described in Sections 2.3 and 3.3. below. 
Apart from :upplying intermediate results essential for the functioning of the model, 
this procedure yields certain valuable by-products of interest in the overall appre-
ciations of I he telecommunications network cohcerned and in the evaluation of 
its proposed extensions. 

The other m.lthematical difficulty was the importance of decreasing costs and of 
joint costs - it is the capacity expansion costs which are meant here. As it is 
well known the presence of such costs complicates very considerably the search 
for optimal  solutions and, in addition, makes sensitivity analyses of the results 
more laborious. It is, of course, the indivisibilities characteristic of telecommu-
nication facilities which are responsible for those difficulties. The techniques 
employed fc overcome these difficulties are those of mixed integer linear programn ing. 
They have been made operational and adapted to the special needs of the HERMES 
project. They remain however more complex and laborious than the technique of 
continuouslirogramming applicable in other contexts. The use of mixed integer 
programmina to handle real life problems is still a fairly recent development. 
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HERMES I is an optimizing model. However, its searching for optimum solutions 

is always done within a framework of hypotheses: hypotheses concerning the 

demand pattern, concerning capacity expansion costs and, of course, concerning 

the strUcture of the telecommunications network itself, including a given state of 

network capaeity. It is not designed to supply "once for all" solutions. Its 

proper role is that of a simulating device supplying conditional solutions to certain 

ranges of prof dems and tracing the likely consequences of alternative hypotheses. 

It is essential to realize that the presence of decreasing costs and of joint costs 

makes for the successive solutions of the optimizing procedure being non-additive. 

This may be illustrated as follows. Supposing a certain  demand increase for a 

given pair of points is specified and the corresponding minimum cost capacity 

expansion prcgram identified. Then another pail of points is taken up and again 

a minimum c( st capacity expansion program is id ;reified, designed to satisfy the 

demand increase specified for the second pair of points. Now, if the same demane 

increases for 'Doth these pairs of points are consieered simultaneously, the corres-

ponding minimum cost capacity expansion program will not, in general, be the 

sum.of the two capacity expansion programs found previously and the cost of this 

overall progr im will, in general, be less than the sum of the costs of the two 

original prog.ams. This is so because the two demand increases may well be assigne.d 

to share certain facilities and thus to take advanrage of decreasing average costs. 

This consideretion is of paramount importance in the planning of communication 

networks and is reflected in certain fundamental characteristics of the HERMES I model . 

The  limitations  of the HERMES I model are inherent in its formulation and will 

become  apparent as ifs description unfolds. Although it is elaborate and detailed 

by the usual ,i-cindards, it is no more than a simplified version of just a segment of 

the relevant reality. Its principal limitation is perhaps its static character. To 

refine the degree of detail and to increase the number of variables is time-consummg 

and expensive, but does not call for major revisions of the methodology originally 

developed. ro introduce dynamic consideration., so that capacity expansion prog, ams 

spread over eme can be taken into account and optimized, calls for some major 

conceptual  ravisions, a fairly fundamental reforniulation of the methodology, and e 

new conceptualization of the relevant software. It is evident, however, that suet - , 

dynamizatim will have to appear somewhere dong the line of development of the 

FIERMES series of models, given the extremely repid growth of demand for tele-

communications and given the particular nature of capacity expansion cost functioes 

for telecommunications. 

To sum up, the model HERMES I is certainly perfectible in the sense of having a 

considerable potential for future refinements and extensions, including the construztion 

of dynamic versions. However, its present version already is fully operational, bc sed 
on real, though simplified, data and supported by a system of software which, although 

functioning and reasonably efficient, is also capable of considerable further dove; )pment‘ 
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The remainder of this and the  following chapter deal with  the  HERMES  I  model, 
leaving to Chapters 5 and 6 the question of its possible extensions and future 
developments. 

2.2 	Structure  of thej model  

The FIERME3 I model consists of two parts. The first part  serves  to analyse the 
telecommunications network, the related capaeity expansion cost functions and 
the specified demand increases. Its principal output is the identification of 
admissible facility assignment chains and of  the  tipper bounds on capacity expan- 
sions. It  aise  yields certain by-products of interest. The second part serves to 
identify minimum cost capacity expansion progoms. It uses as its principal 
input the principal output of the first part. 

The rote  of the first part of the HERMES I model may be briefly described as 
follows. 

The nationol interregional telecommunications system is represented by a non-direeted 
network in evhich there can be at most one link between any two nodes. In due 
course the present simplified network will be replaced by a more complicated one ; 

 allowing foi- more than one link between any two geographic nodes  and for more than 
one nodal facility at any given geographic point, to take account of different 
facility systems, of the existence of distinct telecommunications carriers, and of 
other considerations. However, the device of dummy nodes and links related to them 
allows the representation of this more complicated network by a so-called "enlarged 
network" whose formal structure is strictly analogous to the network discussed here, 
so that the methodology presented below applies e.qually well to the more compliceted 
network. 

Capital capacity expansion cost functions are defined for every link (and node: 
geographic, or a dummy node) in the interval between the existing capacity 
(assumed to be equal to the present level of utilization) and an upper bound on 
capacity expansion, set at a maximum of 30 service channels , although in the 
actual applïcations of the model, the upper bounds are set at lower levels, depending 
on the speclied pattern of demand increases. In fact., successive revisions of the 
upper bounds on capacity expansions play an important role in the first part of th( ,  
HERMES I model and contribute significantly to its efficiency. 

The second . ,art of the HERMES I model uses a mixed integer linear programming 
formulation (TRANCHE) to choose the minimum cost capacity expansion program. 
This kind of formulation, instead of a much easier continuous programmi ng formu-
lation, is made necessary by the presence of decreasing average costs (due to the 
fact that the total cost functions are step functions) and to the presence of joint 
costs: demcnd concerning two or more different pairs of demand points may be 
accomme.dated by the same transmission, or ,  nodal, facility. 
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In the mixed integer linear programming formulation, every facility assignment 

chain between every pair of points considered in any given problem gives rise to 

an activity, i.e. to a variable (facility assignment activity) and all possible 

capacity expansion increments also give rise te activities which, in addition, muet 

be represented by integer variables. Even in  i  network of  moderato  size the 
number of passible faci I ity assignment chains end of possible capacity expansion 

increments may be extremely large. The handUng of tens of thousands of variabl E s 

in mixed integer linear programming problems 's not a practical proposition. 

It is therefore essential to eliminate in advance facility assignment chains which 
cannot, und er any of the circumstances considered, Form part of a minimum cost 
capacity expansion program. It is also importent to eliminate in cidvance the 
capacity  expansion  increments which cannot, under any of the circumstances 
considered, form part of a minimum cost cape( ity expansion program designed to 
satisfy a spe :ified pattern of demand increases These are the capacity expansion 
increments vhich lie beyond the upper bounds on capacity expansions. Such 
facility assio-Iment chains and such capacity  expansion  increments are called 
dominated. Faci I ity assignment chains and capacity expansion increments which 
are not dominated are called admissible. 

The main fuection of the first part of the HERMES I model is to identify the 
admissible fc cility assignment chains and the  admissible  capacity expansion 
increments (i his in fact means identifying the ripper bounds on capacity expansion;), 
and thus to make the second part of the model operational, apart from yielding 
certain interesting by-products. This is done with the help of the computer program 
CADUCEE with its principal subroutines BORNE and  DOMINO. 

The concept of the lower and upper bounds on incremental capacity expansion 

costs plays al essential role in the first part of the HERMES I model. These 
bounds depend on the initial state of the netwerk (the installed and assumed 
fully utilized capacity on every link and node of the network) and on the upper 
bounds on cc pacity expansions. These, in turn, depend on the pattern of 

specified denand increases. 

The efficiency of the first part of the HERMES I model depends in a vital way 
on the lower and upper bounds on incremental capacity expansion costs on the 
links (and nodes) of the network being as close together as possible. This is why 
an iterative procedure is incorporated into the CADUCEE program whose purpose 
is to confron repeatedly the specified pattern of demand increase.s with the 
structure of the network and with the capacity expansion cost functions to narrow, 
step-by-step the intervals between the lower and the upper bounds in question 
This iterative procedure, which is used only if the problem submitted to the model 

involves demand increases involving more than one pair of demand points ;  makes 

use of the concepts of the "maxis,-..rn contemphited demand increase" und 
" maximum relevant demand incree,;e" defined and discussed be.=clow. 
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To sum up, the principal function of the first patt of the HERMES I model is 

to identify the relevant variables for the second part of the model . 

The main procedure of the second part of the FIF.RMES I model is mixed integer 

linear programming. The capacity expansion pregrams are identified with 

reference to the initial state of the network.  The  model uses the computer 

program TRANCHE. The heart of this program L, a standard mixed integer linear 

progeamming algorithm of the brancheand-bound type. This algorithm is surrounded 

by fairly elaborate procedures for the efficient hendling of inputs, on the one hand, 

and for the outputting of results on the other.  The  inputs into TRANCHE are, in 

the first place, the principal outputs of the first part: the admissible facility 

assignment chains and the upper bounds on capaeity expansions. In addition, 

TRANCHE requires as inputs the complete specit ;cations of capacity expansion 

cost functions, functions which have already been, to some extent and for a 

different pur;)ose, utilized in the first part of the model. The output of TRANCHE 
is the identification of the minimum cost capaciiy expansion program corresponding 

to the specified pattern of demand increases. Sech a program takes the form of a 

list of transmission capacity expansions (and, in future versions, of capacity 

expansions of nodal facilities) and their costs. The corresponding facility 
assignment chains are also identified, chiefly in order to demonstrate that the 

specified dcenand increases are in fact satisfied 1.)y the expansion program concerned. 

The structure of the model and the sequence of the main groups of operations 

involved in its functioning is illustrated by the flow charts of Figures 1 and 2. 

It is to be neted that the HERMES I model works in units of 1 service channel 
for both demand increas e  specifications and for he measurement of capacity and 

of capacity expansions. In future models of the HERMES series, finer, and not 

necessurily uniform, units may be used, without any fundamental change of the 

methodology proposed here, though at the price of a heavier data organization ani 
computing el fort. 

As • shown in Figure 1, CADUCEE starts with the network characteristics and the 

problem specified as pairs of points between which a demand increase is given. 

From this is ealculai'ed the "maximum contempleteci demand increase This is 
the maximum number of service channels which muld be added to one link to 

meet the specified increase and can be illustrated as follows. Suppose we specify 

an increased demand of 2 channels between A and 13 and 2 between 
C and D. On any link X, the maximum possibla number of channels which we 

might have to add to meet these demands is 4 channels. The bounds are 

then calculated based on this number, the "maximum contemplated increaseThe 
software then identifies the minimum cost chains between the specified points and 

produces the DOMINO tables. Admissible nodes and admissible chains are then 

identified for each pair of points specified. lt should be noted from the flow char,- 

that output of these data and tables is optional. There is also an option of resortnig 

to specific exclusion rules to eliminate chains which might be otherwise admissibk). 
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Once all  pais  specified have been examined,  The  software ihen tightens the 

bounds by ientifying common elements of chains and calculating "maximum 

relevant demand increase". Again to illustrate using the above example, suppose 

that the  chas  between A and B use links X, Y and Z and those between C and 

D use links  K,  L and X. Thus the "maximum relevant demand increase" .for .  

K, L, Y and Z"lif is 2, whereas for link X it is  4. 	The bounds are revised on thi ,  

basis and if they have changed since the last iteration, the process of identifying 

new chains and nodes is repeated. If the boun Is have not changed, they are as 

tight as the software can make them and no fur her iteration is undertaken. The 

admissible chains at this point are punched out for input to TRANCHE. 

As shown in i 'igure 2, TRANCHE begins with the same network characteristics and 

cost data as CADUCEE. In addition, the CADUCEE output is fed into the computer. 

Using these  data,  the Problem Matrix Generator develops all of the specific formats 

required by the Mixed Integer Linear Programming package which solves the 

problem and ::inds the minimum cost facilities expansion program. 

2.3 	Formulation  and analysis of the network,  cost functions and 

demand:  CADUCEE 

2.3.1 Inputs 

The computer program CADUCEE which corresponds to the first part of the HERME, I 

model requires the following three groups of inputs. 

A representation of the telecommunications network by a non-directed graph 

havirg the property that there can be cnly one link between any two node.;: 

a proposed extension of the model, des zribed in some detail in Chapter 6 of 

this Report, will allow for more than one link between any two geographic 

node!e corresponding to more than one transmission facility between these 

noclee.. The extension proposed involves the construction of enlarged networks 

in wl ich appear the so-called dummy r.odes and which allow for the existence 

of  mu re  than one facility between any rwo geographic nodes while respect;ng 

the formal requirement of the existence of at most one link between any tv ,o 

node. (geographic, or dummy). Although, of course, the network used in 

the rr odel is a simplification of the real telecommunications network, the 

degree of detail taken into account may be fairly large, the model being 

able to handle networks with several hendred nodes. The network used to 

obtain the first results of the Preliminary Phase contained 98 nodes. It is 

described in some detail in Section 3 0 2 and illustrated in Figure 3 . 

The retwork is not specified once for  cil.  In successive utilizations of the 

model, the network can be easily modiFied. In particular, certain parts of 

it of particular interest in any given application may be specified in greater 

detail. Also, non-existent but contemelated links enay be introduced to 

evaluate their potential rol e  in plannei I capacity expansion programs. 

- • 6 - 
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Ii) 	The copacity expansion cost functions on all the elements of the network 

involved. In the HERbAES I model, the elements involved are the links 

corresponding to transmission facilities. !n future extensions, cost functions 

of nodal facility capacity  expansions  will - be introduced and treated in a 

manner analogous to that described here for the transmission facilities. 

. These are capital costs. Operating costs are not taken into account in the 

HERMES I model. More complete discuss:ons of the cost concepts relevant 

to HERMES I and to other models of this sories appear in several places in 

this  report, and in particular in Sub-secf on 3.2.2. It will be nofed that 

in every utilization of the model, cost futictions have to be specified for 

all the elements of the network, in the KRMES I model for all the links, 

though of course, for parts of the network which are not of main interest, 

it may suffice to have first estimates indicating the orders of magnitude. 

In the CADUCEE program, the cost functiens are not used as such but 

serve l.o calculate the lower and upper bounds on incremental capacity 

expanlion costs. The bounds in question may be revised several times 

in the course of any given utilization of the model. These revisions are part  

of the mechanism of the computer progran ,  and are described in the following 

Sub-section and in Chapter 3 0  Flowever, the concept of the lower and 

upper bounds on incremental capacity expansion costs and its relation to the 

cost functions will be taken up here. Caeacity expansion is measured in 

discrete units  of.  1 service channel. 	Capacity expansion cost functions 

ore step functions. For transmission faciPties the possible increments are 

$1,0C9, $3,000, $5,000 or $9,000 per mile. For the nodal facilities, of 

course, the possible increments will be in the total capacity expansion costs, 

and net expressed on per mile basis. 

For eech link (and node)the lower bound and the upper bound is established 

for th,) incremental unit (i.e. per 1 service channel) cost of capacity 

expansion. For links this cost relates to a unit increase in capacity over 

the w:lole length of the link. 

The 'ewer and upper bounds on incremental capacity expansion costs are 

calcuated as the lowest and the highest, respectively, capacity trans-

mission cost per 1 service channel , within the interval between the 

initial state and the maximum contemplated demand increase, or the maxi-
mum relevand demand increase, dependirg on which stage of the algorithin 

the calculation is being made. For links, these bounds are always one of 

the  amounts of $1,000, $3,000, $5,000 or $9,000 multiplied by the mileaue. 

It wit! be noted that if the interval in question is equal to 1 service 

channel only, the lower and upper bounds necessctrily coincide. 
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It wit I be observed that the lower and upper bounds refer to incremental 
capa.:ity expansion costs per .1 service channel. The lower bound 

corresponds to the most favourable and the upper bound to the least 

favonrable configuration of facility  assgnments throughout the network, 

insofar as the given link (or node) is cancerned. The actual costs are 

likely to be higher than the lower bound multiplied by the number of 

servi 	channels installed and lower than the upper bound multiplied by 
the r umber of service channels instal ( ed. The setting of the lower and 
upper bounds on incremental capacity e-.xpansion costs serves two distinct 

purpe ses in the model. In the first plaae, the knowledge of these bounds 
is neeessary for the identification of admissible facility assignment chains. 

In th second place, the interaction of the specified demand increases 
with the lower and upper bounds on admissible assignment chains yields 
the identification of admissible capacit y expansion increments. 

It will be recalled that facility assignrr ant chains and capacity expansion 

increments are represented by variable: in the second part of the model. 
The anly way to make this second part )f  the  model operational is to keep 
the numbers of variables down to mana!Jeable dimensions. This is done by 
consilering the admissible chains and the admissible capacity increments 
only. 

iii) 	Spec'fied pattern of demand increases. In any given utilization of the 

model, demand increases can be speci fi ed for one, or for any number 

of pairs of demand points, which corre:pond to the nodes of the network. 

As pointed out earlier, if demand increases cire specified for more than 

one pair  of demand points, it is essentill to treat them simultaneously and 

not soquentially. 

In the: HERMES I model, demand is alwlys taken to be two-way demand, 

and c II transmissiot ,  ,'and nodal)  facilites are assumed to be two-way 
facild.ies. This does not mean, of coui se, that all demand is necessarily 

demand for instantaneous two-way com nunications. 

2.3.2 Mechanism 

The purpose of the first part of the model is to 'dentify the admissible chains and 
the admissibl capacity expansion increments and thus to eiiminote,  the dominated 
chains and tLe dominated capacity expansion increments. 

This is achieved by ci  progressive  evaluation and elimination procedure. This 
procedure may be applied to one, or to any nu nber of, pairs of de.mand points 
fo  be treated simultaneously within a given problem. 
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The results are not invariant with respect to: 

the sniallest discrete (lump) incretrtent in demand and in transmission 

(and in nodal) facilities; it is assumed here to be 1 service channel; 

the initial  state of the network; the inCalled, and assumed to be 

fully .etilized, capacity; 

the specified pattern of demand increases concerning all the pairs 

of points to be treated in a giver, prob1( mo 

The procedure is a generalization of the shorte;r chain algorithm for non-directed 

networks and is based on Bellman's "principle ef optimality". The generalization 

proposed here consists in taking account of the iact that on each link (node) there 

is a lower boiind and an upper bound on the inuernental capacity expansion cost, 

instead of a sngle incremental cost coefficient, the actual value depending on thE 

facility requi ,ements which could be assigned to this link (node) to accommodate 

the demands between the demand points involved in any given problem. 

For any pair of the demand points considered, e complete chain is a chain connecting 

these two points, called NORG and NDEST re;oectively, and an incomplete chain 

is a chain connecting NÇ2SIZG to any point other than NDEST. 

The procedure progressively eliminates  complot,  or incomplete,chains which are 

dominated by other chains. A complete, or an incomplete, chain is dominated if 

the sum of thti lower bounds of the incremental capacity expansion costs of its 

links (and nodes) is higher than the sum of the upper bounds of the incremental 

capacity expension costs of the links (and node,3) of some other chain connecting 

the same pair of nodes. A dominated chain caenot form part of any minimum cost 

capacity expension program. A complete chaie is dominated if any incomplete 

chain it contains is dominated. It will be recaled that an admissible chain is a 

chain which "ès not dominated. 

If, in any ghen problem, one pair of demctnd points only is being considered, 

these lower and upper bounds have to be set onee only. If more than one pair 

of demand ponts are to be trectted simultaneowly, the lower and upper bounds 

set at the beOnning of the problem are successively revised, the number of revisions 

being at mo::, n equol to the number of pairs of demand points considered, less  one 

 The effect of these revisions is to bring the lower and upper bounds closer together, 

or to leave them uhanged. It will be recalled that the power of the procedure 

depends on the  lower and upper bounds being cr, close together as possible, while 

insuring that no admissible chains nor admissible capacity expansion increments 

are eliminated. 



- 20 - tiR1-:"Ze 

At the begir ning of solving any given problem a "maximum contemplated demand 

increase" is calculated. This number is the same for all the links (and nodes) of 

the network, It is equal to the sum (expressed as a number of service channels) 

of the demaed increases specified for all the pairs of demand points PI be treated 

simultaneously in this problem. 

In subsequent revisions of the lower and upper bounds the concept of the "maximum 

contemplated demand increase" is replaced by  he  concept of the "maximum relevent 
demand increase". This number will not, in general, be the same for all the links 

(and nodes)  of the network. For any given link (or node) this number is equal to the 

sum of the demand increases specified for the pairs of demand points whose admissible 

chains (i.e. admissible chains connecting them) pass through this link (or node). 

It will be nc ted that, for any link (or node), a pair of demand points must be included 

in the calculation of the "maximum relevant &mend increase" even if only one 

of ii-s admislAble chains passes through this link or node. 

Given the c apacily expansion cost functions,  the  lower and upper bounds on 

incremental capacity expansion costs depend on the interval between the initial 

state, that s the installed (and assumed fully utilized) capacity and the upper 

bound on cc pacity expansion which equals either  the "maximum contemplated 

demand inci ease" or the "maximum relevant de-nand increase", depending at whic h 

stage of the problem the calculation is being made. Capacity expansion incremeres 

which are outside this interval are considered dominated. It will thus be seen that 

the successive revisions of the lower and upper bounds have at the same time the 

effect of progressively reducing the list of admissible capacity expansion incremenrs. 

Since cape( ity expansion costs on any element of the network are independent of 

the capaciti expansion costs on any other element, the lower bound for a chain 

is the sum cr the lower bounds on its elements and the upper bound for a chain is 

the sum of ihe upper bounds on its element. The enlarged network proposed for 

future modE Is of the HERMES series preserves t le principle of the independence 

of costs on the  elements of the network. Hence the procedure described here wir 
be equally well applicable to such enlarged networks. 

The lower cnd upper bounds are calculated and then revised by  the  subroutine 

BORNE. Tie program CADUCEE identifies the admissible facility assignment 

chains for each pair of demand points in turn. Once all the pairs have been 

treated,  ft •ealls the subroutine BORNE to revise the lower and upper bounds and 

again treat all the pairs of points concerned. The procedure stops when no furthEr 
revisions of the bounds are possible. 

Every time the main program CADUCEE is used for any pair of demand points, it 

requires thE following information: 
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the  specifi  cation  of the two nodes of the pair of points concerned: 

NORG and NDEST 

the lower and upper bounds on the capacity expansion costs on all 

the links (and nodes) of the network, calculated with reference to 

the initial state and with reference to the "maximum contemplated 

demand increase' or to the "maximum reevant demand increase" on 

each link (and node), as the case may be. 

The procedure starts by calculating the costs of minimum cost chains, under 

different cost assumptions between MUG and NDEST and every other node 

of the network. This is done with  the  help of the subroutine  DOMINO  

of the program CADUCEE. 

DOMINO calculates four tables, although in fat  three of them only are 

required in ftirther calculations: 

the cest of the minimum cost chain, cosh. being set at their upper 

bounds, from NORG to every other node of the network; 

the cest of the minimum cost chain, cost being set at their upper 

bounds, from NDEST to every other node of the network (this table is 

not required in further calculations); 

. 	the cest of the minimum cost chain, cost being set at their lower 

. bounds, from NORG to every other node of the network; 

the cost of the minimum cost chain, cost, being set at their lower 

bounds, from NDEST to every other node of the network. 

It will be noted that the costs of chains which appear in the above tables are 

per 1 service channel. However, since they are upper (lower) bound costs, 

upper (lower:: bound costs for capacity expansions for 2, 3, etc  •  service channels 

are simply  the  corresponding multiple of the boueds for 1 service channel - 

up to the "Fil iximum contemplated demand increese" or up to the "maximum 

relevant demand increase", as the case may be. 

lt will also be noted that the numbers contained in the above four tables depend 

on the initiai state of every link (and node) of the network and on the "maximum 

contemplated demand increase" or the "maximum relevant demand increase", 

depending at which stage of the proce.dure they were calculated. 

The above four tables having been calculaled by the subroutine  DOMIN O , 
the main program CADUCEE takes over and eliminates all the dominated nock-,,,1„ 

A node is dominated if all possible chains connecting MUG and NDEST 
through this \lode are dominated. 
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For every node of the network a comparison is mede between: 

the sum of the costs of the two minimum cost chains connecting 

this n xle with MUG and ,eith NDEST rn-ispectively, costs being 

set at their lower bounds; 

the cost of the minimum cost chain connecting NORG and NDEST, 

costs being set at their upper bounds. 

If the first term of this comparison is greater than the second term, the nodes 

concerned is eliminated as being a dominated no le., Two of the four DOMINO 

tables are used in this operation. 

All the links connecting a dominated node with eny other node, whether dominated  

or not, are eliminated 0  

It may be not A that when the procedure is used ror one or more pairs of geogra-

phically close points, the elimination of dominaled nodes will provide a non-

arbitrary delineation of the geographic region re event to the question of capacity 

expansion to eccomrnodate an increase in demanc: between the pairs of nodes 

concerned. 

CADUCEE sterts by identifying chains having one link, called "chains of length 1" 
starting from MUG. It uses these to identify chains "of length 2", etc. Every 

time a chain meets a node, a comparison is made between: 

- 	the cest of the incomplete chain concern el - costs of its links being set 

at their lower bounds; 

the cest of the minimum cost chain connecting NORG to the node 

concerned, costs being set at their upper bounds. This information 

is contained in one of the four DOMINSZ,  tables. 

If the first tem.: of this comparison is greater than the second term, the incomplete 

chain concerned is eliminated as a dominated iecomplete chain. All complete 

chains containing this incomplete chain are also implicitly eliminated. 

The procedere stops when no further incomplet e er complete admheible chains 

can be identified. 

The progran.i CADUCE.E then takes up another pair of demand poinls, calls the 

subroutine DOMIN9.5 and repeats the procedure described above, starti n g .  with 

the calculation of the DOMINO-tables. 
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Once all  the pairs of points concerned have been treated, the subroutine BORNE 

iS called to revise the lower and upper bounds•and again all the pairs of demand 
points are treated in turn. This revision starts iDy sorting out all the admissible 
chains by th(,' pairs of demand points to which they relate. Then, for each link 
(or rtocle.) of the network, the pairs of demand points are identified whose admissib;e 
chains (one or more) pass through this link (or ;iode). The "maximum relevant 

demand increase" for each link (or node) is then calculated as the sum of the demand 
increases for all the pairs of demand points so clentified. These "maximum relevant 

demand increases" are then used to recalculate the lower and upper bounds on 

incremental capacity expansion costs and also as a by-product, to identify the 

admissible cOpacity expansion increments. Tho procedure stops when no further 
revisions of bounds are possible. 

Once the admissible chains have been identified by the above procedure for all the 

pairs of demend points concerned, they ma>' be further tested to eliminate those among 

them which violate the specific elimination ruies which reflect the institutional and 

technical peeuliarities of the Canadian nationel interregional telecommunications 

system. The taking into account of these specUic rules is an option in the CADUCEE 

program: op ion "specific exclusion rules". 

2.3.3 Outputs 

CADUCEE  outputs  all the admissible complete shains connecting the demand points 

of all  the pars  considered. These chains are i ientified (as sequences of nodes and 

as sequences of links). It also outputs the upptn- bounds on capacity expansion on 

every link (celd node) of the network and thus, implicitly, identifies the admissible 
capacity expmsion increments. 

All the chains which have been eliminated are dominated chains, that is chains 
that cannot appear in the minimum cost capcici:y expansion program with the 

given initial state and the specified pattern of clemand increases. There is therefc re 
no danger of missing the optimum solution by submitting to the program TRANCHE 

only the chains identified as admissible. However, if the option "specific exclusion 

rules" is usec, it ma>'  happen that some admissible chains are eliminated. 

The program contains an option to print (punch on cards, i —nsfer to disk, etc.) 
the four DOMINO tables. If this option is us; d, CADUCEE will also identify 
(as sequence:› of nodes and as sequences of links) the two corresponding minimum 
cost chains beween points of each of the paies of points considered, and output 

them. This information is not required in further calculations, but may be oj' interest 
by itself. 

Among other uses, these additional outputs provide information relevant to the 
evaluation of possible ne.w links between nodes not at present directly connected. 
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2.4 	Identific:Ition  of minimum cost  cmacity expansion 
plograms: TRANCHE  

2.4.1 Activities aed constraints 

The procedu.e of the identification of minimum cosi expansion programs is 

formulated ie terms of Activity Analysis. The elements of the procedure are: 

variebles, usually referred to as "activities"; the procedure chooses 
the optimum set of values of these variables; 

cons.raints which these variables have to respect, individually or, 

more  often, in sub-sets; 

1 
the ebiective functions where the variables of the problem appear as 
arguments and whose value is to be optimized (minimized or maximized). 

The procedwe involves two types of activities. 

- The 'acility assignment activities: 

Thes  are the facility assignment chains of the preceding section. They 

corn ?sponcl to the allocation of demand to different chains of links (and 

by iMplication to the corresponding sequences of nodal facilities). These 
actieities are somewhat evocative of the routing of traffic between any 

pair of demand points, however they do not in fact represent the routing 

of trek.. They merely represent sets of facilities which may serve the 

deem ind between any two demand point!. These activities (variables) are 

non-negative and continuous. However, in the HERMES I model, demand 

is always specified in discrete units of  one service service channel and so 

is cepacity and capacity expansions. As a consequence, the variables 

con( erned will always take integer values. But they do not have to be 
declered as integer variables, which wculd have the effect of rendering 
the eomputations unnecessarily cumbersome. Their levels indicate the 
capc city of the corresponding chains eocated to satisfy the demand 
betveen the points concerned. There k, one such variable for every ad-
missible  f'e-:ility assignment chain between the points of every pair of 
points. 

The capacity expansion activities. 

These are non-negative integer variables representing discrete additions 

of trensmission capacity. In future version of the model, when nodal 

capazity expansion is also taken into account, another set or nodal capacity 

expansion activities will have to be intt ocluced. 

U'f3 
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An investment or capacity expansion activity  corresponds  to the building of an 
indivisible facility or of a block of equipment for the purpose of increasing the 
capacity of an element of the network: a link (or a node)» It may thus concern 

a transmissien facility or a block of transmission equipment (or a nodal facility 

or a block ci nodal equipment). The level of an investment activity represents 

the number of facilities or of blocks of equipment installed. It is thus a non-
negative integer. If an investment decision  i of the "yes or no" kind, the 
corresponding investment variable will be a  O1  variable. If the installation of 

a facility or of a block of equipment of a given kind rnay be repeated a certain 

number of ti -nes, the corresponding investment activity is a non-negative integer 

variable. 1;1 practive, it will always have a l.novvn upper bound. 

It is to be noted that the actual transmission o messages does not appear as an 

activity anywhere in the  mode! » 
• 

It will also be noted that the static nature of - the mcxlel puts rather severe conditions 
on the  interpretation of the activities (variables) as defined above. Thus, the levels 

of the faciliy assignment activities represent unchanging and permanent claims  on 
the transmisOon (and nodal) facilities all alonj their respective chains» Once a 
change in demand is specified, demand is assvmed to remain at this level indefinitely» 

The capacit ,  expansion activities, on the other hand, are to be interpreted as 
"once for aPactivities. The capecity expan;:ions concerned are to be undertaken 
immediately and the equilibrium, described b1.- an optimal solution of the model, 
will not be ettained until all these new investnents have been implemented to me.et 
the new pattern of demand. 

The first groep of constraints ensures that all demand increases are satisfied: the „um 
of all the faeility assignment activities between any two demand points must be equal 
to the demand increase between these two poi its. 

The second 9roup of constraints ensures that tFe existing and new capacity on every 
element of the network is at least sufficient to handle all the demand allocated tc , 

 this element , In the HERMES I model, which is concerned exclusively with trans-
mission facilities, links are the only elements considered. When, in future versions, 
nodal facilities also are taken into account, enalogous constraints will have to be 
defined for ihe nodes of the network» It is eh ar that, since they appear in the 

same constraints, the allocation of demand  variables and the expansion of capacity 

variables must be expressed in the same units. It is in these constraints that the 

integer variebles appear reflecting the indivisibility (or "lumpiness" ) of investment 

decisions concerning transmission facilities. 

The third group of constraints in which appear the same integer variables ensures 

the precedence of capacity expansions on any given element of the network. The 
presence of decreasing unit costs makes it necessary to exclude the possibility of 
getting "solution? where an addition to a facility is included in the capacity ex-. 

pension program while the original facility its:If is not. 
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If capacity expansion on every relevant element of the network is allowed, the 

presence of th  o three above groups of constraints cannot give rise to a situation 

where there are no feasible solutions. On may, however, consider situations 

where restrictions are imposed on capacity expanlions. They would be either 

restrictions on individual elements of the network or global restrictions on the 

whole capacity expansion program. One might, for instance, allow capacity 

expansion on certain  specified links only, or fix .'airly low upper bounds on 

allowable capacity expansion on certain links. C,lobal restrictions may, for 

instance, take the form of a constraint on the  total capital outlay. In these cases, 

the corresponding mathematical problem may hav,) no feasible solutions. 

In future models of the HERMES series, the cone( pt of the annual capital charges 

may be used. This concept will involve taking into account the expected life, 

interest charges, and annual maintenance costs. 

It will be recc;Iled that the investment or capacity expansion activities represent 

discrete additions of transmission (and, in later vesions, also of nodal) facilities. 

Each of these activities has a cost associated veith it. Thus, the procedure works 

in terms of total costs. However, the shape of these total cost functions is such 

that the uncle' lying average costs are decreasing over the intervals corresponding 

to discrete capacity expansions. In any solution including the optimal, some of 

these activities will appear with positive values, the others will appear with zero 

values. The !unction to minimize is the sum of the costs of the capacity expansion 

activities, the activities appearing at zero levek making, of course, no contri-

bution to the total  cost. 

2.4.2 Mixed integei linear programming procedure. 

The procedure which constitutes the core of the program TRANCHE is that of 

mixed integer linear programming. 

The basic con,:;eptual di ff iculty one faces here stoms from the indivisibilities 

which characterize telecommunication facilities and equipment. These indivi- 

sibilities give rise to the phenomena of joint cost3 and of decreasing average 

costs which necessitate the introduction of what ere known in the economic 

programming parlance as conditional constraints. It is the presence of these 

constraints which calls for the introduction of int:Iger variables. 

Geometricey, the presence of conditional cons!raints means that  the admissible 

region over which the cost function is to be minimized is not convex, as eis the 

case in the ordinary linear or quadratic programming. The usual methods of 

solution which rely heavily on the concept of  th  E supporting plane are no longer 

applicable and the combinatorial character of the problem has to be faced 

directly. 
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This not  ont>'  makes for much heavier computations than those required to solve 

ordinary programming problems of comparable si:ze, but also means that sensitivity 

analyses, once an optimal solution is found, are much more difficult. The usual 

parametrizat;on procedures are no longer applicable and sensitivity analyses 

become essentially combinatorial problems involving heavy computations. It thus 

becomes mole than ever necessary to have a close collaboration with the users of 

the model who are best qualified to indicate the precis e  nature of the sensitivity 

analyses they are interested in. 

The TRANCHE program uses a "branch and bound" algorithm for solving mixed 

integer linear programming problems. The principle of this algorithm is described 

in sub-section 3.1.4. It is essential to have an extremely efficient computer 

program, and a powerful computer since the volume of calculations is often 

several hundred times greater than in the case ef continuous linear programming 

problems of comparable  dimensions. It is also essential, of course, to reduce the 

number of variables and to fix the lowest possibIe upper bounds on the integer 

variables.  This  is achieved by CADUCEE. 

2.4.3  Solutions. 

A solution o: the model gives in the first place the values of the facility assign-

ment activit'es associated with the minimum co;t capacity expansion program. 

These are obtained as a by-product of the principal  output of the second part of 

the HERMES I moclel. 

This princip II output consists of the values of c Ipacity expansion activities cons-

tituting the  minimum  cost capacity expansion vogram. 

Finally, the procedure gives  the  total cost associated with this capacity expan-

sion program and its brealcdown by the elements of the network where capacity 

expansion is indicated. The actual cost of transmitting messages does noi appear 

anywhere in the model. 

HERMES  t  is not a model which is formulated once for all and intended to turn 

out a unique optimal capacity expansion progrem . It is destined to be used 

repeatedly with different sets of capacity expansion minimum cost functions, 

with modifications of the original networlc and, of course, for different patterns 

of demand increases. Any model, however elaborate, is a brutal simplification 

of reality. .t would be to misunderstand comple,tely the nature of the project 

HERMES to expect to get out of it ci once-for-all straightforward answer to the 

question: what ought to be the program of capacity expansion of the interregional 

telecommunications network. 
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3. 	THE OPERATIONAL FORMULATION OF THE HERMES I MODEL 

	

3.1 	The Matheinatics  of the  Model 

3.1.1 The nature of the problem and the tools available 

In Chapter 2, we have discussed the structure of the model as being twofold: 

a sectrch for a set of admissible chains and a mixed integer linear program to 

establish the optimum capacity expansion. 

The first proble.m is treated with some of the tools of graph theory and the notion 

of dominated ehains. The second is handled by e mathematical programming 

formulation reluiring integer variables to express the mathematical representation 

of indivisible phenomena like the addition of indivisible quanta of capacity and 

Ordering of these capacity additions. 

The presence ,e integer variables mean '.hat the Idmissible region ,  over which the 

cost function is to be minimized is not convex,  a  it is the case in the ordinary 

linear or quaeratic programming. The usual methods of solution which rely 

heavily on the concept of the supporting hyperplene are no longer applicable and 

combinatorial methods using clever partial enume,.ations of the admissible points 

are used. The resulting computing time increases drastically. Moreover, a 

sensitivity anelysis from a given optimal solution is much more difficult. Para-

metrization pi oceclures are impossible due to the integer variables and the com-

putation of shedow prices indicating the marginal contribution of relaxing certain 

constraints is no longer applicable. The sensitiviiy analysis must be conducted 
through combinatorial variations of sets of parameter values and recomputation 
of new optimel solutions. 

In order to express the problem, we will start with a few definitions. 

The network h represented by a set N of indices 'or  the nodes with typical 

element called I and a set L of indices for the links with typical element called I. 

Some elements of the network represent capacity expansion incremenfs. The set of 
indices labeling these elements will be called K end a typical index will be 
designated by k. 

For each k e K, a capacity expansion cost function is defined from the initial 

capacity to  ai  upper limit which is sufficient for all the problems to be submitted 

to the mcdel . This cost function is a step function. The domain of this function 

is a set of integers from 0 to the above mentioned upper limit; but, the steps 

having different possible sizes, we must define a set T (k) of ordered capacity 

!Tension activities whose typical notation will be t. The first activity starts 
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from the initial state and has a possibility of having its level increased, one 
unit of cap,icity ai- a time, as long as the cost increments stay the same. As 
soon as the cost increments change, we define a second activity and so on. 
It should be noted that we must exhaust the first activity before the second 
starts and se on for the following ones. We will denote y (k;t) the integer 
which is tho level of the capacity expansion aetivity t of k, and c (1<;t) the 
cost increm.:nt associated with the same activi:y. 

For each pc ir i of elements of N, there exists a set of chains, that is, a 
sequence or links going from NORG, the first element of the pair, to NDEST, 
the last anE . We denote R (1) as this set of chains and r its typical element. 
With each ‘;‘hain r a facility assignment activity can be defined; its value 
is a non-ne,jative number x (i;r-)vhich is the level of facilities required to 
satisfy demend between the elements of the pdr i of demand points. We could 
also define a unit cost c (i;r) associated with x (i;r) but it would not have q •  
clear meaning in the actual state of the expansion problem. 

The typical problem is to choose the capacity expansion configuration in the 
network which minimizes the cost of facility  expansion  to meet a given level 
of demand I etween pairs of demand points. Let D  denoteS  the set of indices 
labeling th( pairs of demand points relevant fo: the problem and let i be such 
a pair and (j(i) the demand. 

The mixed integer programming problem is the following: 

Minimize z = S` 	„ 	c(k;t) y (k;t) 

x,y 	keK te(k) 

Subject to 

1) for all (i;r), 	x (i;r) 	0 
for all (k; t) 	y (Igt)e [0,1,2, ...? 

2) demand constraints 

•2 	x(i;r)= d (0, i G D 

reR(i) 

3) capacity constraints 

.2- 	6(rik) x  (iv.) 	y ogt) 	0,  

1 ED re.R(i) 	 ter:1(k) 

where a (r;k) takes the value 1 if the chain r uses the element k 
and 0 otherwise 0  

K 
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4) sequencing constraints imposing the order of the capacity expansion 

activities for each element of K. 

5) bounding constraints 

y (k;t)-.Ç., y (1<; t),  for all  (k; t)  

As outlined  in  Chapter 2, this general formulation is impractical when it cornes 

to solving a problem on the computer since, for o given pair i, R(i) could have 

several tens cf thousands of elements. We must lind a way of reducing the size 

of the problem without loosing anything. The notion of admissibility and its 

negation, the notion of domination, provides thE method of reducing the problem 

to the level where a solution becomes practical. 

3.1.2 Analysis of the network 

We are lookieg for a sufficient  condition such that, when a facility assignment 

activity satisles it, we are sure the corresponding variable enters the solution 

with a zero value, i.e., it is absent from the op1mal capacity expansion 

program. Tho theorem of  optimal  ity  in dynamic )rogramming which says, loosely 

stated, that ( ny subset of choices extracted from an optimal sequence of choices 

must also be ;noptimal,  provides the keystone of the methodology. For example, 

if the best wily of going from the point A to poiW. F is the sequence of points 

A, B, C, D, E, F, then the subset 13, C, D, muit be the best way of going from 

B to D, othet wise the first sequence would not bo optimal. 

Before developing this idea, it should be noted that, for a given problem, the 

set of demand pairs of points and the associated demands d(i) permit a first 

reduction in the number of capacity expansion al:tivities for each capacitated 

element. In affect, the worst which can happen is that each such element will 

be required t) satisfy all the demands. We define therefore the maximum 

contemplated demand: 

nax CD = 	d(i) 
icD 

Consequently., the set T(k) of capacity expansion activities for the network 

element k is aow such that: 

—y (k;t) = max CD, for all k K. 

taT;k) 
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Let us defin a few more helpful concepts: 

max (k) is the upper bound cost of a unit increase for the argument of 
the ,..apacity expansion cost function of the kih element (link or node) 
In We interval ( 0, max CD ); 

max (k)= MAX c (k;t). 
te-T(k) 

min (k) is defined similarly 

min (Ic) = MIN c (Içt) 
teT(k) 

Lmœ: (i) is the least cost wiih respect to all the chains having the element 

of tLe pair i as end points, the cost on .cich capacitated element k being 
at  ii:; max (k), that is 

Lmax (i) = MAX 7, 8(k;r) max (k), 
raR(i) '<el< 

wher e S(1c;r)= 1 if the element k be l ons  fo  the chain r and 0 otherwise. 

Smir, (i;r) is the summation of the costs  cit their respective lower bound 

for cll k elements of the chain r betwe( n the pair of nodes i, that is 

Smin (i;r)= E 8(k;r) min (k) 

Now we are ready to state a sufficient conditicn which will allow us to reduce 
the number of facility assignment activities. 

A Sufficient condition 

Proposition 

• 
Whar .ever n = 	y (1;t), the number of units of added capacity on an 

teR(k) 
element k, h being in the interval ( 0, 'MCIX CD), then 

min (k)=...; c  (10)‘max (k) 

follows that 

Z min (k) y (Igt)‘ 2  c(k;t) y (k,:t)...i.; 	max (k) y (k;i) 
teT(k) 	 te(I) 	 teT(k) 
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and i‘ follows again, for a given chain r which has been assigned the 

same number n of uniis of faciliiies on nach of  ifs  elements, that: 

SE;r) min (k) y (k;t)<IU(k;r) c (kid) y  (k;t),4e(kg) max (k) y (k;t) 
kt 	 kt 	 k t 

and, substituting according to our definitions: 

Smin (i;r) n 2,8(1c;r) c (k;t) y Ogt)‘.:5» g(k;r) max (k) no 
kt  

Proposition 2: 

Consider the chain r for the pair i, and suppose there exists a sub-chain 
•u of r between the pair i* such that: 

ce) 	Lmax (i*) <Smin (i*;u), 

then, all the n facility units assigned ti  the chain r could be transferred 
to orp)iher chain which would differ from r only as far as the sub-chain u 
is col cerned, the sub-chain u* corresponding to Lmax (i*) replacing u. 

(To b) sure, the transfer is possible if tie maximum contemplated expan-
sion  cm  each k of the new sub-chain is arge enough; this is guaranteed, 
whatever the already assigned facilitie; , if we have chosen the maximum 
contemplated demand as the maximum c ontemplated expansion for the 
elem( nts of the new sub-chain). 

b) 	Whai is now important to note is fie necessary decrease in total 
• expansion cost associated with that transfer. This follows from 

Proposition 1 and Proposition 2 b since for the non common parts of the 
two cnains thai is u and u*, we have: 

2S(k;u*)c(10)y(k;t) 4 Lmax(i*)n Smin(i*;u)n ‘,ZZÉ(1c;tr)c(Igt)y(k;t) 
k t 	 k t 

withy Oct) n for both chains u* and u; 

it is clear that a transfer of n units from u to u* decreases the total cost, 
therefore the level of the facility assignment activity corresponding to 
the ofd chain r must be zero. 



Li 

9 

- 33 - 
SeDre'DFA :tn.o. 

Definition of an admissible chain: 

A ch tin for which there does not exist a sub-chain which scitisfies the 

condlion a) is called an admissible chan . 

Definition  of a dominated chain: 

It is chain which is not admissible. 

In fact, in te  CADUCEE software we use a rno..e restrictive notion of domination 

since we emi loy the notion of the incomplete chain, that is a sub-chain from the 

origin of the chain, rather than the concept of a sub-chain which includes the 
other one. This results in some dominated chains, in this more restrictive sense, 

remaining in the optimizing program with a loss of efficiency which may be of SOME' 

importance it large demand increases are being eonsidered. CADUCEE il will take 

care of this modification 

This concept of the search for admissible chains reduces drastically the size of 

the problem. The search is based on the concert of "maximum contemplated 

demand" frote which the max (k) and min (k) wos computed. From a first iteration 

giving the aernissible chains, we  could now ten(atively try to reduce further the 

number of cepacity expansion activities on certein capacitated elements. This is 

done with th; concept of "maximum relevant de mend" which replaces the 

"maximum contemplated demand". To fix an upper bound on the numbers of 

possible unit-; of expansion on an element, we cdd only the demands for the pairs 

of points whose admissible chains use that partieular element and the search for 

new dominated chains starts again. Finally, wlien there is no further change in 

the maximum relevant demands, we are ready to si-ate the reduced optimizing 

problem. hi >Never, before leaving the subject, we will explain briefly the way 

in which the least cost Lmax(i) is computed in the subroutine DPW NO. 

Suppose we lime a network and the costs which are fixed numbers associated with 

the links. (f costs are associated with the nod;s also, we define dummy links). 

The problem is to find the cost of a least cost chain between an origin NORG 

and a destinution NDEST. We are interested in the cost and not in the chain. 

Notice first that since the graph is finite, the least cost is the cost of a chain 

which has at most L-1 links, L-1 being the "length" of a chain using each link 

without repetition. We will now reason by induction. 

Let LCOST (NORG,S) denote the least cost we arc loolcing for and 

LCOST(J,S;M4x) the least cost for the chains between J and S among the costs 

of the chain; smaller than or equal to X as far as the number of links is concerned. 

Lest COST(J,S) be ale cost of the link J,S. If that links does not exist, 

COST(1,5) 	if J = S, COST (.1,, J ) = O. We will find., using the same pro- 

cedure, LŒ)ST(NORG,S) for all S. 



C),"ir 	'b.-10 • t•:; - 34 - 

fe,11 

Among the chains of length 1 from NORG, we  have, for all S: 

LCOS f (MUG ,S) COST(NORG,S) 

Among the chains of length 4 2.from NORG, w: have, for all S: 

LCOST(NOR(,S) LCOST(NORG',S;Xe) = 

minfrmn[COST(NORG, 	COST(J,S)] mintCOST(NORG,4 

Among the chains of length 	from NORG, vw‘ have for all S: 

LCOST(NOR(;,S)‘LCOST(NORG,S;X‘3)= 

minfm:n[LCOST(NORG,J; X4x-1) CC.ST(J,S; min[LCOST(NORG,S; 

J 	° 

and so on ... 

LCOST(NOR(.,S) ,..<..1.COST(NORG,S;X‘x)= 

mi4in[LCOST(NORG,J; ex-1) + CC ?ST(J,S) ; 	LCOST(NORG,S; 

J 

Li 

In fact, It is  at  efficient to reach for X L-1 because of the following 

proposition: 

If, foi all S, LCOST(NORG,S;Xe,x)= LCOST(NORG,S;X:çx-1) 
there 'is no need to go further since havilg added another link to any 
chain having a length x-1 has not cheiged the least upper bounds 

of the cost from NORG to any destinati,m S. We can write 

LCOST(NORG,S)= LCOST(NORG,S;X:/o(-1) 

3.1.3 The formal structure of the optimizing model 

In this sectiou, the formal siructure found in suL routine TRANCHE is outlined. 
Call TA(k) the set of admissible ordered capacity expansion activities of element 
k of the network and call RA(i) the set of admi , sible facility assignment activities 
for the pair of demand points i when the maximum relevant demands do not change 

anymore. 
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The reduced mixed integer linear programming problem is: 

minimize z =  E 	c(k;t) y(k;t) 
x,y 	ke I< 1.6-TA (k) 

subject to: 

1) for all (i;r), x(i;r),« 0 

for all (k;t), y(k;t)G  

2) demand constraints: 

x(i;r)= d(i), iED 
reRA(i) 

3) capacity constraints: 

2 	1 	(1.;.k) x(i;r) 	)0<; t)...4,o, kEK 
ieD rGRA(i) 	 t(TA(k) 

where e(r;k) takes the value 1 if the chain r uses the elements k, 
and 0 otherwi  se.  

sequencing constraints: 

For a typical link k of the network„ let the cost function of k be 
like the one described in Section 2.3. We will define the set 

TA(k) of admissible ordered capaciçy expansion activities the 
following way. Call y(k;1) the leNéel of the first activity, y(k;1) 
takes the value 0 or 1 giving therefore a big lump in expansion 

cost for y(k;1)= 1; call y(k;2) the level of the second activity, 

y(k;2) takes the value 0, 1, 2, 3 or 4 giving a sequence of equal 
small  lumps  in the cost; call  y(ç3) the level of the third activity, 

y(k;3) takes the values 0 or 1 giving a middle size jump; filially, 

suppose the maximum relevant dememd increase for k is 8, the final 

activity y(k;4) takes the values 0, 1 or 2 for two equal small jumps 
in the cost. Note that effectively the sum of the upper bound is 

y(I(;1) + y(k;2) + y(k;3) + y(k;4)= 1 + 4 + 1 + 2 = 8. 

This guarantees that we can meet the maximum relevant demand 
increase with our expansion activities on k. 
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We must also sequence ihe  expansion  activities in a given order. 

This is done the following way: 

a) 4y(k; 1) y(k;2) or equivalently 4y(k; 1) - y(k;2)>7 0 

This constraint guarantees that y(k;2) will not be greater 

than 0 before y(lc;1) = 1 am! moreover, y(k;2) will not reach 

a value greater than 4. A: well, there are separate 

bounding constraints 0  

b) y(k; 1) + y (k; 2) [y (lc; 1 ) + y(k; 2)1 y (k; 3) or 

Y(k; 1 ) + Ki<a) 	ii +43  Y(I<; 3 ) 

This constraint forces y (k;2) to wait at 0 until y(k;1) and 

y(k;2) take respectively thc ,  values 1 and 4. 

If a non-zero initial slate is present, for example initial 

y(k;1)= 1 and initial y(k;2)= 2, that is, three channels 

already installed, we write 

b') 	y(k;1) + "initial state of y(!:;2)1 -F y(k;2) - (1 + 4) y(k;3) 0 

and the bounding constrains will indicate that y(k;1)= 1 
ad y(k;2) can take only  the value 0, 1 or 2. 

The last sequencing constrcint is similar to the first. 

c) 	2y(k;3) - y(k;4) 0 

In brief, the three preceding constraints assure that we climb up the 

cost function in the right order. No capacity expansion activity 

will be chosen before the precedmg activity has reached its upper 

bound. 

-5) 	bounding constraints: 

These constraints delimit the domain of variation of each integer 

variable, permitting in particular the assignment of initial states 

to these variables. 

ni3 .1 
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3.1.4 Principle of  ranch and Bound Algorithm 

The mixed integer programming algorithm desciibed in this section is 

classified as a "tree search" method. The part cular type of tree search 

algorithm is :mown as branch and bound. 

The features of the branch and bound algorithn are : (i) it is easy to 

understand, (ii) it is easy to program on a computer, (iii) the upper bound 

on the  number of steps needed in the algorithm increases exponentially as 

the size of the problem increases. 

Consider a pire  integer program: 

min i  = cy subject to.Ay D.; b, y 	0 4. integers. 

If each corn! anent of y is bounded from above by an integer M, then there 
are (M 1)n possible solutions y, where n is  the  number of variables. VVe 

could test each of these solutions with the minimum (maximum) value of the 
objective fuection as the optimal solution. Siece the number of solutions is 

usually very large, the algorithm tries to avoid inspection of solutions which 

are dominated by solutions already inspected. 

We first solve the integer program as a linear erogram. If all variables y•
I 	

0 
and all are 'Integer, then y is clearly the optimal solution to the integer 
program  sine  the integer constraints were ign >red in obtaining the solution. 

If a  particulor component. yk = rylj 	f k, wh)re 0‹ f k  < I, then we solve two 
linear prognims, one with the additional constraint yk = ryki and one with 

the additionll constraint yk = ry0 + 1. If one of the two still does not give 
integer solutions then two more linear progran s are solved,  etc.  

All the solutions obtained in this way can be partially ordered as a tree with 
the root of the tree representing the linear pregramming solution obtained without 
any additioral integer constraints. When a solution yo  does not satisfy the 
integer conbtraints, it branches to iwo others / and y2 . The solution yo is 
called the "predecessor" of  y1 and  y2, and y and y2 are called the "succe.ssors" 

of y0. 

If the successors to yi and y2  are all infeasible., then we have to braneh again 
from yo. A node may have more than two suecessors. A node is called a . 
terminal node if it has no successors; this defieition implies that a terminal node 
represents a feasible or infeasible integer solution. The idea of the branch and 

bound method lies in the following two facts: 
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Because the predecessor has fewer corstraints than the successors 

and additional constraints cannot impt ove the value of the objective 

fuitction, the optimum value of a successor is always larger than 

or equal to the optimum value of the wedecessor. 

If :wo integer feasible solutions have the  same predecessor, then the 

op imurn value of the first solution is , ess than the optimum value of 

the second. That is, the further awe), the value of the solution is 

fr.( m the linear programming solution, the worse is the resulting value 

of the objective function. 

During the computation of the branch and bound method, we keep the optimum 

value Z-. * of the best integer feasible solution found so far, If a node 
with a nor-integer solution has an optimum value worse than ;_z- * then all 

the succes ;ors of that node  must have optimum values worse than --Z *. There 
is therefore no point in branching from that node and the branch is abandoned. 

We proceed in this fashion until we find that terminal node which represents the 

optimal integer feasible solution; that is, all other branches have been abandoned 

as having  optimal values greater than the -Z . 

3.2 	Assembling the Model Inputs from  the Data  Base 

We have aleeady discussed the nature and structure of the HERMES I model and 
the nature of the problems to be solved. In order to solve these problems, the 
data inputs to the model required specification. 

Specificall ,, , data was required on the network to determine the physical charac-
teristics of :.he problem area, on cost to give the model the information necessary 
to optimize, on demand such that the problem could be specified, and filially, 
on specific exclusion rules or routing rules for Facility assignment chains so that 
the problem remained manageable. 

3.2.1. The network 

The HERMES I model is construated around ci simplified representation of the 

Canadian Telecommunications inter-toll facilities network.. This initial network 
consists of geographic points betwee.n which demand for telecommunication 
facilities is specified. Connecting these points or nodes are links representing 
existing or eontemplated facilities. 	. 

This network was arrived at after considerable discussion between Sorès and . 
the Department of Telecommunications and was agreed to by both parties as 
being to a clegree repre.sentative of the real network, yet abstracted to a suffi- 
cient  degree to allow it 1.0 be handled already at the preliminary stage of the 

projeet. 
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The first level of simplification or abstraction agreed upon was that the network 

representation should showonly the major links between major facility demand 

points and el;minaie for the time being all intermediate facility demand points 

and sub-networks surrounding such points, inte;mediate and major. 

The second lovel of abstraction was that, in some cases, major links were "moved" 

to show them passing through a major facility c'emand point whe.n in fact this 

point was bypassed but connected. For example, if the actual network (at the 

first level of abstraction) was as follows about points X and Y; 

This could be represented in the model network as: 

To A 

To B- 

The third level of abstraction was that no diffe:-entiation was made between 

carriers. 

The fourth level was that, where more than one facility existed between two 

points of the simplified network, these were shown as a single facility. 

Thus, for exemple, if the netvVork were as follows between points A and l3: 

TCTS no. 1 
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This would  lie  represented in the computer as: 

11) 	  

The final abstract network which was developed consists of 98 nodes and 143 
links (See Figure 3). 

3.2.2 Cost functiens 

The cost of nstallation of new facilities were developed by the Department of 

Communicai ions, consistant with the level of abstraction of  the  network. 

Rather than estafolish the engineering cost figur as for facilities (a task which would 

hove been Lnpossible given the time constraint) some general cost functions were 

developed. These cost functions, generally sp(mking, relate new facilities costs 

to the length in miles of the facility, the type of facility (light and heavy routes), 

and to whether new routes, new system of exisiing routes, or additional MiCrOWCIVE 

channels on existing systems are involved. Some allowance was made for becominq 
more route.: pecific by introducing special categories of facilities where costs were 

specified a xiori, by allowing for a "di ff icult)) factor" on some routes, and by 

using nodal as opposed to link costs for  transborder  facilities. 

There were !)asically two cost functions: 

Investment Cost function-Heavy Routes (Figure 4) 

InvEstment Cost tunction-Nodal facilities to U.S.A. (Figure 

The cost cal egories for links are as follows: s  

Expansion  categories microwave  

1) 	Flecey route 

a) New route 

b) New system - existing route 

c) New channels on existing system 

Light route 

a) New route 

b) New system - existing route • 

c) New chcinnc-As on existing systeni 

sores 

5) 
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• 3) 	Specifics - any link that cannot be costed under 1 or 2 above. 

• 4) 	Terminal equipment only on links to Continental U.S.A. 

3.2,3 Demand 

Demand as ret'erred to in this chapter means demend for facilities expressed in 

service channels. In the formulation of the model, existing demand WCIS assumed 

to equal suppry, that is, installed capacity. 

Problems are posed by choosing a pair of points end specifying a level of facility 

requirement between these points. Since in the eetwork supply and demand are 

equal, there is no "slack" in the installed facili,ies and the demand must be met 

by creating new facilities. 

Note: In actual practice, the "demand" will include a percentage of spare 

facilnies for a number of reasons. 

3.2.4 Specific exclusion rules 

In order to m -Ike problem solving possible using t le model, a method had io be 

developed to reduce the number of possible routes  by which one node could be 

connected with another. For example, the number of possible routes between 

Montreal and Vancouver which the model would have to consider exceeds 30,000. 

All but a fevn hundred of these obviously should not be considered and should be 

el iminated. 

In order to do this, exclusion rules were developld by the Department of Commu-

nications and introduced as an potion into the 1-11:RMES I models. These rules vier( 

divided into two classes: general and specific. 

The more generel exclusion rules are applicable 	all areas and involve the 
following: 

A note  may appear only once in any faclity assignment èhain. 

Crossing of an interregional boundary more than twice on an>'  chain is 

not permitted. 

The satellite may be' used enly once in any chain. 

As well as the above, there cire many specific rules whieh apply to one area 

only. For example 
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Chains originating and terminating in B.C. may not involve points east 

of  Alberta.  

• Cheer's originating west of Thunder Bay may not pass thrbugh 
Rouyn-Noranda. 

There are rneny such rules whose function is to make the size of the problem 

manageable, 

3.3 	Identification of Admissible Facilities Assignment Chains 

and of Lio_per Bounds  on CapacityfixEnsion:  CADUCEE 

The objective  of the CADUCEE software is to identify non-dominated nodes and 
admissible hains for specified levels of demand expressed in service channels 
between  an>'  number of pairs of demand points in the network and to identify the 
upper bounes on capacity expansion. The following is a detailed discussion of 
the program developed for this purpose (See aim Figure 1). 

In order to !olve any particular problem, we first rectd from punched cards the 
number of  pairs  of demand points to be considered (NCÇ2JUP). We then read the 
network noce numbers of each pair and the level of demand specified. 

The subrouiene BPRNE is then called which reads in the cost functions for 
facilities e),pansion and the data on each link of the network. These data 
consist of the link number, the origin and destination of the link (the nodes 
connected),  the length in miles of the link, a code identifying the proper cost 
function for facilities expansion on this link,  the  numb-er of channels already 

installed and the maximum number which can be added. For each link, the 

subroutine  rai 	the marginal cost of adding each service channel up to the 
level of  th E maximum contemplated demand inerease. Once this has been done 
for  all  of the network links, the subroutine then calculates the upper and lower 
bounds cosh. for the specified level of demand increase, the "maximum contem-

plated demend increase". 

Note: When the subroutine is called in subsec,uent iterations, the bounds are 
recelculated without recalculating the marginal costs and the specified 

demand increase is the "maximum relevant demand increase". 

The program then begins two iterative procedures or "loops", one within the other. 
In the innet loop (NGT), the calculations are carried out for each pair of specified 
demand poiets in turn. For each pair (NORG and NDEST) the minimum expansion 
costs are cdculatec! at upper and at lower bounds from NORG to every other point 
and from NOEST to every other  poiü using the DOMINO subroutine. At the 
option of the user, the four DOWNY) tables may be output on cards, tape, disk 

:Lilo. 
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or printer. Dominated nodes are then eliminatee and non-dominated nodes are 

printed out. Admissible chains are then identified and printed out. These chains 

are identifiec by means of their component link numbers. 
• 

Once the inner loop is terminated, that is the dove calculations have been 

carried out fer all pairs of specified demand points, the common elements of 

admissible chains are identified and the "maximum relevant demand increase" is 

calculated for each link of the network. The BORNE subroutine is recalled 

and the upper and lower bounds are recalculated , base.d on this "maximum relevant 

demand increase" . The program then re.-enters th ?. inner loop and re.peats the 
calculations based on the new upper and lower bpunds. This overall process 

constitutes the outer loop by which non-dominated nodes and admissible chains 

are identified by successive iteration. 

At maximum, this outer loop is repeated a number of times corresponding to the 

number of païrs of demand points in the problem, However, in most cases, the 

number of iterations will be less and a test is made to stop the procedure when 

no further  changes in maximum relevant demand are occurring from one iteration 

to the next. 

The cleta cards of the program are set out in the i-ollowing manner: 

First card: 

col. 	2 3 4 51J6 7 8 9 101 

NCOUP 	1MPR 

NCOUP 	number of pairs of points  of  demand 
1MPR 	: code permitting the option of printing the cost tables 

(IMPR >0) or not printing them (IMPR --- 0) 

1 .ri 	 Second group of cards: 

1 

i 	 - 	col. al 2 22.... ..lé 7 8 9 1 011E12 13 14 15 1  

/ G) 
I 11 	 NORG 	NDEST 	 NDEM 

NORC.7 	: node of origin number 
NDEST 	: node of destination number 
NDEiv1 	: value of demand for this pair 

There are as many cards in this group as ffiere are pairs of points of 

demand. 
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Third group of cards: 

col. 	 te7_8 9 1O 11 12 13 14 15! tillij$12.12 

Xi  AX 

These are the costs of the cost function; there are four cards, one 
for each link category. 

Fourth grsoup of cards: 

coll. ;1 2 :31;4-5_6j  8  9 10.11_r_i i11:11 ... L35 ?6,/  (.371138 ....,_4_31 04  

A 0 	D 	Ml 	LD 	LD (12) CT 	xi 

, 

A: 	- link number 

• 0,2D: 	- numbers of nodes joined by this link 
Ml 	- length of link (in miles) 
LD (I): 	- information concerning existing facilities, i.e. if X1 exists, 

how many AX1 exist, ho\-v many are permitted? Does X2 
exist, etc.? respectively.; up to how may AY are permitted ? 

 thus, I = 12. 
CT.: 	- link category (for the chc:Ice of the cost function) - 
x 1 	xl, y, y: same meaning as for Xi, X1, Y, Y. 

The costs given by the ve.- iables starting with a small letter 

take priority over the coes given by the  variables starting with 

a capital letter if these variables (small letters) have a value 
• different from O. It is  this  possible to specify a cost function 
differen t  from the categories of functions predictedk. 

Ths group is composed of as many cards as there are links. 

The output of the CADUCEE software is variable at the option of the user. In 
all cases, however, the first output is the spezifications of the problem, that is: 

. The number of pairs of points in the problem. 

The network node numbers of each pair of points and the demand increase 
specified for each pair. 	 • 

The data read by the BORNE subroutine, that is, the cost data and 

faeilities characteristics for each link. 

At the user's option, the four cost tables calculated in the 	WINO subroutine 

at each  t,;)ration and for all pairs of demand points may be output on the:printer 

or on disk, tape or punched cards. 
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At each iteration and for each pair of demand•points, the non-dominated nodes 

and the admissible chains are printed. 

In thiS firste ,•iersion of CADUCEE, it is possible  at  the option of the user to verify 

whether or not the admissible chains found by the methods described above are 

also admissible in terms of any set of specific rules for expansion of facilities. 

The Department of Communications has specified such rules for the network. In 

the software routines developed to do this, the• specific rules apply not only to 

the end points of the chains found but also to the inComplete chains which make 

.• up the admissible chains. The cards necessary ,.(;) exercise this option are as follcws: 

First card: 

CO ; 1 2 3 4 5 6 7 8 0 10 31 ... 15 16 ... 20 21 ... 25 ?.6 ... 30 

NSOM 	NX 	ND I 	ND2 	IMPR 	ISPEC 

NSOM 	: number of nodes in the  rr3twork 
NX 	: total number of specific ules 
ND 	: number of specific rules  of the  type "admissible nodes" 

(NE 2- ND I  ): number of specific rules  of  the type "non-admissible nodes' 

Second  car:  

cel., ell 12 13 14 1 ..5..„IL„,22_, 

RG 	NDEST 

Third group of cards: 

col L 2 3 4 5 6 7 8 9 10 11 12j  

C.B.S. 

: numbers of nodes describing a link 

: upper bound cost • 
0 
C.B.S. 

As many cards cire read as there are links in the network. 

Fourth group of cards: 

These cards provide the information concerning the specific rules. 

The rules are divided into three catogolies: 

- admissible nodes 
• non-admissible nodes 
• chains of the type "disjunctive conStraints" 
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1 

The data on these cards do not change unless modifications to the specific; 

rdas are made. 

Fifth grout of cards: 

co:. 1:1_  23  d.. .5.2.2121  

D 	C.B.1. 

C.3.1. 	: lower bound cost 

Thls group is similar to the third group . 

3.4 	Solving the Minimum Cost Ca acitz_Examli a2ILProblem: 
TRANCF\ E 

The software described under the general title TRANCHE consists of two parts. 

These can be described as the problem matrix' generator and the mixed integer 

linear propramming package. They are related to each other and to CADUCEE 
as shown h the flow-chart of Section 2.2  (se e Figure 2). 

3.4.1 Formulatien of the mixed integer  liner  problem 

Linear prolramming is a technique for treatirej problems involving complicated 
arrays of interacting variables. In mixed integer linear programming we add a 

further complexity in that some of the variables must talce on only integer values, 

In our discussion of the formulation of such a problem, however, we can treat 

all variables in the same manner as long as we bear in mind that the stipulated 

variables  iiust  in the solution be integer. 

In our prol >tern, we are concerned with elements of four kinds: demand, capacity, 

the order  n  which facilities are built, and the cost. We will therefore introduce 

three types of inequalities or rows in the problem matrix and the oblective function, 

or cost row, to handle them. 

i  

The  variables  with which we are dealing or the columns of the problem matrix 

are of two types: facility assignment variables and capacity expansion variables, 

The rows and columns of the problem matrix are related by entries in the body 

of the mat-ix called coefficients. 

The form of the matrix is as follows: 



th  CM 7—D n•-.1;12  	.=) 	17-e771 • c.7. • 
t7erf77-7,•". 
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Demand A to B 

B to C 

etc. 

Capacity Link AB 

Link BC 

etc. 

• Bcpansion AB 1 
order 

2 

3 

cel o Z. 0 

etc.  

" 

CHAIN 	 FACILITIES 

A B 	 AB 
B C etc. 	1 2 3 4 

, BC , 
1  2 31 4 

IV • 	Cost 

1 	1 	
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ROWS: As NIM have already stated, there are four types of rows related to demand, 

supply or capacity, expansion order and cost. 

The demand rows are shown in the proWeni matrix above identified as I. 

The inequalities take the form 

ae-X 

where 

•a 	is the coefficient (1 in most cases) 

is the row associated with dffland between 

the pair in question 

is the route column associated with the demand 

in question 

is the value of demand in service channels between 

the pair in question. 

The e.apacity rows are identified as  li  in the problem matrix. The 

inequalities take the form: 

• an i -Q; bnk 0 

wheue 

a 	is the coefficient relating demand with capacity 

is the row associated with capacity on the link 

in question 

is the column associated  with  the route in question 

is the coefficient relating capacity with facilities 

between the pair in question. Note this coefficient 

is negative. 

is the column associated wPh a particular stage of 

facilities development between the pair in question. 

Note that k assumes a range of values as there are 

several stages of development of facilities between 

any pair. 
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Th( order in which facilities are built requires several rows for the 

facilities between each pair. One less row is required ihan the number 
of i.ages of development of facilities between the pair. The inequality 
is (f the form: 

wWee 

ail + laik> 0 

a 	is a positive coefficient 

is the row associated with  a  particular stage of 
development of facilities between a pair 

is the column associated with the stage of develop-
ment in question 

is a negative coeff icient 

is the column associated , .,rith the next stage of 
development of facilities between the pair in 

question. 

obiective function which we seek to minimize is shown in the 

mc:rix above as IV. We are seeking io minimize: 

c . 

where c is the cost coefficient of a particular column f and the sum 

is aken over all values of j. 

3.4.2 Setting up and solving a problem 

For purposes of clarity in outlining the proces:3es and operation of the setting up 
and solution of a problem using the model, wo shall confine the discussion in this 
section to a highly simplified network consisting of five nodes and five links as 

fol lows: 
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105 

711  

The problem is that we wish to introduce an additional 15 service channels 

between 111 and 212. It should be noted that the network shown and the 
problem pos( d is trivial and is in no way into:lied to show the power and 
versatility o the software developed. Rather )t was chosen so that: 

It ef ectively shows the relationships arnong the variables, the 

codilg structure, etc., without being unnecessarily burdensome 

to re ad. 

The .)roblern posed can be easily solved by hand calculation and/or 
a litle common sense. 

The coding ;;tructure of the nodes and links follows the same schen-ie as in any 

larger network. 

NODES: • - The fire digit represents he Region. 

The regions are: B.C. 	 1 
Prairie; 	 2 
Ontariu 	 3 

Quebe4 	 4 
Maritin es 	 5 

North 	 6 

U.S. 	 7 
East C( est Foreign 	 8 
West  Coast  Foreign 	 9 

• The second digit represeWs the sub-region. This can be 

a North-South and/or Provincial split as required. 

- The third digit is assigned sequentially within sub-region. 
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From 	To 	Mileage 	Installed 	Maximum 	Expansion 	Notes 
Node 	Node 	 capacity 	capacity 	category 

No. 	No. 

111 	121 	125 	1 	 3 	 2 	 . 

111 	211 	150 	4 	10 	1 

121 	212 	60 	2 	10 	1 

211 	212 	40 	0 	10 	3 	First channel 

cost = $570,000 
111 	711 	- 	1 	10 	4 

9 

LINKS: 	Links are numbered sequentially frnm 101 upward. 

The input data for the sample network were conce.ived in the same format and 
level of detai  as provided for the HERIviES I  mode ' . The data are as follows: 

Note: The expansion  Category column is used t) determine which of the cost 

functrons applies to the addition of facilities on the link. 

In order to gEt these data into the computer, they are punched on cards. A 

standard form was developed for this and is shown completed with the data for 

our sample network, in Figure 6. 

A word of explanation on the column headings  h  perhaps in order. The first four 
headings are obvious in their meaning. The next twelve can be divided into four 

groups, Xl, X2, Y1 and Y2 corresponding to  the  four major steps in the cost 

curves. 

•  The first step is the installation of the first channel on a  new  chain. This is what . 
-column X1 indicates. If this step has been taken, that is; if therels some installed 

capacity, the value of this column will be  one  

Following this step, up to four additional channe.ls may be added without encounter-

ing the next step. This k what column IDX1 indicates; the number of installed 
channels between the first and second step. The total number of channels ,,vhich 
can be installed in step one is shown in column LX1. This is usually five. 
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C.omputer Input Form 
Sample Nei-work 

101  	 1 1 215 	!O 	1 0 	15 	! Ct 	10 	- 1 5 	 i 	 2 	 1 , 1 	,. 	ItIgg  
102 	l i l 1 	211 	150 	i  li 	i 3 	5 	0 	0 	5 	0 	0 	5 	0 	0 	51111  
1 0 3 1,2 1 2 1 2 . 6 0 	1 	1 	5 	0 	0 	5 	MR 	1  IIIIIMIIIIMMIMIMIIIIMIIIIIIIII 
104  2 1 1  2i 2 	40 	0 	0 	5 	0 	0 	5 	 3  MOM 	BIM 
1  al 5  .11 1  IIIMMIIIMMI 0 	0 	5 	n 4 1111.1111111.11111111ffliffli 

	

. 	NM g 1111111M1111111 	1111 	MMUS 1.111111M1111111111111111111111111111111111111 

	

MIMI III MUM 	NMI 
Link 101 is a light route. Installed capacity is therefore assumed to be zero. 

Link 104 is a special route havina a cost for the first channel of $570,000. 

Note: In this example, expansion does not go beyond 10 channels per link except  for  link 102. 

U). 

COU 
Firî 

o  
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The next three columns X2, 1DX2 and LX2 are the same as the above but for the 
second step. The next six columns are for step three and four. 

The last four`columns on the form are for speciel cost values which are required 

for expansioll category three. 

, The deck of eards produced from these data is hown in the overall flow chart 
(in section 2,2) as Lint( Data. 

The Link Dcit a deck of cards is fed into the computer to undergo what is called 

the Problem Matrix Generator phase. In this  1hase,  the raw data are used to 
generate all of the rows and columns of the "besic" matrix required for the op- 
timization phase as well as the values of "coe.ificients" which make up the matrix, 
This matrix i3 shown in Figure 7. 

As outlined in the section on problem formulatzon, there are three types of rows 
or "constraiets" used in this formulation. The first type is the demand rows. There 
are prefixed by "D" in the matrix in Figure 7 e ind take the form DIJ: where I and J 
are three-di,jit node numbers. Thus D111 121 is demand between nodes 111 and '21. 
In our example network, this demand must be !..lreater than or equal to zero, the 
installed capacity on this link. It should be npted that, wherever we refer to demand 
we mean demand for facilities in service chart leis. 

The second type of row is capacity. These an of the form Cl  where I is a three-
digit link number. Thus C101 in our example means the capacity of link 101. 

The third type of row represents the sequencino constraints on the addition of facilities. 

These take  the  form NMI where N facility  mut  be built before M facility on link I. 

Thus, in our example, X1 DX1101 states that  Xi,  the first channel, must be installed 

before DX1 ;  the four remaining channels in step 1, on link 101 0  

There are two types of columns in the formulation shown. The first type are the route  
columns. These are of the form RIJK, where R is the prefix for chain I is the chain 

number assiened serially, and J and K are the node numbers connected by this chain. 

Thus R1 111 112 is chain number 1 between no les 111 and 112 ,  

An  importaW point should be noted here. 

In 	basic matrix, only one chain exsts between each pair of nodes, 
corresponding to the direct link betwem those nodes. 

The second type of column represents the facitities on a link. These take the form 
MI, where M is the facility installed or to be considered for addition and I  is the 

link number. Thus, in our example, X1 101 npresents facility Xl, which we know 

is the first channel of a new chair) and 101 is  the  !ink number. 
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The right hand side of the basic matrix is ident;fied  as  "R01-1.S." in Figure 7. The 

right hand  skie  shows the limit of thé value of row in the final solution. The rela-

tionship of tlie row to the R.H.S. is shown in  the  "Sign" column. For example, 

row D111  2 " I (the demand between node 111 end node 211) is specified to be greeter 

than or equal to four. 

The bounds serve the same function for the columns that the R.H.S. serve for the 

rows; that  k,  they specify the limits of the velues of a column in the final solution. 

The bounds, however, unlike the  R011.S0, expeess both an upper and lower limit. 

Where this u?per and lower limit are equal, the value of the column is fixed. Where 

bounds are n t  specified, the column value may be anything. 

The rows, celumns, right hand side, and bounès are related and interact through the 

entries showe in the body of the matrix. Let us take a very simple example of this to 

show the principle. Suppose we have the follewing matrix: 

RI 	• Xl . 	1DX1 	DX1 	S 	RUS  
IL.;e1 
L;) 

	

7.t.ca-.•=11.1...44 	 œsaaameesam^ 

2 

	

-1 	.,.I 	-1 	 0 

k 	0 

- 	 

	

0 	0 	10 	N.A. 	Min. 

4./.141.4C4.....CIaleMaffit.T...2.= 

	

1 

	

1 ' 	0 
• 1 	. 	 3 

____ 	 L 	 4-- 

This represeilts a case where the demand on Li.ek 125 between 301 and 302 is two Î 

channels  an c'l the installed capacity is two channels4 
• 

Demand is shown in the first row of the matrix as being required to be greater than 

or equal to 2, the R.H.S.. The interrelationshïp between demand and capacity 

comes about through the two "coefficients" in column R 1 301 302. One must bear 

in mind that all columns (and thareq'ore  al l coefficients in a column) are initii..eje 

multipl,ied be zero and cire not ."active" unles:: the multiplier is changed to scqisfy 

a requirement, so that the corresponding' variables do not appear in  the  current 
solution. 
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There is only one coefficient in the D 301 302 w and it is equal to one. Therefere, 
if the relationship expressed by the sign and the R.H.S. is to hold true, this coeffi-
cient must be multiplied by two (at minimum). '0 do this, we must multiply the 

column R 1 301 302 by 2. This, then, makes the coefficient (in this column) of C 125 
equal to 2 as well. 

The relationsiip in row C 125 must now be checked. The requirement is that C 125 
must be less , han or equal to 0. In order to meer this requirement, we must bring 
more columnF into play. We see that the coeffieients of column X 1 125, IDX 1 125 
and DX 1 125 in row C 125 are all equal to minus one. We could thus satisfy the 
requirement by multiplying one of them by two; or two of them by one; or in fact , 
any combinaion of one or more of them by any [lumber. 

An examinan of the bounds, however, deterenes our course of action. We see that 
the bounds on column >0 125 and IDX1 125 are'both one. This means that both of' 
these rows nest be multiplied by one and our requirement is satisfied. This is in feet 
the manner ie which existing capacity is introduced at no cost. By adjusting the hounds, 
the proper celumns are called up in the solution that is, they are multiplied by a 
number other than zero. 

We have the-efore multiplied column's X1 125 and IDX1 125 by one. What effect does 
this have on other rows? Column X1 125 has a neoefficient in row X1 DX1 125 equal 
to 9. Since 9 is greater than or equal to zero, ihe requirement of this rove, the 
condition is t>atisfied. 

Since ihere ore no more rows, all conditions ore satisfied and we can compute the cost. 
The columns which are now non-zero are R1 301 302, X1 125 and ID X1 125. 
R1 301 302 has no coefficient in the cost row  and  therefore we do not consider it. The 
coefficient of X1 125 and ID 125 in the cost rovn are equal to zero and therefore  the 

 cost of this solution is zero. 

This far, we have been concerned only with  the  setting up of the "basic" matrix. 
However, the basic matrix does not represent a Droblem. The posing of a problem • 

comes from tne output of CADUCEE in the form of the list of Admissible Chains,  the 
pairs between which new demand is specified and the level of this new demand. 

our very simple problem, the output of CADUCEE would be the two admissible 

chains 

	

111 - 121 	212 

	

111 - 211 	212 

We now have our two chains and a stipulated level of demand between 111 and 212 
and we must get this into the problem matrix. To do this, the problem matrix 
generator must add more rows and columns. 

and 



•.,, 

D 111 121 	I 

D 111 211 

D 121 212 

D 211 212 

D 111 711 

Add, 	D 11 212 

c101 	1 

C 102 

.0 103 

C 104 

C 105 

• • ADD 
S 	R.H.S. ----, 

RI 	RI 	R1 	RI 	R1 	RI 	R2 
111 	111 	121 	211 	111 	111 	111 	g 	. 
121 	'211 	212 	212 	711 	212 	212 

5 

1 

(D 

60 - 
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First, in order to deal with the demand, it must add a demand row. This row will 
be D 111 2,2 and it must be greater than or equal to 15 as per pur  problem. Capacity 

will have tu  be satisfied by adding capacity to existing links, so we do not have t,.) 
add any cat ,acity rows. 

In order to .elate demand with capacity, however, two new facility assignment 
columns rntr.t be added. These will be, using t)ur already established convention, 
RI 111 212 and R2 111 212. The changed  pari on  of the basic matrix showing the 
added rows and columns and the coefficients through which they interact with the 
other elements is shown as follows: 
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The circle(' coefficients have been added. Note that since demand can 

be satisfied between 111 and 212 by either one of the iwo new chains, 

a coefficieit is added in both chain columns. Note as well that chain R1 111 212 
uses capacdy on link 101 and 103 and, theref.)re, is shown to effect both of 

these rows, In the same way, route 2 effects row C 102 and C 104. The problem 

can now le, solved. 

Using the problem matrix, the minimum cost solution or expansion program is 

sought subject to all the constraints. The problem matrix is fed into the Mixed 

Integer Linear Programming Package. 

The first solution sought is the continuous or linear programming solution. In 

this solutioi, the requirement that the variables take only integer values is not 

adhered to Once this solution is found by itoration, the branch and bound 

me thod de,cribe.d earlier is used to find the optimal mixed-integer solution. 
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4. 	FIRST RESULVS 

	

4.1 	Trial Problems 

Once the CADUCEE and TRANCHE models had been made operational, it was 

deemed desir Ile to test them on the network, selving realistic problems. The 

trial problem selected was: 

Determine the optimal capacity expansion program 

for increased demand, as follows: 

Montreal -Toronto 	 2 service channels 

ïoronto-H al ifax 	 2 service channels 

An additiona problem was posed to prove the efiectiveness of CADUCEE. This was 

Determine the non-dominated links and nodes for 

he following increased demand: 

iAontreal-Vancouver 	2 serlice channels 

The results cp.- these problems were presented to ihe Department of Communications 

at a meeting on November 1st, 1971. 

4.2 	Input Data 

The cost and capacity data for each link are caiculated and input into the  computer'.  

The total  cor for  a channel addition is obtainea by multiplying the distance for the 

 link by the copropriate unit cost of the category. The unit cost data used is shown 

in Table 4-1 Both CADUCEE and TRANCHE rely on this data as basic input. 

TABLE 4-1 

COST CATEGORY DATA 

Cegory 	 Unit costs Vat  
No. 	

Dx  

, 	
Y 	DY 

	

1 	 9 	1 	 5 	1 

' 	2 	 5 	1 	 0 	0 

	

9 	1 	 5 	1 

	

1. 	 300 	50 	200 	50 

	

.5 	 200 	50 	0 	b 

«. Units: Categories 1, 2 and 3: $1;000/mile/channel 
Categories 4 and 5: $1,00G per channel 
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4.3 	Toronto-Montreal-Halifax  Problem 

4.3.1 CADUCEE 

A demand inc rease of 2 service channels is hypothesized between Montreal-

Toronto, and Toronto-Halifax . Thus, the initia! maximum contemplated demand 

increase will be 4 service channels and the mayimum relevant demcmd increase 

in parts of th-) network (i.e. somewhere East of ;Aontreal, where Toronto-Montreal 

demand would not be routed) will be 2 service channels. 

a) 	Domillated nodes: 

The CADUCEE portion was run initially including all nodes and links in the 

netwerk. That is to say there were 95 nedes, 124 links and some 10,000 
chains. After two iterations, for 4  charnels and then for 2 channels where 

applicable, the network had been reduced to 25 nodes and 37 links through 

the dtermination of non -dominated nodi!so 

The non-dominated nodes are listed in Teble 4-2 for each demand pair, 

and iilustrated in Figure 8 for the combined problem. The region of interest 

is defined by these nodes and links. The minimum cost routes from origin to 

destination at lower and upper bounds w=n-e computed and are given in 

Table; 4-3 and 4-4, respectively. 

At thîs stage, also, data was produced on the cost of the minimum cost 

chain between each node and the origin and destination. These are the 

DOMINO tables and are shown in Table 4-5. 

b) 	Admi ;sible chains: 

In  th: 	stage of CADUCEE, all  possible  chains, costed at lower bounds, 

were compared with the least cost chain costed at upper bounds, to select 

the almissible chains. At the end of this stage, the problem had been redu.-,ed 

to 15 nodes, 23 links and 47 chains. Of the 47 chains, 40 were for the 

Toror to-Halifax demand, 7 for Toronto-Montreal. These chains are listed in 

Table 4-6. 

It is to be noted that for 4 service channels between Toronto and Halifax, 

there would be 306 chains rather than the 40 obtained with only two channels. 

The  l i nks  feom which the admissible chains are formed, and.the associated 

node:e are shown in Figure 9. 
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TOR01',ITO-MONTREAL (4 service r:hannels) 

TORONTO-KALIFAX (4 or 2 service channels) 

311 	 Allen Park 
32 	 Toroilto 
3 i 3 	 Barri a 

314 	 Uxbridge 
3:5 	 Actch 
31 6 	 Port Hope 

322 	 BearLsvi I le 

323 	 Hamilton 

324 	 St. Catharines 

333 	 Sudbury 

335 	 North Bay 

336 	 Mill4lr  Hill 
341 	 Ottawa 

342 	 Spencerville 
42 	 Mon;real 
413 	 Sherbrooke 
42. 1 	 Quebec 
422 	 Rimouski 
423 	 Trouble Mountain 
424 	 Gros Rocher 

511 	 Moncton 
512 	 St. John 
522 	 Hal ifax 
523 	 Mill Village 

514 	 Sydr ey 

Kacie No. Nom e. 

32 
313 
314 
315 

. 	316 -  
322 
33 

442 

Toronto 
Barrie 

Uxbridge 
Acta h 
Port Hope 
Beamsville 

Millor Hill 
Ottawa 
Spencerville 
MorriTeal 

TABLE 44. 

Trial Problem - Non-Dominated Nodes 

Toronto-Montreal (2 service channels); Toronto-Holifax(2 service channels) 
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Elal Problem - Minimum Cost Chain (at lower  bounds)  

a) 	TORONTO-HALIFAX (4 or 2 servic:e channels) 

Tcyonto 

Uxbridge 
Ottawa 

 Nkntreal 
Quebec 
St (  Johns 
Halifax 

Minimum cost  at  lower bounds): $,030,000. 

TORONTO-MO NTIZEAL (4 service channels) 

(\lode No  .Nome 

312 	 Toionto 
314 	 . 1h:bridge 
311 	 Oitawa 
412 	 Montreal 

Minimum cost  at  lower bounds): $310,000. 

312 
314 
-311 
412 
421 
512 
522 

Nume l‘lode  No  

- 66 - SCX e'ner.,. • 

TABLE 4-3 



TABLE 4-4 

Trial Problem - Minimum Cost Chain (at upper bounds 

a) 	TORONTO-HALIFAX (4 or 2 service channels) 

No 	 Name 

312 	 Toronto 
336 	 Millar Hill 
342 	 Spericerville 
412 	 Monreal 
421 	 ChWDec 
422 	 Rimuuski 
511 	 Monton 
522 	 HaliFax 

Minimum cost (at upper bounds): $1„:480,000. 

b) 	TORONTO-MONTREAL (4 service cannels) 

Node No. 	 Name . 

Toronto 
MiIIr  Hill 
Spencervi  lie 

 Montreal 

Minimum cost (at upper bounds): $440,000. 

312 
336 
342 
412 



TABLE 4-5 

01 • 

Node  No. 	,Node 	 Minimum  costs ($1,000) 
:Name 	 At Upper Bound 	At Lower Bound 

From 	Frem 	From 	From 
Toronto 	hkntreal 	Toronto 	Montreal 

. 	113 	Vancouver 	2 980 	3 •00 	2 580 	2 650 

312 	Toronto 	 0 	, 40 	0 	310 

341 	Ottawa 	 380 	150 	200 	110 
412 	. 	.1..,/tontreal 	440 . 	0 	310 	0 
522 	Halifax 	2 610 	2 355 	1 029 	719 

532 	St. Johns 	4 385 	4.130 	1 417 	1 107 

From 	From 	From 	From 
Toronto 	Halifax 	Toronto 	Hal ifax 

113 	Vancouver 	2 935 	4 .115 	2 580 	3 370 
312 	Toronto 	 0 	, 	1 480 	0 	1 030 
341 	Ottawa 	 380 	1 )90 	200 	830 

412 	Montreal 	. 440 	1 040 	310 	720 

522 	Halifax 	1 480 	0 	1 030 	0 

532 	St. Johns 	.3 100 	1 980 	1 420 	600 

î 

- 68 - ElOY„'EaS1 ino. 

An Example of DOMINO Tables 
for Trial Problem 

TORO NTO-MO NTREAL (4 so c ) 
TORONTO-HALIFAX (4 or 2 s.c.) 
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SCDireE3 'no.  

No. of From To 

• Links 

NOIES IN CHAINS 

TABLE 4-6 

Admissible  Chains for Trial l'i.oblems 

Toronto-Montreal (2 soc 
Toronto-Hal ifax 	(2 so c ,) 

a) Toronto (312) to Montreal (412) (4 soc.) 

3 	312 	412 	312 	314 	3e 	412 
3 	312 	412 	312 	336 	34j. 	412 
4 	312 	412 	312 	313 	314 	341 	412 
4 	312 	412 	312 	314 	31 	341 	412 
4 	312 	412 	312 	314 	3e 	342 	412 
5 	312 	412 	312 	313 	314 	341 	342 	412 
5 	3 12 	412 	312 	314 	31 ,,;') 	341 	342 	412 



312 31 4  341 412 421 517 511 524 g '1,12 5 22 

- 70 - 
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r.1.1 

TABLE 46 conta d 

(b) Toronto - Halifax (cont'd) 

• No.of From 
Links 

S  312 522 

3 31? '522 

312. 5")? 

2. 312 572 

2 312 522 

er;22 

312 '; 2 

NODES IN (MAINS 

312 314 341 342 412 421 422511 522 

312 314 3 4 1 342 412 421 511 512 522 . 

 312 314 341-  342 412 421 512 511 522 

312 314 341 412 413 421 422 . 511 5 2 ? 

312 314 341 412 413 42 ).  512 511 52? 

112 314 341 412 421 42? 511 512 52 2 

 312 314 341412 421 427 511 524 57 ? 

	

') 31? '; 2 7 	. 	312 336 342 412 421 472 511 512 522 	. 

	

- 9 31? '. 22 	3 12 713 314 341 342 412 421 422 511 522 

	

9 312 :; 2 2 	312 313 314 341 342 412 421 512 511 522 , 

	

9 312 522 	312 313 314 341 412 421 422 511 512 522 

	

9 312 522 	312 314 316 341 342 .  412 421 422 511 522 

	

9 312 522 	312 314 316 341 742 412 421 512 511 5 22 

	

9 312 522 	312 314 31e 341 412 421 422 511 512 52 2  

	

. 9 312 522 	712 . 314 341 342 412 421 422 511 512 522 

	

9 312 522 	312 314 341 342 412 421 422 511 524 522 

	

9 312 522 	312 314 341 412 413 421 422 511 512 522 

	

10 312 522 	312 313 314 341 342.412 421 422 511.512 522 

	

10 312 522 	312 314 316 341 342 412 421 422 511 512 52? 



TABLE 4-6 cont' ci 

No.. 
of From To 

links 
NODES IN CHAINS 

6 112 .  '522 

' 6 312 S2? 

6 312 -522: 

7 312 322 

7 117  52 ? 

7 312 522 

7 312 5221 

7 312 

- 	- 
esze'W-yeâecl-7 1 . 

am.o. 

'.13) Toronto (312) to Halifax (522) - (4 or 2 s.c.) 

.312 314 341 412 421 511 522 

312 314 341 412 421 512 522 

312 336 342 412 421 512 522 

212 313 114 341 412 421 511 522 

112 313 314 341 412 421 512 522 

312 314 316 341 412 421 512 522 

112 314 341 342 412 421 511 522 

312 314 141 142 4 12 421 512 522 

	

7 112 52? 	212 314 341 412 1 13 421 512 522 

	

7 312 52 2 	112 314 141 412 421 422 511 522 

	

-7 312 92? 	312 214 141 412 421 511 512 522 

	

7 312 522 	312 314 341 412 	512 511 522 

	

. 7 -  11? 52? 	312 336 142 412 4 21  42 7  511 522 

	

8 312 52? 	312 313 314 341 7342 412 421 512 922 

	

S 312 522 	312 313 314 141 412 421 422 511 522 

	

g 112 522 	312 -313 314 341 412 421 511 512 522 

	

8 312 522 	• 312 313 314 341 412 421 512 511 522 

	

8 312 52 7 	312 314 316 341 34? 41 7  421 512 522 

	

S 312 52? 	312 314 116 341 412 421 422 511 522 

g 

 

	

21 2 522 	312 314 316 341 412 421 512 511 522 
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4.3.2 TRANCHE 

a) 	Contiruous solution 

The pi oblem is now in suitable form for the TRANCHE model. 

As is described in Chapter 3, the model frrst seeks an optimal solution 

assuming that all variables are continuou . The resulting facility 

expansion program is given in Table 4-7. This "solution", which has 

no real meaning, was "costed" at $2,982,000. 

the si3nificance of this continuous solution is the any integer solution 

will cost as much or more. This is then a Lower Bound on expansion cost. 

TABLE 4-7 

Continuous Solution 
Capacity Expansion for Trial Problem 

Nodes 	 Additional 
capacity 

From 	 To 

No. 	name 	No. 	Name 

312 	Toronto 	314 	Uxbridge 	 4.0 
314 	Uxbridge 	 341 	Ottawa 	 4.0 
341 	Ottawa 	 412 	Montreal 	 4.0 
412 	Montt ea I 	 421 	Quebec 	 2.0 
421 	(7.•luebe.c 	422 	RimouskL 	 1.0 
421 	Quebe.c 	512 	St. John 	 1.0 
422 	Rimouski 	511 	Moncton 	 1 0 0 
511 	Moncton 	 522 	Halifax 	 1.0 
512 	St. 	John 	 522 	Halifax 	 1.0 

h) 	Integer sàluiions 

Having found an optimal continuous soluton,  the  model proceeds to seek 

integer solutions and, ultimately, the optimal  integer solui ion. 

The r.)sults of the integer solution search are summarized in Table 4-8. 

The  optimal  solution was found to cost e,600,000 and is summarized 

in Table  49 , and Figure 10. 



- 	 • 

c.) INTEGER MODES 

- 	- TABLE 4-3 	TRANCHE integer soluilons for trial problem 

1 	 1 	 1 	 1 	 1 
21 	I 	2: 	1 	31 	1 	32 	1 	33 

. 	 1 	 1 	 . 1 	 .1 	 1 
	  1 

10

- 	1 	 1 	 1
, 

• 
1 4740.0000 I 39200000 I 3630.0000 I 3600.000C 1 3600 0 0000 I 
I 	 I (optimal) 

' 	I 	I   	1 	 I 	I 	  1 	 • 
H 	1 	 I 	 1 	 i  

	

, • I 	INTEGER 	I 	INTEGER 	I. 	INTEGER 	I 	INTEGER 	I 	INTEGER 	I 	. 

..'"--7---I --..- 	- 	1 	 r 	 1 	 1 	 r , - 	1- 	 1  	1 	  1   1 	 1 

	

1   1  	 1 	 1 	1 ,  	1 
I • 1 	. 	1 	. 	1 	. 	. 1 	1 0 0000 	I 

' 	I 	• 	1 	. 	1 	. 	• 	r 	. 	1 	• 	1 .... 
, 	1 	• 	1   • 	r 	 • 	1 	. 	1 	.  	1 _ 
- 	1 	1.0000 	I 	3.0000 	I 	3.0000 	I 3.0000 	1 	3.0000 	I 

. 	1 	 1 	1.0000 	I 	1.0000 	I 	1 0 0000 	I 	. 	1 
. 	 . 

1 	 1 	.1:  	1 	1.0000 	I 	1 0 0000 	I 	. 	I 	. 	I  

	

I \ 	. 	I 	• 	1 	. 	1 	• 	1 	• 	1 

	

- 1 	..\ 	- 	1 	. 	1 	. 	1 	. 	1 	• 	1 

	

1 	3:0000 	I 	• 	I 	• 	1 	• 	r 	• 	 1 	 

	

1 	.\ 	1 	• 	• 	1 	. 	1 	• 	1 	• 	. 	1 

	

1 	• 	1 	• 	1 	• 	1 	• 	1 	. 	r 

	

1 	• 	1 	 . 	I 	• 	I 	1.0000 	I 
• I 	• 	I 	• 	I 	• 	I 	• 	1 	. 

	

1 	• 	1 	• 	1 	• 	I 	• 	- 1 	• 	1 

	

I 	1.0000 	I 	_  . 	I 	 • 	1 	- 	1 	• 	1 	 
7 	I 	• 	.1- 	• 	1 	• 	1 	• 	1 	• 	1 

- 	1 	• 	1 	• 	1 	. 	• 	1 	• 	I. 	• 	1 
) 	I 	. 	I 	1.0000 	1 	1.0000 	I 0 

	

 1.0000 	I 	1.000 	I 

	

..... 	._ 	_ _ 	_ _  	_ 	. . . . . .  	. .  

	

) . 1 	• 	1 	3.0000 	I 	3.0000 	I 	3.0000 	I 	3.0000 , I 

	

. I 	1.0000 	1 	. 	1 	• 	1 	. 	1 	• 	1 
. - 	__..1._ 	....... . 	• 	1 1 	. 	1 	. 	1 	. 	1 	

. 
-- -------- ---- ------ 	- - - . 	 . 

	

1 .  -- • 	1 	. 	r 	. 	r 	- 	1 	• 	1 

	

I 	3.0000 	I 	• 	I 	• 	. 	1 	• 	1 	. 	1 

	

. 	. 
. 	 t• 

• 11 	• 	1 	• 	1 ; 

	

1 	• 	• 	I . 	 • I 	. 	• 	I 	• 	 I 	 I 
• 1 • 	1 	I 	1.0000 	I 	1.0000 	1 , 	1.0000 	I . 

	

I 	•   I. 	 • I 	• 	I  	• 	I 	1 _ 

	

I 	• 	- 1 	. 	.1 

	

I 	• 	I 	• 	I 	• . . 
)' 	I 	. 1 0 0000 	I 	3.0000 	I 	3 0 0000 	I 	3.0000 	1 	3.0000 	I 
) 	I  • 	1 	1.0000 	I 	.   1 	• 	 I 	 I .  

	

)-- -I 	• 	1 	1.0000 	I 	. 	1 	• 	I 	. 	. 	I 

	

I 	- 3.0000 	I . 	I 	1 0 0000 	I 	1.0000 	1 	1.0000 	I 

	

1 	• 	I . 	 •  1 	• 	 I 	. 	I 	I ..... 

	

1 	• 	 • 	 1 	 1 I 	 I 	• 	1 	. 	 . 
• • 1 	• 	. 	I 	 I 	. 	I 	• 	I 	• 	. 	I 

	

1 	• 	•  	ï. 	I  	. 	 , 	1 	.   I 	. 	I ..,_.... 
. 

	

awl 	 1 	. 	 I 	 I 

	

- 	I 	• 	I 	. . 

lor 	. 	 _ . 	I 	„ 	I 	. 	i . 



',•••1•J. 

0 ' 

fi  

f7t; 
•à;, 

 1.; 

p•, 

,„• 

,•, • 

• '

fJ  

TABLE 4-c, 

t 	 • Toronto - Montreal (2.s. c.) 
Toronto Halifax 	(2• so c• ) 

r 	I 	 I  	I... 	,.. 
I . 	1 	1 	 1 	 ., 

I 	NODE 	I 	15 	1 	21 	1 
I. 	 1 	 .1. 	 1 	... 

	

1   1   1  	1 	.-... ,. 
1 	 . 	1 	 , 1 	- 	. 	1 	.— 
I 	FUNCTIONAL ' 1 	5955.0000 i 4740.0000 I 3920,( 

;[________($1..000) 	. 	I    I  	1 	—• 

1 	1 	I 	I 	. 
1 	ESTIMATION 	I 	INTEGER 	I 	INTEGER 	I 	INTEL -, 
1 	1 	1 	1 
1 	 '-1   1  	1 	. 

	

Oink) 	y 	 1 	 I 	
. 

	

. 0X1158 	I 	• 	I 	. 	1  
I 	X2158 	1 	• 	I 	• 	I 	. 
I 	0X2I58 	I 	 • 	 1 	o 	I 	. 

	

0XI159 	I 	3.0000 	I 	1.0000 	I 	3.0C 
1 	X2I59 . 	I 	1 00000 	I 	. 	1 	1.0C 
I 	DX2159 	I 	1.0000 	I 	. 	I 	1. 0 e 
I 	Y1159 	1 	• 	I 	. 	i 	.. f  
I 	DY1159 	I 	. 	' I 	. 	I 	o H 

	

DX1162 	I 	. 	, 	I 	3.0000 	I 	. • . 

	

X2I62 	1 	. 	I 	• 	 I  
I 	 0X2162 	I 	. 	I 	• 	I 	e '1 

	

X. 164 	I 	• 	I 	. 	I 	 

	

X2I64 	I 	• 	I 	• 	I 	c 	! 

	

0X2I64 	I 	• 	I 	• , 	I 	0 

	

9X 1 1 6. 9 	1 	 • 	I 	100000 	I 	0 	; 

	

X2168 	'1 	o 	I 	• 	I 	. 	. 1 .., 
- I  0X2I68 I  • • I . I  

_1_314 -341 _X2170 ____L__  
.1  0X2170 I 3.0000 I  • . I - 3.0d„' 

' 1 	0X1173 	I 	• 	I 	1.0000 	I 	• „ t: 

	

_X2173 	 I 	• 	 1 	• I 	. . 

	

 
DX2 -173 	I 	• 	 I 	• 	 I 	• 	

, 

	

0 X1183 	1 	• 	 I 	3.0000 	I 	. 

1_336-342 X2188 	 I 	 • 	 I . 	I • _ 
I 	0X2188 	I 	• 	I 	• 	• 	1 	. 
I 	0XI189 	I 	• 	I 	, . 	I 	. 

	

X2I89 	I 	 • 	I 	• 	I  
I 	 , 0 X2189 	I 	. 	 1 	. 	 1. 	. 	. 

	

0 X2190 	1 	3.0000 	I 	1.0000- 	1  

	

Y1190 	 1 	• 1.0000 	I 	.. - 	. 	 I 	1.0(ji. 
I 	DY1190 	L 	1.0000 	1 ' 	' • 	' 	1 	1, ,,0.0, 
1 	0XII91 	i 	o 	. 	I 	. 3. 0000-  . i  
1 342412 X2191 	I 	• 	 I 	. • 	1 	 • _ 

1 	« 	0X2191 	1 	• 	I 	•.. 	I 
r 	0X1194 	I ' 	• 	I 	- 	o 	1 	1. 
1 412 -413 X2194 	I 	• 	 I 	0 	1  
1 	0X2194 	I 	• 	I 	- • 	I 	. . 
1 	Y1194 	I 	. 	1 	• 	I 	. 

ij  

u* 

1  (nodes) 
312-313 

1 312-314 

	L 313-314 
1 
1 
I_ _314-316 

____ 12_316 -341 

I_312.-336  

I 341-342 

1 341-41.2 

, 	 • 



TABLE 4-8 TRANCHE integer solutic -Is for_triol problem_ (cant 1 d) 	75 - 

1 - 	. 	1 	. 	1 	. 	I 	• 	I 	. 	I 
I 	2.0000 	1 	2.0000 	1 	2.0000 	I 	2.0000 	I 	2.0000 	I 

111› . 	

. 

. 	_ 	

1 

. 	

I . 
•

I 
_ 	

. 	. 

•

1 

•
I 

1 	1 	I 	I 1 	 

I 	• 	I 	. 	I 	• 	« 	r 	• 	I 	• 	I 
I 	. 	r 	• 	r 	• 	1 	. 	'I 	• 	• 	. 	1 

r 	• 
 

• I 	• 	1 	e 	1 . 	• 	I 	.   1 	 

r • 	1 	• 	I 	• 	1 	• 	X. 	• 	r 
I 	• 	1 	• 	I 	• 	1 	• 	1 -." 	• 	- 	r 

• I 	1.0000 	1 	2.0000 	I 	2.00 .00 	I 	 'i!...0000 	 I 	 2.0000 	I 	 
1 	• 	I 	• 	. 	1 	. 	I 	. 	r 	. 	I 
I 	. 	I . 	. 	I 	. 	1 	- 	. 	I 	. 	x 	

. 
,.? 

1 	. 
 

• I 	• 	1 	. 	I 	. 	1 	• 	1 

. 	I 	. 	1 	• 	1 	• 	I 	. 	• 1 	• 	I 
r. 	• 	1 	• 	1 	• 	r 	• 	1 	• 	1 

• ' 1 	. 	1 	• 	_ 	r  	.   I 	. 	I 	• 	I 	 
r 	l00000 	1 	• 	r 	. 	r 	. 	1 	• 	1 
I 	. 	I 	• 	I 	.. 	I 	• 	I 	. 	I 
I . 	I 	. 	- 	I 	• 	I 	• 	I 	. 	I 	.  _ 
I 	1.0000 	I 	2.0000 	I 	2.0000 	I 	Z.0000 	I 	2.0000 	I 
I 	. • I 	. 	I 	. 	I 	. 	I 	. 	r 

1 	1.000 0 	 1 	• 	I 	• 	I 	.   I 	• 	 I 	 
I 	• 	. 	I 	. 	I 	. 	I 	. 	I 	. 	I 
1 	• 	I 	. 	I 	. 	I 	. 	I 	. 	r 

	 1 	• 	I 	• 	r 	 • 	I 	• 	r - 	• 	I 	 
r • r 	• 	.r 	. 	1 	• 	1 	. 	1 

r 	• 	r 	1.0000 	1 	1.0000 	I 	ï.0000 	I 	1 0 0000 	I  
• 	I 	1.0000 	I 	1.0000 	I 	1.0000 	I 	1.0000 	I 	 

Mr 
 

. I 	I 	I 	I 	I 

• I 	
. 

• I 	
. 

• I 	
. 

• I 	
. 

. 

 
I 

I 	1.0000 	I 	• 	I 	• 	1 	. 	r   •   r 
1 	1..0000 	1 	• 	1 	. 	• 	1 • 	. 	• 	I 	. 	. 	- r 
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TABLE 4-9 

Optimal Capacity Expansion Program 

for Trial Problem 

Montreal-Toronto: 2 sec. 
Toronto-Halifax: 2 s.c. 

— 	 — 

From 	 To 	 Additional 
— 	 capacity 

No 	Name 	 No 	Name 

312 	Toronto 	 313 	Barrie 	 1 

313 	Barr't e 	314 	Uxbridge 	 1 

312 	Toronto 	 314. 	Uxbridge 	 3 

314 	Uxbi idge 	341 	Ottawa 	 4 

341 	Ott( wa 	342 	Spencervil le 	 1 

342 	Spencervi I le 	412 	Montreal 	 1 

341 	Ottawa 	 412 	Montreal 	 3 

412 	MonîTeal 	421 	Quebec 	 2 

421 	Que Dec 	422 	Rimouski 	 2 

422 	Rim( uski 	511 	Moncton 	 2 

511 	Mo r, ,..: ton 	524 	Sydney 	 1 

524 	Sydney 	 522 	Halifax 	 1 

511 	Mon ton 	522 	Halifax 	 1 

— 
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c) 	Explonation of output 

Sine; the integer solution search procedure may be of interest, Table 4-8 
is exolained below. 

The "Node" row is an internal counter only. The "Functional" row is the 
value or "cost" of each integer solution. Thus the first solution had a cost 
of $:-;,955,000. 

The ,;earch then proceeded by searching for integer solutions which were 
better than  the  previous one. When no other solution could be found 

that was better, the solution was declared to be optimal. (The "Estimation' 

row merely shows that the solutions were integer.) 

Below these three rows are ci  listing of the values of integer variables. The 
left eand column is a list of the variables, using their code discussed in 

Charter 3. The key numbers are the Icr3t three digits, e.g. 158, 159, 
which define the links.  The  number of the nodal pair defining each link has 

beeh added, beside the link variables, for clarity of exposition. 

It is to be noted that the final solution ï,s the optimal one and is the same 

as tLat given in Table 4-9. 

4.3.3 Analysis of ;esults. 

The optimal expansion cost was found to be $3 4 600,000, requiring capacity additi m 
on 13 of 23 links. 

One questic n that arises is the cost of by-passing Rimouski and addîng a new link 

from Quebee City to Moncton. From the input cost data, it can be seen that the 
cost of instelling the first channel will be $5,130,000 and, for the second channel, 
$570,000. Thus, the two channels can be installed for $6,300,000. 

The cost of :)y-passing Rimouski will then be the cost of the Quebec-Moncton link 

less the cos  of the Quebec-Rimouski link ($400 ,000) and of the Rimouski-Monctoi 
link ($600, ( 00), that is, $1,000,000. This eomes to a marginal cost of $5,300,000. 
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4.4 	Montreal-Vancouver Problem 
*cream* 

4.4.1 The problem 

A demand inerease of 2 service channels is hypethesized between Montreal-
Vancouver. Two runs were made on this problem to prove the power of the 

CADUCEE program. 

In the first run, no a priori exclusion rules weru e,mployed. In the second, these 

rules were introduced, and had some effect on reduction in Ontario and Quebec. 

In discussing Ale results, the current output format of the CADUCEE software will 
also be illustrated. 

4.4.2 The solution 

a) 	Basic network 

The blsic network consists of 124 links, 95 nodes and well over 30,000 
possible  chains. 

The first output from CADUCEE is the tanslation of nodes numbers into 
the it ternal numbering system. This is shown in Table 4-10. This can be 
referred to in studying subsequent tables. 

b) Least cost chain 

The Least Cost Chains at upper and lower bounds are shown in Table 4-11. 

c) Doininated nodes 

Ai the. end of the DOMINO stage, wh )n dominated nodes had been 

elitnieated, the network had been reduced to 41 nodes and 64 links. 

The entranslated list of non-dominated nodes is shown in Tabl e 4-12 
and i lustrated in Figure 11. 

The DOMINO tables for this problem are shown in Table 4-13. 

Admi..sible chains 

It is in the search procedure of admissible chains that the exclusion rules 
are considered. 'Without exclusion rules, there were 338 admissible chains, 

comprising 36 nodes and 57 links. The links and nodes constituting the 

admksible chains are illustrated in Figure 11. 
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Network: 	Internal 

node number node no. 

TABLE 4-10 

•  Conversation Tabb - Èor 

Montreal - VancizYiver 
2. soc. 

1 	1 	1 	1 
1 	1 	2. 	2 
é 	6 	6 	3 
1 	1 	2 	4 
1 	1 	A 	5 
1 	1 	5 	6 
2 	1 	2 	7 
1 	2 	2 	8 
1 	2 	2. 	9 
1 	2 	1 	10 
1 	2 	A 	11 
2 	2 	A 	12 
2 	2 	2 	13 
2 	2 	5. 	14 
4 	1 	1 	15 
2 	1 	1 	16 
2 	2 	2 	1? 
2 	1 	3 	18 

1 	A 	19 
2 	2 	6 20 
2 	2 	2 	21 
2 	2 	3 	22 
6 	2 	1 	23 
2 	2: 	4 	24 
2 	A 	2 	25 
2 	A 	26 
2 	4 	é 27 
2 	A 	A 28 
2 	A 	3 29 
2 	A 	-n 	3C 
2 	2 	131 
3 	1 	1 	32 
3 	1 	2 	33 
3 	1 	2 	34 
2 	3 	A 	35 

Network 	Internal 

node number 	node nu,nber 

3 	1 	5 	36 
3 	2 	3 27 
?. 2 	4 	38 
3 	2 	1 39 
2 	3' 	3 	4C 
3 	1 	é 	41 
3 	3. 	5 	42 
3 	A 	1 	43 
3 	2 	2 	44 
3 	2 	A 45 
3 	3 	2 46 
3 	3 	4 	47 
A 	1 
3 	A 	2 49 
A 	1 	2 	5.0 
A 	1 	2 	51 
A 	1 	A 52 

2 	1 53 
A 	2 	2 54 
5 	1 	1 	55 
5. 	1 	2 	56 
A 	2 	3 57 
A 	2 	A 58 
4 	2 	5 	59 
5 	3 	6 60 
5 	2 	1 	41 
c 	-a 	A 	62 , 

f. 	2 	2 	63 
5 	2 	A 64 
5 	2 	1 	65 
5 	2 	3 et 
5 	2 	4 47 
5 	2 	2 48 
é 	3 	1 éS 
6 	2 	2 	1C 



TABLE 4-11 

Least Cost Chains 
for 

Montreal - Vanuouver 
2.s. c. 

a) Cost 	upper bounds 

CR IC. 	DEST. • VALELR 

	

2 	6 	2ec 
415 

5• 	12 	520 

	

17 	695 

	

1] 	22 	1C80 

	

22 	21 	1240 

	

21 	'25 	164C 

	

31 	2030 

	

47 	2450 

	

47 	42 	2680 

	

42 	43 	2525 

	

43 50 	3035 

b) Cost it lower bounds 

• CP 	VEST. 	iiALEUR 

	

2 	5 	130 

	

'5 	1 	515 

	

19 	650 

	

15 	21 	545 

	

25 	1345 

	

25 	31 - 1735 

	

31 	47 - 	2155 

	

47 	48 	2290 

	

48 	• 52 	2320 

	

52 	50 	265C 
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TALLE 4-12 

[1  

9 

[1  

Non-dominated nodzcs 

for 
Montreal-Vancouver 

2. s. c. 

,1 	2 	4 	5 	6 .  7 	9 12 16 17 18 

19 20 21 22 24 25 26 28 29 31 33 

34 35 36 37 38 40 41 42 43 44 45 

46 47 48 49 50 51 52 53 

1.41 



F.7-177-.77.7), 
(777771 

Origin: Vancouver Destination: Montreal 

540 

5C4C 
65 

380 
260 
985 
5 1 5 
415 
870 
710 
52C 
705 
775 

1460 
895 
695 

1C6C 
1125 

965 
1240 
1080 
2400 

From origin 

60 

4560 
65 

130 
250 
515 
525 
4-05 • 
860 
700 
510 
695 
765 

1450 
605 
685 
590 
650 
745 
945 
985 

1090 

From destination 

2710 
2650 
4920 
2715 
2520 
2600 
2135 
2605 
2445 
2940 
2465 
2340 
2365 
2435 
3195 
2155 
2 /65 
2065 
2000 
2105 

_1705 
1865 
2760 1.  

I 

1 23  

î 

=L.77Àk  
II/ 

- 	TABLE 4-13 	 • 

DOMINO ta es for  

Montreal - Vancouver 

2. s.c. 

From origin 

1 
1 	n 	

Internal • 
, 

1 	nooe 

l 	
number 

l 	. 

2 

A 

10 
11 

14 
/5 
16 
11 
18 
19 
20 
21 

minimum cost 

From destination 

3575 
3035 
5090 
3100 
2895 
2775 
2480 
2710 
Z620 
3045 
2535 
2515 
2455 
2525 
3285 
2540 
2340 
2405 
2470 
2195 
1795 
1955 
4150 

at upper bound at lovver bound 



rj'"-7, •''',7), n7,71. 

n terna 1 

node 

number 

From oriain 	 From destination 

a 

1390 
164C 
2C2C 
2610 
.159C 
1695 
2010 
2030 

2E65 
2875 
2E45 
2935 
2915 
2820 
3135 
26SC 
2890 
2680 
2925 
2965 
2945 
24E0 

24 

25 
26 
27 

2S 

3C 
21 
22 

27 
2E 

AC 

42 

=14 

î 

TABLE 4-13 (cont'd) 

DOMINO tables for 

Montreal - Vancouver 

2.s. C. 

Oringin: Vancouver Destination: Montreal 

minimum cost 

at upper bound 	 at lower bound 

From oriain From destination 

1860 	 1095 	 1770 
1395 	 1345 	 1305. 
1845 	 • 	1205 	 1455 
2365 	 1285 	 1795 
1660 	 . 1295 	 1570 
1390 	 1400 	 - 	1300 
1765 	 1405 - • 	. 	 1675 
1005 	• 	• 	• 	1735 	, 	. 	9 15 

490 	 2570 
440 	 2580 
470 	 2550 
500 	 2615 
480 	 2620 
280 	H 	 2525 
700 	 2795 
410 	 2395 
515 	• 	• 	 2595 
355 	 2385 
110 	 2630 
530 	 2645 
510 	 2650 
620 	 0 	2185 

320 
310- 

 280 
345 
350 
280 
545 
410 
310, 
355 
110 - 
375 
380  

620 . 

	----6 



=Ask 	 C:= 
TABLE 4-13 (cont'd) 

{77,77s:A 	ej7;777-7,,, 
",•-• • rr-757.73 U.zZ:2,L1 	 • 

at lower bound 

From origin From destination From destination. From origin 

( 

DOMINO tables for 

Montreal - Vancouver 
2.s. C.  

Origin: Vancouver Destination: Montreal 

internal 
node 
number 

minimum cost 

at upper  bound 

5C 
51 
r- 

53 
54 

58 
59 
6C 
é/ 

é 

7. 

7C 

245C 
2585 
297C 
3035 
313C 
2735 
3200 
34CC 
370C 
3820 
3565 
3750 
4815 
5C65 
472C 
4985 
4075 
394C 
4120 
4925 
5470 
5695 

7290 

585 
720 
105 

0 
95 

870 
165 
365 
665 
785 
530 
715 

1780 
2030 
1685 
1950 
1040 
905 

1085 
1890 
2435 
2660 
1340 
7340 

2155 
2290 
2675 
2650 
2745 
2320 
2815 
3015 
3315 
3200 
3180 
3085 
3430 
3480 
3435 
3464 
3370 
3555 
3375 
3540 
3685 
"3760 
6810 
6810 

495 
360 
105 

0 
95 

330 
165 
365 
C:65 
550 
530 

780 
830 
785 
814 
720 
905 
725 
890 

1035 
1110 

70 
7170 
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X10. 

Using the exclusion rules, a further 3 nodes and 7 links were eliminated. 

This is ctlso illustrated in Figure 11. 

A samp:e of the output of adalissible chair.; is illustrated in Table 444. 
The fir.)t line of each set shows the node path using internal node numbers. 

The second line of the set shows the chain, in the input format to TRANCHE, 
using  te  network node numbers. The first four entries on a line are the 

control information, giving: chain  length y  origin number, destination 

numbet, serial number of chains. 

The final output is a count of the number of chains and a count of chains 

of given length. This is shown in Table 4-15. 

4.4.3 Conclusion 

The number of chains from Montreal to Vancouver has been reduced from 
approximately 30,000 to an eminently manageablE 338. This illustrates the power 

and effectiven;ss of CADUCEE. 
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TABLE 4-14 

Admissible Chains 

(a sample) 

for 

Montreal - Vancouver 

Chains are defined by internal node numbers (1st line) 

,Ind by network node number (2nd line). 

2 	.5 	7 	19 21 25 31 47 42 43 50 
1 0 11.3  4 12 	1 112 114 212 214 2:1:2 242 331 314 335 341 412 

2 	5 	1 	19  21 25 31 47 48 52 50 
10 11.3 7)12 	2 11.3 114 212 214  22 242 331 334 415 414 412 

2 	5 	•1 	le •IS 21 25 	31 47 42 43 	50 
11 113  4.12 	2 112 114 212 213 21 4 . 232 242 331 334 335 341. 412 

2 	5 	1 	18 15  21 25 31 47 48 52 50 
11 113 'n 12 	4. 113 114 212 213  2 :&4  232 242 331 334 415 414 412 

2 	5 	1 19 21 25 29 31 47 42 43 50 
11 113  41 2 	.5 112 114 212 214 2:12 242 243 331 334 335 341 412 

2 	5 	1 	19 21 25 29 .31 47 48 52 50 
11 113  • i12 	4 112 114 212 214 2 2  242 243 231 334 415 414 41.2 

2 	.5 	7 	19 21 25 31 46 40 38 49 50 
11 113  12 	1 112 114 212 214 222 242 331 332 333 336 342 412 

2 	5 	7 	.19 	21 25 31 	44 40 • 42 43 50 . 
11 113 i112 	113 114 212 214 2:r2 242 331 3.32 333 335 341 412 

2 	5 	1 1 9  21 25 31 47 42 35 43 50 
11 113  41 2 	9 113 114 212 214 2?2 242 331 334 335 .314 341 412 

2 	.5 	•1 	19 21 25 31 47 42 43 49 50 
11 113 412 	1C  112  114 212 2 3. 4  2.2  242 331 334 335 341 342 41.2 



TABLE 4-15 
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çTI  
Chain Statistics 

for 

Montreal-Toronto 
2. s. c. 

TAi1ST1CLES  SUR LES CFAINES 

*::********.******************* 

[ 1 
, 

I 
m 
17,à1111 
II, 

(jY 
t 

ICNERE ICIAL CE ChAINES 	3?-8 

P ST( 1 ) 	C 	 NST (1C) = 	2 

1 ,IST( 2 ) = 	C 	 NST(11) = 	12 

1,ST 	3,1 	C 	 NST (12) = 	/IC 

MST 1 	) 	C 	 NST ( 12 ) = 

( 	C 	 NS].  (1 11) = 

MST ( 	) 	C 	 NST(15)  

IIST 	) = C 	 NST (16 )  

NST( e ) 	C 	 KST(11) = 	A 

NST( 	) 	C 	 NST(1E) 



5. 	TOWARDS A DEMAND MODEL 

5.1 	The problem of linking HERMES I  W! th a demand model 

The previous sections of this report have clearly demonstrated the great potential 

of the HERMUS model. If this potential is to be fully utilised, it will not be 
sufficient to lssume hypothetical increases of demand between given points expres ,  ed 

in number of channels, as if  is done in the present version of the model; it should 

be possible to consider forecasts of different  patterns  of increases of demand for 

telecommunications facilities in Canada, provided by a demand model. 

It is intendec; to work from the present concept ci demand for facilities backward 

through the demand for telecommunication servi,..-.es to the demand for the trans-

mission of messages and even beyond so as to beoin to identify the real determinants 

of demn. in this wc:ty, progress towards a demand model will proceed step-by- 

step from a solid base of an operational, though manifestly narrow in scope, 

network capecity expansion model. 

The importer t, and di fficult, first stage of this c evelopment will be to introduce 

the consider( tions of  the  type of service (voice, TV, data transmission, etc.) of 

the,  quality of service and of the timing of demand. 

The presencE of joint costs and of decreasing cots makes it important to consider 

also the demand for local traffic although the model is primarily concerned with 

interregional traffic. 

The demand ?or telecommunications is obviously generated by the social and 

economic aeivities and by the activities of pulaUc agencies. Public policies 

may have great direct effects (e.g. the policies of the state-owned TV networks, 

etc.) and indirect effects (e.g. encouragement of regional development, control 

of foreign investments, etc.). However, all these influences are certainly very 

complex and depend heavily on institutional arrangements. 

There is also an interaction between the supply of telecommunications and the 

demand for them. Apart from the easy to name but difficult to evaluate,effect 

of prices on demand, there are also the effects on demand of the very existence 

of telecommunication facilities and of the qualily of service. 
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Although KERMES  I  is a static model, its successors will be made 

progressiveli more dynamic. The importance of indivisibilities, and of 

the joint co:yts and of decreasing costs that go with them, makes it 

imperative 1) consider simultaneously several planning horizons to arrive 

at capacity ?-xpansion programs which are compatible with efficient 

sequencing  n  time of capacity expansion to faee rapidly growing demand. 

The demand model to be aimed at is then a mcwel capable of producing 

series of der land forecasts, for different horizons and, of course, corresponding 

to different ›-lypotheses. 

The results (1 any demand model, if they are to be used in the models of the 

HERMES serïes e  should be compatible with the formulation of these models; 

thus, the re:Rifts would have to be expressed in equivalent units (channels or 

smaller  unit:>  envisaged) and would have to  correspond  to the present or 

envisaged c , mfiguration of the network. It is viorthwhile noting that some 
research is being done on the demand problem ;nside the Department of 

Communications  and while some results could be very interesting they could 

not, in thek present form, be fed directly into models of the HERMES series. 
An important point also worth noting is the fact- that the network actually 

used in the present version of the HERMES model, although very simplified, 

is largely supply oriented. Therefore, further extensions of this network 

aimed at bringing it closer to reality should take better account of the 

demand aspects of the problem. 

Another specific problem is brought about by a characteristic of the tele-
cornmunicat'ons industry: the product being non stockable, the time of 

consumption is very important. 

Still anothe,' problem is brought about by the growing variety of tele-

communicahons services which can, and often do, use the same facilities 

but in subst(intially different amounts; also accpunt has to be taken of the fact 

that the proiuction of certain services can be delayed to escape the peak-hour 

problem and thus provide a better utilization  o  facilities; with the growing 
importance ,)1; data transmission this fact becomes more and more relevant to 
the problem. 

As we proceed by successive steps from the demand for facilities all the way 

to analyzim the social and economic and other activities which ultimately 

generate the demand for telecommunications, we shall have to rely more and 

more on dat,i, on results of analyses and on econometric models, originating 

in other agencies. This is bound to give rise to serious problems. 
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The potentia inputs from other agencies are seldom in the formats directly 

usable for our purposes. And, of course, teIeoommunications, as other 

spatial aspec ts, are in most cases given a very summary treatment, if they 

are not enth.ely neglected in analyses and in econometric models originating 

in other ageltcies. 

5.2 	The elemunts  available: methodolc,gy and data 

Literature on telecommunications economics in general cannot be termed 

abundant; th's is understandable though, in viuw of the fact that the field 

is fairly new with its technology evolving rapidly. Research in the field has 

been mainly focused on problems associated with regulation of the industry, 

such as pricing of services, rate of return of the firm, etc. Fairly numerous 

recent publieations deal also with the broad p,oblems of the impact of the 

telecommunieations on the economy and the suciety as a whole. 

In fact, ther.a is no established and tested methodology directly relevant to 

the problem )f demand forecasting for the purposes of the models of the 

HERMES seri as. There are however a certain number of studies that have 

tackled the problem of demand forecasting in the  telecommunications industry. 

This section of the report deals with a few of these studies; no references will 

appear here though because we believe that if e bibliography on the subject 

is not reason )bly complete and that further exploration is needed. However, 

the studies ruferred to here, as well as a number of other studies, are available 

on file. 

Studies of th a Telecommission constitute the main source of readily available 

documentatitin on telecommunications in Canada. Once again, regulation caught 

a large part of  the attention but a certain number of studies have been devoted 

to telecommunications economics. 

One of these studies contains some highly agg-egated regression analyses with 

an attempt  te  take account of the prices on the demand for telecommunications 

services. Another study contains forecasts of 	volume of local and toll 

telephone  messages  up to 1980. The origin of the messages only is specified 

and the fore ;asting technique relies heavily on linear extrapolations. 

A study has A I so been submitted by TCTS and r,N-cP Telecommunications, 

titled "Telenommunications Carriers Market  Projection and Analysis". li is 
too general to be useful in our study, representing more the ihoughts of the 

carriers on the growth of their industry than a thorough analysis of the underlying 

factors. 
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In conclusibn, we could say that studies of the Telecommission constitute 

a basic source  of general reference on the telecommunications industry in 
Canada, bt:t they cannot be expected to be usoful for specific purposes 

such as buikling a demand model applying to c..n interregional network. 

Other stuckes in the field of demand forecasting also include a recent US 

study, whe'..e traffic forecasts were made by as3uming a specified annual 
rate of increase over a period of years and applying the resulting factors 

to the actu al volume of traffic during a specified reference year. Results 

were also djusted to take account of "impulse  lumps"  caused by a rapid 

rise in the aumber of telephones, noticeable improvement in the quality 

of service, etc. 

This procecure was used to forecast telephone, telex and telegraph demand. 

To obtain  circuit  requirements the results were transformed using data 

concerning the average length of conversation, the average number of 
business da/s, the busy-hour to  total-day rela , ionship, and finally, the 

minutes chirged to circuit-usage relationship. 

Also treated in this study were the problems of routing and network confi-
guration (piclio-relay versus satellite, etc.), revenue projections and analysis 
of rates, and  finally, economic feasibility of the proposed system. 

Another sta dy, though concerned only with esimating the price elasticity 

of demand For telegrams, proposes a methodology that merits a closer 

examinatioi for the purposes of demand foreccsting related to the HERMES 

series of models. This study was related mainly to issues in regulation but it 

can also pr wide valuable insights in the field of traffic forecasting. The 

object of  te  study was to estimate price elast:city for telegrams where price 

varies over distance between the point of orig;n of messages and their destination. 

It was assutned that these telegrams were not only a good, having a price and 
providing utility, but also a method of social and economic interaction. It 

was expected thus that the volumes of messagEs were not only related to the 

basic variables of price and income, but also to spatial and gravitational 
characteristics such as distribution of population and income, physical distance 
between any  Iwo  given points, levels of business activity at different points, 

etc. 

Since all ifiese elements influence the quantity of messages in a system, it 
appe.ared ilat an application of a gravity model in the investigation of dernand 
for telegratns was appropriate. A functional relationship was sought linking the 

message volume to gravitational variables, demand variables, and indices of 

economic activity for each metropolitan area within  the  communications neiwork. 
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Still anothe:. study dealing with forecasting the demand for international 

telecommunication contains an elaborate analysis of a large number of 

factors poss`bly affecting this demand. The results seem to show that 

some of there factors, including relative prices and quality of service 

have a sigr-dicant effect on demand and on th a choice of the type of 

service. There is no doubt, that work on actual demand forecasting will 

have to be preceded by analyses of this kind ( arried out with respect to 

Canadian data. 

This is no piace to attempt a comprehensive survey of the data available. 

Suffice it sey that the development of demand forecasting procedures will 

involve a major effort in data integration. Fundamentally, data relevant 

to demand ferecasting are available from two jroups of sources: the carriers 

and the user s. Any more than superficial analysis of the factors affecting 

the  demand for telecommunications will have to give considerable importance 

to users'  data,  which ties in with the informal Ion on users characteristics. 

The rapid gi owth and the rapid rate of change in the telecommunications 

industry mean thai reliance on past trends may be very misleading. In any 

case, some ef the phenomena involved have too short a history for any 

significant trends to emerge. The bulk of the effort will have to go into 

detailed crcss-section analyses to uncover the mechanisms which determine 

the demand for telecommunications. 

5.3 	Possible  approaches  

There is no doubt that several approaches to the forecasting of the demand 

for telecomieunications will have to be explored. The procedure arrived at 

will certcriniy contain features inspired by diPerent approaches. 

As pointed eut above, there is no established tnethodology applicable to the 

problem in hand and a good deal of prelimina:y analysis and hypothesis testing 

will have to precede the stage of formulating forecasting procedures. 

It is also ev'dent that what is being aimed at are conditional forecasts, 

corresponding to alternative hypotheses and not "once for all" projections. 

And again, the forecasting procedures will seive to produce ranges of values 

rather than eoint  forecasts. The models of the HERMES series into which these 

alternative t'orecasts will be fed will then have to be considered as being in 

fact simulation devices. 

Broadly speaking one could consider three pos3ible approaches to the questions 

of forecasting the demand for telecommunicatkms. They are of course not 

mutually exclusive. 
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The extrapolations of past experience, with a Gradual introduction of more 

explanatory variables and a gradual refinement of the level of detail. 

This is what might be termed the traditional approach. 

The integration of detailed information collect( d by the telecommunication 

carriers in the course of their operations and fo- their internal purposes. In 

the first phase, there will have to be a coordination of the carriers own 

forecasts. Then, there will be the question of -Jsing carriers data in conjunction 

with information obtained from other sources. This will obviously be an 

essential component of the forecasting procedure. However, this approach 

is inevitably rather restrictive since the carrier,  data do not go very far 

concerning  the  characteristics of the users and ,heir activities and cannot 

reveal some of the fundamental determinants of the demand for telecommunications. 

The third approach is that of building detailed and elaborate models of the 

behaviour  o  telecommunications users, models whose structures will be 

basically thase of activity analysis. This approach relies heavily on the 

collection and integration of the telecommunications users data: a major 

effort will have to be done in this area. For one, the users data are rather 

scanty and, in most cases, in formats which make them difficult to reconcile 

with each orher and with the carriers data. Secondly, the purchases of tele-

communications services represent in most cases relatively minor cost items and 

in addition, the accounting practices often make it difficult to identify them. 

For a numbe r of reasons, it may be expected that this third approach will play 

the main role in the procedure adopted, with the carriers data however being 

used to the ,:ullest possible extent. This approach will involve the identification s 

 of the fundamental determinants of the demand For telecommunications as well as 

of the successive stages through which social, economic and other activity gives 

rise to  the  need to communicate, to the demand for the transmission of messages, 

to the choices of the type of services, to the patential traffic flows all the way 

to  the demaad for telecommunication facilities and finally a definite capacity 

expansion p,-ogram. By proceeding by clearly defined stages, the mechanisms 

of the successive transformations can be better î'ormulated and tested. The model 

would include a large number of relatively simple relations based, as far as 

possible, di-ectly on detailed data concerning observable phenomena. A model 

of such a structure is also more "transparent" and yields itself better to subsequen. 

refinements and up-datings apart from being mach more suitable for simulation 

purposes. A considerable experience has been acquired, by the Laboratoire 

d'économétrie and by Sorès Inc., in admittedly different contexis,in constructing 

and operating models of this kind. 

[1 
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6. 	EXTENSIONS AND FURTHER DEVELOPMENT 

6.1 	General remarks • 

The work undertaken in the preliminary phase of the HERMES project was 

done to a , arge extent in view of extensions end further developments, 

often at the expense of considerable additionol effort. As it has been 

pointed ou; the HERMES I model is to be considered as the first of a 

series. The future steps fall naturally into four categories: 

isaprovements of the methodology already developped, including 

the software and its applications to more detailed and more 

elaborate networks, 

the introduction of additional factors affecting the planning of 

network expansions, including the a)nsiderations of the quality 

of service, the peak demands, etc., 

the linking of the network capacity expansion models with demand 

frodels, 

the introduction of dynamic conside=ations: capacity expansion 

planning over time. 

This chapl'er deals in some detail with the fint of four categories. It covers 

what migh' be termed the natural extensions cf  the HERMES I model. Although 

the relevant methodology including the softwore is already available, their 

implement ition will still call for a consideraLle effort, including once again 

a very hecvy reliance on the expertise of the Department of Communications 

specialists, 

The other 'hree categories go a long way beyond the scope of the HERMES I 

model. The relevant operational formulations and implementations will have io 

be preceded by an intensive exploratory work, again calling for a close 

collaboration  of all the participants to the pr,)jecis. 

Finally, il must be mentioned that,naturally,the efficiency and  the  usefulness 

of the model will increase considerably as the  data  base becomes generally more 

detailed old closes 	reality. This concerns'in particular the cost data. 

IM•te 
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6.2 	Improvement of the operating chaeacteristics of 

the HERMES I model 

Although fully operational and, in fact quite efficient, the methodology 

of the HERMES I model, including the softwaie, still requires a number 

of refinemehis especially concerning the format of the outputs of the model 

and a betle, utilization of its by-products which are of value in 

themselves. In addition, to handle problems where considerable demand 

increases aie specified (e.g. more than 6  service  channels) and the demand 
points conchrned are far apart, a more poweriul version of the CADUCEE 
program will have to be resorted to. 

Software improvements will concern in the fir4 place the output formats 

of the CADUCEE program. These outputs serve iwo purposes. The primary 
purpose is ta constitute inputs into the TRANCHE program, In this case, 

the output is on punched cards according to the specification of TRANCHE, 

and no changes are contemplated at this stage (however, see below). The 

secondary, but important purpose of the CADUCEE outputs is to provide 

information concerning the analysis of the net,work. Output formats which 

are approprikite for this purpose are different ','rom those specified for the 

inputs in the TRANCHE program and, in any case,  man>'  of these outputs 

are not needed in TRANCHE. Since these secondary outputs are destined to 

be analysed by various users, not necessarily Familiar with the inner working 

of the  model, they will have to be in a form which makes it easy to interpret 

them. Morh explicit* identification of the elements of the network, including 

place name:; will have to be provided for,as well as better identification, with 
explanatory remarks, of the various derived  concepts  such as the minimum 

cost chains, at lower (upper) cost bounds, dominated nodes, etc. 

In addition, clear indications will have to be given concerning the use of 

DOMINO tables for the evaluation of non-e) isting, but contemplated links. 

Finally, the CADUCEE II program will have ia be developed. The concep-

tualization of this program has already been (one. There still remains the actual 

prograrnmin ,) and, undoubtedly, several succ( ssive improvements of the resulting 

software. CADUCEE II will be more powerfui than CADUCEE I in eliminating 

dominated ehains and thus in reducing the lood on the program TRANCHE, at 

the expense, of course, of heavier computatians at the CADUCEE stage. It 
will also require less core space than CADUŒE I, which is of considerable 

importance in some problems referred to above.. The fundamental difference 

between CADUCEE II and CADUCEE I will Ix that the former will use a more 

restrictive definition of admissible chains, thilt is a wider definition of dominated 

}.„. 
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chains. In CADUCEE I, a complete, or incomplete chain is dominated if 

any incomplete chain it contains is dominated. In CADUCEE II a complete, 

or incomplete chain will be dominated if any sub-chain it contains is 

dominated. Since, for any complete or incomplete chain, the incomplete 

chains it contains are a subset of the sub-chain: it contains, the CADUCEE II 
definition  oF dominated chains is wider that the ,definition of CADUCEE I and 

therefore, will lead to the elimination of some ,.hains which survive the 

elimination procedure of CADUCEE I. It goes without saying that CADUCEE II 

will not eliminate, as dominated, any chains which could appear in the 

optimal capacity expansion program. The program CADUCEE II requires the 

computation of the costs of minimum cost chaim, at upper bound costs, for 

all the pairs of points of the network, instead  o  lust for the pairs of points 

for which a demand increase is specified. 

The use of the CADUCEE output for the evalueon of non-existing but 

contemplate:I links calls for no software development. However, the 

methodology has to be written up, examples wodced out and the performance 

of this procedure examined with reference to recil data. 

Concerning the TRANCHE program, the situation is roughly analogous. The 

available  software  is operational and efficient. Output formats will have to be 

made substantially more elaborate and explicit ;o facilitate the utilizations 

of the program. Since large numbers of variables appear in the formulations 

of the problms and in the solutions, provisions will have to be made for optional 

summaries cf results. 

Finally, the CADUCEE and the TRANCHE progtams will have to be integrated 

so that there is an option of running a given problem through both programs withoat 

hutnan inter“ention. It may be expected that this option will not be very 

frequently used: in most cases, it will be thought advisable to examine the output; 

of CADUCE:: before proceeding further. However, when speed is essential, or 

when several problems have to be solved in rapid succession such an option of 

fully integrcted solving may be found useful. 

6.3 	More detailed networks  

The telecommunications network used so far by .he HERMES I model is a highly 

simplified and aggregated network. With the e:(isting methodology and with 

basically the same software (although the software improvements referred to in 

the preceding section will have to be done first) one can handle considerably 

more detailEd networks. This may, however, necessitate in some cases a recourse 
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to informa;ion stored on a disk, with an inevitable and substantial increase 

in computing cost. It is however too early to speak with any assurance 

of the computing costs involved in handling  more  detailed networks since, 

on the one hand we do not yet know what will be the increase in efficiency 

due to CAWCEE  Il and, on the other, the volume of computations and 

memory spnce requirements depend not only on the size but also, in a vital 

way, on the structure of the network concerned. 

It is presently contemplated to construct a very detailed network containing 

up to 2,000  nodes to represent the Canadian telecommunications. This 

network would never by analysed as such but would serve more like a data 

base. A niore aggregated version containing some 500 nodes would be the 

network actually analysed in the first stage of handling a given problem. 

The CADUCEE program identifies, as one of its by-products,  the  so-called non-

dominated nodes, in any given problem. These non-dominated nodes define, 

in a non-arbitrary manner, the region which  s relevant to the problem on 

hand. This definition is not arbitrary, since dominated nodes are the nodes 

which cannot, under any of the circumstances specified in the problem, 

appear in the optimal capacity expansion proqram aimed at. This relevant 

region being identified on the 500 node network, it can then be given a more 

detailed n presentation using the appropriate elements of the 2,000 node 

network, und the concluding stage of analysis carried out with reference to 

this new, partly blown-up network. 

No experi ,,Ince has yet been acquired with th;s procedure and it is too early 

to say whot its performance will be with real data and with the new improved 

software. Its objective is, basically, to reconcile the need for a more detailed 

analysis of certain regional problems, while avoiding the arbitrary defining of 

regions which might be particularly inappropriate in the case of telecommunications 

networks while, at the same time, keeping dcwn to manageable proportions the 

dimension: of the problems. 

The 500 aid the 2,000 node networks referree to will originally be merely more 

detailed  versions  of the actual network. Hov,ever, they could also be the 

enlarged networks described in the following section, although to handle such 

enlarged networks a certain amount of  software  development will have to be done. 

6.4 	Enlarged networks  

The methodology already developed is applicable also to the so-called enlarged 

networks. This concept is introduced in order to be able to take into account 

such impoitant characteristics of the telecommunications network as the  existence 

of distinct carriers and of distinct facility systems and of certain joint costs relating 

to certain indivisible facilities capable of accommodating demand between more 

than one  pair  of points without one being able to allocate the cost of this 
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indivisible iacility between the pairs of  points  concerned. However, to retain 
the  mathematical formulation, and hence the basic software of the original 

model, the enlarged network is constructed in such a way that its formal 

structure is strictly analogous to the network used in the HERMES I model.* 

In the first 'dace, it may be necessary in some cases to split a given node 

of the geogaphic nei-work into two or more nedes. This will reflect the 

existence  of more than one nodal facility at the same geographic location, 

and/or of more than one transmission facility between any given pair of nodes. 
Then either of the following Iwo formulationsulay be adopted, depending on the 

purposes of the analysis. One can specify demand increases at the new nodes. 

In this case, the demcind increases are assumed to arise already with an initial 

commitment to a given type of facility, that i3, in fact, to a given system 

controlled hy a given carrier. Alternatively, demand increases may be 

specified as arising in a given geographic location without any such original 

commitment. In these cases, a single dummy node will be introduced at the 

geographic ocation concerned and the demand increase specified as concerning 

this dummy node. This dummy node will then be connected by zero-cost links 

to the node, representing the different nodal tacilities available in that 

location. The  analysis will then bear, amons other things, on the most efficient 

choice of the initial nodal facility and hence also, to some extent, on the 

choice of the system and of the carrier. 

To reflect the interconnection costs between distinct systems, the interconnection 

links will have cost functions associated with them, which will behave in the model as 

the cost functions of transmission facilities, &though, in fact, the geographic 

distance involved may well be negligeable. 

It may well be the case in various places of the enlarged network that facilities 

lying geographically close together are not in fact connected. 

Another typ ,  of situation where dummy nodes will be introduced are the situations 

referred to already where we have a case of an indivisible transmission facility 

capable of giccommodating the demand between more than one pair of points. 

In such cases, often only a small part of the cost of the facility can be allocated 

to the pairs of points concerned, the bulk of ene cost being truly indivisible. 

An outstanding example of such an indivisible facility is the satellite. In 

the HERIV1ES I model, an arbitrary allocation bf the satellite cost is imposed 

which clearly does not reflect the true economics of the situation. In an 

enlarged network, the joint costs will be treaied as such, and only the 

identifiable additional costs will be allocated to the points served. 

E1T.P1 
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In this case the indivisible transmission facility is represented by a dummy 

node. The indivisible part of the cost is associated with this node. The 

costs which can be allocated to particular  points,  that is the costs of 

connecting these points to the indivisible facility and hence to other 

points so connected, are associated with the links connecting each of 

these points to the dummy node in question. Incidentally, we shall thus 

have a rather paradoxical situation of a transmission capacity expansion 

cost being (Formally) cAssociated with a (dummy) node. 

It may thus be seen that the concept of the enhirged network makes for a 

substantial increase in flexibility and realism without altering the formal 

structure of networks submitted to the model. 

6.5 	Planning capacity expansion over .ime 

As pointed out already in Chapter 5, a really efficient capacity expansion 

model will have to concern itself with the sequ.mcing of capacity expansions 

over time. In the first place, this will require elaborate demand forecasting 

procedures working towards several different title horizons. 

In the second place, the software will have to attain a very high level of 

efficiency since the volumes of computations involved in analyses cove.ring 

several periods will inevitably be very large. 

It is of course  the presence of important indivisibilities, and hence of joint 

costs and of decreasing costs, coupled with the very rapid growth of demand 

for teleconnunications which explain the intenst in planning capacity expansion 

over time. 

The dimensions and the complexity of the problems involved exclude, for the  time 

being at any rate, the use of such rigorous procedures as those of dynamic 

programminn or of the optimal control theory. The approach which appears most 

promising is that of repeated simulation runs, over various horizons and with 

different hypotheses, to calculate the alternative expansion programs and the 

orders of mognitude of the trade-offs between them. 
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APPENDIX 

Reduced Example 

1. INTRODUCTION 

The examplu described in this appendix illustultes the functionning of the 

HERMES I model. Based on a very simplified letwork and fictitious cosi-  data, 

it permits to follow every step of the calculations and underlines all the basic 

mechanisms of the software. 

2. NETWORK AND cosT DATA 

The simplinxi network on which the example' 'is based is shown in the following 

sketch. 

Mileage da: C./ is as follows: 

Mileage 

100 
200 
600 
600 
700 
800 
300 
200 
500 

Link  

1-2 
2-3 
1-4 
4-3 
1-6 
6-5 
5-3 
2-5 
4-2 
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Capacity expansion cost functions for each link are as follows: 

(The verticial axis represents cost per mile, the horizontal axis the increase 
in  capaci.t measured in service channels.) 
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3. THE PROB _EM 

Determine the minimum capital cost capacity expansion program necessary 

to accommodate the following demand increases: 

2 service channels between nc Jes 1 and 3 

2 service channels between ncies 4 and 5 

The maximum contemplated demand increase Li thus 4 service channels. 

4. SEARCHIPIG THE ADMISSIBLE CHAINS (CADUCEE Program) 

4.1 	Demand points  land  3  

Origin: 	NORG = 1 
Destination: NDEST = 3 

a) 	Lower bound (LB) and upper bound (IA) on capacity expansion 

incremental costs for the maximum c,‘.)ntemplated demand increase 

(4 service channels): sub-routine BORNE. 

These lower and upper bounds are calculated on each link as • 
shown in the following table. 
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Link 	Mileage 	Lower 	bound 	LB 	Upper 	bound 	 UB 
on incremen- 	(I ncrementd 	on incremen- 	Incremental 
toi  cost per 	cost 	per 	toi  cost per 	cost per 

channel per 	channel) 	channel per 	channel) 

	

mile, 	 mile, 

1-2 	100 	1 	 100 	 4 	 400 
2-3 	200 	2 	 400 	 8 	 1 600 
1-4 	600 	5 	 3 000 	10 	 6 090 
4-3 	600 	. 	6 	 3 600 	12 	 7 200 
1-6 	700 	, 4 	 2 800 	 8 	 5 600 
6-5 	800 	4 	 3 200 	 8 	 6 400 
5-3 	300 	1 	 300 	 2 	 600 
2-5 	200 	1 	 200 	 2 	 400 
4-2 	500 	4 	 2 000 	 8 	 4 000 

h) 	Search for dominated nodes. 

The FeMINO tables are first calculated. They contain the lOwer bounds 
(LB) and upper bounds (UB) of the minimum cost chains from every network 
node to the origin (NORG) and from every network node to the destination 

. (NDEST). 

From NORG to: 	LB 	UB 	From NDEST to: 	LB 	UB 

1 	 0 	0 	 1 	 500 	1 400 
2 	 100 	400 	 2 	 400 	1 000 
3 	 500 	1 400 	 3 	 0 	0 
4 	2 100 	4 400 	 4 	2 400 	5 000 
5 	 300 	800 	 5 	 300 	609 
6 	2 800 	5 600 	 6 	3 300 	7 000 

A-4 
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A node is dominated when the minimum cost chain through it has a LB 

highe- than the UB of the minimum cost chain between the pair of 

demand points. 

The two terms of the comparison, obtained from the DOMINO table, are 

shown in the following table, for each n n Ide of the network except the 

• origin and the destination. The dominatA nodes are identified. 

Node 	LB on minimum cost 	UB on minimum cost 	Dominated 

chain through node 	chain between 1 & 3 

........ 

100 -1- 	400 = 	500 	 1 400 	 NO 

4 	3 000 + 2 400 = 5 400 	 1 400 	 YES 

5 	300 + 	300 = 	600 	1 400 	 NO 

2 800 + 3 300 = 6 100 	 1 400 	 YES 

c) 	Secr,.ch for admissible chains. 

Sta: ting from NORG , the chains haVing one link are identified. 

Thee are called "chains of length 1". The chains of length 1 are used 

in tJrn to identify chains of length 2, E tc. Every time a node is arrived 

at  the  following two conditions for adm,ssibility are tested: 

i) An admissible chain (or incomplete chain) contains no dominated 

node. (Necessary but not sufficient). 

il)  The LB on the cost of the incomple e chain concerned is less than 

or equal to the UB of the minimum cost chain connecting the node 

considered to NPRG . (Sufficient). 

The successive testing for these two conditions is illustrated in the 
following table. If condition (i) is not fulfilled, the incomplete chain 

is immediately identified as non admissible. It is no longer used in 

further steps to construct chains of greater lengths. 

If condition (i) is fulfilled, the node is tested for condition (ii). The 

first term of the comparison is calculated using the table of paragraph (a) 

above. The second term is found in the DOWN0 tables,. 
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4.2 	Demandfoints 4 and 5 

NORG = 
NDEST = 5 

"41 

	

Length of 	Chain 	Dominated node 	LB on 	UB on 	Admissible 

	

chain 	 in the chain 	coll. 	minimum 

. cost chain 

	

1 	1-6 	YES —>,--  NO 

1-2 	NO 	 100 	400 	YES 
• 1-4 	YES 	 ---- NO 

1-2-5 	NO 	 300 	800 	YES 

. 1-2-3 	NO 	 500 . 	1 400 	YES 

• 1-2-4 	YES 	 ---,-- NO 

	

3 	1-2-5-3 	NO 	 600 	1 400 	YES 

The following chains are admissible: 	1-2-3 
1 • 2-5-3 

The same recsoning as for the first pair of dem,(nri points is followed, starting 

from step (b;. (The results previously obtainec in step (a) are used again for 

the second pair of demand points). 
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Node 	 . 	LB 	 UB 	Dominated 
on minimum cost 	on minimum cost 
chain through node 	chain between 

4 & 5 

•1 	 2 100 + 	300 = 2 400 	4 400 	NO 
2 	 2 000 + , 200 = 2 200 	4 400 	NO 
3 	 2 400 + . 300 = 2 700 	4 400 	NO 
6 	 4 900 + 3 100 = 8 000 	4 400 	YES 

Se,irch for dominated nodes. 

DOMI NO Tables 

From NOV; to: 	LB 	UB 	From NDEST to: 	LB 	UB 

.--------,. 

1 	2 100 	4 400 	1 	 300 	800 
2 	2 000 	4 000 	2 	 200 	400 
3 	2 400 	5 000 	3 	 300 	600 
4 	 0 	0 	4 	2 200 	4 400 
5 , 	2 200 	4 400 	5 	 0 	0 
6 	4 900 	10 000 	6 	3 100 	6 400 
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c) 	Search for admissible chains. 

Length of 	Chain 	Dominated node 	LB 	UB on 	Admissib e 
chain 	 in the chain 	on cost 	minimum cost 

chain 

4-1 	NO 	 3  000 	4 400 	YES 
4-2 	NO 	 2 COO 	4 000 	YES 
4-3 	NO 	 300 	5 600 	YES 

4-1-6 	YES 	 ----- 	NO  
4-1-2 	NO 	 4 COO 	4 000 	YES 
4-2-1 	H 	2 i00 	4.400 	H 

4-2-5 	H 	2 ;00 	4 400 	H 

4-2-3 	H 	2 400 	5 600 	H 

4-3-2 	H 	4  000 	4 000 	H 

4-3-5 	II 	 3 ,'00 	4 400 	 It 

4""'1 -2-5 	NO 	 3 MO 	4 4.00 	YES 
4-1-2-3 	NO 	 3 ;4)0 	5 600 	YES 
4-2-1-6 	YES 	 -z-'' NO 
4-2-3-5 	NO 	 2 700 	4 400 	NO 
4-3-2-5 	NO 	4.200 	4 400 	NO 
4-3-2-1 	NO 	 4 100 	4 400 	NO 

4-1-2-3-5 	NO 	 3 E',00 	4 400 	NO 
4-3-2-1-6 	YES  	:---- YES 

The following chains are admissible: 4-2-5 
• 	4-3-5 

4-3-2-5 ' 
4-1-72-3-5 
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4.3 	Revision ef upper and  lower bound-3 

iViaxinum  relevant  demand increase. 

The maximum relevant demend increase; are calculated by considering in 

turn ( ach link of the network and testieg for the following conditions: 

- 	IF the link does not appear in any f the admissible chains listed for 

II the pairs of demand points conskiered in the problem, the maximum 

relevant  demand increase on the link is zero. The link can effectively 

he considered as removed from the network. 

IF the link appears in the  lists of  admissible  chains for one or more 

eemanal point pairs, the maximum relevant demand increase for the 

link is equal to the sum of  the  demund increases for all the point 
pairs  for which the link appears in the list of admissible chains. 

The maximum relevant demand increciseïi are calculated in the following 

table; 

Link 	 MRD 

1-2 	 4 
1-6 	 0 
1-4 	. 	 2 

6-5 	 0 

2-5 	 4 
4-2 	 2 
4• 3 	 2 

5-3 	 4 

2-3 	 4 

Note that the maximum relevant demand increases on the links which 

consfitute the admissible chains for the first pair of demand points 

(1 anO 3), Le. 1-2, 2-3 and 1-2, 2-5 und 5-3 is no different from the 

maximum demand incre.ase  as  considero  in the first part of the example. 

The admissible  chais  for this pair of points thus remain the same and 

only the second pair of demand points (4 and 5) has to be considered here. 



LB 	 . UB 
on incrementa 	 on incremental 

cost per channel 	 cost per channel 

Link 

31,«LefflUIMMInnn•••..1.410RII• 

	

1-2 	 100 	. 	 400 

	

2-3 	 400 	 1 600 

	

1-4 	 3 000 	 4 000 

	

4-3 	 3 600 	 . 3600  

	

5-3 	 300 	 600 

	

2-5 	 200 	 400 

	

4-2 	 2 000 	 2 200 

A-10 .e•Z, 
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LB and UB on capacity expansion incremental costs. 

LB  and  UB on capacity expansion incre.mental costs for links 1-4, 4-2 
and  I3 have now to be revised as the maximum  relevant demand increase 

on th:se links is now 2 service channe/s. 	The results are given in 
the following table. 

Note that links 1-6 and 6-5 are no loruer considered. 

c) 	Search for dominated nodes. 

DOM! NO Tablos 

From MUG to: 	LB 	UB 	From NDEST to: 	LB ' 	UB 

1 	 2 100 	2 600 	1 	 300 	800 
2 	 2 000 	2 200 	2 	 200 	400 
3 	 2 400 	3 600 	3 	 300 	600 
4 	 0 	0 	4 	 2 200 	2 600 
5 	 2 200 	2 600 	5 	 0 	0 
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Node 	 LB 	 UB - 	 Dominated 
,on minimum cost 	 on minimum cost 	- 
chain through node 	chain between 1 & 3 

	 — 

2 100 + 	300 	2 400 	2 600 	 NO 
2 	2 000 + 	200=.- 2 200 	. 2 600 	 NO 

2 400 + 	300 .= 2 700 	2 600 	 YES 

d) 	Search for admissible chains. 

• 
Length 	Chain 	Dominated node 	LB on 	UB on 	Admissibla 
of chain 	 in the chain 	cost 	minimum 

cost chain 

1 	4-1 	 NO 	 3 000 	2 600 	NO 
4-2 	 NO 	 2 000 	2 600 	YES 
4-3 	 YES ----›- NO 

2 	4-2-5 	 NO 	 2 200 	2 600 	YES 
4-2-3 	 YES - 	 — 	> NO 

Only one admissible chain remains: 4-2-5 

9 4.4 	Results of CADUCEE 

Demand points 1 and 3: 

Admissible chains: 1-2-3 
1-2-5-3 

,Demand points 4 and 5: 

Admissible chains: 4-2-5 



, 

[ iria.  
A-12 

\5.2 

5. 	THE CHOICE OF THE MINIMUM COST CAPACITY EXPANSION PROGRAM 

(TRANCHN Program) 

5.1 	Genera' 

For the tw ) pairs of points that were consideed at the outset of the problem, there 

remains a choice for only one: the pair 1 and 3, for which 2 chains are admissible. 

For the othr pair, only one chain remains  s  that further processing with the 

TRANCHE program is not necessary. 

For the demand between node 1 and node 3 it is evident that the problem can 
be solved ')y hand, and does not require an latimization model. Thus, the 

determinalon of the optimal solution by hand is shown. As a further example 

of formulaiing mixed integer linear programs in the manner chosen for TRANCHE 

the matrix for this problem is shown in Figure A-1 	and discussed. 

Fl and Se I u o n 

Although lere is only one chain for the denrand from node 4-node 5, it 

must be cr nsidered since link 2-5 enters  also  in one of the chains from node 2 

to node 3. Thus in selecting the least cost chain from node 2 to node 3 
an existinj 2 channels on link 2-5 must be assumed. 

These 2 channels, for demand from 4-5, can be added at a cost of 200 units 

each, for a total of 400 units. The data on channel addition for each link 

is computed below: 

	

Link 	Milleage 	 Additions 	. 
	 — 

	

, 	 1st channel 	2nd channel 

Cost per 	Total 	Cast per 	Total 

mile 	cost 	mi le 	cost  

	

1-2 	 100 	• 	 1 	100 	1 	100 

	

2-3 	 200 	 2 	I  400 	2 	400 

	

2-5 	 200 	 1 	200 	2 	400 

	

5-3 	 300 	 1 	300 	1 	300 
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The costs for adding one and two channels on each of the two chains 

are given below: 

(:,:hain 	 ' 	Cost 

1 channel 	2 chan

nel 

500 	1 000 
600 	1 400 

Thus the optimal expansion program is: 

Link 	 Additional 	Total 

	

channels 	cost 

1 -2 	 2 	 200 
2-3 	 2 	 800 
4-2 	 2 	4 000 
2-5 	 4. 	1 000 

... 	 .1 

5.3 	Matrix of Problem 

There are a number of different approaches that could be taken in forming 

mixed-integer linear programs to solve the pr oblems posed in Project HERMES. 

The matrix in figure A-1 for the example problem uses the  approach taken by 

the TRANCHE program but is not representative of the apparent form of the 

TRANCIIF matrix. It is, however, representative of the effective form  of the  
matrix.  The  difference lies in the generality of the  TRANCHE program in 

regard to the status of channels on any link. 

The links have been coded as follows: 

	

Link no., 	 Nodes 

, 
101 	. 	1-2 
102 	 2-3 
103 	 4-2 
104 	 2-5 
105 	 5-3 

The form of the problem is clearly seen, especially if the discussion on problem 

formulation in Chapter 3 is referred to. 
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