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1. INTRODUCTION

Videotex systems have three baSic.components;
(a) a service providing host computer, ﬁsually including .a
pagé—oriented database, (b) aAdata,t£ansﬁiSSion system,‘gnd (e).
user terminals. This paper concenfrates on the organization of the
memory structures that may be found .in the host computérs to
support the database (the informgtion pages and‘various directotry
structures) and the data buffering required for transmiSSidﬁ. The
membry structures for distriﬁuted 'dgta base systems are also .

considered.

As far as the transmissionfﬁySﬁéﬁ’is’cbﬁéefned; twb major
approaches are considered: (a)j."ihtefaétivé videétéx?' éﬁd“'(b)
"teletext". In addition, two.major>traﬁSmiésion_media~cqhsidered
for interactiye videotex:>‘telephone Alinés and 'TV“-t¥ansmission
chaﬁnelg..interactive videotex differs from telétext.in thétibagés
are tfansmitted _only in response’ to"requests from uéérs.i\lﬁ
particular, a page may be transmitted only to the pé;ﬁiéular uéer
who requested it. There are currently two méjor methods fér

transmitting videotex pages. One méthod is to use standard

telephone 1lines and the other method'is_tofuse spare channels on

cable television networks. These two methods have quite  different
transmission rates (1200 Bps versus 4,000,000_bps). Therefbre, ve
can expect different implementations and hardware cbnfigurations

for the videotex computer system. preVer, many of the issues ahd

_iﬁplémentation decisions are similar.
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While initiai videotex ‘databasés only included ‘menﬁ
seleption user interfaces, keyword and other kinds of wuser
interfaces are - currently - considered in addition for ngwly
developed videotex systems [41]. Sectibns 2 and 3 of this paper
investigate issues related to the memory - strucfureé related to
simple ﬁenu-oriented databases-of information fages. In seqtion 4,
issues related to the support of keyword access (fhe simple kind
of keyword interface {171y, and full keyword facilities with
boolean search are reviewed. ‘ | o » o

Like traditional database systems, videotex aatabases_may
bé viewed at different 1évels: of the architecture [42i; for
insﬁance the internal,‘conceptuai,-aﬁd.éxternal 1evé1.  Whi1ef the
user interface 1is related to the database sgrﬁcfures gﬁ the
"éoﬁcéptdai and external levels, the internal 1evei is concerned
with the phyéical organization of thé*&ata'witﬁin'thé'détabaSé,
énd thé'mechaﬁisms used to provide the coﬁéeptuél.dgta Strgctﬁrés
to the application programs and users. o ‘ . 3

In section 2, we discuss.the memory,structures in Ceﬁtra;
memory and secondary storage used>tokéupport the stofage of tﬁe
information pages and support their retrieval in an efficient wa&.
A memory hierarchy and different ways ofA managing it éfe
considered. Using some empirical mesufements onAuéage patterns,
the optimizétion-of the storage ;truc;ufes are aemohstrated fér

some examples.
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In section 3, the memory requirements for the pageé
transmission to the users are conSidéred, distinguishiﬁg the
different transmission .approaches over - telephoné énd  TV

facilities. An additional problem in the case of teletext - with .a

broadcast c¢ycle of pages 1is the question of which~pages'to put

into that cycle, in particular in such systems where" additional
pages may be available to the user through an alternate
transmission scheme. An analysis siﬁilér to the‘one apé;iéd to the
memory hierarchy in séctién 2 is shown to be useful here, B
e
in section 4, exteﬁéionsA~toﬂ the-‘uééf “ihtérface a;e
considered‘ with theidr .impact; on the .memory iéffﬁétures' for
supporting efficient'aécess in the caéé of a large numﬁgr éf
uéers. It .is in ‘this context thatliséecial‘ pufpdéé-&atébéée
machines could possibly be useful. B k o ‘i:4_;_ o ‘: .
In section 5, the ideas of‘}éecfion é .ére' extended iﬁ
considering the configuration of a disﬁfibuted vidéptéx system.. In
particular the design .and performance of the. user iﬁtérféée

machine is considered.
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2. STORAGE STRUCTURES FOR VIDEOTEX

2.1 The Memory Hierarchy

Let us first consider the largest use that mémory will be

put to. The system will normally include a large store of ﬁages._

One source [18] estimates that a minimum of 50,000 pages ére

needed for the initial implementation of a videotex system and

that the number .would have to approach SO0,000.pages 1f mass
market success is wanted. We ‘estimate that the éverége‘sizeldf.;a
page will be between 1000 and 2000 byﬁés. It is hard to be more
pfeciseAthan this because there will be many index péges witﬁ‘-a
sméll size and. thefé will be an indetérminatelnumﬁer of pages
containing picture descriptions and wili £héféfbre_bé-qﬁi£e_iafge.
For the mbment, we will use 1600 bytéé as a' lower " boﬁhd:,on’;thé
‘average page size. Hence, 500007*.1000*%'501Mbyteé'is.an*eétimafe
of‘ﬁhe minimum storage capacity of the sfStgm. "Since 50 Mbyteé is
rather large for the main memory of a cbmpﬁter, it.is_qlegr thaﬁfa

mass storage device such-as a ‘disk must be used. Howevér;: it is

reasonable to assume that a fairly‘high proportion of pgges‘can be

kept in the main memory or some other fast memory device.

Thus, we have..obtained -a 'ﬁqnvincing reannIfor th‘a
standayd videotex system mus;\ contaiﬁ;:at least . two giﬁgs of
memorﬁ. These would be the-maiﬁ meﬁofy of ;he computer and its
.diék mémory; As we ﬁill discuss later, it__ﬁqpld'Aprobab;y>"be

cost-effective to attach a éeparafefmass,memordeevide with an

Il
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access time that is intermediate between main memdry"and'

disk-

access times. The configuration of these three kindstof‘memo:y

" would form a memory hierarchy;-vlt'is >important to - utilize

_the.

hierarchy efficiently, meaning that we should carefully choose

which memory level 1is to contain which items JQE information

(either-progrém or data).

If we consider just the placement of'ﬁideotex pages

‘appropriate memory levels, there‘may,‘ldgicaliy, be a fourth
of memory to COnsidei. If'we‘édnsider a videotek'éyétem>that\
V a broadcast cyele, such as Ceefax or Oracle, vthen:Awe 

determine which pages. are to be included in the cycle.: We

of the.cyclé)Abutﬁthatkgivesffaster access to subscribers.

2.2 Memory Required for User Context Information

into

Kind

uses

nust

can

" logically consider this cyéle to bélénother_kind‘of memdfyfthéf“ié

‘more exclusive than main memory (because of the limited dépa@ity

" Additional main_memory‘muSt‘be*allocatedgforguser-context

information. For each active user, we can. reasonably assume

the following details must. be retained:’

v

a. User identification.

b. User address (I/0 address or rou;ing_iﬁfdrmatioh). E

that
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c. Accounting informatidn..
d. Current page number and page header information.

e. Trace.of previously accegsed pages, etc. . . Co C

We can attempt  dome - miﬁimum estimatés for ;he-gtdrage
requirements as follows. The use:,ideﬁtificatiOn ﬁeéd,consigt_.qf
no more than an account numbér~and.4 bytes woqid be more than
- adequate 'for‘ this purpése; (?resumabl&, thé“‘aécount nqmbér
iﬁdexes a master file of subécribérs that 1is ‘held on ra
non-volatile storége mediuﬁ-such és»é diékuj AThe‘usefﬂi/OIaddress
could probably be packed into 4 byteé'too. Accounting infqrmation
" for an active session shbuid, at 1éést;?igélude»the' time of day
that the uéer‘ signed,bn~(reguiring 61decimal digits or 3 bytes)
and the number of page requests that.haye bééﬁ- made.'éé far (2
bytes, Say).. The current ﬁége ﬁumbér ié‘ébout.7_£ytés.'The;7;byfé
figdré is caiculatgd according to the'éssumbiioﬁ‘tﬁat page ﬁumbeés
are comprised of-up to 13 decimal digits,follﬁwed'by; perhabs;ia
decimal point and three more digits.’_Page~.héaaer }ﬁﬁormatibn
includes cross—referegces to 'othér videptex pagés whére the
Télidon hierarchical tree structure:is‘violatede Perﬁaps space for
>up to 2 such cross—refépepces éhould be'allocated;,bufg;his,figufe
is a pure ghess.-"Assumiﬁg 2,>we have twdwpofé.page_pumbers’(6:_47
bytes each) ;o store._The minimum tbfél»étérage-thﬁs wsrké out_to
be'34-bytes per user or 34 Kby#es f§r51000 active uéeré;_ Qompé:e@

to .the resident page directories that'we will be looking atlnexﬁ,




this is an insignificant amount of storage.

However, the 34 byte estimate -represents:'en ebsoiute
minimum. It may be eéxpedient for a'practicai system to.retein more
information about the wuser status. Also, there is_provieioo;id
Telidot for "action pages";- These‘ action pages correspond . to
computer programs which interaot with the user;__Sucﬁ'e program
‘and its data must -be retained..in memory untiil the- oser'~hes
finished with it (unlike a normal text or picture. page that ean be
deleted once it has been sent: to’:the_ user)o . _If several
subscribers are using the same action page, there need be-only'one
copy of the‘program resident in memoryibut-eachtieoBSGriberffﬁoold
need his own data space. Without any experieneexihithietregerd;kit
is imoossible to éuess the popularity of.actiop pages and. to

estimate theirestorage,requiremehts.~

2.3 The Page Directory Structure

Another general issoe for?videoteX'systemS~ concerns ' the
impieﬁentation of thee pageu directory. A user can enter a pege
number as a decimal number. HoweVer; ’beeauseA the page Anumbers
' foilow a 'special kindA of hierarchy, the page‘dumbers are duite
. sparsely distribﬁted. If as oe have juet discussed, a pege:number
can consist of upto 16 decimal digits then tﬁe‘ sbeoe ‘of_.page
numbers is 10%*16 in size and is immense. when compared to the
total number of pages (between 50 000 and 500, 000) A v1deotex

3system will necessarily have to provide a directory that would be
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used to translate from the page number to a memory.address for the
page. This directory will have toAbg implemented by some method
‘that is efficient in storage. »Thefpossibilitiés:inélﬁde.hgsh
tables [36], tree structures [36] and trie meméfy [16]3_'A hash
table implementation appears t6 be’tﬁe most ebonomicalTiﬁisto:géé
‘at the expense of some unpredictability'in acéess tiﬁes to 1ook’up

entriles.

For an'example,‘iet us sdpﬁqse that wé wish to ;prbvide
for 50,000 pages; A_hash‘table!with"75,000 Entries%wqﬁld‘ehable
‘us to- look up an entry with two probes:op_aVerage..(62,500 en;riés
would giﬁe an average of thre¢ probes. to the .tabié-) :Tﬁus the -
amount of CPU time. expended“ in table 166E-up need not-lbe
significant. The storage-oc&upied‘by the table is 6f.far _gfeater
importance. We would expect that eééh entry in,thé'table"Wduid
contain (at a ninimum) the following inforﬁatioﬁ:.

a.. The page ﬁumber (16 decimai-digitg is equiValgn; to ©51

bits). -

b. The memory residence of the page, main,memory or disk. (1

bit).

c. The address of the page, eilther a main'memony or a 'iiSR

address (24 blts seems a reaspnable eétimate). i
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d. The size of the page in byteS'(about"16 bits).b ' o
e. Usage statistics or priority information for‘thisvpage

(about 16 bits).

This gives a total of about 168‘bits orgl4‘bytes;;. Thus,:
the size of the entire table would.be'approximately-lﬁ *_75,000Ae
1,050,000 bytes, that is, about 1 Mbyte- Although \~meéabyte_?of.
memory might be available,‘jthet\table would occupy'memory”that
could potentially hold 1000 videotex pages.-Keeping an extra .IOOO
pages in main memory could conceivably reduce the number of pages

read from disk by a large factor. However, if we" do not keep~:the

1'table in main memory, it would have to be held on disk and evéry - .

page look-up would'require an extra disk. read. - Probably,.bsome.
compromise strategy : is best. JAnalysisf‘of;Asuch compromise.
strategies is difficult because it is very open ended and because
it is dependent on' the usage fstatistics of _the system. The.
reduired statistical" informationh about -thefiusage4nof{’ekisting
videotex systems is usually not publicly available. Therefore, we

will look in the following at just one viable possibility for

_ :splitting the directory between the two memory levels._ ‘::A "f

Let> us. suppose that the 90 10 rule applies to page.

requests so that 90A of all page requests are made to only IOA 4‘of_

the pages in ‘the system. This rule appears to be approximately'

true for omne experimental system (which isi discussed in mére

detail later (39)) We w1ll also assume that the system has 50 000«
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pages. If we set up a hash. table that contained entries'for-only

the 5,000 pages that account for 90% of all reQuestS, “its siae'

would be only 105 Kbytes. To handle the other 10% of requests, we
: A : _ > ¥

can set up a second table which" corresponds_to hashing with

external chaining. The number of entries in this second tableA'can

be  freely chosen, so let us use N to represent the number of

entries. Each entryAis a pointer to a hash bucket.'V Since the
hash buckets are held on _disk,._the pointer'is a disk address
(requiring about 24 bits). The hash _buckets on’ disk can fbe.
implemented as a linked—list'offb‘locks,‘:where each;‘blocii contains
information about some number of videotex pages and a pointer to
the next block. The size of the ‘block would probably be chosen to

suit the hardware, let us assume 512 bytes which is sufficient to

hold information on 36 pages. A look—up 'n' be' performed by

linear search through the entries 1in a bucket. A diagram of the

data structure is shown in Figure 2.1. -lf. N is chosen eto- be

50,000/36, then the average number of pages per bucket will be 36
(or one disk block). .This implies 'that"the second*' able' will
require 4,175 . bytes. Probably, it is better to choose N to be

larger, say double, so that we w111 rarely need to. search through

more than one disk block in a bucket. ln factg the entries.in a

bucket should be sorted according to their 'request frequencies,

with the most popular pages at the fronts_of the liStSw‘{Th&S
would tend to make the probability of having to read a’ second disk>
block even smaller. Therefore we can trade a 1 Mb table ’in madn

memory for about 115 Kb of tables in main_memory; but‘where,IOZ,of

"the look-~ups will reﬂuire a.disk readﬂ(aavery:small proportionjof
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look-ups may require two disk reads). By varying the storage'

allocated to the tables in memory, we can change the trade-off as
desired. A picture of the kind of trade-off that can be expected

is shown in Figure 2.2.

It must be stressed that the selection of which page

entries of the directory should be held in main memory as opposed

to on disk is theoretically independent>of the selection of which

pages (the data itsalf) to keep' in the fast memory and ‘which
shouild be held on disk. In practice, we would want to keep thé

entries for the pages that are the most often :acpéSSed in the

primary table and .the same coﬁsideration‘applieé for séiectingithe-

pages to be held in fast memory. However,‘ there dis. not
necessarily any correlation between the_number of entries in- the
primary table and the number of pages' that are heid‘in fésﬁ

memory. It is not unreasonable to have_directofy. inﬁdrmatidnl in

the main memory about a page that normally resides on.a disk,. Thé -

converse is also possible .but.probably‘ineffiqienﬁ} (It séeﬁs

unreasonable to have to access the disk to find an ‘address in' main

memory for a pagé, .this must surely represent an. ineffigient

'allocatipn of memory.)
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Hash Table (wiﬁh internal chaining)

|
PRIMARY | containing entries for 5,000 of the.
| most frequently requested pages-.
TABLE | _ | | »
‘ Total size = 105 KB.
| w———— > | disk block | =—===- > | disk block |
| |- e | [ |
SECONDARY | o
| w———— > I disk block | —————— > | disk block |
TABLE | | = e e | | == |
———————————————— > seeetC

Hash Table (with secondary chaining)
containing 2750 3-byte bucket pointers.
Total size = 8250 bytes.

Hash Table Organization for ?age Directory

Figure 2.1
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2.4 Page Placement in the Hierarchy

Choosing the best distribution of pages:hetween~t§o'kinds
of memory is a standard problem for memory hierarchies. However,
‘the characteristics of the: videotex system are unlikely to-be’ very
‘similar to-othet systems where memory hierarchies_larei provided.jk
The videotex system is envisaged‘.as having a large number.of
' active users (say in excess of 1000) ano each user is::reqhestiné
pages relatively infreomently (about:Aone .every rlO'.seconAS).
Therefore, 1f we look at;all"theyrequests.receiyed over a short
period of timei (several -seconds), me are unlikely to discover

correlations between page requests.

For example, the"rfact that page 123 has just .been
reqoested -by one user: does not increase the probabillty that it

3will also be requested by another user in the near future1_~Also,
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by the time that the first user has finished reading page 123 and

now wishes to traverse the tree of pages to page 1237, say, there

will have been hundreds of other requests-receivéd from the otﬂér

videotex subscribers. Although there may be a strong probability

that a user willv request pagé 1237 after page '123; 5#@13,

correlation will go almost unnoticed in a system with a. thoﬁsahd
or more 'users and it is:nét_worthwhile for the’systgm £o try§£o
exploit such correlations. It is simple: to considef page reqﬁeqts
* to be independent randomiselectioné drawn from somé 'undéfiying
probability distribution. in. thié"‘situatibng; theigopti%ai
implementation is to simbly 1place the pages with _thé;‘hiéhést

request frequencies 1in the fast main memory ahd put'éll other

pages in the slower backing memory_(ly;-Wéfwould; however ; fekpgcﬁ

pagg'requeét frequencies'to'depénq on. the time of day and on other
external factors-'.Fof example, weekend users might _reﬁueat

information pages on sports scores the most whereas weekday

N

afternoons may be dominated by users.COncernedeith'stbck market=

closing prices. ?hié'facﬁor suggegts._;hgt 'the..distribution:.of
‘pages between the two kinds of meﬁo:nyh&uld-be alloﬁed.tp gﬁénge,
: Tﬁere are varidus page:replacement policies tﬁatfm;y be.éuiﬁaﬁle
for automatically determining the distriﬁutibh .of pages° :$pﬁe

"prime candidates are:

LRU - The least recently used pages are kept in the slower backing

memory. One implementation of this policy keeps a record of
the time of last use for each page in the’main.membry,' When

a request is made for a page that is"not-in'mainﬁmemdfy, the

.pége is transfer:gd to'ﬁaipﬁmém6:7511f~spaée<ip”maiﬁ'3mémb:y

Y
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must be obtained first, it is obtained by deleting one ot

more pages that have not been used for the longest period of

time. ' ) . ;_1_‘_ S

LFU° The least frequently used .pages-xare._kept. in the slower
memory. The implementation requires that a count of usesﬁbe
kept for each page in the system. When. space in main memory

~must be found, pages currently in memory ‘with the lowest

usage counts are deleted.

CLIMB The pages in the 'system-are.softed into a ptiofity;order
that is continually updated. Whenever a‘pagefis‘used;‘it,;is
-advanced one> poSition higher ‘in the ptiority “iist
(OVertaking one page). Obviously, a page at. the t0p of the
iist cannot - be . advanced any higher when it is used When
space in main memory must be obtained, the page.or pages uin
‘memory that are lowest in_thepptiority list ate daletedQ

The LRU and LFU polioies>are standard paging strategies

and  are described in many referenoes'-[lB].v'vCLIMB is-hnot ; 80

well—known; it is described and analyzed in only a few references

[L5, 32]. LFU would be the optimal management policy if there vere

»

no time factor present in the . probability distribution function

for page requests. When -there: 1is time dependence, LFU can be

quite pootr because an-increased‘page request probability will not

be acted upon until the usage count of that page has overtaken the
counts “for other pages in the system. Informally, we' might Say

that LFU is poor because it is too‘stahle. LRU would be. expected
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té operate more satisfactorily because it.responds to“chaﬁged.pége
request probabilities very quiqkly, .Howe?e;, "LRU can be
.criticised for being tbo unsfable;_ That is, an isblated_‘?quéét
for an unpopular main memory for a adapt as'fast}as.tRU. ‘ihaf‘is,
CLIMB is 1like a stable version of‘LRﬂ but not és»stéﬁie a;s_LFU°
CLIMB is némed-the "transposition heuristic" iﬁ !32] because - it
can be implemented by transposing adjécent‘elements in a,ﬁribp}ty

list of the pages.

H0wever,-CLIMB'has a big‘drawbéck compétéd ‘to;fERU.*J:To

implement LRU we need an ordered’listfof only the pagesvthaiﬁaré

currently held in the fast memory. .beimpiemént»CLIME; we need an .

ordered list of all pages in Ehe.systém and this 1ist'1g tbo.4Long
to be practical. Evenvif fﬁe paéés:afe:ﬁumbered from 1 £6 50;060;
we would need 100Kb of ,storagg"fqr,éhe 1is;,'1¢hisjamougt of
storage Woﬁld‘be better employed for ﬁdldiﬁg’anvektrau 60;5toj 100
péges’in memory}A It should'be poséible tb'implémgﬁt a policy that
is a comproﬁise' in both storage an@ performance Between LRU, and

CLIMB. The ordered list should be longer than that required ;for

just the 'pagés resid?nt in-memory but much shorter than the size

"needed to list.all pages. ..When a page. not an1?he list., 1is

accessed, it 1s 1inserted. into the .1ist and the page that was

previously in the last position is .déléted from the list. To

rprevent a page from being pushéd out of the list too soon after it

has been inserted in the.:list,- &e should hbt»insept’a newly
refefengéd page at the very bottom of the list. It should be

inserted ~higher wup. j Also, each time a-ﬁagélis referenced; it
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should advance more than one position-in_the list ordering;...We
suggest that the number of positions' to ‘advance should be
expressed as a fraction of the page‘s >current position in_"the
list. However, the selection of values for the free parameters-in
this_‘ policy will require some experience or some detailed

simulation experiments.

2.5 Most Cost-Rffective Memory COnfiguration o o

2.5+1 Discussion of possible configurations - S 7;, X1
i

If the computer'system'has*only‘main memory andfa single

disk unit, the dlSk will limit the overall system performanceai'To

'justify this assertion, ‘consider a-3ystem with 1250’users]who,

collectively, generate 125 page requests per second. The disk can

handle only about 25 page transfers per second (assuming typical

tdisk speeds). Therefore, SOA of al1l’ page requests would have to be

.served from main MEemory.. But . this would imply that the systei

: requires a rather large amount. of main memory.' If the 90-10~ rule

holds for a system with 50 000 pages, we would need to retain'
about 5,000 pages in main memory to satisfy 90/ of page requests..

These 5, OOO pages would occupy 5 to 7 5 Mbytes, which is a quite

feasible but large amount of main memory by current standards.

Any improvement in the transfer rate of“pages from.

secondary storage into main memory would be reflected in a reduced

requirement for’ mainu;memory.AJ There are,ﬁtWO obvious ways of
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improving the effective transfer:rate:

a) attach additionai disk drives to the system, or
§
b) attach a semiconductor mass storage deyice-' Such devices
| afe often provided as difeét_ replacements for disg ot
drum units bﬁt use LSI, CCD or-ﬁubble'téchnology gdd are
therefore much faster. (We will~refer to this kind of

‘device as a buffer membry.)

These possibilities . lead to  <four general 'syStem

architectures to be evaluated from economic, cost—effectiveness;

_considerations. The various ‘configurations are diagrammed_ in

Figure 2.3. System A represents a system where the buffer memory

simply replaces the disk drive. System B represents a éystem:witﬁ.

replicated disk drives (we Zwi;l‘ consider _twbv'diéké"to  be

representative of syétems'with three or more disks); ' System [¢

éhows ‘both a disk~ and a buffer memory‘conngctedvtb the maiﬁ‘

‘memory. System D shows a memory hiefarchy:where pages méy.only be
tfapsferred between the disk and the buffgr ﬁemory énd.bethen“fhe
buffer memory .and the méin“memérf.. A"fairly»' éophisficate@
cqﬁtroller_ (independeht of thé main CPU)vis needed £0'Qapége the

page transfers. , I ' S .

Now syétem D can bé'immediately’discounted as inferior to
system C (given identical disk units and buf fer :mémories::in ‘the

two systems).. This is essentially because pages nofmally‘fésident
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on the disk must be transferred in two Steps for system D, wHereas
only one step is needed for system C. Also, some slots in the
buffer memory of system D must be reserycd for oages paséing
through into main memory, whereas no such provision necd'.bc ﬁadc
:in "system C. In fact, rherc are simulation studies. for
conventional virtual mcmory: syctems tnat compare | the ‘.two
configurations corresponding _to ¢ and D [8, 9]. Tne results show
rhat configuration C can be used much more effectively than(D-iand
achieves a large inprovement in the efficiency of memory usagéf

We can «considerhsyétems A and B as variationsfon.systém
c. Let us consider a gencraliced.Version'of.C which has a fouffér
store (with'.unspecified capacity)"and:D"disk-driveé;attéched és
drawn in 'Figure 2.4, Let: us .consider‘_only‘ the problem of

" determining page placement 'in the hierarchy. ' - EE
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.ouo .. [Disk ‘ b mm————— . . : |
D : | Buffer | (capacity
| Memory | for m pages)

-—an e o v T -

'subscribers

General.Memory Hierarchy

2.5.2 Cost-effectiveness for'the'geﬁeral Memory hiefarchﬁ.

- We -cohsider now the general méﬁory hieraréhy of figure
2.4, and assume that ;fansfgr: rate éf the  buffer memory 1is
sufficient to  serve ail user page fequégts;-We also assuﬁe #hat_
the transﬁission rate to the .subsctibéts is fésfer than  the
transfer rate from the buffer memory.'(Additional output buffers
are required.iﬁ fhe opposite cése, aﬁ discussed' in section 3.3
'Beiow).‘ | . |

. It is first nofed that no pagés need be held 1n tﬁe ﬁain
memory; It. is possible‘ to fetch a pége'fromAthe bpfﬁer mgméry _

S

(S
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while another page is being transmitted to a subscriber. Thus we
could theoretically make do with just enough main meﬁory to hold
© two pages. (One memory slot contains the page being transmitted
'and the other slot is used to receive the page being read from the
buffer memory.) In practice, the timing constraints imposed by
this ideal situation may be too onerous and additional‘main-memory
would be appropriate. ﬁowever, it 18 clear that no significant
amount of main memory should be reserned for peges 1f buffer
‘ memory is cheaper (as would be the case) and provided thet'the“CPU

and I/0 channels have enough unused”capecity- | b

v,

‘The problem therefore reduces to determining the ‘most
desirable quantity’of buffer memory and the.most desirable number .
of disk drives, where all other characteristics of the - system ‘are

given. Let us define the following quantities.

‘n = request rate for pages from all users (in pages per

second) . : ' 1'« . o o
N = total number of pages in the database.

m = the number of pages that are held.in the buffer memory .
rd = the transfer.rate of inrormation from a disk to the main

memory (in pages per Second).



-25=

cd = the cost of one disk drive (in dollars). RS

cp = the cost of sufficieﬁt buffer memory to hold>'one- page

(in dollars). o '_V ' : ¥

fb(m) = the probability that a  request for a page can Be
satisfied from the buffer memory (rather‘than from one of

the disks).

Now, the major .requirement of the system 1is that'ig must
bé able to handle the’procéésiﬁg load that is imposed upon it.
Thus, we can write the folléﬁingf approximate equatién' which
- relates the available ‘transfér rate from all disks to the page

3

demaﬁds by the subscribers: | : S | :
rd *D >= [ 1 - fb(m) ] *n . (Eqn. 1)

ATh;s équétion_is.inexact:because.disk usage actually bécqmes._mofe
efficient as ‘the load is increasged. Thus; two disks will yield
less than twice the overall tfansfer rate’ of ‘one .disk.“'(Iﬁe
increase of . gﬁficienc&“iS'dug.to the:facg that diskiseeks-can be
scheduled-bettér if there are more requests to choose between in
thg request queﬁe,) . Also, we Ahave no£ coﬁsidered whether the
qatébase of pages éhéu;d.be totally replicatéd bn_"each diék' or
Qhether each diSR should hold only a portion of the databasé.
(Our-fﬁfmulavis more appropriate for - the replicated.'databage

case.)
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Experimental observations ~on “human behayiour and on
compﬁting systéms have fepeatedly diécoQéred Ehaf' measuréments
appear to follo% Zipf;é Law [38, 31]. The patternldeﬁsage for
videotex pagés is no exception. We have obtained déta ﬁer> one
(sméll-scale) videotex system [39] and have foundAa'very close
agreement bét#een';he‘obsérved page reference frequené1é§ apd the
frequencies that would be predictéd by Zipf’s Law. 'Thié law

. predicts that the frequency of écéesé tov,the k-th mosf .populaf
page should be proportioﬁal‘t§ i/k.-Equivalently, tﬁg.cﬁmulétivé
‘pfobabilities of access t§'the"k most fﬁequently fécééséed ,?ages.
should be a linear function of ‘log'('k)- We have graphed the
cumulative probability functioﬁ for- the ekpefiméntélvaéiidoﬁ.
systenm aéainét lbg(k)' in Fiéure 2.5. Tﬁéngrapﬁ~ié:iﬁ&eé&‘liheé;
hntil'about 400 pages are accounted’for’(reprééenﬁing 832Aiof>A511
requésts).‘-After this pdint? the brobability faiis.td.incféasétaé
»fapi&ly as the formula _predicts:A ihis is aétuéily a‘é#ﬁmon
aoccurrence'for:phenomeﬁa that seem to follow Zipf;sl Lan ._Thé
dropping away'of~the curve from the Stréight 1ine'i§ kno%n_as tﬁé
"Groés Droop“ (19, 7]+ The curve corresponds tS--a'A88712 rule

(i.e. 88% of requests are to onlyilé%»of ﬁhe pages)..i'

2
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If storage in the Telidon system is allocated optimally,,
we uould retain only the most frequently accessed pages in a fast
Memory . Less . frequently accessed pages would be relegated to. the
slower but cheaper disk memory. Therefore, a sensible storage
allocation .policy, as discussed in section 2, implies that the
cunulative probability function, fh(m), as defined earlier;A fits
the Zipf Law. AMore formally, the ﬁradford-Zipf -distribution
specifies the following form for the cumulative probability

function:
£b(m) = h log( m/u+ 1) + £b(0) (Eqn. 2)

Thc. parameters, h_and u, represent constants. The.logarithms are'
to base e. .For the system being modelled, £b(0) ideally:should.he
zero but may not be, due to. an imperfect' match betweend the
eduation -and‘ reality. (This particular form of the Bradford~Zipf
distrihution is known as the_"Yield.Formula“ [20] ) The values _of
h andA u cannot‘~easily be predicted for a full—scale videotéx

syStemo Our data: from the small system fitsl the followin%

equation:
fb(m) = 0.151 log(m / 0.731 +1 ) =~ 0.091 )

‘This formula is accurate only_for-values of m_that'do.not exceed
400..Eor larger values of.m, the Groos_ Droop appears and the
pequation becomes inaccurate; KTherefore, we should be suspiciods
of any results that we derive where larger values. for -m are
explicitly or implicitly assumed ) The method for calculating h, u

~and fb(O) is given in Appendix Al. - ‘ ' : g
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We can estimate the memory cost of our system, C, in
dollars with: . ’ ' R
C = D%*cd + m*cp (Eqn. 3)

Note that C excludes the cost of memory needed to hold programs,

page directories and other system data.

Supposing for the moment:ihat D need not be an iﬂtegef,
the requirement. of minimal cost would force equality to hold in
Equation l. Therefore, we can rewrite the equation-asﬁ

n* [ 1 = £fb(m) ]
D = cecaccccccccca——— : ' | (Eqn. 4)

This gives D as a function of m. Substituting for D in'Equation-3~

and differentiating with respect to m yields:

dc . - n * h % cd o , -
mm = mmmmmcmcemee——e 4 CP S - (Eqn. 5)
dm ©  rd ¥ (m+ u) ' o L

It 1is clear that the second derivative of C 1is positive for all m
(since n, h, u and rd are all positive quantities). Therefore, 1if
we equate the first derivative to zero and solve for m, we'obtain

a uﬁique minimum in the cost function. This solutioh_fdr m is:

v

M 2 meemmm—— - g ’ (Eqn. 6)
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If we numerically determine m froﬁ Equation 6 and
substitute for m in Equation 4, we will.certainly find the optimai
number of disks, D, to bé a non-integer. Therefore, we will havé
to round D up and doﬁn to the two adjacent integers and check to
see»which givés>the lower system cost. .(This procedure yields(thé
. true minimm cost systen because 6f3the concave shdpe of the dost

-function.) !

As an example,‘let’us consider the small'syétem for which
we ﬁave.obtainedﬁthe_page.access'probability'function; We ‘éhall

asaume“the foilowing'data:

[}

cd' $10000 (a low estimate), B - C
cp = $8. (approximately O.Lc.pef bit),-

4000,

N =
rd = 25 (i.e. 40mse¢'pet disk trahsfef),
n = 100, . |

Ihserting‘ these §§lﬁes _iptq Equation .6‘”iea§9»;q tée‘
.'resﬁlt that the optimal value of ﬁ'ié 754..?This is ‘'in a iégiéﬁ'
where 6ur fitted equation is‘a littlé.iﬁacqurate._ However, Qe,
_ cannot actually use ﬁhis.valueiof:.m..anywaf. 'Subsﬁi;uting' this
value of m into Equation 4 yields D=0;17. We clearly cannqﬁ
purchase 17% of a disk:(with 17% of_its‘performancé for 17% qf thé
cost) and so we consider ‘D=O' agﬂ- D=1 to. find an achievable
: miniﬁum cost .system.. (We ignoré héfé the péssibility of gharing
péft of the disk space withfother aﬁplications). The memory cost

when D=0 is given by Equation 3 as 4000%8 = $32,000. To find 'the

e
S
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cost when D=1, we must first determine from Equation i that. we,
Qant a value of m tﬁat yielda fb(m) = 0.75. From EQuatién,Z or
from Figure 2.5, we see that>m=191.yields the aesiréq Qalue of
£b(m). Therefore the memory cost fof D=1, m=191.is $11;528-
(Since m=1§i lies within the range of applicability' for .the
-probability function, we can tfuét‘thisvresult.) Therefore, £he

memory configuration with m=191 and D=1 optimizes the system cost..
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3. THE IMPACT OF THE TRANSMISSION NETWORK i

3.1 Introduction

With'interaétive'videotex, there are communications in
two. directions: Requests may be ;ransmitted from thé'qser”to the
central systenm aﬁd pages are tranémitted frbm the central system
to the wuser. The requésfs frqm'the user can be transﬁitted over
teiephonevlinesvor over bidirectional cable TV cbrméétions° The
>pages ma& be trang@itted.to'the-dsef over telephone lines or as
ftelevision‘ signalé‘ (through the air .or' by wusing cable TV
distribution; we assume in the folléwing a full channel (not only
‘the return interyal) a11ocated to vidéoﬁex), These two choiges for

each d%rection;§f.transm18810n‘result in four uséful\ﬁopyinatipnsz
a) Telephone reqﬁests, télephéhe,baée'transmiss;én,'
B) 'Telephbne reqqeété, te;eviéion'page transmissigﬁ;
c) Bidirect£énal c#ble.TV”forAbo#h-requeétsfand.pages, i
.d) »Telephone requésts;i bofh.  TV . and teléphogé pagé

"transmission.

Since thousands (even 'millibns) of subscribers canm all

receive the same television signals, it may be‘economiCa1~to‘usela

brdadcast»cycle for page transmission. .There is no corresponding

&
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possibility for telephone transmission of pageS'where,ipreSumably,

only one subscriber is attached to the end of each telephone line.

3.2 Television Page Transmission

There are three possibilities to consider. First, aupure
broadcast cycle approach ‘may be used, as in Ceetax or Oracle;
Subscribers may view'only'pages that the server-elects to place in
the.cycle. Secondly, a pnre request approacﬁ may be used. Only
pages that Sub5cribets have'requestedvare.tfansmitted.‘LThitd, a
combination of the two approaches may be used-. Presumably,: the.
- most popular pages‘ are automatically 1ncluded in the broadcast

cycle.' HOWeVer, a iimited number of slots in the cycle 'may be

filled with pages that have been requested by subscribers.

3.2.1 Pure Broadcast Cycle

‘The perforMance of a videotex'system‘that‘uSes the pure
broadcast - cycle approach depends critically on the size of 'the
cycle. Let us consider a system that fully uses the capacity ‘of
one televisionichannel. The figures given; for the transmission
.rate of videotex infotmation‘varies oetween 3.89 and 5.8 million -

.bits per second depending on which field trial or Telidon standard

one looks at [10]. We will assume an average figure of 4 Mbs.

'Following-oux earlier estimates that an anerage ‘page

* contains between 10Q0. and ;1560,Bytes“of data-and assuming that
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about 10 bits must be transmitted per byte (to allow for error
detection and other system overhead), we Can.estimatehthat the
page transmission rate lies between 267 and 400 pages perﬁsecondé'
. . _‘E

If ve follow guidelines that 907 of requests must be
respOnded to withinilo seconds I23], we must.limit the broadcast
cycle length to 11l.1 seconds (1.e. 10 / 90/ ). This implies that
the cycle can contain between 3000 and 4400«pages. 'fhe videotex
database can contain no.more pages than this figure. It falls. far
short of the estimate given previously that at least‘SO 000 pages
imust be in'the database. Also, the average response;time w0uld be

5.5 seconds which might be unacceptably slow to many users. -

With ‘such a Small numberufof pages;fsit' would be
V technically feasible to hold them all in the‘ main memory: f )a
computer. However, ast we have argued previously,_it would be
cheaper"and just'as effective'to hold almost all:these pages in ja
mass memory backing store if the data transfer rate is sufficient.
Pages can be. retrieved from the backing store just before they are
due to Dbe transmitted‘ in the broadcast cyclef -Thus the main

'-memory_is used SQlely for temporary buffering of the,pageso

The possibility of using one_ or ‘more -disks is‘ aldo
1nteresting. Because the pattern of page transmissions is totally
determined by the cycle, the information' on .the disks ican' be
formatted in . an optimal manner; AWe could read many,consecutive~

pages in the cycle by performing a -seouence of disk reads to
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consecutive tracks and adjacent cylinders. Disk seek timesucan-be

reduced to an absolute minimum and, with careful timing, latency

delays can be reduced; Here is some data for a modern disk, the

IBM 3350 disk unit [26]:

V)Time to seek to an adjacent cylinder.'= 10 msec.
Average seek time o o = 25‘msec.
Maximum seek time : ~ = 50 msec.
Number of tracks per cylinder - = 30.

Maximum capacity of each track 19069 bytes.

Time for one full rotation . » : = 16.7 msec.

"For this: disk we could transfer-30- consecutive tracks of data to

the main ,memory of. the computer in7“30 consecutive disk

revolutions. Then there is a delay while the disk head seeks to
the next cyyinder (10 msec). As thefseek is being_performed,_ the
disk continues" rotating. Therefore; after the-seek we must wailt
for the disk to rotate back to the beginning of the track in ‘the

new cylinder. Unless the tracks have a staggered organization

'(which is hardly worth the trouble), the additional delay is 6.7

msec. The overall data transfer rate (assuming data on consecutive

~tracks and on consecutive cylinders) 1s therefore 30 tracks for

every 31 revolutions. This works out to be 1107 KBytes/sec or 8 8‘
Mbs. Thus a single disk can theoreticallypkeep up.with: television
channel transmission (and have about SOZ-spare capacity). It would
require a. very carefully tuned computer system to achieve this

disk transfer rate in practice (there must be almost immediate

résponse to each disk interrupt), but is not impossible.

€
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Another interesting possibility is the use of GCD (Chéfge _

Coupled Device) 1logic for the backing memory. A CCD memory is

‘implemented as multiple shift registers, where gtg:ed | @ata

circulates around closed loops. This would appeér to exa;tly
match -the requirements of a pure brOadcgst cycle-videoﬁgx_ system.
' There ié a possibility that such é system could have simple
hardﬁare requirements. A'general—purpOSé. computer wppld .not' be
required to handle page tfansmission,A inétead é- émall
.microprocessor would be adequate. 'Howevef, a gehefél—purpose
vcomputer QOuld vprbbably stiiiAbe"téQﬁife& in order*fo ﬁpdéteithé
détabase of pages. The Texas ;instrumenﬁs' TMS - 3064\.CCD mémory
de#iée.has the~follb&ing charactefistiés'[S]:_:_ o  " i

: "s
§4K.bita

IR

Capacity.

Cycle size = 4K bits
Maximum transfer rate = 5 Mbs '

Maximum 1ateﬁcy delay 820 microsecs.

.o=r

- The chip is:‘organized as 16 shift registers, with each shift

-register holding 4K bits. The traﬁéfér faté matches the

television transmission speed very'ciose1y4~ The_biggest'dfawbadks_

‘'with' CCD memory are 1its .cost and the volatile mnature of the
storage. According to.éhrreﬁﬁ‘estimates tlZ]; CCD memory cosits

about $10,000 per Mbyte (about 100 Eimeé‘as mdch as a disk). §

3;2;2 Combined Approach : ) o i
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A combined broadcast cycle.anddrequest‘apprbach.has_heen
simulatedvfor the case where a cable televisionn-broadcast medium
is available [24]. fhe simulation ccvers various assumﬁtions
about the hardware ccnfiguration and its-‘timings; nge of :its

fixed assumptions are the following:

Fraction of requests.to pages in the cycle = = 407

Fraction of requests to pages‘nct in cycle,

but are available from local disk(s) = 55%

. ' 4
‘Fraction of_requests to pages not in cycle, r
. _ 4
obtained from a non-local database .= . 5% :
Transmission speed over cable television e -1;5,Mhs.v ﬁ

Transfer rate'frcm non=local database: = 4800 bns
Average size of a page - =q'1000 bytes:

The other important'assumptions, and assumptions that were varied

were the following. First,, it  was- assumed that each request
received hy the System inrolved a]certain amount cf_ processing.

This processing might includeA CPU .actiuity and'searching page.
'directories for information about the page. Three figures for the
amount of processing needed for each request were simulated ZOms,

:SOms and 100ms.“”Secondly, the total number " of, pages' in the
database was assumed to .be 500, 1000 ‘and 2000. hThese three
.possibilities for- each of two parameters lead to nine simulatibn
curvesx The nine‘ curves_ from the study [24] are reproduced in
Figures 2. 6 2.7 and 2. .8 (corresponding to the figures numbered
S 23 ; 5 24 in the study). They show how the expected waiting time

'for.a_request to, be ‘answered increases with the;number of users on
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the system.

There 1is nﬁthing ‘surprising in - these cﬁrvés} Their
general shape would be predictable without ' any _simulatipﬁ
experiments..The_most important observation is that thé:sysfemﬂhas
a maximum capacity. ~If more users tﬁan this attemp£~;oiuse the
system, the expected delays 1n 'waiting' for a> page bécome
intolerably large. This maximum,nuﬁﬁér»of users can bé‘calculatgd
analytically from the values of'the éystem parameters (as, indeed,
Lafitte did [24]). Similar calculations could be perfbfméd. qu‘la

.real system after the necessary measurements had been performed.:

In order to maximize the capacity of a combined broadcast
- cycle = request mode system, it is obvious that we should only
.'repeét very popular pages.in.the'éycle. " Thus, the qglection‘ of

which pages are to be regularly tepeated is analogous to. the

problem of sharing the pageé between two kinds of memory. The

crucial problem is determining the pfqportion'of;paéeé-iﬁtbﬁé
cycle that ére”regularly repeated versus the prdpoftion‘_of pageé
that aré included . in the- cyéle gﬁgg 1n'fespohse.to é*épedific
subscriber request. (Note that the sizé éf thé ﬁroadcast éyéle' ds
Aépnstrained by av calculation similar to ome giveﬁ;in section
3.2.1.)

1f a page is.sufficiéntiy'populaf~that there would almost
élWays;beﬂat iéaét one usér EESifing to-ééé that. éagé-'éuriﬁg>fa

cycle, then the page should be fégulérly*repgated.aé part of the
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‘ ) . - [
cycle. However, it seems hard to be more precise with this
'statement. Given the Vstochasti¢ “nature of the system, it can
never be guaranteed that theré‘will‘actually be a user who wishes

to access any particular page during a given cycle.

Some crude analysis. of the problem can be dérried out as

follows. We define M and x as:

=
I

maximum number of pages transmitted pef second.

’

»
]

number of pages per second that are part of the

cycle. and regularly repeated (x<=M).

The 6theﬁ quantities that we will bé using, n and £b(x), have. the

_same meanings as before in Sectiqn 2.5.2. That_is;fn~répre$ents

the rate at which users make requests to access pages and-fb(k)éis

the cumulative probability distribution function . for  pége

" requests. Now, ' we are'permitting only M—x pages in each cycle to
_ be transmitted in response to special requests. Thus we - have a

"~ basic fequirement:
[ 1 - fb(x) ] * nvv<= M- x

Equality. in this equation would'hold if,the system were.operéting
at maximum capacity. Rearranging the equation and ‘assuﬁing that

‘the ‘system is fully loaded yields:
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Presumably our goal is to maximize the capacity of the
system, that is, maximize the number of users it can handle. " We
can choose the value of X that maximizes n.and so maximizes the

number of users. When n is a maximum, x satisfies, the following

equation:
d : :
(M = x) * =={ fb(x) } = "1 = £b(x)
dx -

K

: ' » ,
If we use the same form for fb(x) as before (Equation 2 in Section

2.5.2), we have the following equaiityi'

----------- = 1 - £(0) - h log(x/utl) (Eqa. 8)

By substituting known values for ‘M, h, .u and £b(0), we can
numerically solve Equation S‘for X. Any solution for x in the
range 0<x<M necessarily corfequnds to a maximum for =n (andfthus

gives the maximum request rate that thefsyStemIcan handle).

o As a brief numerical example, we will use the values"bf
h, u and £b(0) that were determined for the experimental system.
For various values of M, the capacity of the system is. maximized

‘ag follows:

M =100, x= 20, =n = 136
M =200, x= 49, n = 333
., M =300, x= 87, n=578

M = 400, x = 132, n = 877
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0f course, only the constraints imposed by the broédeaet
cycle approach are being considered. Even if there is rooﬁ. in
each cycle to handle a system with 877 requests per seQOnd,'there
is no guarantee that the syetem can.retrieVe peges“frem. the: &isk
at fhis rate. In other woxds, We‘havegto also teke.tﬁe analysis of
Section 2.5.2 inte eecouﬁt. If we take-the M=460 example a'iittle
further, we can see that the system meSt traﬁemit_400—132-e 286
pages pef second in reeponse te Subseriﬁer feduests; If  every
sucﬁ page needed to be retrieved from a disk, we would need about

10 disk upitsAon:the»systemS

There is also a feedback pfoblem;' "How can .:he“ syepem
know which are the”-ﬁost ﬁoéular fages (and which sﬁouid be
regularly repeated) ifiereQuestsiffor:'Ehese pages »efe;f nbf
.treﬁshitted to the dentrai site?:iferhepe. the system .éhoufd
occasionally dreﬁ a pege fromAtHe.cycle jﬁét‘to find out heﬁ 'mgey
reqeests this generates for ,the .pagekfrom'esers?' Howe#ef; it
weuld force-all ueers to be connected to the syste@.vie .telephoﬂe
(ox tw07way'fcable), whereas this wqeld previodsiy heve been
unnecessary for.users who were_content-to?reference _only' bepular

pages.

3.2.3 Pure Request Approach : - ' o o T K

When every -page must be specially requested by users,
there is considefably ﬁote processing ovefhead‘_imposed -on the

system. than with the‘ combined approach, as just discussed. It
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ﬁill therefore be very important to look wup _page -numbers‘Ain
directories and to retrieve pages; from bgckiﬁg st9r9v>qgite
efficiently. The ‘analysis given pteviqusly in Seétidns~72{3,~ 2.4
and‘2.5 is'vefy applicable;' |

In addition to efficieﬁcy probleﬁs Awifﬁ 'directory
structures and page placement‘”in« étorége, theré afe' some
scheduling decisions that are worth considering. We ébnténd that
responses to requests should not be seﬁt t0o duickly. Our afgumént
is as follows. The initial assumption is that uséfé‘arez"just ‘as
ilikely to be satisfied with 0.5 second rgéponse times as ﬁith_o;i
second reSponsé times. Perhaps ﬁsers_ wiii. eveﬁ' ﬁerceive a oﬁé
.seéond' delay.-in resbpnse to be'fast. (Thg worst reSponse:time
that we should éonsider is Istécdnds [23].) Suppose, fbr séké-of
e#éﬁple, that the videotex.systeﬁxis éimiﬁg f§ria réspdn&e-tiﬁeiof
one secénd; Now, if a'rquest for ,sdmé page :§rrives and the
- system waits one.~second .befpre fransmitting thégpage; thére?is
some chance that another redueSt for the same . ﬁége willA-have
arrivéd iq the meantime. If this dbés‘héppen3 bofh:requeéts.can
befanswered with a single page tfansmissioﬁ.-»The qdre }po§uiaf a
Vpégé .is, the more 1iké1y it is ‘tbaez rgqueéts_fofliﬁ_éénﬂbe
combiﬁed} : B - o o

3
!

.0f course, it would be ridiéulous fér_the.system to étop
transmitting pages at any point just because it has no pending
requests that are approaching the one second " target ‘deLay.

. However, when the éystem ‘has a .choice’ between:~two~pégésfto~




-2

transmit next, the selection rules appear to be:

1. 1If neither page has had an outstanding request’ for "one

second or more, transmit the less popular page first.

2. If omne of the pages has had an outstanding rEquestjfor

one second or more, transmit that page next.

3. Otherwise (both pages are overdue for transmission),
transmit the  page: that has the_greater‘number of reQuests
(to annoy fewer subscribers). If both pages have the same

number of requests, transmit the less popular page first.

A_Our ~scheduling criteria are therefore‘biased'towards sending less
- popular pages first.  This is'simply because the:chance- oprbeing
able to pool reQuests for these pages are not;so good. |

Wheén the system has'a_large.queue"ofzoutstanding reQuests
.(perhaps hundreds 'of.:requests pending at- any moment), the best
scheduling policy is hard to pin down. cThejsystem would' have 'to
build a tentative-list of pages in.thevorder that they-are to'be
transmitted'and estimate the time atswhich”.cach page should be
sent. Thus the system will be able to plan ahead So as not to
.leave too many pages to be transmitted over a _short interval.
When there is slack in this schedule, the.system will be ablegto
apply our scheduling criteriacand 80 improve spstem_ efficienéy.

" The more heavily loaded the .system is, the less freedom there.will



-4 3~

be in shuffling the schedule. o . L 1 _
" The precise formuiation of this séheduling probiemfandv

its solution must remain a research problem'fOr nov.

3.3 Telephone Transmission of Pages } A o .

The proposed stéﬁdar& for transmission of vidéotéx‘ pgges
over telephone. lines ‘specifiés aAspeed'of 1200 bits per‘seéond.
At this rate, it would take about 10 seconds to send an éverage
page. Perhaps the slow speed of traﬁsmiésion wiil cause'péges to
be kept small in size; and so our'estimate of.'thé..averaéé :pégé
size 1s too high. Tﬁe pages of the Bfitish:CééfaxAsysteﬁ are

"smaller than our estimate.

The transmissdion speed has a consequence for memory'ﬁéagé
and stofage‘organizgtion. Théxqser;é;"ﬁhink7timé"‘beﬁweeh‘feCeﬁpt
of one page ‘and makiqg a.requegt for the . next - is 11kély to .be
Quite- small coﬁpared to page trapsm135i6h timess For’ong;fhing,
the uséf can read a pagé as itvis beiqg\feceivede Thgteﬁore eéch'
user‘s”telephone'iine is 1ikeiy to be Occuéied nearly all ﬁhe'time

with page transmission. »k ' _ o _ ‘ ‘

1f. there are around 1000 users connected to the system
then, perhaps, as many as 800 of them are receiving pagesA‘at any
moment. This implies that the systeh has. t07maintéin output

buffers for 800 telephone. lines. If the smallest unit read from a
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disk and transmitted is a page, then around 800 Kbytes of . memory

would be devoted to telephone output buffering.

One solution that would reduce the memory requirement ;s>
to split pages iﬁto smaller .blocké. With the SiQW ‘telépﬁone
transmission Arate, it would be bossibie_to‘fetch blocks from disk
as they are needed for transmission. "The penalty atﬁached to
using this approach is the greater volume of disk acéesses that
wbuld be required. | "

A better solution might be to adopt thé uge of Vidéstex
Access Machines (VAM’s) [40]. Eacﬁ VAMvwould use relativeiy.éheap
hardware .and.'could - service the\maiority_of page reéﬁesté’ftomia
group of subécribers. A network of VAMS*;liqkéd ﬁith  one  maip
computer, to handle less popular page.réqueats.ané ﬁb.iﬁtéffade
with othexAcppputef systems, woﬁld be._a ré}ativelyl:egonomical'
solution. 'Théidesign and'perfdfmance énéinis éf a;VAM'maﬁhiﬁé:is

provided in section 5 of this report. a ’ , :_i g

3.4 Combined Telephqne and Telgvision Tfansmission‘ : g

Thié scheme for ﬁransmittihg>pgges dQes. not:‘appéax- to
v'haveb been éuggested befqre.- It is a gimplevidea;that mégimizes
the capacity.of the_ system ﬁb trgnshit pagéé) A. televisiqh
chaﬁnel__is used  té tfanSmiﬁ'just é_b¥6é&cast cyélé of fgéulari&
repeated,pagés; If a uéer wishéé to §ee.oﬁe of fhe 'pages -in: the

cyecle, there 1is no difficulty. The user’s videdtéx adaptor will
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capture ;he page from the air as usual. If the user wishes to see
gsome page that 1is not in the broadcast cycle, his adaptor
transmits a request for it over the telephone line and the page-is

subsequently received over this same line.

As discussed previously, a pure broadcast cycle cén be
transmitted very efficiently. The cycle should. contain as many
pages as possible (consistent with limits on acéeptable feaponse

‘times), so as to minimize the_need.for‘special'telephone requests.

The installations providing the broadcast éyciev'and;,the
installation reSpoﬁding to ‘télephdﬁe réquests'cduld be sepérate
‘éntitieS.‘ However there are benefits to héving a single facility
or to at 1éast linking the 'pwo serviceé. _By‘mqnitofing the
frequgncies of requests for pages bﬁe? the'telgpﬁoné; the syétem'
~can learn which pages should 'befé&ded.to the broadcast cycle.
(Knowipg‘which‘pages fo remové fiom.thé”CyClé is aﬁbthér"problem,

as discussed in section 3.2.2.)

The only disadvantage appears. to be that the videotex
adaptor needs to be a little more cohplicated than with any of the
.other approaches that we have considered. However, we think that

the idea is worth further considerationm.
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4., EXTENDING- THE USER INTERFACE

4.1 Introduction

A basic videotex systen prdvideé relati#ely pfimi;ive
facilities for locating infgrmaﬁion in the détabasa{ ﬁnless"the
user has access to aAdirectory of page n@mbefs which he caﬁ pefuse'
: gnd'so plan his éequence of inputé, the ﬁser can eééily gé; "lost"
while ;raversihg the détabase.‘ A 1ogica1..next_step in makidg
videotgx more usable is to provide some mére'sophisticé;ed .;cceés
mgthods for the information. ‘. |

One possible approadh is t§ prévide keyword aécer to
,pages.,For4example, a uger‘wishiné to seé a liét"of‘.réspéﬁranté
ﬁay.~only have :to! type_'the? kéywqrdi"REéTAURANT"w TheJlist‘ié
“1ike1y to be réther_lOng}‘Perﬁaps Fhe uéef on1d be;sbéfmiéted_Ato
type two keywords, suqh §s "GREEK RESTAURANT“} and then he would
‘be shown only.the few‘pages that give,him'aééess to informationldn
Gréek:Restaurants. _An eﬁen 'mqre 'spphiétiéated interfaée ‘mighﬁ
-pe:mit the " user to conétrﬁct .simple qu>e1:':l.e:3,",‘~ similar to
“RﬁSTAUﬁAﬁT: GREEK AND. (COSTQI0.00)f.L This | might . retrieve
.;information on a few affordable Greek'restauranté'fbr th§~user°
Tﬁe example of the Greek Restaufant and the>associaféd menu‘tablés

has been discussed mdreAfully elsewhere [17, 41}. = L

Whatever facilitieéiaref added to ‘aSéist the -user in
fiﬁding appropriaté-~pages  ih‘ Eher'daﬁahasé,v they Wiliffeqpiie

R



-4 7=

computing resources. All keyword schemes réquiré some fbrﬁ of
searching, some keyword schemes requiring more searching than
others. A more powerf&l facility such as a»simpie”qﬁery: language
may require much computation. For-exa@ple, a quer&_that asks fot
a list of all toﬁns with ten or mﬁre~ restauranﬁs‘ would probably
reqﬁirg information on .every restaurant in the database‘to>he
rea&. Even more powerful query~languages, suéh as those based on
natural language, may be enyisaged but they‘currently_béiong‘to
the realm of artificigl intelligence. A raﬂge of different user

interfaces for videotex are discussed in [41].

AOthef “possibilities. for ekpeﬁding; videotex in%ﬁlve
general interactive software. >:This” woﬁld correspénd to- the.
‘“action page" concept. - User sefviceé that requiré'interac£ioﬁ
inélude message  forWarding-,systems. (és are prdvided'iin_.many
_éomputer. systems),‘resegvatibn takiﬁg'or séat'séleé:(e.g. for:the
theatre), computer gided iﬁéﬁfﬁctiohJ énd~Agame‘ piaying: (e-Bo
_Checkers or pacman). 1f more"ﬁhan:é'féw usertéké~advéntage-of
such services, there will be a éub stantial processing load on the
sysfem. | |

In this section of the repo¥t2~:wé'-will‘ look’ into the
ﬁossibility. of providing fof keyword access to péges_and(fpr motre
géneral user queries- The péssibility of wusing. speéial-purpobe
hardware to assist theée‘extengioﬂs-ﬁili bg'congidefed. Theré.has~
Abeen ﬁuch research intp“designingpspécigl hardware for datgbéée

systems. However, the hardware solition is ’nof Anecéssariiy very
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applicable to videotex systems because it may not be as fast as

would be required and is relatively expensive.

.4;2. Survey of Database Machines

The term "Database Machine" describes any computer s&stem
-with special-purpose hardwére to assist the processing  of databaée
operations. The operation thaf is most frequently automatgd is
that of searching through large volumes of data. Because of the
large volume, the data Wduid normally'fesidé on a disk or drum-an@
-the special hardware would consist of.processors that scan data ds
it passes beneath the read/wri;e headsq " To make the_seérching- as
fast as possible,.eégh'track‘hés ;ﬁs.own read/wfite head and its
OWn processor. These kinds of storage de&ices ére’ fréqﬁéntly
éalled "logic-perftrack" deviqese |

An early:logic—pef-track-deVice‘was a mddifig&Afersion of
a  disk built by  Burroughs Corp. [30]. It was a gisk:with 1000
information tracks, each track:having 1its -own readlwr;te' headf
Trécks" were subdivided int0 quadféh;s that held information.  THe
information was tagged as beihé-fkéonrd", “associated .data"' or
"unused". When the .qomputer iésﬁ;d' a search. request; tﬁe
processors associated.with.each read/write head would' check the
‘data in every track simultaneously for a matéh against a specified
keyﬁdrd. - When a keyword is éﬁccessfully.ﬁatched, tﬂe«aséociatéd
data is rgad By the reéd ﬁéad»ahda'transmitted' to the Vcomputef;

(This is,knowﬁ*as "associative searchﬂ.) - o : W
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More recent develppments:of logic~per=-track devi¢eglare
éimilar to the Burroughs device. The ﬁain im§r9§eﬁen;s_have"59én
in the search processors; wﬁich aré. now Caﬁabie of haﬁdiiﬁg
complicatéd conjunctions of search conditions. One of the simpler
schemes is used in CASSS {le and involves multiple 'éearches
through thé data an& tag accumplators that are asspcfated.with
every data record on the‘diék._ For. example, if CASSS is-to se;rch
for records containing both the keywords "GREEK" and "RESTAURANT“;
it proceedé by first searching for matcﬁés against "GREEK". . In
each ‘record that matcﬁes,” the,‘aesociafed tgg 'acchﬁﬁiatér;is
.;néréméntedA (from =zero .téi one) .aﬁd -réwtitféﬁ to. ﬁﬁéb diék.
Subéequenil&,;Athe _game- ﬁrocgsé is -repeatéd” forfithe 1keywa&
"RESTAhRANT". 'Finally;'the_brpéeésdré aré'_instéﬁctéd to search
for. ahi outputsAny fecord ﬁhose,;ag éccumdlétog gontaiﬁs a:§éiue
of two or more. Thus the disk would néed to rotéteyéﬁlléasﬁ fhtée
times to Qutpuf the desired Llist bf;lGreek..restaurants.\ Mbre

vrofatidns than three afe.needéd-if tﬁo_pfocéésérs try tdvéutﬁﬁt'a
- record simultaneéus;y‘(ope of th§m wiIlﬁbe fofqéd to wait for:. a
subsequent aisk revolution).. o
)
The 'RAf deéiée [28] is.métgjéowetfuihthan-dASSS?beéégse
thefg-are k Boolean‘comparatOrs.aSsdéiated with_eééh_head;'.(kf is
not- aetéfﬁined..becéﬁse' only profotypes of RAP have been builits)

As each-data record pasées underneath the read/write head, it _can

be checked ' for conforﬁity"with‘ k; terms of a gé@eral,ﬁborean.

function that describes the desired _records. Iflnthe  se1ec€ion

~ function contains k or fewer terms, matched records can be output




~50-

i
‘immediately. If the function has more than k terms; records that
satisfy the first k terns are rewritten with some mark bits set.
_On the next disk reuolution,.the Boolean comparatorsvcan eheck for
the next k terms of the selection function,_and sovon- ..' .;‘ f.
There are many other datahase machine.odeSigns ‘that

support searching. These include LEECH [27], CASSM [37!;,CAFS

[2], RARES [25], DBC [3], RAPID [29] and STARAN [34].

Searching is not the only .operation -appropriate for-'a
database ' system. Other operations suitable“for the relational
database model include projection, join, union,, intersection iand
differences However,’according to one reference.[35]; it is search
and join> that are the most interesting for hardwareienhancementf_
The_join operation is more difficult!to implement than a .search
.(or selection).operation and.not all designs for datahase‘machines

. .. s ?
_ support~ the. join operation}A Some*rmachines that do provide it
include CASSM, RAP, LEECH and CAFS.A Howeuer, the.time required.to
complete the operation is very data’ dependent. It ’iS'-typically
proportional to the number of tuples in one of the relations-
participating in the join operationo Thus, machines such as RAP
‘and CAFS will usually require many disk revolutions to complete
" the processing; | v

Another operation which‘is useful but not required.for na

relationaluvdatabase. system is sorting}:_n-feWVmachine~designs do

provide for fast sorting of tnples'(i.e. records) inm relatioms.
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These are RARES [25], the Chen Machine [l1] and 'the Infelligent
Memory [l4]. Sorting is nice for preparing output to pass on .to a
user. Also, éorting hardware may be driven by software iﬂ order

to achieve the effect of a join operation (as is done in RARES )%

Special hardware haé‘beén provided or érOpdsed'fbrgtext
retrieval applications. iﬁ a bibliégréphic system, the‘ user is
usually permitted to search through the keywords associated with
the éapers in the databasé or to search through thé. aBstracts fof
the papers. ‘The uasér might séaréﬁ( for ~all papets. where a
particular combination of words appea;s.. A.fullAte#tASystem wbﬁld

~permit users to search through the actual texts of the documents.

The har&ware used to implement text retrieval 18 not very
‘different to that used for.sééfching in 'daﬁébase Systems.  %he
majof differences only arisé in the keywofd-ﬁat¢hing'9rqcess. The
Specializéd“ prdcess@rs. éﬁtachéd to regd/write'heads scan text' as
it passes underdgath. However, finite state machine logic vmay.?bé
used to perform pattefn matching on the text. One simplévform’of‘
ﬁéttern ﬁatching*makéé éfo#isién fér Adon't caré"'éharagters; gfor
ékample, if a "don’t care" is'in&icated.by "f"» then the pattern
""BE?T" would match any of "BEATL, "ﬁﬁST", etcs in.the text. A
' mdre~generai possibility is to prbvide _"var;able, length don’t
Qaré" characters.’ 1f M .deﬁbﬁés such a VLDC then the pattern
WBEAT" would match WBET", "BEAST", "BETTERMENT" , stc. By careful
use d£ "don't_care"‘charécters, some ;dntrolied_imprgciéién can be
added to a search. This éan eqable thevuser tb,éircﬁmvent:probléms

¢
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caused by many variants of a word being used in documents. 'A
topical example would be the group of words: "computer™,

"computing" and "computation". : ' ' - T

Although there arer'many' proposals for text retrieval
hardware, there appear to be few "actual implementations.  One

implementation is the Associative File Processor [61. .

4.3 Simple Keyword Access ' B o ok

~The simplest approach Ato--kefwbrd'.look—up would use
“precoordinated keyﬁord access. With this approach, the systemA
implementors (Qr the information providers) muét'initially.exrract
keywords from documents "and form 'them_ 1ntoAtable-structures.
Since this 1s done in advance ‘ofvfany_ user input, the rerm
"precbordinéte" is wused (to égggest .prior coordination of the
keywords with the‘dbcuments)?.When the:user'sbécifiés a 'keyword,
the system will only look fdr-ir in bheﬂbr more of ;ﬁe previdusly
constructed tagles} - Thus - the users ' are constrained -by. the
contents and the organization of. these tables. It-takes~véry
careful design_by the system iﬁpieméhrors r6  make the keyword
tables useful and easy to use by éubsgribers._

A simple | precoor&inate' keywordV--scheme has. been
implémented in the exper;méﬁtal "Méntreél'Keyword System" [17] tat
‘rh¢: Uni§er$ite de Mantreal. Keywbrd tables are éséociaﬁed wirh

some of the more imﬁprtant agd.strategically plaqedApages in' ithe
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database.. As an example, suppose that a user s currently viewing

~page 12345.67 in the database when he inputs a keyword The system

will search the table associated with page 12345, if there is one.
1f there is no table, the system will check the ancestor- page in
the hierarehy; ‘page 1234, and seareh its table, if'there'is'one,
etc. That is, the closest table along the path back to the root

of the page hierarchy 1is searched. If the table contains the

specified keyword, the agssocilated information will refer to a menu-

_page for the appropriate subject and the system will display thig

automatically. If the keéyword is not found; the tabie-can specify

up to 10 other keyword tables te be searched next. -

. Because the tables 'in the Montreal Keyword System are

associated with particuiar pages, the tables can take account Of

) contexta For example, the tables_can be'set-up‘SQ that speeifying

the keyword "GREEK" while looking at-'aﬁy ~page geoncerned “with
restaurants will briﬁg . the user pto information on Greek

restaurants. However, Specifying “GREEK".while‘lboking at a page

-on the subject of traVel3ﬂmay'bringfthe user to information on

[

As described above, the keyword loqk—up is'earried eutbas

the following logical steps: . - R

l;_'Find the nearest page in the hierarchy Kalongltheepath to

the root) that has an associated keyword table.
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2. Locate this keyword table in memofy or," ifn~neceséarys

fetch it from disk.

w3. Search the table for the desired keyword. If if is

‘found, we are finished.

4. TIf the keyword ﬁas not fouhd, we look up the location of

the next keyword table. to try and proceed as for step. 2.

Some hafdware‘assistanCe.with‘stepsfz énd_3 is posSible:> Somé*of
the 1ogic-per-£réqk deviceé dispussed" earlier would permitv the
 1ook-ups" to be performed witﬁout actually haviﬁg toifead_fableé
'iﬁto‘main,mgmory first. ‘waeVef; there would ' be little _ébeéd
:ad#antagé to tpis. .Thé speed of the_ééar¢h»is moStly limited by
the rotation rate of the diék. CIf thg> tébles are short;»'vefy

litfle CPU time is consumed..

Economies of scale‘afe possible if all the small kefWo%d-
tébies are combined into a gingie' iargé table. Wé; may still
' 10gically AQiew the data structure a#; represénting:mgny small
tables. There need ndt’ be  a cl&se cdrréSpondancep‘between,'a
logical view of AQta and lits-physical"réaliéafion} We prépbse
Atevising the steps needed to ;on~up a kéyword:gs fpllcﬁs:\: |
11 As befére, Aetgfmine‘thé:page P tﬁat _has::any associlated

(logical) keywofd table.
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2. -Search the combined table: for the - combinatiOn

<p,keyword>.

3. If found, the associated information is retrieved and iwe
are done. Otherwise, we determine'theunext~page;p,ﬁhoéé
associated (logical) table is to beisearched and go.'bdck

to step 2.

To dimplement étep 1,_theré'need only be a-Singlé\Hit in
the entry for each page in the ‘page directory. . The .bit:'%@dld
simply i1ndicate whether the COﬁreSpoﬁdiﬁg page has an associéted
(lpgigal) table. For example, if the ﬁéer is currently"viewing
page 12345, ‘the system would check the bit for page 12345,;thén
.for 1234, then for 123, etc. until a‘pagg with. thev bitf seg s

found.

To implement Steé 2, a Widebcﬁoice of data structures fof
the -table are .péssibie. We could cé?téiﬁiy:uSe é:hééh“table.
That is, a hésp function is Apémpqted ffc@ the <pékéyﬁ§rd>
Acgmbination and HuSed to index‘tﬁe hash tabief‘ If the hash taﬁlg
is not heavily loaded, the desireé‘ entry &ill be found<'élmost

immeddiately.

Stepr 3 ..can be implemenfed by_putting‘some~extfh entries
into the combined table. If the look~up with <p,keyword> fails
"then we_couid_perfOrm a look-up with a special combination such.as

<p,"??7?"> _ which retrieves the number(s). ¢f. page(s) ‘whose
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associlated table(s) are to be searched néxt. v o

Now a single combined table is cerfain to. be very iargg.
We can get around this by implementing the tablé in two levels as
was suggested for the. page directofy in Section «2.3' of thié.
report. Thus some of the most freqﬁéntly used <p,kéywbrd>
combinations could be kept in main memory and the reﬁainder. are
kept on disk. Alternatively, the whole taﬁle.could be_held on disk
and if it is not compressed into toovsmall a volume, almoéfjall
keyword 1ook-upsewould require.just’a single disk read. -

Again, there is-little‘néed for‘special pu¥po§e hard&éfe(
to speed up the.lobk;up. The-qnly'adgéﬁtége of iogicépérftfaék
dévices is that they‘have read)write heads for each 'track. _The.
processing capability assbciated with.each head would be largely
wasted. We can_bbtain‘the same search rate by using a (cheaper)
ﬁixed;head disk or drum dévicé, which aléo haS'oné.ﬁead per track.

4.4 Postcoordinate Keyword Access

Most - bibliographic' retrieval‘sysgems use postcoordinate
~ keyword access. Their mode. Qf -opération ié~ not difficulp to
describef_ Initially, eve;y document in the %ibliographid database
is‘provided With.a list of ke&ﬁords. (Some éystems wpgld' require
abséracts .to .be supplied for every doc;menta) <Thé keyﬁord 1i$ts
~are normally providéd bylfhe authors of the’do¢qmeﬂ§§{ Ifj‘a_'user

wishes. to retrieve.doéumentéjrelating‘to Greek_Reétaurants,'say?
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he would specify the keywords that he thinks would define the kind
of &ocument he wants. For example, he might simply 'fyge
‘RESTAURANT GREEK’. The syéteml then searches through all the
keyword lisfs‘td find one or more documents where both _kéywérds
appear in the associated keyword iist.

It is possible that the author of the document did not
provide a good seledtion of kéywbrds or that he -used some
synoﬁyms- For example, " an éuthor might.have used the keyword
"CAFETERIA"™ and our user’s search would not locate this ‘document.
Some “systems permit the user to specify chbiceS'(diéjunCtiqns) and
“thisv'mechanism  coﬁld be uséd by a'susbicith-uéér-to-wideﬁ his

search. = He may; -for ‘examp;e,‘;entér ‘his keyword list. as
'.ﬁ(RESTAURANT or CAFETERIA) (GREEK ‘or GREECE)". This‘poésible 1a0k
of appropriate keywords (or keyWordé that'thé user would expeéé)
is,.'perhaps, the biggest problem 'fér pbstédofdiﬁake kg&WOEd

3
3

systems.

~Ihe-idea-of pqétcoor&iuaﬁeu keywérd\'searéhés{ isyiéagily'
adapﬁed to videotei' éystems¢'lEv¢ry informépion-provider'Woﬁ}d,
preéumably, ﬁe required to  supply keyword. lists for ﬁis most
impo?tant pages. Such 'pages would be “gatewéys".ipto p;rticulér
.subjectsfand would usually be menu pages. These keyword lists. afg
‘héldA on~1inei.in the Qideote#_éys#émf When a user specifies some
keywords, the lists are séarched;:Very often, there is. more ﬁhan
t oné~'page iﬁ the system wh;se asSociafed keywoxd list matcheé the
seéfch criteria. 1In this Sifgatioq, annappropriate. action seens
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to be to display the matched page that is highest’in the page
hierarchy (and consequently has the shortest page number). Frdm
this page, the user should be able to use normal menu selectioh to

find the specific information page-that he desires. - ' N

We will explain why the highest page out of many that
match the search criteria is the most approp:iate to  display.
Suppose that the hierarchy of pages on the subject oflrestaurants

is structured as below: ‘ ‘ : i

RESTAURANTS

T

GREEK . TURKISH FRENCH =~ «.. etce

N

MONTREAL TORONTO VANCOUVER . .: etc.

That is, the ménu~page~on the subject of restaurants displays the
choice of cuisine. Aftef' a user'.haé Selected'whiéh cuisine
(Greek, Turkish, etc.) he(waﬁfé,Ahé‘is next showﬁAa menu pége that
displays a choice Qf»locatioﬁé_(Montreal, Toionté, etc;j. " After
he has specified the -location, he -may thén be able to access
-particﬁlar restaarants, | |

Now, one of the lowér level pages would likely have all

three of the keywords "GREEK", "RESTAURANT" and "MONTREAL". The

ménu.page at the level above (whereAthe>u§er_is asked to select
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location) would just have the keywords "GREEK“ and "kESTADRANTﬂ.
Therefore, if the user requests.a search.on the keywords "GREﬁK
RESTAURANT", one menu page at the second level and.many?pagesqat
the third level of this sub-tree in th ‘ihierarchy would “match.
Clearly, it is the highest page - in the hierarchy that is" the most
.appropriate (in the absence of any . information that specifies :the

desired location).

OnyAthe other hand, if. the‘-user were tolspecifyhthe
keyword combination "RESTAURANT MONTREAL" thereh“WOuld be ;mahy
pages at the same level in the hierarchy that match That is, the
' search should find pages on Greek restaurants, French restaurants,
‘ Turkish restaurants, etc., all in Montreal.. Possibly theh user
hshould be shown the lowest common‘ancestor of all. these pages in
the hierarchy (the initial menu. page for- "RESTAURANT"). The' user
would probably prefer to be shown ‘the first of'the pageSQtﬁat
' match and be permitted to step through _all. of - these matchihg
pages. However, this capability would either require searchesv>o
. be repeated or it would require a- (possibly) large ‘amount of extra
context information to be retained (the list of page numbers). ?‘

A postcoordinate keyword system is relativelyfteasyi“for
‘the wuser to ,understand' and isf quite flexible. Users are not
constrained to. predefined access paths to information,T_as ”wfth
'menu selection or with precoordinate keyword systems. ”ﬁowever,
‘ the flexibility comes at a price; Let us first estimate the’ amount

-'of_storage occupied by the keywordclists “and’ then estimate  the
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search times. Ty

‘In a minimal size system of 50,000 pages;'thefe mighfﬁbe
about 10,000 menu pages (assuming an average branchiﬁg'deéreeibﬁ 5
at each level). Perhaps not all ménu pages would have assoéiated
keywords, so we will use a conservative estimate of 5,060 keywor&
lists. An .average of five keywo¥ds pér. list is . anofher
.coﬁsetvative estimate. We will guess thét the.aQerage keyword
contains 8 charécters (kéywords teﬁd to be longer words ”thaﬁ  aﬁ'
aVEfage word in English prosé).‘These;numbers multiply'to give a
lower bound of 200,000 charac;ers. In addition, there .would ‘be
ekt;a storage needed to delimit fhe keyﬁords aﬁd.thgzcorrespbhding
pagé _numbers'J must be é;ored. : P;eéuméﬁiy,7 ﬁota; étqrage
requireﬁents thaf reach é féw megabytgs;and are not ﬁnréésqnable

for keyword lists of lérger videotex sistems.“i

_ Accofdiﬁg . to one--'soﬁfCé1 {33];-1‘an~*.iﬁpléméﬁted'
bibliographig séarch system thatiruns on:an. IBM#3?0/158 . computer -
- seérChés through texﬁ at a rate ofildo,ooo_chgracte;éiper segogd,
Even with our‘minimal estimate of a--200,000 characfer  list,=.a
simple keyword search_ Would téké>2 sééﬁnds. If the’keywofd-lisg
can be held entirely in main memory ,and‘ if effiéignt séaréﬁ
. algorithms prograﬁmed'in éésgmbly.languagebére uéed, faster searéh
rétes' are possible. : In one experiment on an Amdéhl v7 épmputer
‘[22], search rateS‘betweeﬁ 2 and 9-miliion characteré"per second
were observed. (The range reflects.depgndance on thg length‘of the

"keyword.) Much of - the 'iﬁprovement'yin speed'over the previoﬁs
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measurement is due to the fact that an Amdahl V7 1is- abont;vsix
times as fast as an IBM-370/158° At a search rate of'g million
characters per second, it would take 0. 04 seconds of concentraqed{

CPU activity to search the small list,

oThese Search ‘speeds are muchltoo slow forAa systemilike
videotex where hundreds of users will be active at any time;; ;If
' postcoordinate keyword search services are to be provided to the
majority of users, it is. clear that some hardware assistance ‘is
essential- We' should now consider how. fast database machines, ‘as

described earlier in Qection 4. 2, can’ perform keyword searches.

If:a‘modified disk, a Vlogic-per—track. device, 1is 'usea
‘then all the devices described in the literature require at least
-one disk revolution per»'search. Most devicesi require-nyone
revolution per keyword if.a_conjunction of'keywords?is specifiedé
The RAP. system is an exception»because it would bejable.to'.handle
k keywords;in'one revolution;'-ﬁowAmost.disks~revolve’60ftimes_per‘
second. Thus, the- logic—perhtrack .devices .reported ’in;itheA
literature could handle fewver than 60 keyword look-ups per’ second.
Possibly,.this search rate can.be improved if the keyword lists

are replicated on the disk. " For example, 1f the keyword lists

" occupy less than 50% of the disk. capacity, the disk surfaces could

be .divided ~into tw0"semicircles, seach containing  all the
‘information. In this case, each search would reduire only half-of

‘a revolution.
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'For faster search rates, 1£ seems necessary to use solid
stete memory dericee, such as CCD or Bubble memory.._ Iu fact, :a
prototype .of the RAP machine [28] has been built'wich_CCD.memory‘
These memory devices are normally too expensive for use 1n’.iarge
database eystems. However, if our estimates are‘correct,fiees
than a megabyte of scorage‘woulq _be. needed to support 'keyword
access in a moderate size videotex system. With this quantity,
the.cOSt is no longer en issue (about 310;000 for one megabyte of

CCD memory). ' : ' : _ ' ;>

VWitﬁ"such memory ~devices, theAtime requireo_to‘locate,
retrieve and search-one¥32 Kbyte 1segméut‘ of .memory éhouid* be
Betweeul'ZOO and 500 microsecon&s'[4]. ,The time depends 5ﬁ;£he‘
perticular uemory configuretion in use 'andﬁ.on how: compiek- the
search is. At this rate, the system could perform between 256faﬂd

' 60075earches‘per second through.256 KByﬁésfof kéywordfinfbrmgtiona

"Without ‘any ‘prior experience; it ie-difficult:to'gueSS.
how frequently users uil; request keyuord ~searcﬁes; Presumably,
1 users will tend to rely on. a keyword search only to get toja
sultable starting page‘iu.the‘ hierarchyf From. that ‘point on,
ﬁorual uenu selectiou and -eequencing Athrough. pagee should be
jSufficieht. : If .we -envisage a system with loodvquers | who
“collectively access peges ;; a rete of 100 per second then a
.search request rate of around 20 per second should be reésoneble.
This would probably be too much for the standard 1ogic;oer—track
deviées_used in databaee machines (at best, ic would be marginal).

y
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However, corresponding devices that use CCD or Bubble. menory

should be quite fas; enough.



5. VIDEOTEX ACCESS MACHINES : SR .

5.1 Introduction

'Any videotex system eonsidefed so far has been‘physicaliy
implemented as a single CPU and data base serving a pobuiation of
‘users. Like any on-line computer system, such a confignration has
'a practical maximnm number of simultaneous users, be&Ond which the
response time becomes intolerably lqng; The most obvious way of
serving a 1afger}population'of»users is to ,dupiicate the entire
eystem as many times as necessary, which leads to npdate prqblena
and_offers‘nb economies ef scale, aince the cost per_uaer remains
the same. A better solution _is to haQe.usets connected}toga
‘number of satellite machinea which in turn ‘are"eonnected_.te a
central ~machine containing the - dataiﬁbaae;?:Tneisateliites; or
Videbtex Access Macnines (VAM’ 8) ﬁould'contain"‘temporafy atetage
for the moat.frequently accessed'pages using the memqu hierarchy
'ideaa of section 2. In this case. however, tne memory hierafcﬁy
exista- between the VAM and the central machine with the small
subset bf most freqnentiy accessed,pages stored in the -VAM. _Fdr
A exampie, conaidef once again;a.videoten‘data base wheae pattern of
accesses follows the 90-10 rule. The VAM‘couid therefore satisfy
90% of all. requests made to it "by datoring. the moat‘ frequentiy
accessed 10% of the data base- The‘remaining 10% of reqnesta ate
éassed on to the central machine, and the pages when received are
used to keep the most popular .page list up to date using one of

the page replacement policies.described in section 2.4. g 5
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Considering the user population .as a whole,‘the‘cestf:per\
user £for the VAM configuration"cad be shown to be'ioﬁer'tﬁan:foﬁ
the replicated éyétem:configuratioh. Fer simplicity,.aeeume .tﬁat
the VAM.and central system are identicai ekcept:that‘the VAMddisc
' storage:is only 1d% as 1arge. Using again the 90?lb rule, the
Central' system in the VAM configuration can then. support 10 VAM g
since each one -passes on 10%Z of the _tequests it receives<
Tﬁerefore eleven systems are used to increase the uset popdletioc
tedfold.' This is however less expensive.than_using-ten copiee of
the /central Systeﬂ because the smaller disc;storagevdn‘the~VAM=ie

considerably cheaper.

In_ additibu many of _the advantages' of '1distri§cted
computing apply 't the -VAM .configuration. The‘ VAM's can be
located physically close to the users, saving communication costs,
and the single connection to the possibly distant” central machine
ie effectively shared by all users of the VAM. The VAM doesjall
direct user ihterfacing" and ”buffer‘ hendling i‘eS‘ well' as
.housekeepidg ‘taeks;Asuch}vas:lcgdn, uset:ideﬁtificétibh and usage
‘stetistics, so that the central machine need only - accept
pre—processed page requests and rettrp the pagee-demehded. ‘Sdch a
distribution of functions over two fmachines alibws;each to be
optimized for its specific teek; tesdlting 15 gteated_‘cverali

efficiency.

Extended videotex features can also be natutally’handled

'by the VAM configuration. Telesoftware and action pages could be
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3
executéd on the VAM where extra CPU power can be provided as
needéd. Keyword searches could be partially impleﬁented on- the
'VAM using the same policy as used for témporary.pagé'sthage;ffhgt
is' the most popular keyword indiées'would"be stored,iﬁ the VAM so
that only a small portion of keyword lookqps or searches would be
done on the central machine. The configuration also'aliowé more
'geﬁeral networking since a VAM can access several central ﬁachinés
as easily as one. This prbvidés users ﬁith a gatéway fgnction
where access to remote data, Baées isfprovided as‘natﬁ:all& ds

access to the central machine. . = o B o

The design and impiementatibn 6£ a Videétexv Access
Machine is a Eurfent réséarch-topié at‘thé:UhiVQrsité de Montv¥éal.
It 1is to be imple&entéd as éimulti-micfo%C?U syéﬁem with'aisingle
disc and programmed in a concﬁrrent‘ programmiﬁg 1anguag§; _The
disc " implements the: local'stofégefof most popular pages;‘éhd as
‘many CPU’s are provided as needédnto‘handle the uéé:‘*processiné;
Modern concurrent ‘languages suph.as:Cbnpufrént Pascalior'quﬁla?Z
"afe‘dgsignéd to aliow efficient multi-programming ‘Sn-_a Mhare"
. machine, that is withothtﬁe‘use~of a general purpose operating
system and the overhead it réqﬁires. In thié way_thg _ﬁachinevvis
dédicated precisely to the task repfeseﬁted bynthe‘cbncﬁrreﬁt
brogram. In the remainder of this secti&n ‘we - will desériﬁe;vhéw
:puch aAsystem'might function and pr&Qide an,anaiytic.ﬁédei of the

system'capacity for a given hardware configufation. - {
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5.2 System Configuration

The VAM machine is physically implemented as ‘a ~singie
disc drive and enough CPU’s to handle user processing and I/O. If
more than one CPU is used then thelsystem components are. linked
together using a >shared high‘ speed communication: link.il he
comnonents in this case are complete micro—computet.isYstems
consisting of a CPU, memory and uSually-eome sort of 1/0 facilitz.
The concurrent program implementingl the VAM evstem aeda‘mho%e
consists‘of severalaconcurrent processes that communicate"amou%g
themselves and, in- a given implementation these proceeses:aqe _
distributed over the CPU’s. AThere' is no. conceptual:_diffetence
~between inter-process .communication. taking place;On:one CPU or
‘between two CPU’s so the structure;:ofq thed.bi?fallf ¢oncuﬁFeét
nrogram. is independent of the physical.teaiization on ofe or mote
CPU’s. It is 'practicaih coneidetations that ‘determine . the
'distribution of oroceesee over the‘ CPU 85 fort inetancé‘rthe
>processing and 1/0 capacity of a single CPU and ‘the - speed penalty

of communicating between two CPU’s.

Since ae many CPU’s atenuaed as needed the throughput of
the system is limited by the average service time of the disc. I1f
the requests to the disc are treated in the order received .this
’ time is dominated by the average seek time of the disc. .However
disc scheduling algorithms, which take into account the current
head position of the disc, allbw‘a reducedfaverage'service time at

the cost of a greater variance since.requests'are not treated'fin
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‘thévorder in which they are réﬁéive&- According to Teorey [43],§he
SCAN. algorithm, where the head shuttles back and forth‘éerviC%ng
requests waitingAalong the way; ié'the best ‘method_ for loQ.:to
moderate disc loading. We_ﬁill aséumé in our model_that a11 VAM

disc accesses are made using this method.

Although the VAﬁ stdres ohiy thé‘most poﬁulaf. pageéixin
thé systen, tﬁe memory hierarchy 1deas of section i‘apply as well
to the VAM taken by itself. Of the pages stbred on the VAM, ‘the
most- popular of- these_in turn.éan.be”stored“in'memoryvtg reduce
the load on the disc. HbWéverAthe “directory storagg_.gannot-}be
haﬁdléd exactly as coﬁsidered‘bef§ré beééﬁse”tﬁe\éét.bf péggs,oﬁ
the VAM is cohtihuaily be1ng.ﬁpdated;’}Wheﬁ a ﬁewubage fié 1stotéci
in  the tVAM; an old one muét be:deiéted. If the correspohding
'__direCtory entries were stored on disc, ;his' would. require ﬁwo
extra disc writes to br;ﬁg,them'dﬁ‘to'daté;-'chSidéfing.alédztéat
»thé. set of paées.on the VAM is éiréédy fa;rly'éméilivwévpr6p05§>

stoting the entire VAM page directory in memory. R I

Estimating_thé,;umber oﬁ CPU's ~required «forl a giveﬁ'
configurati&n is diffiéult bgéagsé thevé?U ptocessing rgéuiféd»ia
low while the'I/Ovthroughput' reqﬁiredvyis  re1a§ive;y' h;gh.' For
example, if each user Trequest néeded 5 1ms:of“CPU ti@e (1000
inétructians on g~slow machiné)ithén 2b0 usérs éacﬁ.geﬁerafing oﬁe
‘requeét every 1b>secondé-on ;ﬁe éyerége»wpuld g;gsent ohiy a 10%
ibad on the CPU. On the other haﬁd; aéguhing-an'éyerage page éize

of . 1000 bytes, the same pdpﬁlation of users would presept'én 1/0
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load of.two times 20 Kbytes pef second, assuming the ,CPﬁ ;must
receive the data from somewhere (disc or another CPU) and segdzit
to the user terminals. While this is well within the overall DMA
range of eveﬁ a slow machine, it is still not neceésafilyutgue
that a given CPU could support that many users, givén'-Such
practical _constraiﬁts as the humber,-of-I?O boards tﬁét'éénvbe
plugged in or how many devices can coﬁtend.for DMA. 1In ‘addiﬁion,
ékﬁendEd features such as teleséftware and Reyﬁord seaﬁﬁhes
require CPU prbcessing. However it is diffigult> to estimate how
much they require until uségg stafistips on ,these featdre§ bec$me
available. it is for ﬁhese reasons that the VAM-is éonceived as; a
multi—CPU\ syé;em with tﬁé flexibility of adding ppoéesséré to the

system as needed.

Figure 5.2 gives a possible ébnfiéuration Whefe the ‘user
terminals are divided_beﬁween’twb-CPU's:and a thifd'CPU is.usédyto
' ménagéj the local storage and 1n;erf5ce with:the ¢én;ra1 systefns.
In this instance additional dser_ interface iCPU's. may  be added

. without changing the basic structure¢'5

5.3 System Modelling

r
.The VAM system modeizis 5ased on three input paréméteis.
Firstly, thg capaéity of the disc.determines whaf pr0portién tof
réquésts can be satisfie& localiy withoutiaé§essing the central
i

system; The larger the disc, the greater thié _prppqrtion"and 80

greater 1is the number of VAM’s the central system can support.
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Secondly, the size of bage "storage in memory determines What
proportion of requests serviced by the VAM can avoid accessing_ghe
disc. 1Increasing the size of this.sﬁorage reduces disé‘accésses
and therefore increasés ﬁhe poténtial number of ~on-line 'uéers,
Finaily,'the disc characteristics determine the pracﬁical 1imit€on
the rate of accesses to the disc which along with thé bre&ious
point determines the number of usersjthat the systeﬁ can handle.
We use queuing sSystem anal&sis to model the performance of ﬁhe
system for various user loads. To determine the felatioﬁship
between the size of local storage.and'the'proportidn df’feq@eéﬁé
that it cén satisfy, we use . the Yield %formula,. introdﬁcéﬁ 3in

section 2.5.2. . o S

Taking the VAM and central system as a Whole; the
responée time for various user réquest rates can be modelléd by
ZQueuing system analysist The usual measures are.average respbdsg
~ time and 90% time, the Fime in- ﬁhi¢h 90% of all requests are
satiéfied} Putting a given limit on the response time imposes
~ through the model a limit on;the_usef request rateé. ~ In >£heH:VAM
system, the response time distriﬁution is a weighted‘éum‘of two
disjoiht.cases: the résponse'fime of tﬁe VAM for paées' it- stores
_1oc;11y and that of the centfai system for requésts it feceiVes
from the VAM. . | o

The fgsponse time of‘the;VAM forblocélly stofed-page; :is
_thg more importaht of the tw§ siﬁce'we expect moéghﬁage requests

to be satisfied locally. We will model this  as just .Ehe ‘disc
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response time since the CPﬁ processingitime is insiénificant'in
coﬁparison. Although a queuing mbde; analysis of a‘disc'using tﬁe
SCAN algorithm is very-éoﬁplicated, Teorgy [43] pfd@idéé Opéﬁ fofm
equations -that can be used to numerically determine the >meaﬁ; a;d
.'variance of the response time as a function of the fgégest faté,

given the characteristics of the disc drive in question.

For requests made to‘the qentral’syétem, we wili .médél
‘theAreéponse time as the sum of the centrai disc response ﬁime;aﬁd
the'comhunication fime between the two sysfems,;again_ignofihg'the
CPU proéessing- time. $ince we are j;sf\cénce:néd‘héfeAwith the
 conf;guration of the VAM and since ‘fhié Aciass ‘of Aféﬁuésgé
Afepfééenﬁs .oniy a émall _ proportion of théftétalﬂvé‘will‘éimply
estimaﬁé a value for the central system disc résﬁonsg, time. Thé
communication time will be twice the transmission deiéy'bétween
thg two systeﬁs; for sending the request and receiving' the- page

demanded « e

- ¢

Letting &V 5g the éﬁgrage reép§ﬂ$g»£ime-;f-thgfﬁAM-far
local requests ,  E: the average reépopéé .time of ﬁhe‘ ceﬁtral
sysfeﬁ énd pvt' the pF0portiQn of feauests serviced-by.;he VAM,
then,the avérage combined response time is}  ‘ : : '_ 5}

Tr = pvetv + (1 - pv)«tc . (Eqn. 9) o

on

If we épecify an acceptable response ,timeH>for' the system, the
. . : : -
value of £V can be found given pv and an estimate of ‘tc. The

:Queuing model then giveszthe corresponding disc access rate from

which the maximum nﬁmber‘ofkpn—line‘usgrs can be detérmined.
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In order to calculate the 90% time we use Allen’s
. : : ' i
extension to Martin’s estimate which states that the 90% time 1is

,éqqal to the mean pl@s 1.3 times the standard deviation,[AAI. For

this we need the variance of the combined response time which is:

var(tr) = pveVar(tv) + (1 - pv)yvér(tc)

+ pve(l - pv)y(EG - EEf‘ ‘ =(Eqn-_lO) 8

In order to determine how much  local page store 'shduid-
be allocated on ‘the VAM, we Apeed to know the .freqdency
distribution of page acceéses. Fpr.a.small setvof-téstfdata,:;;his
was modelled quite well using the Yield formula,:at‘léASt_up-t6<
about .- the 85th ~percentile of Aacces§e§>j(geetyégétioﬁ;y2@512)o'
Howevef, no data was available to.the'auﬁhors for a more reaiistic
siZed‘ data 5ase of say 50,000 .pageé; Iherefofe we‘pfésent in
Appendix A2 a method of extfapolating ﬁhe formula alrga&&ldbtafned

to apply to a larger sized data base.

Here we repeat the new Yield formula derived for a  data

base of 50,000 pages:
£b2(m) = 0.114 log( w/0.731 + 1 ) - 0.069  (Eqn. 11)

ﬁoté.that as. in the .case of the originaL formula,'if}ﬁé §e£ f$2ﬁm5
to 0.85 or gre;ter and éolve for 'm‘,nwe get_ﬁa;ues tha;zareﬁtpﬁ
small because of the nOn—lineArity of’ the dé;a .in @this, range.
fﬁis--new formula cq;feSpoﬁds however to a.92—8kfulé; 80 weAﬁill
revise this downward fo.'thé more conse;vativefb90-10A usedk_in

previous jexampleg. Obviously more.wbrk is needed to.fitAa fo:mula
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to the non-linear part of the curve in order to determine such

values with some confidence.

+
‘

Letting pv .be'the proportion of requests to bée serviced

locally by the«VAM.then:the Yield formula gives the amount of disc

storage necessary. Similarly, 1ettihg‘ pm be the prbportibn of
requests to be gerviced directly from VAM memory, avoiding disc

accesses, we can calculate the amount of page storage necessary.

Given the above proportions, we.can calculate the average

~number of disc accesses per user request. This gives us the

maximum user request rate given the maximum disc access rate
determined from queulng analysis. The‘maximumfnumbér of on-1line

users can then be found from the average rate at which ‘each usér

makes requests to the system. Each ugér request géneratesl (pvf;

pm) page reads on the average because pm ”6f*'thé “reads " 'go to

[N

memory and (L, - pv) go to the Centralvsystém} 'In‘additidﬂ it

' geﬁerétes (1 - pv) disc writes because pages from the _centradl

system are kept on the VAM disc to keep its ﬁages list up to date.

The total number of disc-accesses on the average is then:

pd = (pv - pm) + (1 - pv) = 1 = pm - (Eqn. 12)

‘This turns oufy to be independent of' bv, decreésing“ as’ pm

increases. .

5.4 A System Example




-76~

3
(N

In modelling a hypothetical VAM system, we will use the

following parameters:

1

Data base size 50,000 pages.

]

Average page size 1,000 bytes
Average user request rate = ] page petr 10 seconds

per user

Average system response time = tr = 1 second

90% response time 2 seconds
We specify the proportion of requests to be serviced by

the . VAM and the smaller proportion to be serviced from VAM memory

PV = 0.9

.§m= 004

As ‘mentioned earlier, increasing 'py .increases; the
number of VAM’s that can be connected co the central>system;But
costs VAM disc storage and directory.space;cwhile' increasing.' pm
| increases the number of users that can be connected to ‘the VAM but
costs VAM memory’ space. If the costs.of all system components
were known, including the central .system: and the' communication
1inks,. it . should be possible to minimize the cosc»per.user as a
function'of. pv and opm . However we‘simply specify what~seem to
“.be reasonable values,.since we are concerningdourselves'here with

‘the VAM system alone.
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Given the value of pV';.we.can use the 96-10 rﬁie;tq
predict that the VAM digc musﬁ have a'capacity‘of.5,000 pages:§p.5
.Mbytes.'This is in the range of Winchgstef éype"discs:’ﬁow
 qvai1ab1e} which alsbihave the viftuevof being cbmﬁact and”fairly
 inexpensive. Using the eétiméte in section 2.3-505  14 ‘bytés: per
directory entry then wé also néed fO Kbytes_‘of: ﬁéﬁéry ﬁér”'
directory space. To fin&(the memory . space heeded for pages we
_solQe be(ﬁ) = pm (Eqdation li) which gives a value of m = 44.»
Therefore the 44 most popular pages-in'thé data base will Satiéfy

40% - of all accesses. This requires a memory space Of 44 Kbytess '

To 'médel the .discu resppnsewftime‘ we <Wiil‘ usénithe
chardcteristics of the IBM 2314 “type disc because 1Teorey; I43]
ﬁrovides cdmplete data on it and because its average éccess*time
gf 72 ms is within the rangeﬁqf}éur?ent Winchéster type diécé; A
more dgtailed analysis »Basea oh'a patticulét*disc“@oul&fﬁég £he

explicit formulas Teorey prévideé. _: R . S IR

Using a centfal s&stem fesponée‘time‘qf 1 éééond"‘énd? a
daﬁa transmission delay of 1/4 sécbﬁd:wé have tc =.1.5:Sécoﬁd}
ﬁsing the values of tr and.-pv fgiven'ﬁe can solve Equation‘9?ﬁo
4 &iéld tv '='.94 second, the réﬁui;ed average respOnséitiﬁe of.'the
VAM disc; From Teorey’s Figure. 8 this gives ; disé access ré;eéof_
27 requests per gecond. Hisﬁformuiaé givg.glso var (tv) - .6@2 f#.
Estimating the-_vagiéncg of - the ‘cgnfrai - system té be l‘seéoﬁd
(exponenﬁial‘caséf, Equétion Ib givgs ‘Qar(tr)‘ = .607.A*The~ 907%

“time ~is then fAE?-+.1.3 s.d.(tr) = 1.95 seconds, which is:within
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the required range. ' , - ' L L

Equation 12 gives pd = 0.6 disc accesses on-the:avéiaée_

per user request. Therefore the system will support 27/0.6 ;_jAS
user requests per second. ‘Using.the user request'xéte givé# bf
one per 10 seconds, then the system can support 450’on411ne usérs.
With the estimate in section 2.2 of 34 5ytes for the user éontext

this requires a total of 15.3 Kbytes of stofage._

As - we saw 1in section 5.2, even 450'users'WOuldln5t
present much of a load to a single CPU, ~ but pracﬁical
considerations would probably cause the- user 1ﬁterfa¢ésft§#5e

divided amoung two or more CPU’s.

In summary then a VAM system can sgrvicé790% of‘”ré§§gsts
to a 50,000' page data~base{using a ﬁiﬁches#éritypejdiac wiﬁh'S
Mbytes of storage.‘ The systeﬁ can suﬁportxﬁso onfliné uéérs.néiﬁg
about 130 Kbytes of memory for data storage. The exact ndmbey of
CPU's-and theAammoqnt of memor§ ﬁeeded‘fof ﬁfgg;éﬁ 5£3fégélmgét'be

determined experimentally.
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6. CONCLUSIONS S

1
The main conclusions from this work may be summerized .as
follows: 1
Conclusions relating to storage structures of

page~oriented databases:

The memory space required in central ‘memory for the
storage of the user context information for the active subscriﬁers
is small compared to the size of the page directory, and to the
space that.may be occupied by_mASt:frédﬁently aécessed'ipformatioﬁ

pages.

Among the different replacemehﬁfétrategiés:fbr déc;ding
»whigh pages to put froﬁ the fast buffer meméry into the éiower
disk stérage, such as '"last recently used", "least frequently.
used", or "6LIMB"; the CLIMB~algofithm seéﬁs to béAtbéj ;hé best.
However, further reseachnis.reqq;red to determine how it could be
best adapted to the - videotex enQironment, ' including."the

dete:mination of certain operational parameters.

Optimal allécation of the information pagesionto.fast
buffer memory and slower disk storage can be determined basgd'*oﬁ
the non~uniform access ‘pattern. of thé subécribers to the data.
However, not enoﬁgh statistical data is. éurréntly: évailaﬁle on

such usagé patterns to méke”general conclusions’ on such optimal



allocations. . ) !

A hashing technique seems appropriate for finding
requested pages in the database. Part of the hashing directory may

be resident in the main memory of the computer.

The memofy allocation strétegies discussed above are
applicable for both telephone and TV channel transmission, as. long

as pages can be arbitrarily requested by the subscibers.

In the case of a broadcast cyéle combined with directly
. requested pages, the strategy for placing certain pages Qngthe
broadcast cycle or not may be determined by the'same-ﬁethod as for

the question or placing pages in fast or. slower memory (see

above).

Allocating thé memory Storagé hierarchy‘over ﬁwo sepé%ate
types of machine results inwé:distriguted‘videotéx:éystem.With
several advantages. over a ceﬁ;ralized system. The user interface
machines can service large numbers of.éubscr;bers'using relatively

cheap hardware.
Conclusions relating to keywords.

For the implementétion of simplé keyword access, the:use

of hashing techniques seems quite appropriate.
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For the implementation of ‘keyword search with ‘bodlean‘
conditions, the wuse of _spedial-purpose._hardware,. such as CCD
devices or bubble memory may be useful, but  it_ is notA“qieér

whether its use would be economically adﬁantageédS‘at this time.
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APPENDIX Al - FITTING THE BRADFORD-ZIPF DISTRIBUTIQON '

The following equations provide a convenient méthod of

finding the parameters of the Yield Formula used to describe the

1

Brédford-Zipf distribution.

The general form of the Yield Formula is:
fb(m) = h log(m/u + 1) + £fb (0)
Initially, we £ind three values for m such that the

corresponding fb(m) values are eﬁually spaced. That 1is, we. f£ind

ml, m2 and m3 such that:

fb(ml) = A
fb(m2) = A + B
fb(m3) =

A+ 2B

Then we compute h, u and fb(O)-as follows:
m2%%2 - ml*m3

ml - 2*%m2 -+ m3
h.= B / log(b) where b = (m2+u)/(ml+u)

£b(0) = A = h*log(m 1/u + 1 )
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- APPENDIX A2 - EXTRAPOLATING THE YIELD FORMULA - o

Given that we have a° yield formula that appliesit6 a
small test data base, we propose to extrapolate this formula for a

larger sized data base by changing the parameters of Equation 2.

First we note that the factor h appears in = the
calculation of fb(m) for all values of m except m=0. Setting b0 =
£5(0)/h we have the more natural form

A fb(m) ?'hA( log( m/u + 1) + b0 ) ,  R

= h ( log(m + u ) - log u + b0) - (Eqn. Al)

.Here the equation is seen to be linear in log( m + u )

with slope h. Letting Ml be‘the data base size, we should“have

fb(M1) = 1, a cumulative access probability of unity. For .a larger
data base size of M2 , we woqld have’anbfhertheld formula’ £b2 ,
such that fb2(M2) = l. The second formula can then be &érived

from the first by chaugiug:thé'Value 6f>“h.
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Cumulative
Probability

= fb (m)

000 o e e e +
log (M1l+u) log(M2+u)‘

B = Number of Pages

‘Expected Yield formulas for data base sizes Ml and M2

Figu:é.Al

If we keep u and b0 constént then h is detérmined
éolely_ from the value of M';‘tﬁe data base éize.'The real data
however 1s only linear for low values off: mo, féfter: which.'the
curQe‘ falls off ‘(the'"Grpos brbbpf),iso-the slopé,'h galéuiated

from the data is larger than we would expect.



log (M+u)
Comparison between the Yield formula and the‘actual data

Figure A2

If however we postulate that the slopé"calCulated. from

the data 1s proportional to: the ideal slope calculated from the

data base size, then this proportionality can be maintained: for -

the extrapolated equation by multiplying by the ratio of the idéal
slopes. For this we need an expression fdr'thg idéél'SIOpe h® ‘as
a function of ﬁhe data base size M. Ué;ng'fB(M) é‘IWas before ‘we

have:

h' = --———--—-———-—-——--————-;-f———f-— - (Ecin- AZ)
log( M+ u ) - log u + bo .

Letting hl ‘be‘the:slopeicalculated from‘ the data for

the test data base of size Ml , we calculate h2 the slope for a

data base of size M2 wusing a factor k such that h2 = k hl.

' The factor k is then

TR S e e i e e | T '_ A : (E‘qn.'_ A3)
‘log( M2 + u ) - log u + b0 o
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Substituting values from the equation .in section 2.5 and

using M1l = 3795 and M2 = 50,000 we get k = .755 which gives a

new Yield formula éppligable to a data base of 50,000 pages.

£b2(m) = 0.114 log(m / 0.731 + 1' ) = 0.069 (Eqno A4)
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