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ABSTRACT

Sfochastic processes arising in connectidn with a hYbr&d*switched
intégrated voice/data hefwork are studied. Four cases afe coﬁsidered:
exponentially distributed data packet.lengths with finite or infinite
buffer, and constant data packetAléhgths'with finite:or infinite buffer.
Performance criteria are taken fé‘be biéckiné probébility for ydice
traffic, buffer overflow:probability for data in the finite datg buffer
case, and thé avcrége data delay in tﬁe infinife data buffer case. An
exact analeisviS:provided for eaéh froblem}."Numericalvdifficuifioé‘.
associated with ébmpufing the cxact solutiops-are}then poiﬁted out. This
leads naturallyt§ the»consideratibn Qf fhb‘ﬁuaiitative asﬁects of traffic
Behaviour. A simple aﬁd eésy-to-éomputeAfiuid approximation i$ then given for
é&diuatiﬁg the average data dela&l‘ It is.shown‘fo.reflect fﬁe»true quali-

tative traffic behaviour. It indicates, in particular, that large data

 queues will build up during heavy voice traffic conditions. A flow control
procedure is then proposed for regulating the data queue. The performance

" of the hybrid switch with this flow control procedure is improved tremen-

dously. The analysis of voice traffic with variable digiiization rates .
is also given. Closed-form expressioﬁs for the voidé*traffic are obtained,
which may have applications to- flow control. Fihally, tﬁe.packet voice/

data integration alternative is examined, and some mecthods fqr evaluéting‘

its performance are discussed.
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CHAPTER 1

INTRODUCTION

1.1 Transmission of Voice and Data in Conventional Networks
In conventional communication networks, voice and data traffic

are handled differently because of their different characteristics

and requirements. Voice traffic consists of long messages requiring

continuous real time delivery with call duration 6f several minutes.
This type of traffic, referredito as‘class I traffic, ié pransmitted
mainly through circuit switching,Ain which an end—to~end circuit-is
established and maintained during fhe duration of a call. The cross-
network delay is émall and appréximately‘constanf. The lastyproperty
is imporéant for good quality of spcech. if‘the;ﬁetwork is busy,

calls are then blocked. On the other hand, data traffic‘éonsists of
either.short messages reﬁuiring-near rea1 timc delivery such as ihier;
acti&e dafa, referred to as class IItyaffic,_or long messages:requifing

neither continuity nor real time delivery such as bulk data transfers,

‘referred to as class III traffic. ‘Data traffic is generally accepted

for transmission, but it may experience delay. Interactive data is

 bursty in nature, where typically short messages alternate with long 'think

times". Such data traffic is now transmitted mainly through.packet

switching. In packet switching, data is grouped into packets, and

‘eéch packet is routed independently through the network. The packets

experience a variable crossnetwork delay with the packets arriving at

their destinations possibly out of order. Long data messages can be

handled using circuit or packet switching as it has no real time delivexy
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requirements. Since long data messages will not play an important
role in the evaluation of integration alternatives, we shall hence-A
forth use the term data to refer to class II traffic only.

If is clear from the above description'of‘traffic characteristics

that it would be inefficient to transmit data by circuit switeching.

On the other hand, the transmission of voice traffic by packet switching

is currently being considered. The motivation is that voice traffic,
though less than interactive data, is still bursty in nature [1]. Hence
it would be logical to consider using packet switching for voice also.

There are, however, several difficulties that need to be overcome in

packetized voice [1]. First, since voice traffic requires small cross-

network deldy, it is necessary that the delay incurred in roﬁting the
voice packets be small. If the network is:congcsted; this may not be
pcssible. ‘In addition, the length of the packet must Be.designed-care-
fully.. If the pécket is too éhort, a 1arge percentage of fhe bits will
bc‘overhead bits,_aﬁd inefficiency results; If the packet is 00 1ong,.
the packetization delay will also be long. Finally, since, the packets
may arrive at their destinationscout of order, they must be reassembled
to yield good speech quality. It is not yet clear how all these pro-.
Elemé‘may be colvcd although packetized voice experiments seem to pro-
duce encouraging results [1]. For more detailed discussion on the

various aspects of switching, see; for example, [2], [3].

1.2 The Case for an Intcgrated Voice and Data Network
To plan for future evolution of communication technology in which
the varjety and volume of traffic are expected to increase sharply,

future networks must be able to provide‘efficient use of trunk capacity
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duration B is the same throughout the network in order to provide a b : 5

- for a wide variety of transmission characteristics. Since the primary

cost of a network is in the transmission segment, the integration of

voice and data transmission in a common rather than two -separate Systems .

- promises significant savings. Another advantage.to integrating voice

and data is the capability of providing interconnection between the =~ .«
broadest possible community of subscriber terminals. These factors

have led to a growing interest in integrated]net&orks;. Its possibility
has‘beeﬁ studied in a number of papers'dealing with the modelling and
analysis of such nctworks,'and some experimental integrated networks

have been constructed [4]-[20].

1.3 Switching Alternatives in Integrated Networks

We have seen in Section 1.1 that circuit switching is inefficient - : ok
for data. Thus we should not use solely circuit switching in inte- .- i

grated ﬁetworks; This conclusion has been amply éupported by coét

and efficiency studiéé compafing circuit and packet switching schemes
[18], [21]. . Two approaches have so faf emerged for designing integrated
switching: the so-called hybfid.switching ﬁcheme,'and the_voice/data

packet switching scheme. In the hybrid switching scheme, bcth circuit

and packet switching are provided by the network through a special time

division multiplexing format whereby a frame of constant duration b is
divided into two subframes, one dedicated to circuit switched traffic

and the other to packetlswitchéd traffic [5}, [7], [9]. The frame.

nearly synchronous virtual path to.circuit-switched traffic. The moti~- i B

vation for this switching scheme is to match the switching method to .



the traffic type.  Thus voice traffic is circuit-switched while data
is packet-switched. Within the hybrid switching scheme, there are
also two methodé of désigning the subframes. In the so—calied‘fixed"
Eoundary schene, varioﬁs traffic classes are not allowed to uge idle

bandwidth from the other subframe. 1In this casec, the inefficiency

~of circuit switching remains with the circuit-switched portion of

the‘frame. In the so-called movable boundary scheme, data traffic

is allowed to use idle time slots in the circuit-switched subframe.
Althqugh this increases the comp]egity of thé multiplexer, it is hoped
that utilization of the channel will be cnhaﬁced.-_The performance of
the voice traffic is analyzed using the probability of,blockinglcri—

terion while that of data traffic is analyzed using the average delay

‘criterion. One of the advantages Qf.hybri& switching is that the user

can decide on which service he would like to use. Tn the voice/data

packet switching scheme, both voice and data are transmitted via packet

switching. The motivation for this scheme is that, in addition to

being able to utilize the burstiness of voice, voice and data can be

handled in a unified manner. However, as voice requires a<éma11 Cross-
network delay,rvoiée packeté are given priority over data packets. In
addition, it is necessary to use a "smoothing" buffer in order to de-
liver voice packets to their déstination at a fixed delay and at a
constant rate. Packets with crossnétwork‘delays larger than this fixed
delay is considered lost. PastIStudies havé shown that if 5% of the
packets are lost, this causes noticeable but still acceptable degradation

in the speech quality. This suggests that a suitable performanée cri-

terion for voice traffic is the percentage loss of packeté [22]. For data t

fic, the average delay criterion can be used.
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problems which arise naturally at the link level in integrated networks. ..

'~ the integrated switch. We pose the various analysis problems associated

There has not been a detailed comparative study of hybrid switching

“and packet switching in integrated networks, with perhaps the exception

~of [18]. Both seem to be viable schemes for integration, and each has ...

its advantages and disadvantages. However, for 'the immediate future, =
it seems likely that the hybrid switching scheme'may be more compatible:

with existing conventional mnetworks [2].

1.4 Outline of Report
Our work is a contribution to the basic understanding of the inter-
action of voice and data traffic flow. We have focussed on some of the

fundamental theoretical issucs. Specifically, we analyze sone queueing

Previous.stﬁdies in this area include [5]~t7],[9},[10],[17],[lé] dealing

with the so-called hybrid-switched scheme,‘and [20], [22], [23] dealingfn; ' _ 4

with the voicc/dafa packet;switched scheme; .Althdugh we have surveyed .. : 3m
A . |

Séme of the work in voice/data packet-switched networks, we have concenf

trated our research'on the hybrid-switched case, since this $eems at .

this moment to be the most natural path of.évolution towards -integrated

‘networks [2], [14]. . It turns out that in the hybrid-switched case, earlier

works contain inaccuracies [19]. Our contributions consist of more: com-

plete analyses.of the stochastic processes involved, and the analyses

.of some simple yet usefuljflow'control models. The organization of the

report is given below.

In Chapter 2, we begin the presentation of,oﬁr contributions. We i~

- fivst discuss in greater. detail the mathematical models used in modelling i




with stochastic processes arising in integrated networks. In pafti~.
cular, the queueing probléms vhich naturally arise are pointed out.

We then analyze in detail two queueing problems connected with hybrid
switching. First we study the problem where data packet lengths are
assumed to be exponentially distributed. With this assumption, the
integrated switch can be anaiyzcd using a two-dimensional birth and
death process. We characterize thc steady state joint distribution
of voice and data traffic for the finite data buffer casc as well as
the infinite data buffer case. In the finite buffer case, we find
that the steady state joint distribution can be obtained by solving -
alset of linear equations. However, for even a moderate number of
voice and data channels and buffer size; the dimension of the system
of'equations"isnlarge. We also egamine the performancg triteria asso-
ciated with this system: the blocking proBabiiities for voice and data
(a data packct‘is blocked when it cannot be assigned a buffer space).
Tﬁe implications towérds buffer memory managment are also discussed.
In the infinite data buffer taée; the steady state distribution for

voice customers and the steady state generating function for data as

"a function of voice customers are characterlzed Their complete deter-

mination, however, requires the computation of roots of certain poly-

nomials inside the unit interval. The numerical difficulties involved
prompt us to study approximate, .rather than exact, analysis of the
queueing problem. We survey some results available in the literature'

and propose also a simple fluid approximation for the problem. , When

'
b
b
i

we apply these results to the computation of the performance criterion:

i
i
'
I
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the averag§ dé1ay for dafalpackets,'we find that the fiuid approximatién
gives véry fcqsonable results. These results are also compared with the
simulation resuits reported in [19]. ‘Iﬁ general yithe déta quege' build&f
up whenever the voice calls seize avlarge énough’hﬁmbér of chénnels,
leaving an ingufficient number of channels for the transmission of datéiﬂ
packcfs. This suggests that some flow control schemé is necessary to
alleviate the congestion in the data Queue..'One such scheme will later
beAdiscdssed;

The analysis-of the queueing probleﬁ when the daté packefs hﬁve -
consfgﬁt leﬁgths is substaﬁtialiy.different from the one for exponential
packets. The Markovian nature of the process is no longexr prééent and
we have to take inté account explicitiy the frame;structure. We use the -
same modél-aé'that‘considered b& Fischer aﬁd Harris [9]. However, as-
was pointed out in [10], the ana1y91s in [9] contains an error whlch CoE
invalidates the conc1u51ons given. We here give an ana1y<1s of this

case by COHSLdGTlng JOlntly the voice and data trafflc. We first studv

_the case where the data buffer is finite. We show that the solution for

the steady state distribution is again governed by the solution of a

matrix equation. However, the number of nonzero entries in:the matrix

. is much 1aigcr than the case of exponentlally distributed packets, although

the dimension of the matrix is reduced. In fact, in general, thls matrix

is essentially full. Hence numerical problems again would arise even for

-moderately sized problems. The case where the buffer size is infinite . &

has been a long-standing problém‘in integrated networks. Here we present

the correct solution to this problem by characterizing the steady state X -

" generating function for data for a given number of voice customers.. Using




value is dimposed for the frame size. Circuit-switched terminals are

the generating function, again one can compute the average delay for
data. Analytical solution is available only for the simplest example.
In the general case, the complete solution requires the‘detérmination'
of the roots of certain analytic functions inside the unit circle.
Just as in the case of exponentially distributed packets, approximations
are necessary for gaining insight into the nature of the solution. The
results for the constant packet case are also comparcd to those for
exponentially distributed packets, and thevsimilarities'and differences
between the. two cases are pointed ouf?

Similar to the movable Boundary'hybridﬁswitghed system is the
variable frame scheme. Here, instead of having a fixed frame, the frame

size varies according to the traffic conditions. However, a maximum

aséumed to be perménently connected to the network and they‘are trans-;
mitted through the cifcuit—switghed portion of the frame, where the
number of voice slots is' assumed to be:random. Similarly, the humber
of slots in the ﬁécket;switched portion of the frame is also assumed to
be random. This model has been éuggested by Miyahara and Hasegawa iﬁ
[15]. Here we briefly examine one possible'method of analysis for this
system. |

The analysis of the joint voice and data process shows clearly that
during periods with heavy voice traffic, the data queue buildé up rapidly,
giving:ﬁse to long delays. To reduce the dafa delay, soﬁe flow control
mechanism is necessary. In Chapter 3, wé examine a very simple flow
control procedure involving the regulation of data flow iﬁto the 1ink

based on the number of voice customers present in the system. By assuming
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"~ -the pécket lengths to be exponentially distributed, we are able to

~obtain expressions for the various performance parameters using two--

" problem for this situation in.Chapter 4. The blocking probability is S

dimensional birth-death analysis.
Since future communication requirements will: likely involve voice

traffic with different digitization rates [2], we analyze the queucing .

found using a muitidimensional birth-death analysis. The implications
of these results to the control of voice digitization rates are then

discussed. We can also consider a flow control procedure combining

both direct data flow control and the control of digitization rates.

 While we have not made any in-depth study of the packetized voice/

data integration scheme, we have surveyed some of the literature. In -

Chapter 5, we report some of thesc results'and compare the models and - .- oy

assumptions used in all-packet systems to those in hybrid circuit-packetsy ol

. ° . B |
systems. .In particular, the differences in the performance criteria andi. EA!
their implications are examined.

~Finally, in Chapter 6, we make some general conclusions on the

current status of research in the integration of voice and data in

ccommunication networks. Our work is by mo means comprehensive and

there are a large number of extensions we can pursue. Some of the

future research directions are also sketched.
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CHAPTER 2

ANALYSIS OF. THE STOCHASTIC PROCESSES ARISING

IN HYBRID-SWITCHED NETWORKS

2.1 Mathematical Model for the Integrated Switch

Iﬁ this chapter, we form our attention on hybrid-switched systems.
We first describe briefly the multiplex structure used in hybrid switching.
Time slices of fixed size, termed a frame, are allocated to the trans-
mission of digitized voice and data ﬁackets. Each frame is divided into

two portions, one allocated to voice traffic, the,bther to data. The

.voice traffic subframe 1is divided further into slots. Each active call

has one or more slots reserved for its transmission. The number of slots

"siezed by a call is proportional to its voice digitization rate. For a

more detailed description of the frame structure, see for example [5], [9].

Voice traffic is either accepted or rejected, with small connection

delays and no error control. It represents a loss system in which if a

connection cannot be established between the source and the destination,
the call is blocked. The size of the voice subframe is designed so that

the blpcking probability for voice traffic is small enough to meet the’

. performance.requirements. Data traffic, on the other hand, is always

accepted, if an infinite data buffer is assumed available, and is trans-

‘mitted in packet form during the remainder of the frame. Data packets

will experience a crossnetwork delay. Since reasonably short delafs are

- generally required for data, data traffic performance is evaluated on

the basis of average delay ihcurred.' If the data buffer is finite, the

data performance parameter is the probability of buffer overflow. To

enchance 1ink wtilization, we assume the movable boundary scheme is
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‘adopted, in which data traffic is allowed to use any residual voice

capacity available due to statistical variations in the voice traffic,

There are basically two different.models‘fqy_the voice and data

traffi¢ that we consider. In both of these models, the voice and data

arrivals processes are assumed to be Poisson with parameters Al and lz

respectively, and ghe holding.timé diétribution Ebr voice is assumed
to be exponential With'méan,ﬁla In the first model,-the servicé time
for data is assﬁmed to be expinential'with mean ﬁ%u This'efféctivély
means that the packet lengths are assumed to be eﬁpbnentially distriﬁuted
with méan length ﬁé»; In the second model, the sefive'time for data ié
assuniec to have a determiﬁistic distribution F(x), where.F(x)=0 for x<b
énd F(x)=1 for x>bH. The numbor'of voice and data chaﬁnels‘in a frame
is assumed to .be NV and Nb, respectively. EWe assume thgt ald .
péxameters are ekpressed in consistent units.
) Thé multiplex Structure described af the Bég#nning éf this gcction&.
éan be modelled as aAqueueing'system with two tyﬁés of'arrivals, voice

and data, and an operating rule that allows.thesc customers accessto the

system (referred to as opening the gate). An arriving voice customer

waits in a buffer until the next opening of the gate. If the number of

-free voice channels.is greater than the number of voice customers ahead

of him,‘he receives service. ' If not, he is lost and léaves‘the_system.
For the data traffic, arrivals are buffered, and at the opening of the
gate, placed on the available data channels on a first come, first served

basis. We assume the voice buffer to have infinite capacity. The data

buffer may be assumed to have finite capacity, so that overflow can occur,

or it may be assumed to have infinite capacity.
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The qﬁeueing problems to be addressed may now be formulated as .
follows: givcn'the data buffer capacitf, find the blocking piobability
for voice traffic, and the average delay for data traffic in the case
of infinite data buffer, and the buffer overflow probability in the
case of a finite buffer. In the rcﬁaining sections of this chapter;

we shall analyze the various queueing problems that arise.

2.2 Analysis of Traffic Behaviour when Data Packet Lengths are

Exponentially Distributed with Finite Data Buffers
We first consider the case where data lengths are exponentially
distributed with mean length ﬁL—; and the data buffer contains M spaces.

: 2
Vie also assume, for simplicity, that there is a basic slot size, and

“that NV slots are available for voice and’ND slots for data, so that

the total capacity is N:NV+ND slots. If we ignore the time quantization
introduced‘by the frame structure, we can then model the system as a

two~dimensional Markov chain. We state the results obtained precisely

~as follows.

Let the voice and data arrival processes be Poisson with parameters
11 and AZ respectively, and that the service distribution be exponential

with rates Yy and U, respectively. The service and arrival distributions

‘are assumed to be independent. Let QV and QD-be the number of voice and

data customers in the steady state, respectively. Define Pi j=p¥{Qv=i’
QD=j}. We assume that voice calls have priority;. that is, if there are

less ‘than NV voice calls occupying the channel, any additional voice call

that cannot find a free channel will preempt a data customer. The pre-

empted data customer returns to the data buffer. We assume that there are M
spaces in the data buffer. Then the steady state equations fox ﬂij are

given by:
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~In Eq. (2.2.1)-(2.2.6), we define P_

QA iU )Py o= AP g () UP
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141,52 2F 1, -1 PPy Sy

j=011:--':NTi“1 ) (2'2"1)

1,]

! ) s - . 3] . b) -
[A1412,1u14(N 1)u2]pi,j | xlpi~1,j+(l+1)u1}i¥ '*Azli,j~1

. "__. s ‘ T
S+ (N })uzpi,j+1 N-igjsM+N-1-1 . (2.2.2)

[k1+1u1+(N~1)]Pi,j = Alpi-l,j+k2pi,j—1+A1pi—1,j+1»

JEMaN-1 o (2.2.3)

i= Nv’ we get

OGN P = x1pNv41,j+Aszv,jl1+U*’”“szv,j*'l.

V’J - . . o . e
520,1, ... N -] - O (2.2.4)

A

= J . l
)pNv,j A1PNV~1,j+ ZpNv,j—1+hDu2pNv,j{1

Y J +N
(A +N ¥ NG,

U <i<MaN =1 . - . ~
NIl (2.2.5)

i = ' . l : ’
(NG N P 5= APy g ¥Ry 5t Py oL o
A" A" v v :

3N - L (2.2:6)

1,57 41,57 1,1 e 1170
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These equations, together with the normalization condition z Pj 5=1,
i, 77
uniquely determine the steady state probabilities P, .. :

. . >

As an example, we solve for the M .'s in the case where NV=1, ND=0,
, ‘

M=1. Equations (2.2.1)-(2.2.6) reduce to

(A1 20%0 0 = P10 " WoFo 1

. > = -+
Ayt 2p010P0 3 = Py 3+ AP0 0 " WP 2,

SO0 5 = AP0

3

()P 5 = AP g

> = . ’
HiP1p T MPon AP0 T AP,

with normalization condition ) P, L=1,
M S
1) ! : .
The solution of these cquations is given by

2 2..3..2 |
S I Ay AgAH . AP M
0,0 ' L, | ) Cori i, Aty
2 2 | -1
ApAgrA Ay s Ay Aoy MAy ,
HTH T T TR P VT (2.2.7)
1AM H I, 1A
A A +AZHA '
I U v v i W | 2.2.8)
0,1 (A, rudw, 0,0 : ,
A , ' ' :
P =2 p o o C(2.2.9)

0,2 }‘14'”2 0,1
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1
)\2+u1 0,0
Mooty
ul 0,1 ul 1,0

For 3,=0.01, 2,=40, “i:0'01’ 1,=100, we got
Pgo = 0-557812281
Py p = 0.155158685
Pl ® 3544319622x10"5
Py 4 = 0.472886534
Py y = 0.0540560682

If we count

the total nuwber of equations defined
(N +1)

(2.2.10)

(2.2.11)

by (2.2.1)-(2.2.6),

we find that there are ——%;~« (2M+2Nﬁ+NV+2) equations.  For NV=10, ND=5’

M=10, this gives 231 equations. Thus the total number of equations

increases quite vrapidly with increasing Nv’ ND and M. However, because -

of the special form-of the equations, efficient iterative methods can

be used for their solution [24].

(.-

The above model has‘previou31y been considered by Weinstein et al.

in [19]. However, their results appear to contain errors. The correct

steady state equations should be.equétions (2.2.1)-(2.2.6).

The steady state‘blocking'probability PL for voice is given simply

by the Erlang B

pL

formula
\ | ‘ ]
Al I\‘v , Al ki-1
w1
S I e L
i ]
N s K
L. -—

(2.2.12)
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The buffer overflow probability P, is given by

B
N : .
v ET :

Pp = 40 P neg

i=0 .

where the Pi j's are the steady state probabilitics given by (2.2.1)~(2.2.6).

s

For the cxample where NV=1, ND=O, M=1 discussed aboﬁc

and PB = 0,526944602
These results may be uscd to design the size of the data buffer to
achieve a certain buffer overflow probability. The model may also be

modified to handle priority traffic. However, there does not scem to

" be a simple way of relating the buffer size to the overflow probability.

For each set of traffic parameters, numerical solution of the equations
(2.2.1)-(2.2.6) would be needed to determine the overflow probability.
Some buffer management schemes are discussed in [17]. We shall not go

into those details here.

The case where voice traffic cannot preempt data can be treated in

the same framework. The resulting equations are simple modifications of

(2.2.1)-(2.2.6), and the details are omitted.

In the above, we have treated the queueing process when the data

buffer is finite. If the storage memory is assumed to be large compared

to queué lengths, approximating it as an infinite size buffer would be

valid. 1In the next section, we shall treat the infinite data buffer problem.

"(é.z.ls)

i
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2.3 Analysis of Traffic Behaviour when Data Packet Lengths are Exponentlally

. Distributed with Iﬁfinite Data Buffer

In this section, we study the stochastic process conneéted with~hybrid
switching £01 oxponentlally distributed data packets with infinite data
buffer 1hls pnoblem has been conSJdolod prev1ously in [17] and [19]. A
In particular, []/] plOVJdes a rather detailed dlscu331on of the queueiﬁo
problem. Qur inclusion of this material here is for completeness as.well
asifor ease of companison wfth the constan£‘packet case discussed later.

We use the same nqtation and mathematicél nodel as in.Section 2.2
except that here, an infinite data buffer is asgumed available. Thgn

the steady state balance equations are given by:

For i=0,l,...,NV~1, we have

_ (A1+1U1+A2+Ju2)Piéj = A.P, .+(1f1)u1Pi ‘.+A2P, +(J ])UZP

1"i-1,3 +1,) i,j+1
0sj<N-i-1 ‘ . (2.3.1)
[Ayriug #Apr =00upIPy 5= APy 5 DR 5
1+ AZPi,jf1+(N~1)U2pi,j+l j=N-1 - (2.3.2)

For ich, we have

(1u1+}2+3u2)Pi’j = Alpi—l,j+k2pi,j~l+(J+1?U2Pi,jfl

AOSjsN—NVd» B (2.3‘.‘3) :
[y sdgr (201005 5= APy g, 5%492Pe, 5 1“"(\I 1)“2p1 341
‘ij—NV~ S (2.3.4)
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In these equations, we have taken P_l,j=PNV+1,j=Pi,_1=O.

By summing over j in (2.3.1)-(2.3.4), it is

J

oo .
Let P,= ) P, ..
1 . 1
j=0

straightforward to show that

Thus the steady state distribution for voice traffic is the same as

that of an M/I\I/NV/NV system, and is independent of the data traffic.

To anélyzc the data traffic, define the generating functions ;

- _
,Y = J ' s
, (2) Z _Pi,jz 1=0,1,...,N,

By multiplying (2.3.1) and (2.3.2) by z) and summing over j, we get,

after some calculations

- Dhgrug gt (-1up]m (2)

i

Ay (DGR (4D (DT (2)

-1 . N-i-1

-i- .
AT _’]_ s J
[i++1 N]uZPi,j+lz jzo (i+j N)uzpiljz

t

5 v

Similarly for isz, we get

(2.3.5)

1 oy L _ ’
Z-Pi O(N-l)uz _ i=0,1,...,N_ -1 , | (2{3.6)



|

|
s

|

| - o

-

-19 -

.[NVU.1+>\2+ (N—Nv)uz]ﬁNv(z) = AlﬂNV*1(2)+[>\22+;(N~NV)UZ]WNV(Z)‘

N-N -1 ' - N»N*«l
;) i
+ .z NI+ L-N) Py ’J+1 - >'. (N, 43 \)u2 N ’sz
j=0 j=0 '
Ll N 3 | 2.5
z N0 "Ny S ‘ (2.3.7)

Equations (2.3.6) and (2.3.7) may be combined into.a matrix equation of

the form
A(/)H(z) b(7) R - - | (2.3.8)

where ﬁ(&)' [ﬂ (z) w (4) e N (z)], A(z) is an N XV matrix. consisting
of the coeffiicients of the w, ( ) s in CQUQt]OHS (2.3. 6) and. (2 3 7), and
b(z) is a vec101 contdln;ng the unkygwng pi,j"i=0""’Nv’ J=0 ,N-1i-1.
Note that A(z) is a tridiagonal matrix. To solve (2.3.8), we need to -
- determine the unknowns defining the vector b(z). Lquat:ons (2 . 1) and T
‘(2;3.2) may be used recursively t6>express the unknown Pi’.'s f01 i=1,...,NV,

3=0,1,...,N-i-1, in temms of PO j‘s for j;O 1,... N. ‘Thus we need N¥i equations.

to determihe the Po’j's; .We can obtain 1 V~n, cquatlons from (2 3.3). .One_
=equat10n can be found by the condition that in the steady state, the carried
load\must equal the expected number of busy’servers (or equ1valently, the_
.condltlon that ) Pl,jél). ‘The remaining Nv\equéﬁion§ are obtained by
first finding tieJV unique roots of det A(z) in (O,I)land then requiring
det Ri(z) to also vanisﬁ at these points, whgre Ri(z) is tﬁe matrik obt@ined
by replacipg the ith column in A(Z) with b(z). The above méthod(of solution
is described in greater dctail in [17]Vfdr aisliéht1y~different formulapioﬁ;

where, in particular, thce uniqueness of the roots is det(A(z)) in (0,1) 1is

proved. It is similar to the approach described in [25].



with examples in [17]. Even if extended precision is used, it is difficult

'special case of N,=1, Ny=0. The solution is given in [19], which we quote

- 20 -

After ﬂi(z) has becn found, the expected number df data customers
is given by

N
v, ‘
E(Q) = 1 7 (1) - (2.3.9)
i=0 ,

By Little's Theoxem [26], the average data delay is given by
] ,
\ = = R
E(uD) Az E(QD) , _ , (2.3.10)

The above results in principle enables us to solve the hybfid switch-
queueing problem for exponentially distriﬁﬁ?éd data lengths with infinite
data buffer. However, it is'difficu1t'to apply'even for moderate values
of NV and ND because of the uumérical difficulties involvgd. In parti-

cular, since the parameters (Al,ul) and (A ) generally'differ from each

2%
other by several orders of magnitude, roundoff errors in the computations

become very significant. Chang has illustrated the numerical difficulties

to relate the system performance to the system parameters owiﬁg to the com-
plicated calculations involved. In later sections, we discuss some,appréxi~
mation methods which are simpler to apply, and which give the same quali-
tative traffic behaviour as the exact sélution.

It is pOSSiﬁle, however, to solve (2.3.8) expliéitly in the very simple

D

here:

2
p. (L+p;) T+p A, /1 , .
1 1 17271
E(W,) = T - (2.3.11)
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where pl = ﬁl" “and pz = &,
1

"~ As an cxample, 'if we take k1=0.01, u1=0.01, u2=100{ and plot,E(WD).

'against kz, we obtain the graph given in Figure 1. The large data delaff

is due mainly to the presence of the Xz/ui factor in the numerator. This

factor can be interpreted as the cxpected number of data packet arrivals

“during an average voice holding time. Since AZ is generally several orders

of magnitude larger than ul,_k'/u can be quite large. These results will

be comp wred later ulih these for constant data packet lengths, where

Slmllal data dclay characicristics are also obtained

l 2.4 Ana]ysis of Traffic Behaviour when Data Packet Lengths are Constant

"“with Finite Data Buffer

In the previous two sections, we have analyzed the voice and data

traffic behaviour when data packet lengths are exponentially distributedﬁ
'The situation for constant data packet lengihs 1s mathematically substan—
‘tially different. In th15>case,_1t is necessary to take into account"

explicitly the frame-structuré associated with the hybrid switch.  Our

model is similar to that given in [9]~for the infinite data buffer problem.

In this section, we treat the finite data buffer ploblem, while the in-

finite data buffer problem is treated in the next section.

Let us recall theshybrid sWitch\model for the constant‘nacket case.-
The voice and data arrivals are assumed to be-Poisson with perameters Xﬁi
and 6 (this is used instead of X to d1st1ngu1sh the cons tant packet case
from the exponentially distributed case), respectiveiy. The~voice service
time is_assume to be exponentiél with'menn iLg énd’thendata service time

y 1 .
is assumed to be deterministic with distribution function F(x)=0 for x<b,
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and F(x)=1 for x2b. Every b seconds, the gate opensth'a11ow vdice aﬁd
data ﬁraffic access to the channels.

' Since the service time for data is deterministic, we cén no longer
model the joint Voice and data précéss as a twd~dimehsioﬁal birth‘and
death process. However, wé may still model the 5oint stocﬁastic process

' . . : L ‘ : - v B
as a two-dimensional Markov chain. To do so, let us def;ne pi_to be. the

_probability of i voice arrivals in a length of time b, qzj the probability 1

of j busy voice channels just before»the opening~of the gate given that
there were k present jusf after the iast opening, and p?’the probability
of i data customer arrivals in a length of time b. By our aséumption;,
we_ha&e

b oumt . | |
17 b - a1y

"Ry T e i ‘

, W, bik-j3i ~p bl A - . - -
vk T 1 S -
G [j} l-e .§ R . (2.432)

A i S
PD . o0 (6b) @

i _ it
It was shown in [9] that the queueing system is stable when 6b<N—E(QV)

whereAQV is the number of voice customers in the system in the stecady

‘state. In- [9], the steady state distribution of Qv is‘thaihed. “Their

results are-as follows:
Let ﬂX be the steady state probability of having i busy voice channels
just before the gate opens. Then ﬁg, i=0,1,...,Ny, are determined by the

equations

m = § e . §=0,1,.. 0N i (2.4,4)




S R N
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together with .the nomralization condition

N .
VA : ) , :

Y ou, =1 - - _ (2.4.5)
20 , ,

J

where sz are the transition probabilities given by

N -1 © :
v v _V v v .
P, = ) GiPy .+ Gy Yy P for i=0,1,...,N -1
U jemaxci,i) RN k=N -1 k. M
: 3=0,1,. ’Nv
-—' V - - . !
qNVj for i=N_, j=0,1,.. ’Nv (2.4.6)

The blocking probability PL for voice is determined as follows.

Let the number of voice custoiers between any two successive gate openings .

be denoted by ERS. Then we have

N-2  [N.-j-1 : N ~j-1

: v v iV v VEI v v R
ERS =} o, ) kp o+ (N_-j) {1 ~ Pl My 4 (1-py)
s=0 4 | ¥e1 kK Vv k=0 k N, 1~ 0
(2.4.7)
And PL is given by
. ERS | , -
Pp=1- 3\—1?_ _ _ : (2.4.8)

In Eq. (2.4.4), one equation from that system is in fact redundant.

Thus (2.4.4) and (2.4.5) represent NV+1 linear equations in NV+1 unknowns.

They may be solved using standard numerical methods for solving linear

systems of equations.
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“evaluated then (2.4.8), to estimate P
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It is also notéd in [9] that the blocking;probability‘PL is well-
approximated by the Erlang B formula'(2.3.5) provided klb is sufficiently
small. In the éxamples that we examine, this will indeced be the case,
and wevshall usually take the Erléng B formula, which is muéh more réa&ily
7 Lo

We noﬁ turn to the énalysis of the data traffic behavioqrﬁ In this
secﬁion, we assume that the.data bﬁffer is finite'with M spaces, and we

take the performance criteria to be the buffer overflow probability. To

correctly analyze the data traffic, we need to consider the joint distri-

bution of voice and data.

Let us define Ql and QE.to be the number of voice and data customers,

. e . - . . 1 .
- respectively, in the channel immediately after the ttl opening of the gate.

- ; e . v
We can then write down the following conditional probabilities for.Qt:

N ﬁin(j,m)

RPN N ) B vV .V - N
pr{Qt*let—l I Qtvl—l} . RZO qjkp-m—k. m‘Q’l"'f’hV 1 .
| | ©(2.4.9).
P {Q'=N in S % A E v j ; a0
r T IR T Re g7 F L Ay Lo Pyl T
S k=0 m—Nv S

~ Similarly, we obtain the_fblloWing conditional probabilities for

2,




- same reasoning applies to the derivation for the case where n=M.
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D_10V. D . v _.
Pr{Qt—nI9t~m, Q. =i, Q_;=i}

~0b n
= E“'"ézﬂil- for isN-j-1

v and n<M

-0b n-i+N-j
- & (6b) CMeieia
- (n-i+N-=3) ! for N-j<isM

and i+j-N<n<M

SR O

k=M ‘ : n=M
-0b k+N-i-j
-7 & (éggzi_.),. for N-jsisM .
k=M I j+j-Nsn=M
= 0 otherwise _ ' ' (2.4.11)

In (2.4.11), if i£W~j~1; then éll the data customers receivcd.service

in the (t—l)st gating period. Thus the number of data customers in the
system (channel plus buffer) after the 6pening of tﬁe gate is the sqﬁe

as the number of data arrivals .during the gating period. If izN-j, then
i+j~N.customers are still iﬁ the systch at the tth openinghdf.the gate.

To make up to n data customers, we therefore need n+N-i-j arrivals. The
The joint transition probabilities are now given by

P {Q)=n, Q=n]Q} =5, Q¥ =3}

v D )

- Pr{QEanszm’ Q177> Qy=1

D i)

| P.AQ=n|Q}_;=3, Q_;=i (2:4.12)

I3
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the right hand'side of.(2.4.12)'is independent of t. We may:
denote the joint transition probabilities by pji,mn' They are
min (j,m) R L) n N
o =) ey SRl or aaN-ge
It k=0~ N T n . <N
n<M
min<j,m) -8b n$N—i—j
k=0 JROMER ARl J): m<Ny,
' i+j-N<n<M
A min(j,m) | © N :
= Q. ¥ P _LQEl_ for isN-j-1-
! jk 4 r-k nl :
k=0 | 77 x=N_ m=N,,
V -—
n<M
) mln(g,m) v © v @bcgb)n+N—1~J A sena
= S DT N S I for N-j<isM
k=0 _J =N = N (n#N-1-3) % m=Ny
. oV s N<n<M
min(j,m) . T
= WE quPX (eb) ) for iSN—j—l
k=0 ) r=M m<N,, '
. .n=M
. . ' -Ju';' .
i min(j,m) o b(eb)r4k -y i
= i Pk 2 TN-IoTY ~ for N-j=<isM
k=0 3] b O m<N,
’ i+j- N<n M
min(j,m) [ 0 e &b s
= § qu ») Pv_k ) = (?b) for isN-j-1
k=0 _J =N, * s=M s - m=Ny
n=M -
min(‘j,m)'—V o Vv 7 oe o0 ﬂb)s+h i- J
- 9k ) Prox ! (s+N-i-3)!  for N-j=isM
k=0 LJ r=N Mos=M R m*NV
v ~ i+j-Nsn=M
. . ...\"
= 0 otherwise (2.4.13)
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1=0 whenever i>M or n>M. . This is due to the fact

Note that p..
ji,m

that there can be at most M data customers waiting for the gate to open.
This‘sﬁould be compared with the exponentially distributed data packet’
case analyzed in Section 2.2 where no such restfiction holds. |

Let Wij denote the steady state joint probability iizipi{Q¥=i, Q2=j}.

Then under the condition for stability of therqueueing process, we. have

that the wij's are uniquely determined by the equations

- b 2.4,
ﬂm,n .Z. ﬂijpij,mu (2.4.14)
1,)
together with the normalization condition
Yowr =1 ‘ ' (2.4.15)

i, i

'If‘we compare this solution with the solution of the exponentially

distributed packet. lengths, finite data buffer_problem given in Section 2.2,

we sec that both solutions require solving a system of linear equations.

However, while in the exponential packet case, the matrix involved is sparse,

in the present situation the matrix involved is virtually full. This is

because the transition matrix (Pij mn) is almost a full matrix. On the
L o >

other hand, the dimension of the linear system of equations in this case
is generally.lower than that in the exponential packet case.

As an illustratioﬁ,‘consider the very simple system where NV=1,
ND=0, M=1, A1=0.01, u1=Q.01, =40, b=0.01. Equation (2.4.14) gives rise
to four equations, three of which are indebéndent. Together wifh the

normalization condition (2.4.15), the steady state probébilities are de-

termined as follows:

H WS N OE B N NP NN N B M WS
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n00‘=‘o.3351097s91
o1 =:011645652414 I o -
o = 6.0001p16314125

o =.§.4999233§ss

11

. Comparing these vesults to the corresponding case with exponential data

packets, we:see that the numerical values of the steady state probabilities
are quite close, even though the models used are different.
The total number of equations in (2.4.14) is (NV+1)(M+1). Thus there

N +1 : A _ R
5 (ZND+NV) fewer equations in this case than the exponential packet

case. For example, for NY=3, ND=1’ M=2, there are'lz states associated

with the constant packet case, but there are 22 states associated with the
exponential packet case. However, for a reasonably-sized data buffer, the

dimension of the system will still be large. Furtherwore, because of the

fullness of the matrix, (2.4.14) will be numerically more difficult to

‘solve. As in the exponential packet case, these results may be used to

design the size of the data buffer to achieve a certain buffer overflow -
probability, but to apply them in practice may first require extensive

parametric studies.

2.5 Analysis of Traffic Behaviour when Data Packet Lengths are Constant"

‘with Infinite Data Buffer

In this section, we analyze the queucing problem arising in hybrid«“
switched networks with constant data packet lengths with infinite data

buffef. .Heré,*the queueing model used is the same as the one in the
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 probability of having i voice customers and j data customers in the
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previous section except that an infinite data buffer is‘aésumed. The
performance criteria are the blocking-prébébility for voice and the
average delay for data. This problem was first studied by Kummerle [7]
and then by Fischer and Harris [9], and Occhiogrosso et al. [iO].
Kummerle [7] basically gave an ad-hoc approximation of the traffic'
behavléur. While the voice traffic was correcfly analfzed in [9],Athe'
analysis for data traffic in [9] and [10] contains efrors, as WQS'pointed
out in [17] and [19]. We give Here the correct results governing_data
traffic, thereby solving this problem of long standing theoretical interest.

Je first note that theivéice traffic Behaviour is exactly the same
as that described in the previous.section; In particular, the blocking.
probability is given by (2.4.8). We shall ﬁow concentrate on the data
traffié anélysis. : :

As before, let us use the notation ﬂij to denote the steady state

system., Define the generating function wm(z), m=0,1,...,NV by:

: n
z) = A
wm(z) . Wmn

n

Ne~18

In Appendix 1, we derive the following equatiomﬁfor wm(z),~m=0,l,{..,NV:

v N-j-1 min(j,m) L N
R A D R A TGO MR
jk m-k ji
j=0 "i=0 k=0
N G N . - (2.5.1)
v min(j,m : . o
v .V ~-0b(1-2) j-N _ _
o ; quPm__k € Trj (Z)Z' m—O,l,...,NV 1 |

and




e e

are therefore N+(N—1)+...+(N~NV+1)+(N»NV)3‘
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N Neio1 3 ‘
v N-j- ) © e :
3R d . v LV -0b(1-z +j-N
TTN (z) = X 2. i Qax 2 'pr—k ﬂ-ie (1-2) (1'21"3 )
v =0 120 k=0 | I* »=N_ J
Y] v S v ‘ -6b(1-2z) j-N ny
+ Yy ) Uiy ) Py Hj(Z)C R (2.5.2)
j=0 k=0 | - r=NV : o gReE
Equations (2.5.1) and (2.5.2) may be written in the form
Ac(z)ﬂ(z) = bc(z) o - - (2.5.3)

where ﬂ(z)‘=[ﬂ1(z),....,ﬂN (z)], Ac(z) is an NVXNV matrix consisting of

- the coefficients of the Wi(z)‘s, and bc(z)'is a vector containing the

unknowns w,.., j=0,...,N , i=0,1,...,N-j-1. The total number of unknowns ~
. B T V. \ N +1 : o
v

2

(2N—Nv).‘-To determine

these unknowns, we find the roots of det Ag(z) inside the unit circle.

: ) ' : Ny,+3
: . co s : \ : .
In Appendix 1, it is shown that there are-5-(2NeNV) unique. roots of

det Ac(z)'inside>leslf One of th@se rqgtilis z=1. ,If the  remaining
roots are denoted by Zs5 then we obtain —%ff{QN—NV)—l equations by re-
quiring det Ai(z) vanish at the zi‘s where Ai(z) is the_matrig obtained
by replacing the ith colum of Ac(z) by bc(z).' An additionai equation
is pfoﬁided by the normalization condiﬁion .Z.-ﬂij=1' These équations
together then uniqﬁely determine bc(z) and{ié%oe n(z). Once the ﬁi(z)‘s

are determined, the average data delay is given by

N . . . .
By =2+ 1 1 oa . C(2.5.4
Wy) = 2%% I m ( ) : R | (2.5.4)

where the first term in- the right hand side of (2.5.4) represents the delay

due to the gate, and the second tcrm vepresents the delay once access has

been gained to the system.

)
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Let us compare the solution procedure for the constant'packct'.
problem with the one for exponential packets. In the exponential packet'
case, the main computations involve the determination of theAfoo£s of
det A(z). Since A(z) is tridiagonal with cntries which are polynomials.
in z, det A(z) can be evaluated_using recursive relations satisfied by
its principal mirrors. The roots of det A(z) can then be found using
standard root finding techniques.” In fact, by léoking af the sign changes
of the principal minors of A(z), it 1s possible to find intervals whichl
bracket the roots of det A(z) [17], [25]. On the other hand, the métrix
Ac(z) is full with entrics being analytic (transcendental) functions of z.
There.are no spacial properties of Ac(z) that can be exploited. "Deter-
mining the roots of det Ac(z)_will be a difficult numerical problem for
even modprate valuecs of NV, even more so that in the case of A(z). Thus,

while the ﬂi(z)'s can in principle be found using the above procedure,

it is very difficult to carry out in practice except when N, is very small,

- say.s4. The need for suitable approximation methods is even more evident

in this case.

Just as in the exponentially distributed packet lengths case, analytical

solution for the average data delay is available in the simplest possible

case, Nv=1, ND=O. The average number of data customers in this case is

given'by

R VoV, VvV Vo -2q7 Y
EQy = {2[q;ypy+a; P 0b-0b]m, 6b(1-2q,,P,)

) Vv VoV o,V Vo oy
ﬂoo(l.poqll)eb(2q10p0+3q11p08b 6b-2)}

| v oV v 2,-1
[2(q) P8 + a] Py - O0)7] | (2.5.5)

L eV V.V v VooV V-l
where T"OO = [qlopo-i-qllpoeb~8b][L‘PO"'qupO]
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The average data delay is then given by

b 1. | \ S
Bl = 5 + 5 E(Q) o : (2506

The derivation of (2.5:5) is given in Appendix 2.

Forx X1=0.01;~u =0.01, aud bEO.Ol, the average delay is:plotted

1
against 0 in Figure 2. Notice that from the’approkimatioh using the

Erlang B fofmula;.EQv=O.5 so -that the condition for stability of the

'dgta queue is approximately 0b<0.5. This is shown clearly in Figure 2. -

If we compare these results to those for the exponential case, we find

“they are very close. In fact, for 0=40, the average delay .in both cases

is approximately 250 sec. In [19], it is reported that the simulation

“results produce an estimate of the average delay in the constant packet =

case for 0=40 to be 176 sec. This seems to be somewhat low compared to °

the analytical results. We have also independently programmed the simu-'-

" lation model of [19], and we have obtained an estimate of 223 sec. This

casts some doubt on the validity of some of the simulation results in [19].
In the above four sections, we have looked at the exact analyses of

stochastic processes arising in hybrid-switched integrated networks. We

~ have seen that due to the numerical difficulties involved, simple approxi-

. mations which reflect the qualitative behaviour of the voice and data

traffic are very much needed. In the next section, we shall discuss-quali-

tatively the behaviour of the voice and data traffic and offer some explan-

ation of this behaviour. 1In Section 2.6, we shall discuss some useful

approximation methods.
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2.6 Behaviour Modes of the Hybrid Switch

It is not evident from the theoretical anaiysis given in the previous

sections how the hybrid sw:tch bchaves except in 1he 31nple case of N =1,

: ND=O where analytically solutions are possible. However, numerical solu-

: . :
tions of some examples given in [17] show that ﬂi(l) increases rapidly

with i, where ﬂi(z) is the generating function for data with i voice

‘customers, as defined in Section 2.3. Intuitively, if we have. more voice

cuétomefs ig.the chaimel, there are then fewer slots ayailaﬁle for déta
transmission, and hence the data doiéy will;inCrcase. This is in contrast

to the results in [Q] and [10], where the conc]uston is c¢§entla11y that

if L(Q ) is Lhe avelage number of busy voice slots, 1hen the perf01mance

of the'data will be that of a 51ng1e serverqueue of capa01ty N-h(QV)._ “, 
particular the rapid incrcasé of W:(l) doéé ﬁot”occur in [9], {10]. ,H0wevér,

extensive s:mulatlons supporting our ﬁbovo comment have been glven in [19]

These samu]atlon results show how the data queue bunlds up durlng pcrlods

“when'there are a large number of voice calls, and how the data queue dls—

sipates when the voice calls drop. We now give some additional theoretical

basis for the e\planatlon of the data traffic beth1our using the work

of Yechiali and Naor [277.

In [27], a qlngle servél duuaelng sttem is considered in which the
cap501ty of the server alternates between two levels. The period that the
server remains ét~a given level has an exponential distribution and custo- =~
mefsbare asspméd to have.exponential sexviceAtimes; Thus their model
corresponds to a system in which aéta traffic is serviced at one of tw§ 
different rateé! | | |

Let fé‘bé the mean holding ti?e in state 1 and let ﬁL-be the mean

: 1 : . 1 :

‘holding-time in state 2. Then the steady state probability of being in
i . Al

state 1 is ﬂl:i;?ﬂ;tand the probability of bclpg in state 2 is ﬂ2=K1+U1




o reed.

Assume that data messages have arrival rate A in both states and average
service time —- (1) when the server is in statc 1 and -fé)whcn the. serveéer
: Ho

is in state 2, (see Figure 3). The average capacity of the system is

u2=ﬂ1u2(1)+ﬂ2u2(2) messages per second and AZ must be less than H, 1g order

for the queue to be stable.

Yechiali and Naor [27] found expressions for the mean number
of customers in tﬁc systen in terms of the roots of a third ordor'p01y~
nomial. By looking at scveral extreme cases they werc gble to characterize

several modes of system behaviour.

Case A: If cithex kl or 1y vanishes, then the system reduces to an

M/M/1 queue with capacity uz(l) or u2(2) when ll or }i; vanishes respectively.

Case B: If My e while A, remains finite then the system reduccs

1

to an M/M/1 queuc with capacity U, (1)

Case C: Suppose that very rapid oscillations occur between levels
1 and 2. In particular suppose that A and ul tend to 1nf1n1£y wzth A Cul
where C is a pbsitive finite constant. The sysicm then 1educos to an M/M/1
queue with caﬁadiﬁy’ﬁé; That is, when the capacity varies very rapidly,
then the average data message "sees' a single server with capacity eQuai

to the average capacity of the system, ﬁé.

‘Case D: Now suppose that the transitions between the two levels of
service are very sluggish: Al and My tend to zero with A1=Cu1 where C is

a finite constant. There are two subcases.

s = S8 B
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Case D1: In this case we have that the data arrivai rate kz is

always less than the capacity at both levels of service, that is, 14<u2(1)

and A2<u2(2). In this case we find that the syétem’exhibits two oiasi-
stationary modes corresponding to an M/M/1 queue with capacity uz(l) when
the system is in state 1 and to an M/M/1 queue with capacity u2(2) when

the system is in state 2,

Casc D2: In this case we have that»k2<u2(l),but Aé>p2(2). (of
course we réquire that A2<ﬁé in order for the overall syétem to be stable.)
The system cxhibits a quasi-stationary mode when the system is in state 1,
and a nonstationanry mode when it is.in-state 2. . The number of customers
in the system incrcases steadily while the éystem is in state 2 and is
"flushed out" when the system returns to state 1. Yechiali and Naor
showed'tﬁat the expected number of customers in the system can be made
aybitrarily large by meking appropriate choices of kl and My

The Yechiali-Naor model can be extended to the case where the level

- of service can take on N possible values. The associated transition

diagram is shown in Figure 4. The generating function approach again
yields expressions for the mean number of customers in the system in
terms of the roots of a polynomial. The same modes of system behaviour

can be expected. In particular, cases C and D explain the discrepancy

between the results found in [9] and those found in [19] and Sections 2.3

aﬁd 2.5. Suppose that the level of service changes many times during the
service time of a single data message. Then the capacity available.to a
dataimessagc is approximatcly equallto the average capacity ﬁé andAis thus
effectively independent of the process regulating the instantaneous capa-

city. The studies in [9] and [10] assumed that the number of data messages
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in the system and the instantaneous capdacity are independent. This
assumption is valid only if ‘the process Qv(t), the number of voice calls,
varies rapidly during the service time of a single message. The rate

s vty TS
it . vy PR

of Lhangc Jn the level of service when the nunber of voice customels

1s Q (t) is A +Qv(t)u1 In gonelal Lhe voice parametcre Al and u] arefj
much smaller than the corresponding parametelb for the data traffic.
Thus the above assumptlon is valid only JfQ (t) is a very large numbcr.
Thus the results in.[9] and [10] will hold only for very large scale
systems in which a vexry 1arge nurber of voice Calls>are handled.siﬁdl—
tancously. -

fhe hybrid'switching systems 1nv0511GALcd in 9 ]alclsimulated in[19]
involved a small number of simultaneous voice calls~ Consequently tﬁe SYS-.
tems exhibip type D behaviour. When the offerod data 1bdd is iess_thanltho
instantaneous capacity the system settles into a.quasl—statldﬁafy mode .
When the offered load exceeds the instantaneous capacity, the system i#} o

temporarily unstable and the data queﬁes build up until the system returns

Through the above discussion, some insight has been gained: into the

qualitative behaviour of the hyerd sw1tch In the next section, we examine

formance chalacterlstlcs as the exact ana1}51s dlscus<ed in the previous
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2.7 Appfoximate Methods of Analysis for Hybrid-Switched Integrated’

Networks |

Some approximate methods of analysis for hybrid—switchéd intégrated
networks have been previously presented in [7] and [17]. In [7], approxi-
mate formulas are given for the average data delay which disfinguish1the
caseé where voice traffic is heavy and where it is ligﬁt.' It is shown
that large data buffer queues can build up during overload peridds. The
approximations given in [7] arc rather crude -and vefinements have been

studied in [17]. In [17], a.conditional mean approximation and a diffusion

approximation for the exponentially distributed data packet casc are analyzed.

Both of these approximations require solutions by itewation since they
involve solutions of nonlinear systems of equations. Some numerical
results froni these approximations are then compared to the exact sclution.

They indeed show the same qualitative behaviour as the exact solution.

Hence, they can be used to evaluatc the system performance. We shall

not go into the details of these methods. The intercsted reader is referred

ﬁO'[17] for a full discussion.

Here, we present yet another approximate method for estimating the
performance Qf‘the hybrid switch. We believe that our method is simpler
to use than those in [17] since it does not involve the iterative solution
'of.a nonlinear system of equations. We also present some numerical results
comparing our approximation to the simulation”results.presented in [19].

We have not, however, attempted to éompare our approximationlto'those
feported in [17]..

We have already seen in the previoﬁs section that the voice and data

random processes are not independent. We assume that fhc vdicé process

changes slowly relative to the data process so that the behaviour in case D

- ew =8 M=
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of the previous section prevails. For the case where the offered jlata
load never exceeds the instantaneous capacity we use a weighted average -

of the ‘submode performance to estimate the average performance. For the.
: ? LasE P s

~case where the offered data.load occasionally exceeds the instantaneous ;

capacity we develop a fluid approximation model that gives simple formulas
for the-average performance.

Assume that messages have Poisson arrivals with rate AZ messages/

' o 1 1 ota umi e .

second and average message length ﬁw-data units/message. Let G-—“kz/u2

- ) - 2 : A
be the resulting average number of data unit arrivals per second.. The
average number of arrivals per frame is then 6b, where b is the frame
duration. For convenience we will assume that a data unit corresponds

to a single slot. The average data load is then given by .

where NfE(QV) is. the average number of slots.per frame available to data

traffic. The instantaneous data load is then

__Bb
"D(t) W, (t)

If the. 1nstautqnoous 1oad is always’ less than one, and if the voice

vpr ocess varies much more slow]y 1han the data process, then case D1 holds

and the system can be viewed as con51qt1nv of several quasi- statlonary

modes.. In this case we auproxlmdte the average numbex of messages in the
. N .
2§[QD] ;'izo E[Q, lefllﬂi
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where

pl/il
T, = 1
i N ’
Y
) Oi/J'
j=0

1s the steady , state brobability'of the voice process béing in state 1,
and B[QD]QV=1] is fhe average numbcr‘of messagés‘in‘a queueing system with-
load @b/ (N-1). For’example if the messages are Assumed to be exponentially
distributed we obtain: | |
NA.
Y Ob/(N-1)

B[Q)) = ) Tog7vs T
D~ 520 lkeb/N i i

<

N . :

ob :

= S .
520 N-i-6b ‘1

Il o~

The function 6b/(N-8b-i) is a convex U function of i; so applying Jensen's

inequality we obtain

E[Qp] = EE;%%%Iij '

S | B
% NTOb-E(Q)

, éb/CN~E(QV))
T 166/ (N-E(Q )
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with equality if and only if ﬂi=1_for some i. That is, the performance

of this system is always worse than that of a system with capacity NeE(QV).'

Now.consider the case in which the instantqﬁgous~load éc;asiénallx“
cxcéeds_one. In this case some of the modes are unstable: data buffexrs
build.up until the instantancous’ load becomes less than one. The evolu-
tion of the system can be viewed as consisting of alternating periods of

quasi-stationary behaviour during which queues are siable and of overload

periods during which queues build up. A net amount of work arrives

during an overload perviod. The interarrival~tjmés of these 'work arrivals"
correspénd to the time between overloads. Thus a cofréspondence can be
established between the buffer build up dﬁring dvefload periodé and thé
unfinished work in a queueing system. This correspondence wasvdevelopqd

by lisu in [28]. . He considered a queﬁeing éystém\in which the server is:
available for some random time B and tﬁen not available for some random
time o. He assumes that data arrive\ in a éontinuous flow of d-ﬁnits/
second. During transmit periods, the server processes data at a rate of
b'units/second. The net depariuré rafe‘from the system i$ tﬁefeforcAc:b‘;d
units/second'during a transmit period. The net-arrivgl rate'inté the
system during a non-transmit period is d units/second.

Let X=do and Y=cf, Then X repiesents the ahounf»of work accumuiated 
during an o?erload period,{and.Y represents the amount of work that can
be;processed in between overload periods. Consider QD(t) the numbe;~of
messages in the system of time t. The onset ofran'overload period corre-
sponds to a valley in the graph of Qfo) versus ‘time, and the ending.of%
an overload period corfesponds to a peak in the graph.'AHSu shows in ﬁis
paper that the mean pcék in the graph of QD(t) corresponds to the average

total response time (waiting time+service time) in a GI/G/I queueing system
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in which arrivals have the same distribution as Y and the seryice.times
have the same distribution as X. He also showed that the valleys iﬁ
Qd(t) correspond to the average waiting time in the same GI/G/I System.
Thus the results for these queueing system can be used to.esfimate the
buffe» contents in queueing systems with interrupted service:periods;
In order to apply Hsu's model it is necessary to negiect the randonmess
of the message arrivals and service times and instead assume constant
flows of data into and out of the system. In effect Hsu's approach leads
to a fluid approximation.

Now consider the hybrid switch. The capacity available to data at
time t is (N—Qv(t))b units/frame. The average capacity available to

data during a period of overload is -

(Nna;)b units/frame

‘where

Q, = E[QV]overload] , S 4 . o
. .
fl
iP

_i=fepr  *

= 5 :
v
Lo Py

i'=f{6b]

where [x] denotes the smallest integér >X.

The average capacity during a nonoverload period is

(N~gv)b units/frame

‘ -S

. N N 5 |

S e My ms v = am




R R N NI -

i

-

- 45 -

where:

L=
{1

E[Qvlno~overload]

[eb1-1 o T - o L
) _____i_fo o1 . ‘ o ‘ ‘ e
- [6b1—l . - ' .
Pj' .
1'=0 )

- The net f}ow.into>the éystem»during~an overload period is therefore
d = Gb‘i (N—Q&) units/frame
and thg neﬁ possible.floﬁ ouf of the_systéT during stable periods is
. c.=.FN~gy) %.Qb .

In Appendix 3 we present a method for computiﬁg the average and variance
of the overload and stable periods, T, GZ(T), S, 02(8), respectively.

.

The.M/M/l and the M/G/1 results then give: .

. M/M/1 E(buffer peaks) = ﬂ%f
- valleys) = -2
E(buffer valleys) T

M/G/1- E(buffer peaks) =1

=]
+
= =
lhl
f—
0.
o
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L,
- +
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o
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E(buffer valleys)
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where
1_¢S 1_dr
A b, vob
and
2
o] 2
X _ 2 2 .4
¢p =Tz T RO
mx b

"Figures 5 and 6 show the average data delay estimates using the
M/M/l'and the ¥M/G/1 models respectively, for the case where Nv=10; ND€S,
A=0.05, and p=0.01. The upper curve in each figurc corresponds to the
average buffer peaks and the lower curves.ﬁo the avefage buffef valleys;
Note that since we are using a fluid approximation, the curves should
underestimate the actual performance. This is generally true in tﬁe
curves except at very high load (6b%9.75). The simulation method used
in [19] however tends to underestimate the .average delay so it does not .
fqllow that/the fluid approximation is inaccurate for these values.

the'that the scale in Figures 5 and 6 is in seconds.A:Thﬁs the
pefformance of the hybrid switch is orders of magnitude greater than
what was predicted in'[g], In Chapter 3 we present a flow conﬁrol pro-

cedure that results in a significant performance improvement.

2.8 fntegrated Switching with Variable Frame

In this section, we briefly discuss an integrated switching scheme
which is similar to the hybrid switchiﬁg scheme studied so far. In hybrid
sWitchiﬁg,,the timg frames ‘are taken to be fixed. This is required for

the synchronous mode of transmission for circuit-switched traffic. However,

N
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fhis méy result in portions:of the fraﬁe being unused. dne way of elimin-
ating the unused élotS‘is to allow the frame §ize to vary-in accordance
with the variations of the traffic. Synchronization of circuit-switched
customers now poses a broblem resulting in nontfansparent traﬁsmission{
It is, hbwever possible‘to bound the framesize to a certain maximum value
admissible forAtransparency of circuiﬁ switchihéland:with the help of é;ﬁe
buffering, realize integrated circuit and paéket~switched systems with
variable frame length. Such systems provide a saving in bandwidth? but
at the cost of additional hardware and software complexify} |

In the scheme examined here we assume that the integrated fra&é ié-
divided in a circuit-switched and a packe£-§witched portion. The pgcket

traffic has intermittent access to the system along with the circuit-switched

]

_sessi@ﬁs. The frame size may vary from a very small delimiter value, in

caéc of no traffié present, to a maximum value ébrresponding to highly ; 
éongested fraffic conditions. The maximum'fréme 1éngth must nbt violaté ‘
the line switching transparency_condiﬁion. | |

Sihce circuit switching is preferfed for lengthy éessiqns;'we assume:
that circuit-switched customers are permanently connected to tﬁe multi~ 
plexer and'may be either in -the transmission mode or‘in the idle‘mode.

Packets are stored in a buffer and served in a first-in-first-out mode

(FIFO). The frame accommodates all active circuit-switched sessions and

up to a maximum number of packets waiting in queue.

One poésibie.method of analysis fof this sysfém;assﬁmes a round.rdﬁiﬁ
service algorithm‘[29] for the circuit—swifched traffic. The gveragé
délay for circuit-switched traffic can tﬁen be evaluated. The packet*'” 
switched data traffic is more difficﬁlt'to ana1yze.f If we assume the

number of occupied voice slots to be-independent from frame to frame,




B

the problem simplifies, and we find the average delay for data. However,

“we have seen in Section 2.6 that the independence assumption is only

valid under certain conditions. Thus, further investigations-are needed
before the performance of this system can be adequately analyzed. We have

not pursued the details.
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CHAPTER 3

A DATA FLOW CONTROL PROCEDURE

FOR THE HYBRID SKITCH . |

3.1 The Need for Flow Control

In Chapter 2; we-have analyzed queucing problems.iﬁ connection

with the hybfid—switched integrated network. We;have.seon that-if we
attempt to achieve high channel utilization by uéing a small number
of data channels ND and‘ailowing data traffic to exp)oit;the.excess_dapa-
city allotted to voice traffic, large data queues will build up: 1eading
to éither buffer overflow or eﬁcessive delays. It.iS~c1ear then thét
some flow control méchanisﬁ is needed to r?gﬁiate.the data flow
into the switch during high voice channel occupancy periods and
to prevent congestion that leads to ekcessivé delays.

_ The‘investigétioﬁ of'flOW'confroiAprocedures has beép undertaken
in [17} and [19]. fﬁ [17], flow coﬁtrol is approached from thé‘point
of view of.bﬁffér managémeht. It chsideré how incoming daté packets
shoﬁld be assigned buffer space‘in a finite buffer. Various éssignment~

procedures are analyzed vhich take into account the different sizes and

- prioritics of data packets. Since pagkets'are blocked when buffer spaces
are fully occupied, in effect the average delay encountered by Cusfomers‘

“admitted into the system is reduced. Messages not admitted into the system

are presﬁmably retransmitted at a 1afer time. Such data packéts will
suffer-eitra délay.. In [19], simulation results using various data flow
control and voice rate control schemes for the hybrid switch are obtaiﬁed.
The.best fesults obtained involve the scheme which combines fixing a limit

on the data buffer and using data-queue-dependent voice rate control. .- -
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However, o mathematical model is constructed for a systematic study
of flow control procedures.
In this chapter we_présent a flow control procedure which consists

of regulating the data flow into the switch so that it matches the instan-

tancous capacity of the switch. In particular the flow contrbivscheme

operates so that the instantancous load (ratio of offered data load to

available capacity) is always constant. Thus the data flow into the
system is increased when a voice call ends and is decreased when a voice
call is sét up. It turns out that closed form solutions can be found for

the performance of this system and that the performance is the same as

that of a single server quecue of capacity equal to the average capacity

available to data, i}e., N—ECQV).

3.2 Description and Analysis of a Data Flow Control Procedure

In ofder to motivate the flow, control prbceduie consider first the
singie channel case. Voiée calls arrive with exponenfially distributed
interarrival times of mean i%—and exponentially distributed.éervice times
ﬁ%—. A voice call arriving when there is another voice call.alfeady in
the system is blocked and cleared. Data is transmitted whenéver there

are no voice calls in the system and data transmissions are preempted

upon arrival of a voice call. We assume that the data traffic has Poisson

arrivals of rate AZ messages per second and that the messages have expo-

" nentially distributed lengths of ﬁL~transmission seconds/message. The

2
transition diagram for the system state (i,j) where i=number of voice

calls, and j=number of data customers is given below.
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Figure _7.
Clearly when i=] the data buffer steadily builds up. Weinstein et al.

[19] has found the average number of customers in the system to be.

Py (Irp ) w0y Ay 1y
(1+0,) (1-p,-0,6,)

E[Q)] =

where

A | DY
1 - 2

p, = — and P, = —=. .
1 Hy ) 2 Wy

A

Note the effect of the term.ﬁZ-. This term represents the average data .

. 1. : .
buffer buildup during the service of a single voice.customer.. Clearly

as the ratio of Xz to 1y is increased the average data contents can be

made arbitrarily large. Now consider a flow control procedure in which

the data arrival rate Xé‘is'proportionai to the instantaneous capacity.

In this case the instantaneous capacity is zero when a voice call is

present, so the flow control reduces the data flow into the switch to

zero. The leads to the following transition diagram:
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The steady state probabilities for this two dimensional Markov

chain is given by the following expressions:

‘ _ 1 A 1 .
POj - l+p1 (1 pz)pz J 0,1, ...
p . :
B 1 1yt o
plj = l'!p] (l“pz)pz J-—O,l,...

1 1 .
vhere pz=k2/u2. The mean number of customers in the system and the

average arrival rate are then found to be

o
2
B ()=
c - 1-p,
X
T - Apla0]- <2
p = AP[Q=01= 1+p,

In order to compare the performance of the single chammel hybrid
switch with and without flow control it is necessary to compare them

at equal average arrival rates, that is, at K2=Xb, Letting.pD=Xb/u2

and rearranging the expressions for E[QD]and‘Efc[Qﬁ we obtain:

o (AL /1) (1+py)
By Qb= - D2 1
: 1iAD/uQ(1+pl)

and . '
1-py=01pp  (Atpy) (I-py-p,pp)

B{Qy1=

g Oy ;e oan O ow ) S s O y m 0y 98 =W
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Two observations are in order: First, the performance of the system
with flow control is the same as that of an M/M/1 system with utilization

- (1+p ). Secondly ‘the performance of théISYStem withou£ flow coﬁtrol

is ngen by Lhat of thc systom with flow control plus the second term in

the equation. These additional buffer contents are clearly dué to the

‘buffer buildup during voice calls.,

In the multichannel case, the state space is given by the set
> Pa

'{(i,j):Osist) 0gj<w}, The depafture rate-of data traffic during state

(i,3) is uz(i,j)=(N~i)n2;if we assume that the hybrid switch operates _.~\

in a single server fashion. The flow control procedu*e would then

. regulate the input data flow to bp k (1 1) (1~ J/N)A The resﬁlting

instantaneous load is thcn given by

N4y

G003 g dy, - N
2 O, 2

which is a constant independent of the state (i,j) This flow control
scheme ha‘ 1hc OfLGLt of m?klng the voice and data processes 1ndenendenL

In Appendlx 4, we show that thc steddy state probabllltles of the system

are given by

P =P.P. C 0 osisN, 0<j<eo

where
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and , :
Ay [} A2 13

P. = 1 - AT

j Mo | My

The distribution of voice customers in the system is givén by
the Erlang B formula for the M/M/NV/NV system, and the distribution.

of messages in thé system’ is given by the geometric distribution

~ corresponding to the M/M/1 system. The call blockiﬁg probébility

and the average nunber of voice customers in the system is thercfore

given by

and

ll
E[Qv] = -U—; (1“PB)

The average data arrival rate is given by

>
!

% = B[R, Q0]

opub)

Az[l- %.E(Q\)]

i

The average number of data customers in the system is therefore given

by
LT
: .
E [Qp]=- “”2}\2 - Nu? %
s () 5

- . -
3
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‘Note that the expected number of data customers in the system is the

same as that of an M/M/1 qucue with capaéity_(leE(QV)/N);

" As a numerical exaﬁ@lohconsidcr the hybrid §Witch‘with the

- following parameters: N=15, Nv=10, X1=1/20, 1/u1=100, kl/u1=5 and

Xb=9 paékets/frame. The blocking probability is‘then‘PB:;0184 and the

: aVeiage number of voice customers in the system is E(Qv)=4.91. The

average capacity available to data traffic is 15~E(Qv)=10.09 packets/
frame. The simulation results for the system without flow control gives

E(QD)=9000 packets. The performance of the‘system using flow control

‘gives E(QD)=8.2S packets. The performancethas improved by a factor of

1000.
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CHAPTER 4

ANALYSIS OF VOICE TRAFFIC HAVING VARIABLE DIGITIZATION RATES

4.1 Introduction

Thc'ciréuit—switcﬁéd portion of the ﬂybrid switch can handle a
variety of.Voice~digitization fates. By requiring that ali alloﬁabie
rates be a multiplé of the basic-size slof it ié/fégsiblc to formulate
the problem in terms of a multi-channel (mﬁltiple server) system. In
the next seétion we will presenf the solution fox the:case where there
are two typcs of cailé, one rcquiring'onc slot pcf frame; and the other
requiring two slots per frame. TFor example, this froblém could arise
in a Tl transmissioﬁ system in which callslof rates 64 kb/s and 32 kb/s
are to be handled. The approach is readily cxtcndéd.to cases with more

traffic types. Then in Section 4.3, we discuss the implications of these

‘results to flow control.

4.2 Blocking Probabilities for Voice Traffic with Variable Digitization .

L.

Rates

In the following we focus our attention on the circuit-switched portion

of the frame. As in previous sections, we assume that this subframe con-

sists of Nv basic-sized slots. Since the duration of voice call is much

greater than the duration of a frame, we can view this system as consisting

of N, channels (servers) as in the classic telephone trunking problem.

The 'difference from the classic problem is that we now have two classes
of traffic, each with a different digitization rate. This is-equivﬁlent

to the situation where one class seizes a single channel and holds it for

. P 3




. ou em o e En e se ee W E e e B W W s e

- 59 -

a réndqm length of time, and the othef whiéh seizes two channels.and
releases them simultaneously after some réndom holding. time. vThe probiem
is to detcrmine the blocking pibbabilitiGSffor the two classes of traffic.
For-simplicity, we shall refcr.to this problcm>as the multicapacity prob%
lem. This proﬁlém is not ne@ and in fact appéar;sas avﬁome'work pfobleﬁ':
in Kleihfock [Zé]f - )

The problem is solved using a two~dimensional Markov chain. Let

'N ?m, and assume ihdt class 1 ila'f1\ 301/es two chanue]s, has P01sson

arrivals of rate k. and mean holding time ]/ul, and assume that class two
traffic seizes a 5Jn01c chqnnel hns Poisson 3311V8]§ of ratc k and has
mean holdlno time ]/u In Appendix 5, we show that Lhe class ‘1, class 2,

and total. blocklug probabw]nxie% are given rc;pOCanoly by

. -
'

m=1 | e

: = > ' . + P . - >
m jzo‘“j,zcmm—a “P2mei? t Pno

P - 2 {p ] }-
- B2 520 ‘J 2(m-3j)
A A
1 2
P, = P *+ —= P
B llllz ‘B} ll+12 B2

where

Py = A /¥y s p2 = A,/1L, and

4 Pr[J type 1 customer and k type 2 cus tomers in qystem]

el
]

151k
5T P kT P

“m 2(m-j) 15 1 ol S - :‘w
) I T 71 Pg : : : ‘ o
ji=0 ki=g O T OKT o S |
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It can be shown that the average number of type.l and type 2

customers are given respectively by

E[Qy) = 92[1“1)32‘]

It then follows that the average number of busy channels in thb'system

is

As an example we consider a Tl transmission system which is to handle

voice calls with rates of 32 kb/s and 64 kb/s. The frame consists of 48

slots; type 1 traffic seizes two slots and type 2 traffice seizes ome slot.

We assume that both'traffic'typos have mean holding times of 3 minutes

A .
and thau the fraction of type 1 traffic is given by o= X ji . Figure 9

shows the blocking probablllty as a functnon of the orfered v01ce traffic
p=A/U with the traffic mix o as a parameter. The steepngss.of the curves

demonstrate the usual sensitivity of Py

' offered traffic. The next 3 figures show the blocking pfobabilities of

the various traffic types for traffic mixes of .25, .50, and .75. In a

sense type 2 traffic receives priority over type 1 because type 1 traffic

will be blocked whenever type 2 is, but not vice versa.

with respect to overloads in the
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- 4.3 ‘Implications to Flow Control
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The flow control procedure presented in Section 3.2 can be readily

- extended to the case hhere Lhe vonce trafflc has several dlgltlzatlon

ﬁLet Lhe flamc consist of N slots, and: -assume that the number of.

voice slots is N 2m AAs in Section 4.2 assume Lhat class 1 voice trafélc
SClZGS two s]ots and that class 2 voice traffic éeizes 1 slot. If the
number of type 1 and>type 2 calls in the Jy%teﬁ is i énd J respectnvely,.
then the number of slots available to voice traffip'at that instant is =

N-2i-j. 1In order to maintain the instantaneous offered data load constant,

then the flow control‘procédure must be

M09 = @ - Hh,

This leWVCQntrol procedure will have the éffect_of’making the voice and:

data processes independent. As a result the data customer occupancy

statistics will correspond to those of a single server queue with capacity

1=E(2Q1+Q2)/N. The voice statistics will be the same as those'in'Sectidn 4.2
since the voice process is independent of the data process.
One possibility which has been discussed by other researchersis flow

control‘proceduresAin which the voice diﬂitiZation rate -of - incoming callS'

is regulated according to the: Jnstantaneous 1oad1ng of the ‘hybrid sw1tch

ThlS approach 1nvolves tradano off voice qualnty vs. call blocklng probablllty

vs. delay of data customers. It would bc 1nterest1n0 to find out 1f smmple

.solutions as the one presented above are possible for this case. We<haVe

not yet explbred this possibiiity‘
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In the virtual circuit mode, there is a call set-up procedure during which a
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CHAPTER 5

STOCHASTIC PROCESSES ARISING IN PACKET

VOICE/DATA INTEGRATED NETWORKS

5.1 Introduction

In-the previous chapters, we have focused our attention on the hybrid-

switched integration scheme. In this chapter, we survey some of the litera-

tools that can be used for analysis. We discuss the performance criteria_
used- and theirlimplications towards performance evaluation. Finally, we
speculafe briefly on the future development of packét voice/data iﬁtegrated
systems .

)

5.2 Various Packet Voice/Data Integration Schemes and Performance Criteria

There are basically two modes of packet transmission: _datagram,‘and
virtual circuit. In the datagram mode, each packet is routed independently
through the network. The packets experiénce a variable crossnetwork delay

and may arrive out of order. In data traffic, this may be of no concern.

However, for packetized voice, some buffering and reassembly scheme is needed.

virtual circuit is established. All packets associated with the call will
then follow this patﬁ. This is analogoﬁs to circuit switching ekcept'that
bapdwidth'is not reserved for the call. So the packets will still experience
delay although the header ovérhead for packets will be reduced. |

The basic analysis problem in the packet voice/data integration scheme

is to study the queueing system generated by multiplexing two types of traffic,

voice and data, with different characteristics through a common network. -
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As discussed in Chapter 1, voice traffic has stringent timing requirements.
It will therefore be given priority over data. A number of priority queueing‘~

disciplines can.be conceived. For example, we may-have a nonpreemptive

priority discipline in which the integrated switch will accept new packets

for LlanstSQion only at thc compleiion of t1anqn1tting a packet. It chboses
a voice packct if one can be found, and when.no more voice packets are ready
for transm1551pn,_1ttmult3p]cxes data.packets jnto the remainingrtime slots;
We may aléo have a pfeemptivg priority discipline in which voicg.packeté
pfeempt data packets. The.datg packet preempted returns‘to the &ata.buffer
and:waiﬁs {for thé next availéﬁle time slot. |

_Thefe is also'a variety of performance ériteria'that_can_be used.‘“Tﬁe
data performance is, as usual, measuréd by its delay characteristics. The.

.
+ .

voice performance criterion should be one that reflects timing requirements

necessary for good quality speech. Two possibilities are blocking probability
_for voice, and the percentage loss of packets due to delay. The first possi-

bility was examined by Axrthurs and Stuck [20]. They examined the -cases where

the switch operates synchronously or asynchronously and analyzed the voice

‘buffer size needed. ,They showed that the operation of the switch does not
‘_affect the. blocking probability if the voice buffer is designed properly.

_The blocking probability itself is simply given by the Erlang B formula.

The data delay is app1ox1mated by the. delay seen by a low priority task in

a two-level nonpreenptive priority queuCino system Wlth a Single server.
Analytical formulas are obtained for the calculation of an upper. bound for.

the average data delay given. the VOlce and data traffic statistics The scheme
pr0po<ed here is somewhat Similar to the hybrid- switched systems analyved

in Chapter 2 where thefnumber of data slots ND per frame is .zero. Its main
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virtue is that the formulas are easy to evaluate.. However, there is no
expiicit consideration of the quaiity of speech; it is aésumed'that for

a reasonably small biocking probability, good speech qualify can be obtained.
Also, tﬁe upper bound for the average data delay is generally pessimistic,

so that the performance evaluation given is only a very crude one.

The percentage loss of packcts criterion for voice is used in [22] and
[13]. 1In this scheme, a "sﬁoothing” buffer is assumed to be ﬁsed to deliver
packets'whichlhave.arrivcd before a fixed ﬁaximum deiay..AThe actual delay
experienced during the call would be eduivalenf to this maximﬁm delay. In
this way, packets that have arrived on time will be delivgfed at alfixed
delay. Packets which arrive later than the.maximum allowable delay cannot
be used in the voice output and is cbnsidered lost. Based on studies of

. . . '
the degradation of speech quality due to loss of packets, 5% or less of

packet loss is acceptable. This criterion in turn-translates into probability

. of packets experiencing a delay larger than the maximum value. The actual

application of this criterion is difficult to carry out in practice, because

it requires the evaluation of the voice delay distribution rather than the

average voice delay. Approximations have been suggested in [22].

From the above discussion, we can sée that the qUéuéing éystem arising.
in packet voice/data integréted networks is of a well-known form. Héwever,
if we use conventional performance parameters such as those examined in [20],
they may not be sqitaﬁlc as a true measure of the quality of speech. If we
use a criterion appropriate for the evaluation of sﬁéeéh;quality, as iﬁ [22],
the queueing problem then becomes much more difficult to analyze. This is
in' contrast to thglhybrid switching situation where the performance criferia

used are standard and appropriate for the queueing problem.
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5.3 Speculations on Future'Developments of Packet Voice/Data Integrated

sttéms

It ségms to us that future developments of paéket'voice/data integrated

networks depend crucially on the development of speech processing algorithms

for reassembling voice packets into the correct’ order, and maintaining

" reasonable quality of speech in the face of packet.IOSSes due to'delay.

As such, it seems that at this point, the more urgent issues are in the
refinement of packetized voice transmission and its evaluation. Once’
methods of packetized voice transmission have been standardized, the

incorporation of data as a low priority task should not be too formidable

an undertaking. Certainly flow control schemes will have to be more complex

since they need to handle two’ratﬁér different types of traffic. 'However,’
the nature of the queueing system involved ié well-known anq should‘;endA“_
itsélf rea&ily to analysié. | | |

Another factor-fhét will play an important pért is the cost jnvolved

in incorporating packetized voice into existing transmission facilities.

‘This requires the dévélopméntlof low-cost speech processing devices. Recent
advances in digital technology show that such devices may be realized in the

'not too distant future.
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CHAPTER 6

CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH

In this report, we have analyzed in detail some stochastic prbcesscs
which arise in cénncction'with h&brid~switched integraied networks, and we
have given exact énalyses for the performance parameters. Since the éxact
analyscs are difficultito‘carry out mmerically, we have developed uscful
approximaté methods df performance analyﬁis.  Wc,have énalyzed the‘data

qucuc build-up phenomenon and we have proposed a simple flow control method

that will reduce the size of the data queuc. We have also provided the

expressions for the blocking probabilities for voice traffic with different
digitization rates. Thec packet voice/data switching altcrnative has also

been briefly_discussed;

We feel that our main contributions are the much more complete analyses

we have given for the hybrid switch, and the flow control scheme which leads
to Vastly improVed system performancc. As a result, a solid understanding
has becn developed for the behaviour of the'hybridlswitch. The main con-

clusion is that hybrid switching with flow control is definitely a viable

scheme for integrating voice and data in a common communication network. It

offers on the one hand the transparcncy of circuit—ﬁwitched voige, and on
the other the efficiency of packet sﬁitching for daté. As long as ébmé type
of flow‘control procedurc which regulates ;he déta qucue is used, the system
can be designed, at least at tﬁe link level, to satisfy fhe performance

criteria specified.
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It is difficult to'compare at this stage the performance of‘hybrid-
switching with that of packet switching. It seems that hybrid switching °
is better‘gnderstood ththis ﬁoint, and perhaps more'rcadily adaptéd to
existing nctworks. Packetiicd voice transmission is still in an ¢érly
stage of its\development,-but conceptually it is wcll~§uitéd to integratiqp.
A.natural evoiﬁtionéry ?éth would seem to be to‘first develop hybrid-switched

integrated systems which can be readily implemented in existing networks,

.then develop packet voice/data systems after we have gained better under-

standing into the transmission of packetized voice.

In this study, we have concentrated on the fundamental queueing problems

drising at the link level in the hybrid switbhing scheme. In an integrated

>network; many other system aspeéts will have to be analyzed. As future

‘research directions then, we mention some problems which have been. suggested

.

a whole.
(1) We have proposéd in Section 2.7 a fluid approximation for the-analysis

of the hybrid switch. We believe it is simpler to use than previous approxi-

~mation schemes proposed in the literature. It would be very useful to cémpare

" the various approximation schemes from the point of view of accuracy, and

sensitivity to parameter changes and model assumptions. The aim is to develop

a simple and yet robust approximation scheme that can be used effectively for

‘network design.

(2) In Chapter 3, we have analyzed a very simple flow control procedure

based on regulating the incoming data traffic rate. This suggests very

-

naturaliy‘control problems based on the control of arrival and service rates
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associated with the intégrated network traffic. Such problems would be
interesting generalizations of control problems associated with a single
queue since effective control of the‘&ata queue in our case depends on the
voice traffic.

(3) . We have indicated in Chapter 4 that we may combinc voice digitization
rate control and our data flow controi_scheme into a siﬁgle flow control
procedure. It remains to analyze the performance of such a hybrid-switched
system in tefms of the blocking probabilities fof Voice and the delay for
data.. Other flow control procedures, such as limiting the size of the data
queue when voice traffic is heavy, may also be considered. ,Itlwould be
important to have a performance comparison of the flow.coﬁtrol mgthods,
using perhaps the mafhematical models we have constructed in Chapters 3

and 4. | | ‘

4 ‘We have not performed an in-depth analysisvourselves on“the packet
voice/data switching schene. However, our discussion in Chapter Sishows

that better understanding of packetized voice transmission is needed. It

would be very useful to construct analysis models which are mathematically

tractable, but which also explicitly incorporate speech quality congsiderations.

Once‘this has been successfully accomplished, we can then inveétigate the
intggrated packet switching problem. |

(5) The results we have obtained at the link level should be extended to
analyzeinetwork performance. Performance‘parameteré of interest are the
throughput, the end-to-end blocking probability, the average end-to-end
delay for data, the average circuit set-up and disconnect times, etc. 'Other

system aspects not present at the link level, such as routing, will have to
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APPENDIX 1. .

CHA]AClFRILATIOV OF THE GENERATING FUNCTIOVS

 FOR DATA WITH COVSTAVT PACKET LENGTHS‘

We derive here the equations characterizing the generating functions
for data with constant packet lengths. We define
»E

P

; o1 {0V=n. 0 =
nn }l{Qt>m’ Qt n}

As im oCCLlOH ? 4, we can calculate Lhe Lran51t10n probabllltles for the
JanL Q s Q process as follows. We have the condltlonal probabllltles,
Y VD e
pr{Qt=m|Qt_1—J, Q=)

mln(J ,m) v o C C
) ’ vm:o?l?}.i,Nv—;"

RS qﬂpmk 1)
| _Priq‘t’%f\'v!@‘t’_-fj! *QE-';‘*?%},' \_
: kio [qJ]\ Z .Pr_J.(] N - - o ;:A.i;z)
i enldm, s )
- 9_—..-.](1—?21?_ o R SR
6b(éb)n+N_i—j. if N-jsi - _ (A.1.3)

(n+N-1-3) !
L ~i4j-Nsn
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be addressed. This is a largely unexplored area from the theoretical point
of view and in a sense our detailed link analysis is to develop the tools
for the network study. It is a difficult and challenging problem on which

much research needs to be done.

a . .
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we get\the trapsitibn probabilities
) min(j;m) v v .eﬁebéeb)n
Pii,m f K0 9Kk ?m—k Y
} min (j,m) v v E—Ob(eg)n+N~i~j:
A .qjk 1m~#} (n+N-1-3) 1
il '§ Tagy 1§ bz_k]_giﬁﬁﬁgbgf;'.

v ] e—eb(eb)n+N-1—J
Prox (n+N-i-j)!

for

for

for

i<N-j-1

<N
By

N-j=<i
m<Ny,

i+j-N=n

i<N-j-1
m= ‘

CNejgico

m=NV L
i+j-Nsn

(A.1.4)
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min(j,m) b (1.
y P3i,mn 2 = qu P;_k e b (1 Z), for isN-j-i
n=0 J k=0 J _ ‘ ‘ m<NV
min(j,m) _ _ Y
= § QY pY e o072 N for N-j<i
’ k:O J m m<N
v
I v 2 v . —ep(-z)
= ) [a, ) Plg] for isN-j-1
k=0 % =N m=N
j ©
g -0b(1-2) i+j~N )
= } [l,], ) P ]] ( ) 3= for N-j<i
(:;O ;:NV msz
(A.1.5)
o ‘f . Ca 1 n
Let P ()= ) LA Since
n=0
vt @ pt- 1 .
\ .0 n
AR Y Z p. : Z
oo ™R "S5 n=0- 31 , 101
we find, after some. computations, that
o No N e s : B
iy = % "‘%“1 mn(im ooy ~6b(1 ~2) pt- 1(1“ ij-N,
. o sfe klo MR Tme® T T tE )
NV mi‘n(j'm) o :
e v oV -0b(1-2) t-1 i-N
) Cip Py © (1-2)pt-1 (4,3 (A.1.6)
j=0 k=0 % ' J

for m=0,1,...

‘Assuming that the s

hdve, on 10.,1jng o in (A1, 6),

>N
v

stability condi tion for the queuemg process holds, we
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: 1 mln(g m) _ _ o
v v o-8b(1-z)_ ., i+j-N
'ﬂ'm(z) g 2o qu Pm_k ev . . 'ﬂ'Ji(l z )
v min{j,m) v v 8b(1-2)" ' N .
+ .ZO kzo qjk Pm—k 'ﬂ' (Z)v . (A1-7)

for m=0,1,...,N -1
. v

Equatlon (A.1.7) 1s precisely Eq. (2.5.1). A In a similaw way, we can

derive the equqtlon for Ty (/), which is prec1sely Lq (2.5.2).
v
Equations (2. 1)-(2.5.2) may bc 1ewwltten as

AT = by(2) L o (A.1.8)

N _+1

To determine_bé(z), we need K=—%;—-(ZNWNV):equations.' Now the matrix

Aé(z) is of the form

_ ‘ : , : N -
: : \ -6b (1-2z) 1-N _ ~0b(1-2z) "v
- -0b(1-z) -N  -c . A c .. =B e A
l—cooe , z : 01 T - g O,hv - :
~0b(1-2) -N  Gb(lez) 1N . N
: -¢ e 'z l-c,.e A 2 T SRR
- 10 .2 11 B 1,N :
A (z)=] Lo S . o v
B —b(-z) N e ¢ B
'::vioe 'ZA . .. . : ’ ’NV,N

Then det Aé(z) will be of the form

~6b(1 z)k

det A _(2) = jﬁ-[zK_+ Y e 23 e 3]
z = -
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for some set of integers kj, j=0,...,K-1 and real numbersc%, j=0,1,...,K~1

with chISI. Applying-Rouche's theorem, we find that there dre K distinct-

roots of det A (z) inside Iz]sl. The solution of (A.1.8) may now proceed

in the way discussed in Section 2.5
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APPENDIX 2

ANALYTICAL EYPRFSSIOVQ 'FOR THE AVYRAGE DATA DELAY IN

| A SINGLE CHANNEL HYBRID ShITCH

We specialize the results of Section 2.5 to the case where NV=1

and ND=0. Equation (2.5.3) in this case becomes

v -b(1-z) -1 .  =6b (1 A) AT . Tvo-eb-2). . -1
1- Py | | qlop ﬂo(a) Pye H00(1 z )
v —8h~1~z -1 . v v, -0b(l-z ~-0b l—z‘ -1
:(1—p0)e ( )z’ '.1*(1*q10p030 | ( ? .ﬂl(z). (1~pO)HOOG ( )(1—2
L__ . R BN __J | :

C(A.2.1)
There is only 1 root inside |z[<l, and it is z=1. We need only the normal-

ization cOndition
pm = Lomy=1 ~cA_-2-2)"

to determine the unknown quantity m in (A.2.1). Solving for-ﬂo(z) and

00

ﬂl(z), we obtain, after some computations,A'

K (Z) V “onees) 00(2"1)[1"q¥1e~6b(l—z)]{z[1~e_gbcl’2)]
PX eb(l Z)+ q¥0pg Bb(l 2) lepv 28b(1fz)}_1 CA.Z.Sj

1y () = myge” P (1) (opp 2 [1-eT P e ()

v v -0b(1- v v =-26b(l-2),-1
(1-2), v |V -20b(1-2)

+ quop e 11P0¢ (A.2.4)

.
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Sin

at z=1, we nced to apply L'Hospital's rule to

We find
v VvV
Pod10" 00
. (1) :
0 o pleq) preb-0b
10P0 411b0
'V.
. 1w, (1-Pg)
ﬂl(l) = 00 0

v V. V _V .
q10p0+q11p00b—0b

ce the numerators and denominators of ﬂo(z)

and “1(23 all vanish

cvaluate ﬂo(l) and wl(l).v

(A.2.5)

(A.2.6)

Using the normdlization condition (A.2.2), we get

v V.V . .V
) q10p04q1}p09b~@b
00

1)
Vv v VvV
1-py*d10P0

Equations (A.2.3), (A.2.4) and (A.2

Trl'(z). Mow the generating function

QD is given by
Gy(z) = E m; (2)

‘so that in this case

GD(z) = ﬂooe'ebcl'z)(z~1)[1—p0qlle

Vb (1-z), v 5

0+0

(A.2.7)

.7) completely determine ﬂo(z) and .

for the steady state data customers

vV ‘—Ob(l—z)}.{Z[lme—Ob(l—z)]

-0b(1- -26b (1~ -1 '
Ve Q ( Z)+q¥1pge ¢ Z)} (A.2.8)

. -"“‘!Z‘ M—-—f»«

pan e san
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The average nunber of data customers is then given by

B(Qy) = 47 6p(2)|

(A.2.9)
z=1" . .

"Let u(z) and v(z) be the numerator and denominator of GD(z), respectively.
Gb(z) will be indeterminate at z=1 since its numerator as well as denominator

vanish at z=1. Applying L'Hospital's rule to Gé(z) gives

v (Du" (1) -u' (1)v"' () , ‘,‘ : | (A.2.10)
2[v' (1))° |

1
.GD(I) =
_Computdtion then yie]ds'

. LN V. VOV ' v vy
EQD = [2(qloponkqllpoebfeb)1r000b (1~2q11})o)'

- NV i VNV Ve V Vo V.V 2. -
B (A.2.11)

which is precisely Eq. (2.5.5).
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APPENDIX 3

COMPUTING THE OVERLOAD PERIOD STATISTICS

The voice process Q (t) is modelled by a continuous-time, finite

state Markov process with state transition diagram given below.

ot "l ’ r\‘\'

m«..;—uv ’_..q--c-/: T ey e & ,..v-m:g;‘)a-m.n‘"‘ J\ R
) : ot e Ny
u.‘,..‘.r" -‘ L gy K G aron 157 e P "-mn-u'..(“ma

.?/ ( | | I{JA‘

F}gz{re' 13.

If the process is in state i then the next state will be i+l with prob-
i1

Al pv

= T3
pV

+ 1n or state i-1 with probability l—ui. The mean
1 : ‘

occupancy tlme in state i is

1 .
— ‘ i=0,...,N -1
o Xl-lul v
1 )
1 . z
val v

Suppose that the data arrival iate is b, then thersystem is in the
overload state if-izi*=N—[6bJ; where |Bb} is the largest integer <@b. We
are interested in computing fhe mean and variénce of the elapsed time"‘
between the instant where Qv(t) first increases to i; to the instant when
Qv(t) finally becomes less than i*. The problem has a simple recursive

solution. Consider first the case where i*=NV{ Let T . be the mean ovcrloqd
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|
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period, then Ti*=T
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y + Now suppose that i*=N -1. From the diagram below
A ' . .
it is clear that Ti* is now given by the sum of a random number of random

times:.

wi 4

lwa.
Pod

e e o
Sasene
7

3
‘L

N1
Y

ngure 14,

Tval(O) . with probability ;NaNV“IA'

T (O)+ Z (1 (L)+T (L)) - for Kzl‘with'probability

N
5 K
(-0, )a‘
R NV 1°°N

where T (k) are 1ndependcnt, Jd<ntlcally exponentlally dlstrlbuted random

vallables with mean Ty The random varlable X has a geometrlc d151r1buc1on

with parameter o The mean and variance are found as follows.

N _-1°
v

CEITy ) = EelBIT, 1K)
v . ' v .

i

.00 - 4 k |
kZO E[TNv—llhlclfanﬂl)an_l

‘ k
o+ (-, ) ) k(t, L+T, do \
N, -1 i A A (S A e S

T

N, -1
N-1 Ty BT D
v Nv—l v v

=T
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' ' 2
VAR[T 1 = E[(T -E(T ))7]
Nvil bl S Nv—l

2 Nv—l 2 , y
=T * ff—-“'(TN _1+VAR[TN,])

N,-1 100 .1 Ny v
v

» Q.
b Y (r, +E[T, 1)
2 *N -1 "N
v v

We have intentionally written the above expressions so as to point

out the dependence of E(T, _1) and VAR(TN _1) on E(TN ) and VAR(TN ).
o y s v v v
Now ‘'suppose that Tj* has been computed and that Ti*_lzis to be computed.

Then from the figure below and from the above development it is clear

that the following recursive formulas can be used.

WMo T
L~ 1
ety ““"'-M._?,.M——"’
AT
F:‘gu.*r(;' 15
Oy -
. _ 1 -_1___
EIT5 1] = Ty 1-0., [T5a ¥ E(T50)]
2 %3¢ -1 | 2 |
VAR[Ti*_‘l] = Ti*-l' + 'I:;;:; [Ti*"l'*‘VAR[Ti*]]
O.
: i*-1 2
+ T [Ti*_1+E [Ti*]]
(1-cs, 1) :
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In addition to the mean and variance of the overload period we

“are also interested in the mean and variance of the stable periods.

"These are simply the elapsed time between the instant when Qv(t) first

becomes less than i*-1 to the instant when it first returns to a value
greater than i*-1. Clearly the method developed above for the mean
and variance of the overload periods can also be used to find the same

parameters for the stable periods.
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APPENDIX 4

STEADY STATE PROBABILITIES OF HYBRID SWITCH ‘

WITH FLOW CONTROL

The transition diagram for the hybrid switch with flow control is
given in Figure 8 . The difference cquations for the steady state prob-

abilitics are given by:
For o<i<NV,' 0<j<e
(x1+;u1+xz(1-§9+gN-iju2)pij
= NPy pERDPL L o0 r‘i\f)pi,j-f”m“i_)?z?_i,jdrl ;

for i=0, 0<j <

+Nu, P

2 T - .
(11+A2+hu2)POj u.p 2P0 1 3

P15

P,
2°0,5-1

for i=N_,  0<j<w ' w
Vv Nv : - NV
T N

.
3

* (N'Nv)uszv,j+1

for j=0, ‘0<i§N§

. i ~ : -
(xl+1ul+l2(lf'ﬁa)PiO = xlpi~1,0+(1+l)ulpi+l,0

for j=0, 1i=0

“\p - 5 > .
(A#20P00 = HiPyg * MHyPoys
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for j=0, i=N
Vo ‘

. . __V . -: ') - )

(N +2, (1 N))PNV,O A1‘NV—1,0 * (N Nv)uzpnv-,l

Note that every equation above can be decomposed into a set of local’

balance equations of the form

1. Al

. o2 = = (P, .
1,0 1y i-1,j

3
1

A

2 .
i,j Rﬂ?_]"i,jd

z*]
1

If we can find a»Pij satisfying the local equatiOns, then the steady state

equations will also be satisfied! Cléarly the solution below does this.

2 / .
1 2 247
P, = (1 - =) (D)
Sij EY Al 1 . Nuz Nuz
$1=Q Yy ifl1
= P,P,
1)

where Pj is the steady state probability for an M/M/NV/NV queueing system

and Pj is the steady state probability for an M/M/1 system.
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APPENDIX 5

STEADY STATE PROBABILITIES FOR THE

given in Figure 16.

MULTICAPACITY PROBLEM

The difference equations for the steady state

probabilities are given by:

Fox

for

fqr

for

for

for

Q<2j+k<2m—1

j=0" -

J=0,

j=0,

(X A KU i1 )l

0<k<2m-2

(A +A +Lu2)l

0<jsm-1

(A #A T 0 IPs =0 Py

k=0

(A *A )P

1

00717 102"

k=2m-1

(k2+(2m—1)p2)P

k=

2my

2m

2

p

0,2m-1

O,2m=k2p0,2m~l

1 j=1, K

-1,0

01

. 2]
okt o k1T RFDUP G 4Py g

Py O D P g

.
]

=A,P

.
3

2P0, 2m-2"FMoP g o

+A P K- ]+(L+})u P. ke ]|(J+l)u del 10

.
3

3




S}

i

. . N ; .
. 3 . . .

!

| i |
- N SN .

- e

for j=0, i=N

Vavp . = - .
(N2, ~T))pN\',,O = ’.‘1PNV-1,0 v Nv)“szV,l,_

e .

Note that every equation above can be decomposed into a set of local

balance equations of the form

o
i
|

o
1

If we can find a pii satisfying the local equations,'then the steady state

equations will also be satisfied:,-Clearly the solution below does this.

4 .

1t
Al :
b o - A2)("2)3'
P13 TN i N2 W
Y 2 2
‘ i
i':o Ul- it
= PP,
ij

where Pi'is the steady,staté probability for an M/M/NV/Nv queueing system,

-and Pj is the steady.state probability for an M/M/1 systen,
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for O0<jsm-1, 2j+k=2m-1

A AL L S L T AL LI SN R G R DL PL ISR

for O<j<m-1, 2j+k=2m ‘

(Rup*dug P =AoPs 1Py 7

for j=m, k=0
mple,D=A1Pm_l,o )
Note that the terms on either side of the aboveﬂequations.can be

matched in pairs of the form:

1™ :

P, ""T'“"P.

ik il j-1,k

. iy

\,

P —-lﬁtéli

- NEREE

J sz J’

Therefore if we can find a solution satisfying these two equations for

the allowed values of j and k, then the solution will also be the steady

state probabilities. It is easy to verify that the following'equation

achieves this.

I S L
S . 0sjsm
p = == P

jk ~ 3T k! "00 ; ~ 0s2j+ks2m



where

- 91 -




j

{

|

\ii J L i

i
o Ny ..

|

| S
L

i

K

2.5
Cia

[4] 1

[5]
[6]
7]

[8]

9]
[IO]
| [11]

(121

- 92 -

REFERENCES

B. Gold, "Digital speech networks', Proc. IEEE, vol. GS,Ano. 12,

Dec. 1977, 1636-1658.

M.J. Ross, A.C. Tabbot and J.A. Waife,‘"Désign approaches and per-

formance criteria for integrated voice/data switching', Proc. IEEE,

vol. 65, no. 9, Sept. 1977, 1283-1295.

A. Leon-Garcia, R.H. Kwong and A.N. Venetsanopoulos, First report of
YA study of a joint stochastic process for an integrated network',
prepared for the Department of Communications, Ottawa, under Contract
0SU79-00041, Sept. 1979. :

M.J. Ross, "System engineering of integrated voice and data switches",

International Conf. on Communications, June 1978, Toronto, Canada.

G. Coviello and P. Vena, "Integration of circuit/packet switching by
a SENET (Slotted Envelope Network) concept', Proc. Nat. Telecommumications
Conf., New Orleans, Louisiana, Dec. 1975, 42.12-42.17.

I. Gitman, H. Frank, B. Occhiogrosso and W. Hsieh, "Issues in integrated
network design', -Proc. International Conf. on Communications, 1977,
38.1-36-38.1-43, ‘

K. Kummerle, '"Multiplexer performance for integrated line and packet- -
switched traffic'", Proc. of the 2nd International Conf. on Computer
Communications, Stockholm,  Sweden, Aug. 1974, 517-523.

C. Jemny and K. Kummerle, "Distributed processing within an integrated
circuit/packet-switching node', IEEE Trans. Communications, vol. COM-24,"
Oct. 1976, 1098-1100.

M.J. Fischer and T.C. Harris, "A model for evaluating the performance of
an integrated circuit- and packet-switched multiplex structur ", IEEE
Trans. Communications, Feb. 1976, 195 202.

B. Occhloorosso, I. Gltman, W. Hsieh and H. Frank, '"Performance anélysis

“of integrated sw1tch1ng communications systems", Proc. Nat. Telecommunications

Qonf. 1977

W. Hsieh, I. Gitman and B. Occhiogrosso, '"Design of hybrid—switched
networks for voice and data', International Conf. on Communications,
1978, Toronto, Canada, 20.1.1-20.1.9. :

N. Keyes and M. Gerlé, "Report on experience in deVeloping>a hybrid
packet and circuit switched network", Intc1n tional Conf. on Communlcatlons,
June 1978, Toronto, Canada. " '




i
JR—

-

[13]

[14]
[15]

(16]
[17]

[16]

[19]
[20]

[21]

[22]

23]

[24]

[25]

[26]

[27]

[28]

[29]

- 93 -

J.W. Forgie and A.G. Nemcth, "An efficient packetized voice/data
network using statistical flow control', International Conf. on
Communications, 1978, Toronto, Canada.

H. Rudin, "Studies in the integration of circuit packet switching",’
International Conf. on Commumications, 1978, Toronto, Canada.

H. Miyahara and T. Hascgawa, "Integrated switching with variable frame
and packet", International Conf. on Communications, 1978, Toronto, Canada.

H. Miyahara and T. Hasegawa, "Performance cvaluation of modified multi-
plexing technique with two types of packet for circuit and packet switched
traffic', International Conf. on Cowmmunications, 1979, Boston, Mass,

L.HI. Chang, "Analysis of integrated voice and data communication network',
Ph.D. Thesis, Department of Electrical Engineering, Carnegie-Mellon '
University, Nov. 1977. - ' ‘

I. Gitman and H. Frank, "Economic analysis of integrated voice and data
networks: a case study', Proc. IEEE, vol. 66, no. 11, Nov. 1979, 1549-1570.

C.J. Weinstein, M.L. Malpass and M.J. Fischer, "Data traffic performance
of an integrated circuit- and packet-switched multiplex structure',
M.I.T. Lincoln lLab. Technical Note, 1978-41, Oct. 1978.

E. Arthurs and B.W. Stuck, "A theorctical traffic performance analysis
of an integrated voice-data virtual circuit packet switch', IEEE Trans.
Communications, vol. COM-27, July 1979, 1104-1111.

K. Kummerle and H. Rudin, "Packet and circuit switching: cost/performance

boundaries', Computer Networks, vol. 2, Feb. 1978, 3-17.

G.J. Coviello, '"Comparative discussion of circuit- vs. packet-switched
voice', IEEE Trans. Communications, vol. 27, no. 8, Aug. 1979, 1153-1159.

R.R. Anderson, G.J. Foschini and B. Gopinath, "A queueing model for a
hybrid data multiplexer", B.S.T.J., vol. 58, Fecb. 1979, 279-300.

R.B. Cooper, Introduction to Queucing Theory, MacMillan, 1972.
I.L. Mitrany and B. Avi-Itzhak, "A many-server queue with service inter-
ruptions', Operations Research, vol. 16, no. 3, 1968, 628-638. .

L. Kleinrock, Queucing Systems, Vol. I, John Wiley, New York, 1975.

u. Yechiali and P Naor, "Queueing problems with heterogenéous arrivals
and service'", Operations Research, vol. 19, 1971, 122-734.

J. Hsu, "A general queueing model for buffer storage problems", IEEE
Trans. Communications, vol. COM-21, June 1973, 744-747. .

L. Kleinrock, Queueing Systems, Vol. II, John Wiley, 1976.




Zom T : B
P _:.-_“s:.\; .l S

CAC

Ui

22

KWoNG, R.H. ‘ \
—-Final report of a study of a joint \
stochastic process for an integrated
networks.

f—

- e (

|
91 . z
' C655. o
K86 YT T ) T
1980 e

T E
i '
: Date Due
i I
' !
; i
|
1\
i
. ;
. i
. |
H Lt
| o
i ‘g
i !
. ¥
. (N
1 ; ‘ {
: !
i
{
; i
.
s g
A
Py
,
i .
I

FORM 108

L amt



o i . o ) . : L

T




