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ABSTRAÇT  

The four important problems of capacity assignment, buffer manage-

ment, flow control, and routing in the design of a hybrid-switched inte-

grated voice/data network are studied. Analytical formulas for computing 

approximately optimal capacity assignments are given for the case where 

there is a large enough total capacity available so that no overloads 

occur in any of the links, and for the case where there is enough capa- 

city  so that overloads only occur rarely. In the general case, the 

capacity assignment problem is solved using the method of dynamic pro-

gramming.  • Some computational considerations are also given. For the - 

buffer management problem, a queueing analysis based on the method of 

local balance is carried out. The state probabilities associated with 

the buffer sharing schemes are characterized in terms of a normalization 

constant. An efficient algorithm for computing the normalization con-

stant is then given, and various performance measures for the buffer 

management schemes obtained, Data flow control schemes are then studied. 

A simple data window flow .control scheme is analyzed using queueing 

theory and its performance obtained. A much more complex procedure 

based on monitoring of voice traffic is proposed and its qualitative 

properties discussed. A scheme intermediate in complexity is also 

mentioned. Finally, the problem of routing voice and data traffic 

in an integrated network is examined. The inherent coupling between 

the voice and data traffic in routing problems is pointed out and 

methods for accounting for the coupling suggested. The use of multiple 

parallel routes and the concept of explicit routing in the context of 

integrated networks is also discussed. 
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CHAPTER 1  

INTRODUCTION  

The rapid progress in electronic technology is generating a tremendous 

growth in communication requirements. To handle the increased variety and 

volume of traffic efficiently, integrated voice and data communication 

systems have been proposed [l]. Two approaches to the problem of inte-

gration have emerged: the so-called hybrid switching scheme, and the voice/ 

data packet switching scheme. In the hybrid switching scheme, both circuits 

and packet switching are provided by the network through a special time 

division multiplexing format whereby a frame,of constant dùration is divided 

into two subframes, one dedicated to circuit-switched traffic and the other 

to packet-switched traffic [2]. The frame duration is the same throùghout 

the network in order to provide a nearly synchronous virtual path to circuit-
, 

switched traffiC. Since voice traffic has been very effectively handled by 

circuit switching and data traffic by packet switching, the hybrid switching 

scheme allows both traffic types to be transmitted through usual and natural 

switching methods. In addition, to increase the efficiency, data traffic 

is allowed to use the idlé time slots in the circuit-switched subframe. The 

performance of the voice traffic is analyzed using the probability of blocking 

criterion while that of data traffic is analyzed using the average delay 

criterion. In the voice/data packet switching scheme, digital voice traffic 

is packetized and transmitted through the network in the same manner as the 

data packets. However, as voice traffic requires a small cross-network delay, 
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voice packets are given priority over data packets. A suitable performance 

criterion for , voice is the percentage loss of packets. For data traffic, 

the average delay criterion can again be used. Further discussion on 

these switching alternatives may be found in [3]. 

While both switching methods appear to be viable schemes for inte-

gration, it sdems that the hybrid switching scheme may be the more natural 

path to follow [4]. During the past year, we have analyzed the ciueueing 

problems which arise in connection with the voice and data traffic behaviour 

in the hybrid-switched link [3], [5]. We have obtained theoretically exact 

methods for performance evaluation of the hybrid switch, which are, however, 

computationally very difficult to carry out. This prompted us to study 

approximate but computationally effective methods for the analysis of the 

queueing problems. We have found a fluid approximation for the performance 

analysis, in which the required calculations are simple to carry out, and•

whose accuracy has been verified-by simulations. In general, the data queue 

builds up whenever the voice calls seize a large enough number of channels, 

leaving an insufficient number of channels for the transmission of data 

traffic. To alleviate the congestion problem in such situations, we pro- 

posed a flow control procedure which involves regulation of data flow into 

the link based on the number of voice customers present. This flow control 

procedure proves td be very effective in reducing the size of the data queue, 

although it may be difficult to implement exactly in practice. We have also 

analyzed the traffic behaviour for voice with different digitization rates. 

In particular, we have found the blocking probability using a multidimensional 

birth-death analysis. 



The above work has provided a basic understanding of the traffic • 

 behaviour for the hybrid-switched link. The next step in the study of 

integrated networks is to extend the link analysis to the network level. 

In this report, we present our results on methods of analysis and design 

of integrated networks. Since a comprehensive study of integrated net-

works is out of the question at this stage (it is not even possible for 

pure data networks), our goal has been to formulate a methodology for the 

study of integrated networks. In particular, we attempt to identify the 

complications introduced by integration as compared to pure voice or 

data networks. The report is organized as follows: 

In Chapter 2, we summarize and amplify the analysis tools for a 

single integrated voice/data link given in [3] and [5]. In particular, 

we give a detailed step by step procedure for computing the average 

data delay using the fluid approximation technique developed in [3] and 

[5], and we make explicit the dependence of the link performance on the 

various traffic statistical parameters. 

In Chapter 3, we consider in detail the capacity assignment-problem 

forintegrated networks. We consider three different cases. The first 

is the case where therejs a large enough total capacity available so 

that no overloads occur in any of the links. A straightforward optimiza- 

tion procedure yields the equations which characterize the optimal Capacity 

assignment for the various links. They can readily be solved using standard 

numerical methods. The second case corresponds to the situation in which 

there is enough capacity so that overloads only occur rarely. We derive 

again a set of equations which can be solved numerically to determine the 
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capacity assignment. Finàlly, when there is not enough available capacity 

so that overloads can occur frequently, we propose a solution to the 

capacity assignment problem using the method of dynamic programming. For 

large networks, this may require an inordinate amount of computation time. 

Possible approximations are then suggested. 

In Chapter 4, we discuss the problem of buffer management. A number 

of buffer sharing schemes are discussed for integrated switches with 

finite buffer size. We give a queueing analysis of these sharing schemes 

using the method of local balance familiar in queueing network theory. 

We characterize the state probabilities associated with these schemes in 

terms of, a normalization constant. An efficient algorithm for computing 

the normalization constant is then given. Using the state probabilities 

and the computational technique for the normalization constant, we show 

how various performance measures for the buffer management schemes can 

bé'computed. These results are generalizations of the corresponding 

results for packet-switched data networks. 

In Chapter 5, we study several data flow control schemes for inte-

grated networks. The first is essentially a generalization of a window 

flow control method for packet-switched data networks. This scheme is 

simple to implement and we have been able to analyze its performance 

using queueing theory. The second scheme is essentially a modification 

of the flow control procedure,proposed by us previously in [3]. It 

retains the qualitative desirable features of the procedure in [3], but 

would not be as difficult to implement. However, its complexity still 

prevents us from obtaining a quantitative analysis. We also propose a 

third scheme which is intermediate in complexity between the first two. 
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The issues ofrouting are considered in Chapter 6. We examine the use 

of shortest path routing algorithms in the context of integrated net-

works. We argue that the data link costs should take into account the 

voice traffic condition. Conversely, route selection for voice traffic 

may also be based, to a certain extent, on the data traffic condition. 

This introduces a great deal of coupling between the voice and data 

traffic, which is not present to such a degree in the buffer management 

and flow control problems. We also discuss how the use of multiple 

parallel routes and the concept of explicit routing can regulate the 

routing of voice and data traffic in a flexible and smooth manner. 

In Chapter 7, we draw some conclusions on the general methodology 

for the analysis and design of integrated networks, and we make some 

suggestions for future research. This is very much an open area in 

which analytical, numerical, empirical, and simulations techniques 

need to be developed. It is hoped that our results given in this report 

will provide a starting point for research in this fascinating area of 

integrated communication networks. 



6 

CHAPTER 2  

PERFORMANCE - ANALYSIS FOR AN INTEGRATED  

VOICE/DATA•LINK  

2.1 Mathematical Model for the Integrated Switch  

We shall begin by outlining the mathematical model that will be 

used to represent the integrated switch. The integrated switch is• 

essentially a multiplexer. Time slices of a fixed size b, termed a 

frame, are allocated to the transmission of digitized voice and data 

packets. Each frame is divided into two portions, one allocated to 

voice, the other to data. The voice and data subframes are further 

divided into slots. Voice traffic is not allowed to use idle slots 

in the data subframe. An arriving voice customer who finds that there 

are no free voice slots available for transmission', is lost and leaves 

the system. Data traffic, on the other hand, may use any idle slots 

in the voice subframe. The data buffer may be assUmed to be finite or 

infinite. In the first case, data traffic arriving at the switch with 

a full data buffer will be turned away, to be re-transmitted at a later 

stage. In the second case, arriving data traffic will always be accepted. 

The performance measures of the integrated s*itch are blocking probability 

for voice, average delay for data in the case of an infinite data buffer, 

and probability of buffer overflow in the case of a finite data buffer. 

For a more detailed description of the integrated switch àperation, see, 

for example, [ 2], [3]. 



(2.2.1) 

We shall model the voice and data arrival processes to be Poisson 

with parameters X 	Xd respectively. The holding time distribution 

1 for voice is assumed to be exponential with mean 77, The packet lengths 

are assumed to be exponentially distributed, so that the service time 

for data is taken to be exponential with mean -.. We also assume that 
'd 

there is a basic slot size, and that  N
V 
 slots are available for voice 

and Nd slots for data, so that the total capacity is N=N v  +Nd  slots/frame. 

Finally, we assume the frames are of short enough duration so that the 

time quantization introduced by the frame structure may be ignored. For 

a more complete discussion of this and other possible models, we refer 

the reader to [ 3]. 

2.2 Performance Analysis of the Integrated Switch Using Fluid Approximation  

It is known [ 2] that if the number of call arrivals per frame time, 

X
v
b, is small, the voice process can be modelled by an M/M/N /N system v v 

with blocking probability P B  given by the Erlang B formula 

1-

--N
v 

1-1\1  

x 	- 1 

v p 

	

711 		 
Ni k i 

 V 	k=0 	' 

In what follows, we shall always assume this to be the case. 

Next, we consider the evaluation of the average data delay in the 

infinite data buffer case. A fluid approximation model for the calcula-

tion was  proposed in [3]. This has been further refined in [5], the 

results of which we summarize and amplify here. The idea is to approxi-

mate the behaviour of the data queueing process as a steady flow of 

traffic. Let nv (t) and Qv be the number of voice calls at time t and 
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in the steady state, respectively. Similarly, let nd (t) and Qd  be the 

number of data customers at time.t and in the steady state, respectively. 

The number of slots per frame available to data traffic at time t is 

then N-nv (t). The service rate experienced by packets at time t is given  by  
N-n

v
(t) 	 N-E(Q ) N-Qv  

, while the average equilibrium service rate is given by 	 
b 

where lev  may be found from the Erlang B formula 

X 

Pv  
(2.2.2) 

Thus the movable boundary strategy will provide, on the average, an 
N 
y v  

additional capacity of b  packets/second for data transmission over 

the fixed boundary strategy (in which the capacity available to data 
N-N 

would only be 
b 
v

) . It is then reasonable to design the integrated 

switch so that the offered data traffic exceeds the capacity dedicated 

to data, but is still less than the average available data capacity; 

this is, Nd<Xd
b<N-Q

v . This, however, means that temporary overloads 
N-nv (t) 

will occur when Xd. > 	. If we approximate the data process as 

a steady flow, during these overload periods, the average buffer content 
N-nv (t) 

will increase linearly at the rate of Xd 	packets/second. ,Since 

the voice process varies slowly, the duration of these overloads will be 

long and large buffer queues will build up. When n (t) returns to a 
N-nv (t) 

transmit"  state, (i.e.
'  Xd  < 	 ), the data queue nd (t) will decrease 

N-nv(t) 
 

at a rate of 	Xd  packets/second until the voice state changes or 

until it settles into the steady state behaviour of a stable single-server 

queue. The time axis may thus be divided into segments of overload and 

transMi -b periods. By the Markovian property of the voice process, the 

overload and transinit -  periods constitute alternating renewal processes. 
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: v and 

:
v and 

d b 

x  > Nœk} 
d b 

S = {k 

{k 

(2.2.3) 
îv 

5=1S-Xdb: 
kP(n =k 

k={N 7 Xdbl 
=

d - 
11 + b 

xv  

P(nv=k) = 

N 
Pv  

j .L2 0 
(2.2.4) 

For a fixed arrival rate Xd  define the set of transmit states S
T ' 

and overload states S o  as 

It is readily seen that So={k:flq-XdblkNv} where  1x1 is the smallest 

integer greater than or equal to x, and S
T
={k:Ok5.[N-X

dbj} 
where Lx] 

is the largest integer smaller than x. The average flow into the System 

during an overloadperiod is 

d = E{Xd 

(N7nv) 

- 	b 
n
v
ES

0 

N  
= X - 	

1 
— + 	E{n In ES } d b b 	y v 

. where 

is obtained from the state probabilities of the M/M/Nv/Nv  system corre-

sponding to the voice process. Similarly, the average flow out of the 

system during a transmit period is 
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(N-n ) 

b 	 Ad 
c - E n

v
eS

T 

1 = -- — E{n n
vT 

 eS } b 	d b 	v  

	

p 	LN-'n bj 	I-1 
= - x - {. 

[N-Vf 
kP(n

v
=k)}{ 

b 	d b 	 v f 

	

k=0 	j=0 	

p(n =j) 

 
(2.2.5) 

Let T
a 

and T be the durations of the overload and transmit periods, 

respectively, and let X=dT
a 

and Y=cT 	Then X represents the amount of 

work accumulated during an overload period, and Y represents the amount 

of work that is processed during a transmit period. 	\ 

Now consider the graph of nd (t), the number of data customers at 

time t. The onset of an overload period corresponds to a valley in the 

graph of nd (t) versus time, while the ending of an overload period corre-

sponds to a peak in the graph. An application of the results of [6] 

gives that the probability density functions of the peaks and valleys 

are exactly the same as the density function for the response time  and  

the waiting time, respectively, for a GI/G/1 queueing system for which 

the interarrival times are distributed as Y and the service times as X. 

If we denote the values of the data valleys by Z
v
, we can then estimate 

E(Zv), the average value of the data valley, by the average waiting time 

formulas in a GI/G/1 queue. This requires knowledge of the means and 

variances of the random variables X and Y, which we now show how to obtain. 
\ 

Letm.  and  a 2  be the mean and variance of T
a' 

and m and a2 the a 	a 	 [3 X 
v  corresponding parameters of T. 	

1 
Define . =X 

+ip  . 
	and ' t  

v v 



11 

1  
X +ill 

1 

i=0,...,Nv-1 

Np  
y v 

i=N ' 	y 

Define also the fôllowing recursive formulas 

' a E[Ti ] = T i  + (1...ibTi  + E[T(.4  j} 
1+1 	 (2.2.6) 

2 a 	2 	i 	2 2 a ( ri) = Ti  + [1..  J{T.q-a (T% 1 )} + 	'  2  {T.
1

+E(Tc.4
1 
 )} 2 	(2.2.7) 

 1=rN-X
d
b1,...,N

v
-1 

with 

E(T) = T 	
2,-a ,

) 	2 
Nv 	

a C 	= T
N

v v 	• 

It was shown in [3], [5], that if rN-Xdbl<Nv , 

m = E(Ta
rN-xdbi (2.2.8) a  

and 

2 	a aa = a2 
(T

TN-Â bl
) 	 (2.2.9) 

d 

If fN-Xdb1=Nv , 

M
a 
 = T

N
v 	

(2.2.10) 

2 	2 
G
a 
 = T

N
y 	

(2.2.11) 

Equations (2.2.6) and (2.2.7), can be solved explicitly to give 
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N -1 	, 	N
V
-1  

( 	1  n 	) 	1' N p 
i=k 	1 v v 	i=k 

a 
E(T) 

i-1 E. 	T.  J 	1 
H 

1-E. 1-Ei  j=k 	3 
(2.2.12) 

1 

1 

2 2 
a (T = T 

k 1-E] 	k 	k 1-E. 
ir  	

]  T.  
V 	H  

A 	L i=1 	y 	i=1 j=i+1 	j 
(2.2.16) E (T 13) = 

N -1 N -1 r, 	] 
1 	1 	

1.  1; 	1111 	3  

	

2 a, _ 	r  

	

a (Tk) - 	i:..%. 
 Np 
	i.1( 	j  

[
k  1 

- v v  

2 	a 	a 	2 T i+2T iE jE (Ti+1 ) +E i  (E 

(1-E1 )
2  

(2.2.13) 

[ k-1 	. 
where 	H 	1 	is defined to be 1. We see from equations (2.2.8), (2.2.9), 1-E. 

i=k 	1 	 1 1 (2.2.12) and (2 2.13) that m and a2  are functions of the total capacity 	1 a 	a 	 1 
N, for fixed Nv  and traffic parameters. 

Similarly, we can define the following recursive formulas for computing 

m and a
2 

8 	8 

1-E. 
8 	0 E(Ti) = Ti  4. 	1.  {Ti 	E(T 1)} 	 , (2.2.14) 

2 8, 	2 2 8   r  t a 	
13 	2 T+E(T. )1 (Ti ) = Ti  4' 	r 	tTi+a (Ti_1)1 	2 	. 	1-1 Ei  

i=0,1,...,[N-Xdb] 	(2.2.15) 

with 

E(T) = 0 

1 
Again (2.2.14) and (2.2.15) can be solved explicitly to give 



m = E(1' 	) 
[N-Xdbj (2.2.18) 

2 r4
=  (2.2.19) 

E[Zy] mim/1  = 

E [zv ] m/G/1 

a  
Ps ( 1- Pa) 

X  r a 	s p
s  

2(1-pa) 

(2.2.20) 

(2.2.21) 

13 

k 
H 	 

2 4.  
i=1 v 	i=1 

k 	1-. 
H 

‘j=i+1 

2 
)1-(1-.)(E(T. 	)) 1-1 	1-1 
2 

2 	(3 
a (Tk) 

(2.2.17) 

Finally 

Again m and a
2 

are functions of the capacity N. Note that even though 
(3,  

2 	2 we have explicit formulas for m, O, m
V 
 and a in practice, it would 

a a  

be more efficient to directly use the recursive formulas (2.2.6), (2.2.7), 

(2.2.14) and (2.2.15). 

We may now apply average waiting time formulas for à GI/G/1 queueing 

system with interarrival times having mean _•--,= cm and variance a
2
=c2a2 

V 

and Service times having mean _=dm  and variance a
2
=d

2
a
2
.. Four approxi-

mations are possible: M/M/1 and M/G/1 waiting times formulas [7], 

GI/G/1 upper bound for the avërage waiting time [8], and an approximate 

formula given in [9]. We,use subscripts to denote the approximation 

Xa 
dm 

used. Let p  a p
s 

cm • 

E[Zv] GI/G/1 

X a  (a
2
+a

s
2
) 

a  
2( 1 - pa) (2.2.22) 



exPi 	3p 	120,2411y 
a  na a s s 

3Pa X2a2+p2a2 
 aa ss 

(1-X2aa2a) 2  

À
a
a
a 

where 

g(p
a
,X

a
a
a
,p

s
a
s
) 

X a <1 
a a 

(2.2.23) 

2 2 	2 2 a +4p a aa ss 
2 2 2 2 

X a +4p a aa ss 

xa  22 -1  
a a  

1 	 Pa  E[Z ] 	= 	[X 	a 
2
a
2
+p
22

jg(p X a ,p a ) v kL 	ps  2(1-pa) 	aa ss 	a'aa ss 
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The approximation given in (2.2.23) is the approximation formula given 

in [9 ]. 

We shall now use the estimates of the average valley to estimate 

the average buffer contents. Let 

^ 	1 	1 
Q 

= 	E[zv] 	.i.77  
'(NE 	pa 	F‘s  

QNE 7 E[Zv' 
4 
 2u -s 

Denote also the mean busyperiod and mean empty period by TNE  and TE , 

respectively. The proportion of time that the system is empty p is 
NE 

then 

T
NE  

T
NE

+T
E 

In [ 5], we showed that TNE  may be approximated by 

dm
a 

(2.2.24) 

(2.2.25) 

A 
T
NE = ( 1 4' sdp 	dm 

1 ---- 
cm. 

(2.2.26) 



TE  = (2.2.27) 

P NE = 

A 

NE  
îNE+ÎE 

, 	(2.2.28) 

or by 

T
NE  

Pmr = 	̂t 
T 4.T« NE E 

(2.2.29) 

(2.2.30) 

(2.2.31) 

Cye A  
= `NE PNE 

Re. =  QNE PNE 

= (';11  'NE'NE. 

Qu = QZEPNE 
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The mean empty period TE  may be estimated by assuming the MiG/1 formula 

to yield 

or to use the lower bound in [10] to give 

A 
T

E 
= m 

The quantity pNE  may thus be estimated by either 

dm 

Finally, we have the following four estimates for the average data queue 

E(Qà): 

The above estimates for E(Qd) are only valid when overloads occur. 

To estimate E(Q
d 
 ) for values of X

d 
for which overloads do not occur, we 

assume that the voice holding time is sufficiently long so that a steady 

state is reached in the data process. The average data queue when nv (t)=k 

is then given by 



X
d
b 

E(QdI nv=k) 	N-k-Xdb (2.2.32) 

Nv 	X b 
d  

Q = 	N-k-Xdb 
P
f
n
v
=k] 

k=0 
(2.2.33) 
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The average buffer contents is obtained as 

I. 

In general, we would have both overload as'well as nonoverload periods 

Combining (2.2.30) and (2.2.33), we have the following general expression 

Q
d 

for estimating E(Q
d

) 

. 1N-Àdb] 	X b 
d Dr 	1,1 	n 

Qd =  k=0 N-k-À
d 
 b 
 ' 

(2.2.34) 

In (2.2.31), Q
u 

can of course be replaced by any other estimate given 

in (2.2.30) and (2.2.31). 

The accuracy of the above approximation formulas has been tbsted 

by simulation and found to be very good. Such simulations are discussed 

in [ 5], to which the reader is referred. The required computational 

effort for obtaining the various estimates are very modest, which is 

an attractive feature of this approach. 

In the above, we have given a method for estimating the average 

data delay for an integrated switch with an infinite data buffer. ,The 

average data delay estimate will be used in the next chapter to solve 

the capacity assignment problem. For a finite data buffer, it would 

be more appropriate to use buffer overflow probability as the performance 

measure. This may be considered as a buffer management problem, which we 

shall examine in Chapter 4. Thus, we postpone the discussion of the 

finite data buffer case to Chapter 4. 
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CHAPTER 3 

CAPACITY ASSIGNMENT IN INTEGRATED NETWORKS  

3.1 The Capacity Assignment Problem  

One of the important problems in packet-switched data rietwork design 

is capacity assignment. Roughly speaking, we have a constraint on the 

total capacity available. The capacity is to be distributed among the 

nodes of the data network in order to optimize a performance criterion, 

for example, the average time delay for the network.  •  This is one of the 

few problems in data network design that has an analytical solution, owing 

to the simple analytical formula expressing the time delay in each link, 

and the independence assumption. In the case of integrated networks, 

such simple analytical formulas do not exist. However, by usiiig the 

approximate formulas for the link time delay given in Chapter 2, we have 

been able to develop methods for capacity assignment in integrated net-

works which are approximately optimal. In this chapter, we discuss our 

proposed methods for solving the capacity assignment problem. In Appendix 

A, we illustrate the techniques using a small network example. 

3.2 Mathematical Formulatiori  

For integrated networks, the capacity assignment problem amounts 

the assignment of the total number of slots per frame for each inte-

grated link. In general, the link capacity assignments affect both the 

link voice blocking probabilities as well as the link data time delays. 

However, since voice traffic is assumed to have priority, we make the 



M  
T = = 	X3 T. 

Y d  3-  
(3.2.1) 
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assumption that the links are assigned enough voice slots per frame so 

that the desired end-to-end blocking probability is obtained. Now the 

end-to-end blocking probability for each origin-destination node:pair 

depends on the individual link blocking probabilities and the routing 

scheme. If we assume that the routing scheme is fixed, the end-to-end 

blocking probability translates into link blocking probability require-

ments. Hence, we shall assume that for given voice call arrival and 

holding time statistics, the number of voice slots per frame is chosen 

to meet a specified link blocking probability requirement. We have seen 

in Chapter 2 that this may be found from the Erlang B formula (2.2.1). 

The capacity assignment problem is now simplified to that of designing 

the number of data slots in each link such that a cost constraint is 

satisfied and that the average time delay for the system is minimized. 

Let the total number of links in the network be M. The traffic 

parameters for the jth link are distinguished by the superscript (or subscript) j. 

T 	 etc. The.number 

of voice slots per'frame and the total number of slots per frame are 

.denoted.byNiv andN.,respectively. The number of data slots NJ is 
3 	 d 

then given by N.-Ni . The data packet lengths are assumed to have mean 
v 

equal to one slot size, and the frame.duration is assumed to be the • 

saMe value b for every link. 

With the Ni t 's fixed by link blocking probability requirements, 

we can now formUlate an optimization problem in the link 'capacities 

N. so as to minimize the average data time delay T for the entire net- 

work. From queueing theory, we have the following formula for T [11]: 



(3.2.2) E(Q) = 

1 r 
T = — L E(Qj ) 

j=1 
(3.2.3) 

d.N. = D 
j=1 3 3  

(3.2.6) 

M 
where y= 	X' is the total data arrival rate, and T. is the average data d 

j=1 
time delay in the jth link. Since Little's formula [ 7] yields 

where Qj is the number of data packets in the jth link in the steady state, d 

(3.2.1) can also be written as 

Now we know from Chapter 2 that  E(Q) is well approximated by the estimate 

Qà in (2.2.34), which.is a function of N i . If we let the functional 

dependence of Qid cniN. be  expressed, as 
3 

f. (N.) 
 3 	3 

(3.2.4) 

we can write the estimate T for the average data delay T as 

^ 	1 ? T = 	L f. (N.) 
Y  j=1 3 3  

(3.2.5) 

From previous discussion, T will be a good approximation to rr and will 

hence be used in place of T in the capacity assignment'calculations. If . 

we assume a fixed cost constraint of the form 



j  D = 	d.(à b+N,j  ) 3 d v 
j=1 

(3.3.1) 

Ni  
v 

T . = 
k=0 N.3 -k-Àdi b 

(3.3.2) 
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the optimization problem is that of finding the'N 's so that the cost 

constraint (3.2.6) is satisfied and that the delay estimate T (3.2.5) 

is minimized. In the following sections, we shall discuss methods of 

capacity assignment in general, as well as in the special cases where 

data traffic is light enough so that overloads seldom or do not occur. 

3,3 Capacity Asignment When No Overloads Occur in the Network  

By overloads occurring in the jth link, we mean that the average 

number of arrivals in a frame duration is greater than the number of 

data slots in the frame. Thus the condition for overload occurring 

in the jth link is à i b>N.-Ni ; The minimum cost the network must sustain 

for no overloads to occur anywhere in the network is easily seen to be 

given by 

In this section, we assume that D * <D so that link capacities can be found 

to ensure that no overloads occur. We may assume that the optimal capa-

city assignment in this case will result in no overloads occurring, since 

if an overload does occur in a link, a large time delay will result in 

that link [5]. We may therefore use the approximate delay formula 

where n is the steady state probability of having k voice calls in link 
.k 

j, given in (2.2.4). The optimization problem can now be stated as follows: 

Minimize 



(3.3.4) 
= 	3 3  

G(N1 ,...,Nm) = T 	[11 d.N. -D 
Em 

Ni 
ub 

k=0 (N.-k-À4) 2 	Xi  3 	d 	d 

set of nonlinear equations: 

(3.3.5) 

d.N. = D 
j=1 	3  

(3.3.6) 
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Ni „ i M•vq(b 
T=— 	x 3c, y 	 

j=1. 	k=0 N.-k-X i b 
3 	d 

with respect to . j=1,2,...,M subject to the constraint 

d.N. = D 
j=1 3 3  

Inprinciple,thevaluesof NJ  .are constrained to be nonnegatiVe 

integers, since it corresponds to à total number of slots in a frame. 

However, if we can solve the above optimization problem allowing the 

Ni 's to vary continuously, we will end up with a set of link capacity 

assignments which in general take noninteger values. An approximately 

optimal solution may then be found by rounding the optimal link capacity 

assiinments to their nearest integers. 

Using  this  approach, we introduce a Lagrange multiplier B to account 

for the constraint. The optimization problem now becomes: 

Minimize 

By differentiating G(N 1 ,...,NM) with respect to N. and setting the result. 
, 

tozero,wefindtheoptimalvaluesforthe N j.'s must satisfy , the following 

(3.3.3) 
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The fact that T is a convex U function of theN 's guarantee that the i  

above system of nonlinear equations (3.3.5) and (3.3.6) characterize 

the minimum value of T. Equations (3.3.5) and (3.3.6) form a system 

•  of (M+1) nonlinear equations in (q+1) unknowns. It may be solved numeri- 

cally using, for example, Newton's •method as follows: 

P, 111 
N
2 

be the vector of unknowns. Define the nonlinear functions Let x= 
gm  

Nj  
j b Yi3d. k  

h (x) = 	«e 	
" 	_ 	j=1,2,...,M 

k=0 (N.-k-X j b) 2 	Àj  
j 	d 	d 

h
M+1

(x) = j1 d.N. - D 
= 3 3  

and the vector of functions 

h 1 (x) 

h(x) = 

h
M+1

(x)  

Equations (3.3.5) and (3.3.6) can then be written as 

h(x) = 0 

Define the Jacobian Matrix Jh (x) by 

(3.3.7) 



Àb 2 
d 
d. 

(3.3.11) 
1 

N. (Q 	À b) 
3 	v 	d 

1/7-37( 
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J,(x)= 
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u1kb 	
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1 

-2 i 

	

1 3 	
0 	O... 	0 	__J  

1 

	

k=0 (N
1
-k-À

d
b) 	 À 

d 
N
2 

2, 

0 	-2 ?r  
	0  ... 

0 	
yd2 

- x 2 

	

' 	k=0 (N 27-k'-Ààb) -  
d 

• N
M 

	

. 	 M, 
• • 	• 	v 	

uku 	Ydx ivi 
• . 	. 	. 	-2 î 

-7.)-41.-  
. 	, 

• . 	k=0 (N
M 
 -k-ÀM

d
b)

3 

0 d1 	d
2 	

d
3

... 	dm  

(3.3.8) 

We then have the iteration 

-1 
n+1 	n 

= 	- J (x )110c ) 
, 	hnn 

(3.3.9) 

with lim xn=x. 
n.4-00 
Let us examine the nature of the solution a little further. Applying 

Jensen's inequality to the left hand side of (3.3.5) yields 

	 < 

(N-x

• 

b) 2 	xj 
d 	d 

(3.3.10) 

where Q).  is the average number of voice calls in the steady state in link 

j. Simplifying, we find that 

The right hand side of (3.3.11) is reminiscent of the square root assign-

ment rule in pure packet-switched data networks [11]: the first term 

represents the minimum capacity required for the stable operation of the 



5 	 . 	 ( d 3 

M 	. 

D ey _2=1 
(3.3.13) 
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data queue; the second term indicates additional assignment proportional 

to the square root of Â 3c/b. We thus see that the square root assignment 

rule gives a lower bound to the value that should be assigned to the 

link capacities. 

Note further, that the minimum cost incurred by the network for 

stable data queue in every link is given by 

Dmin  = 	d_i (Q + X idb) 
j=1 

(3.3.12) 

Define 

D
e 

= D - D . 
min 

We then find 

M 
De > 1 	Wbd.) 1/2  d 3 j=1 

or equivalently, 

Equations (3.3.11) and (3.3.13) give lower bounds ,to solutions of the 

optimality equations (3.3.5) and (3.3..6). 
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Equations (3.3.5), (3.3,6), (3.3.11) and (3.3.13) give a quantitative 

as well as qualitative characterization of the optimal capacity assignments 

under the assumption that no overloads occur in the network. The minimum 

cost incurred to guarantee no overloads is  D*.  However, the minimum cost 

to ensure stable data queue operation is 
Dmin. 

 Thus, the additional cost 

incurred to ensure no ove±load's is D*-D
min 

= 	d.(Ni -50). Let Pi  denote 
j=1 

the blocking probability requirement for the jth link. If q; is much less 

than 1, as is the usual requirement for circuit-sWitched networks,  

is significant. This means the requirement of no overload is costly. If 

we do not insist on this requirement, we would incur a network cost less 

than D*, at the expense of increased network delay. In the next section, 

we explore one approach to this tradeoff problem. 

3.4 Capacity Assignment When Overloads Occur Infrequently  

In the previous section, .we pointed out that to ensure no overloads, 

the network cost must be greater than D*. We assume in this section, that 

the total cost D is less than D* so that overloads will occur  in  some of 

the links. However, we also assume that 

d.(X i b 	Ni  - 1) < D 	 (3.4.1) 
j.i  3 d 	v 

This means we have sufficient capacity to handle the data traffic if in 

every link j, the total number of voice customers is less than Ni . Over-

loads can only occur when at least in one link, the total number of voice 

slots are occupied. Let us temporarily assume that 
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L 
 d.(Xb +.1 1 ) -111 i (Xb + 

j 	3  - 
jOi 

- 1) < D < D* 

1  

N 
ii 
v v 

(3.4.2) 

Then the only link that may have an overload is,link i, and this occurs 

only when all the Nv voice slots are occupied. If we assume that P i 

is Very small, then overloads in link i will only occur infrequently. 

If we assume that overloads occur so infrequently that the effects of 

overload (i.e., increase in the data queue) are dissipated before the 

onset of the next overload period, we may approximately evaluate the 

time delay associated with the overloaded link i in the following manner. 

The mean queue size at the end of the overload period is seen to be 

given by 

••n•n 

N
i
-1 

u
i
b 

T. = + IT • 
1 	1 

k=0 N.-k-X ib 	Nv  
1 	d  

— 
X
i
b+N

i
-N. 

b 	ldvi  

N.-N+1-À
ib 	Nipi X .b 

1 v 	d 	v v 	d 	. 

(3.4.4) 

N-N
i  

E(Q 1*- 1n1-1) + 1- 4 
 Xà 	lb  ‘1.  

n•n•••n 

The mean service time for this queue is 	 • Hence by Little's 

111  
formula, the average time delay in link i during overload period, de-

. 
noted by Tâ , is given approximately by 

T
N  i 
 = 4 E[Q 10 =N 	+ 	. [X b-(N1..41)] 	. 
v 	X

d 
i 	d --v v • 	

xd
ib 	d 	V 	

N
11 
p v v 

Xb+N-N 
cc 
N.-Ni

134.

1-Xib 	

dvil  

X ib 	Np
i 

1 v 	d 	d 	v v 

Thus the approximate total time delay in the ith link is given by 

(3.4.3) 



(3.4.5) 

d.N. = D 
j=1 3 3  

(3.4.8) 
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If overloads can occur in more than one link, the formula (3.4.4) applies 

to every link in which overloads can occur, while' (3.3.2) still applies 

to those links in which overloads do not occur. The network time delay 

T may now be approximately evaluated as 

n••n• 

î 
jenonoverloaded 

T .  + 
iEoverloaded 

1 
T = — 

Y 

links links 	links 

Using the Legrange multiplier approach as before, we find that the following 

system of nonlinear equations characterize thé optimal capacity assignment 

for this model: 

Ni -1 	n
i

. 
N1b 

 
n
k
b 	nNi 

2 ÷ • 
k=0 	b), 	(N-N +1-À b)

2 	
N

iÀ p 	,b . 	 Xd  
1 	d 	v 	d - 	v V el 

(3.4.6) 

for all i such that link i can have overloads 

N3  
j b v 

nk 	113dj 
Z 	i 	- 

k=0 (N.-k-X'13)
2 	

A'
i  

3 	d 	d  

for all j such that link 	(3.4.7) 
j does not have overloads 

Equations (3.4.6)-(3.4.8) can again be solved using Newton's method. 

In order to apply (3.4.6)-(3.4.8), it is necessary to specify the 

links for which overloads are allowed. One approaCh to this is to choose 

one link at a time to allow for overloads. Let the links be numbered 

according to increasing average time delay in the overloaded condition 

by £1 ,Z2 ,...,tm . Find, if possible, the link 2. 	with the least average 

time delay such that 



M 
 1 d.(À - b + Nv) - (dt 	+ d 	) 	D  

'1 3  2 ' i 1 	
"e2, 1 2 J -   

(3.4.9) 

d.(Â j b + 1\1 .1 ) - d 	D 
Z1,i 

 
'1 3  

d 

Next,find,ifpossible,thepairoflinkst. 2 .and 	. suCh that 
,1 1 	21 ' - 2 
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and that the sum of the delays in these 'links Tt 	+T,. 	is the smallest 
2,i 1 	2,i2  

among any pair of links satisfying (3.4.9). If T o . _< 0 	+T o 	, allowing 
l,i '2,i i 	2,i2  

the single link £. 	to have overloads will give a smaller average delay 

than allowing 	. and 
î2,i2 

both to have dverloads. If T£2,i 
+T£

2,i 
<TZ

1,i
'  2,11 

1 	2 
then allowing links 

• 2,i 1 
 and

2,i 	
t o have overloads would be a better 
2 

 

solution. We continue this procedure with three links, four links, etc. 

Exceptforsituationsinwhichthevaluesofthecostweightsd i and the 

time delays T, vary substantially from link to link, the above enumeration 
. 	J 

procedure will determine thè complete set of links in which overloads are 

allowedinafewsteps.NotethatthetimedelaysT.for the overloaded 1 

linkLin the above procedure is computed using (3.4.4) with N.=I - N -1+À
d
bl 

1 	 1 v 

We have so far considered capacity assignment under the assumptions 

that either overloads do not occur, or they occur infrequently. In these 

cases, we have approximate analytical formulas expressing the network time 

delay so that Lagrange multiplier methods and calculus can be used. How-

ever, in the general case where overloads can occur quite frequently due 

to insufficient available capacity, the link time delays are no longer 

simple functions of the link capacities, as we have seen in Chapter 2. 

The use of Lagrange multiplier methods in this case gives rise to extremely 

complicated expressions which are virtually intractable. In the next sec-

tion, we give a method which handles the general case, although requiring 

a larger amount of computational effort. 



29 

3.5 An Algorithm  for :the  General Capacity Assignment .  Problem  

Thus us 
 

j=1 
the model used in the previous section  is  no longer applicable. However, 

we still have available the functional dependence of the link time delay 

on the link capacities, in the form'of XidTi =fi (Nj ), as given in Chapter 2. 

As in Section 3.2, the optimization problem is to 

Minimize 

1 r 

	

T = — 	f.(N.) 

	

Y 	3 3 j=1 

subject to 

d.N. 	D 
11  

s i=1 

This is essentially a resource allocation problem to which we can apply 

the  method of dynamic programming [12], [13]. We here outline the method 

as applied to our optimization problem. 

For simplicity, we  assume  d„ j=1,...,M and D are integer-valued. 

For each 	and k=1,2,...,M, we define the functions 

(3.5.1) Vk () = 	min f.(N.) 
N 
k
1"'" Nk j=1 3 3 

 d.N. 
i=1 1 1  

It is straightforward. to derive the following recurrence equations for 

Vk (Z)  



1 

V () = min 1 	fi(Ni) (3.5.3) 

051\1 <P-] 1 -  d 
. • 	1 

* 	- 
N = N (D) M M 

(3.5.4) 
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Vk (E) = 	min 	[fk (Nk) + Vk-1
(E-dkNk)] 	k=2,3,...,M 	(3.5.2) 

0ÉN k-  dk 

where [x] is the largest integér less than or equal to x; and 

Equations (3.5.2)-(3.5.3) generate a table of values for Vk (E). By 

definition V (D) is the optimal value, and the minimum time delay is 

1 
then given by 

i
-V
M
(D). 

To determine the optimal capacity assignments from the recurrence 

equations (3.5.2)-(3.5.3), let Nk () be the minimizing value of Nk  for 

the right hand side of (3.5.2), for each The optimal assign- 

ment of NM' denoted by N '  is easily seen to be M 

But then the remaining variables N 1 ,...,Nm_ 1  must satisfy 

M-1 
d.N. 5. D - 

j=1 3  3 	
m M 

* 	„ 	* 
Thus N 1 

 is given by Nm_ 1 (D-dmNm). By induction, the optimal capacity 
M- 

assignments are given by 

1 NM.  = NM-3  .(D - 10 1 d.NM-1 .) 
=  

j=1,...,M-1 	(3.5.5) 
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Equations (3.5.4) and (3.5.5) completely solve the optimal capacity assign-

ment problem. 

The above dynamic prôgramming algorithm always gives the optimal 

values for the capacity assignments. Thus we can actually use it to 

verify the approximately optimal'assignments'in the previous two sec-

tions. Its main drawback is of Course that it requires greater computa-

tional effort and storage. These can be reduced somewhat by noting that 

withNJ 	 Ni 
 
's is equivalent to finding the 

optimal Nid ts. Clearly, the jth link time delay can be reformulated as 

a function of Ni
' 	

g say 	(Ni ) 	The cost constraint may also be trans- 
d 	-j i d 

formed into 

M- 	- A 
d.NJ,1"  = 	- 	d.N3  g D 

i=1 3 =l 3 v 
	u (3.5.6) 

The dynamic programming equation .(3.5.2) may now be replaced by the 

equations 

Ak 	= 	in 	[gk  (Nd ) 	A 	] 	k=2 , . . .,M 	(3.5.7) 

ONd1(._[cf] 

for each =0,1,...,Du . The initial value for (3.5.7), .A / () is given by 

1 	: 
A 1 () = 	min gl(Nd). 	 (3.5.8) 

d- d1  

Equations (3.5.7)-(3.5: 8) require substantially less computation than 

(3.5.2)-(3.5.3) if D is much larger than  D. 
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Even with the above transformation, the computation time and storage 

requirements woUld still be considerable if M and Du  are large.' Thus, 

while the dynamic progtamming approach in principle completely solves the 

capacity assignment problem, approximate analytical formulas, like those 

in Sections 3.3 and 3.4, are of independent interest. These considera-

tions suggest that we should try to approximate the link time delay in 

the general case by a convex U function. Since in general 

[N.-X jb] 	i 
3 d le 

	

T.=   + T j  
3 	k=0 N.-k-X jb 	O  

3 	d 

where Tj  is the time delay incurred during the overload period, and can 
0 

be computed using the technique of Chapter 2, we need to provide a suit-. 

able approximation, possibly by interpolation techniques, for T j
0
. Once 

a suitable analytical approximation'is available, we may use the methods 

of Sections 3.3 and 3.4 to compute the approximately optimal capacity 

assignment. The accuracy of such an approximation may then be tested 

on small networks by comparing it tià the dynamic programming solution. 



CHAPTER 4  

BUFFER MANAGEMENT IN AN INTEGRATED SWITCH  

4.1 Introduction  

In the last chapter, we have examined the question of capacity 

assignment for integrated networks based on the assumption that the 

data buffer size is infinite. This means that data traffic is always 

accepted so that the natural performance criterion for data is the 

average delay. In practice, an integrated switch can only have a 

finite data buffer. Thus an analysis of the effects  of the  finite 

\buffer on traffic behaviour would be desirable. Of course, the same 

problem has been considered in the context of pure packet-switched 
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data networks [14], [15]. It has been shown that in pure data net- 

works, unbalanced traffic in a packet switch will cause the monopoly 

of most of the buffers by the single output link with the highest 

utilization. As the load for this link is increased beyond a certain 

value, most of the buffers will be occupied by data waiting for this 

link, thus preventing packets for less utilized links from getting 

through. Clearly, the same phenomenon will occur for the data traffic 

in an integrated switch. Thus, some data buffer management scheme to 

limit contention for space is needed. Since the voice traffic is 

designed as a loss system, no buffering is allowed for voice and 

buffer management is irrelevant. However, the voice traffic does 

affect the data traffic performance, so that it must be considered 

jointly with data traffic in the buffer management analysis. In 

this chapter, we show how the method of local balance familiar in 
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queueing network theory may be used to study the,buffer management problem. 

We examine a number of buffer sharing schemes and characterize the state 

probabilities associated with these schemes. From these results, the loss 

probabilities of data packets and the switch throughput may be readily 

obtained. 

4.2 Queueing Analysis of the Integrated Switch with Finite Buffer Size  

An integrated switch in:an integrated network is illustrated in 

Figure 4.2.1. 



j =1,2,.. .,R 

(iii) m. 	N, 
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'We assume a fixed routing procedure is used. In general, there are R 

output links, and the number of data and voice customers in the jth 

outputlinkqueueisdenotedby kJ  .and m. respectively. The total 
3 

number of data buffers in the switch is denoted by B, assumed to be 

less than infinity. We impose the following constraint on the sharing 

•of the buffers: the maximum size of each data output queue is limited 

to a value L. For simplicity, we assume - the same limit L for every 

queue, although we will point out the necessary modifications when 

different limits are allowed. When all B buffers are occupied, an 

incoming data packet is lost. Similarly, if a packet destined for 

the jth link, called a j-packet, finds the queue limit for the jth 

link has been reached, it is also dropped from the queue. Note that 

the voice traffic do not take up any buffer space. However, it affects 

the data service rate by changing the number of slots available in a 

frame for data transmission. Hence, the processes  (km). j=1,2,...,R 
3 	3 

must be considered jointly. 

As before, we assume that voice and data arrivals are Poisson, 

d r 	d 
with the total mean data arrival rate given by = L X.,  where X. is 

• j=1 	3 	, 

the mean data arrival rate of j-packets. The data service time for 

1 
output link j is assumed to be exponential, with mean denoted by 71. 

p. 
1 

The corresponding'parameters for voice are denoted by X
v 

and --17- . 
U.;  

The - above buffer management scheme means that the followifig 

conditions must be satisfied. 

(i) 	k. 	B 
j=1 3  
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If L=B, then we have an unrestricted sharing policy since this corre-

sponds to allowing each link to take up all the available buffer space. 

For L<B, we have a restricted sharing policy. Other sharing policies 

may also be considered in this framework; for example, we can allow 

a minimum number of buffers to be dedicated to each output queue. 

The method of analysis is similar to the one we are considering, 

although the details are more complicated. The necessary modifica-

tions are discussed, in the context of pure data networks, in [15]. 

Let the state of the system in equilibrium be denoted by 

Let P(km...,kR'
m
R

) be the probability 

that the , system is in state (k 1 ,m1R
,mR

), where P(k 1
,m
1R,mR)=0 

for any state which is not feasible, i.e., that at least one of the 

conditions (i)-(iii) is violated. We apply the method of local balance 

used in queueing network theory [16]. The local balance equations are " 

given by 

d 
À.P(k ,m 	...,k.,m. ...,k ,m ) 1 l' 	3' 	R R 

d =,...,k.+1,m.,...,k ,m ) 
3 	3 3311 	3 	3 	RR 

j =1,...,R 	(4.2.1) 

À.P(k ,m ,...,k.,m.,...,k ,m ) 
3 	1 1 	33 	RR 

= 

(4.2.2) 
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We sèe from the above local balance equations that the voice process 

is unaffected,by,the data process and corresponds to R M/M/N v  /Nv  queues. 

We may thus solve (4.2.2) directly to give . 

P(k1 ,m 1 ,k2 ,m2 ,...,kR ,mR) 

R
m.-1 X v 3 . 

. H 11 3  P(k1,0,k2,0,...,kR,O) 
' j=1 i=0  

3 

(4.i.3) 

To solvè the equations (4.2.1), consider the case where m 1 =1. We then 

have 

d
P(k 	k , 	k m ) 
1 11" 2 m  2'  

d 
= min(k 1 -1-1,N 1 -1)p i P(k 1 +1,1,k 2 ,m2 ,...,kR ,mR) 	(4.2.4) 

Solving.(4.2.4), we find that for k r5:N 1 -1 

k
1
-1 

P(k 1 ,1,k 2 ,m2 ,...,kR ,mR) = H 
d 

P(°,1,k2,m2,...,kR,mR) 
i=0 	(D-1)11 1 	(4.2.5) 

However, for k
1 
 =N . we  have 

d
P(N 1  -1,1,k 2

,m
2
,...,kR ,mR ) 

1  

d 
= (N 1 -1)11 1P(N1 ,1,k2 ,m2 ,...,kR ,mR) (4.2.6) 



d 
1  

(N l -m i )p, 

Àd 1
-N

1
+m

1 N1 -m 1
-1 

1  
ri 	d 

P(0, 
(i+l)p 1 i=0 

'
k
2'
m 2
''

k
R'
m
R

)  

(4.2.10) for laN1
' r-m

1
+1 
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In general, for yNi  

P(k 1 ,1,k2 ,m2 ,...,kR ,mR) 

xd
k
1
-N

1
+1 

1  
d 	

P(N
1
-1,1,k

2
,m

2
,...,k

R
m
R

) 	(4.2.7) 

Combining (4.2.5) and (4.2.7), we find that 

P(k1 ,1,k2 ,m2 ,...,kR ,mR) 

---. 	--k
1
-N

1
+1 
 N1-2 	d d 

.  	II   P(0,1,k 2 ,m2 ,...,kR ,mR) 
d 	

d=0 (i+l)pd  

	

1 	. 
for 	(4.2.8) 

We may now easily extend the solutions in (4.2.5) and (4.2.8) to the 

general case with arbitrary m i 5_N i . We,find 

k
1
-1 

Xd , 	1 	 , 
P(k1 ,m1 ,k 2 ,m2 ,...,kR ,mR) = H 	d  P(0,m i ,k2 ,m2 ,...,kR ,mR) 

1=0 (i+l)p, 
for k 1

..e1
1
-m

1 	(4.2.9) 

P(k 1 ,m1 ,k2 ,m2 ,...,kR ,mR) 

" (N 1 -1)14 

,Clearly, the above analysis holds for each pair  (km).  Hence, we obtain 
3 	3 



X. 
	 P(0,0,...,0,0) „ v 

s=0  
(4.2.12) 

R 
C(B,L,R) = E 	H  

j=1 	3 	3  
(4.2.13) 
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P(k 1 ,m1 ,k2 ,m2 ,...,kR ,mR) 

R 

__ 	--max(0,k- .N.-Fm.) 
d 	j 3 3 min(k.,N.-m.)-1 	d X
i 	

J 	J 	J 	À 
i 	 = 	il 	 11 	 P(0,m ,0,m ,...,0,m ) 

d 	 d 	1 	2 	R 
j=1 	(N.-m.)p. 	i=0 	. (i+1)p 

(4.2.11) 

Finally, using (4.2.3), we get 

P(k
1
,mk

2
,m

2' ...,kR'mR)  

d  

 = 	

Imax(03 
3j  mi

,k.-N.+m.) 
À 	

n(k.,N.-m.)-1 
J 	À. d 

_ 	d 	
J  

3=1  EMi-m3)11i1 
	1=0 

Equation (4.2.12) completely characterizes the state probabilities of 

the system for any feasible state, and is in the product form well-known 

in queueing network theory [16]. The only quantity that remains to be 

found is P(0,0,...,0,0). Let C(B,L,R)=P(0,0,..,0,0)
-1  . Then C(BL,R) 

may be found from the normalization condition 

= 1 

where the summation is over all the feasible states. This gives 



C(B,L,R) -1 ll p i (k i ,m3 ) i  ,  

{ 

= 

if the state 
is feasible 

0 	otherwise 0 	otherwise 	(4.2.15) 

where 
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• p.(k.,M.) = 
3 	7 	3 

___. 	
d 	

---max(0,k.-N.+m.) 
. À

j 	 J 	3 	3 	Â
j  H . 

d 	 d 

	

i=0 ' 	(i+l)p. 

m.-1 	v 
3 	À. 
H 	3  

s=0 	(s+l)ilir  
(4.2.14) 

and the summation in (4.2.13) is again oVer the set of all feasible states. 

Finally, the state probabilities are given by 

For the buffer management schemes we are considering, the set of feasible 

states are given by ((k i ,m,,...,kR ,mR): 	k. 5_B;. 5_1„ m 5. . 	1\1v., j=1,...,R}. 
j=1 3 	

k3 	
3 	3 

Brute force evalùation of (4.2.13) by enumerating all the states would be 

a very difficult computational problem. In the next section, we shall give 

an algorithm which efficiently computes C(B,L,R). Once C(B,L,R) has been 

found, we can use the state probabilities to compute the various performance 

measures associated with the buffer management policy. 

4.3 Algorithms for Computing Normalization Constants  

First of ali, we notice that constraints on the voice states 

m1' m2'' mR 
 are independent of those on the data states, and inde- 

' 

pendent of each other. Thus we may write 

Nv Nv Nv  
1 	2 	R 	R 

C(B,L,R) = 	Î 	i 	i 	--- 	Î 	11  Pi(ki,mi) 
k feasible m1 

 =0 m'=0 	mR- 
-0  

	

2 	- 	-- 



N. 

p(k) = 	p.(k.,m.) 
3 	3 m.=0 

(4.3.2) 

C(K,R) = 	H p.(k.) 
{k:Ek.=K, J.' 7 	7 

OÉk.K} 
1 

(4.3.4) 

Then 

C(B,B,R) = 	C(K,R) 
k=0 

(4.3.5) 
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where k=(k 1 ,k2 ,...,kR) is the data state. But, 

, 	v 
N i 

	

NV 	WI NR 	R 

	

1 	2 	 R 	v 
• r- 	Z 	... 	1 	H p.(k.,m.) = H 	î 	p.(k. m.) 	(4.3.1) 
• m

1  =0 m2
=0 	mR=0 j=1 

3 3 3 	j=1 m.=0 
3 	, 

Letting 

I  

I I 

I  

we obtain 

C(B,L,R) = H p.(k.) 
k feasible j=1 3 3  

Equation (4.3.3) is now in a form-similar to those characterizing normaliza- 

tion constants in closed queueing networks [17]. We shall now modify the 

so-called convolution algorithm used in closed queueing network theory 

for the computation of the normalization constant to evaluate C(B,L,R). 

First, let us consider the case where B=L. This corresponds to the 

complete sharing of storage among-all the output links. Define 

(4.3.3) 



co 
G(z) = 
3 	/ i=0  

We then define Sr (z) by 

Sr (z) = H G 5 (z) 
j=1 3  

and C(k,r) by 

1 
C(k,r) = — 

k! 

(4.3.6) 

(4.3.7) 

(4.3.8) 

z=0 

k 
Sr (z) 

Dz 

Define the generating function of  the  sequence 10 3  (k); k=0,1, .., 
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by 

Note that for k=K and r=R in (4.3.8), we get 

SR  (z) 

-'-z=0 

	

K R 	co  

1 = 	D 	1.1  
K! Dz K  j=1 i=0 

L rj " 

--z=0 

H p 4  (k.) 
=K1 j=i 	3  

which is precisely the right hand side'of (4.3.4). We may therefore 

use (4.3.8) to compute the-normalization constants C(K,R). 

Write 

S
r
(z) = S

r-1
(z)G

r
(z) (4.3.9) 



C(k,r) = 	C(k-i,r-l)pr (i) 
i=0 

(4.3.10) 

.
N
r 

Pr ( 0) = 	pr (0,mr 
mr=0 

NIT  
1 = 

mr=0 mr ! 

m
r X

r 

1-1 r 

(4.3.11) 

, m. 
v 3 x
i 

P 
(4.3.12) 

Then; on substituting (4.3.9) into (4.3.8),'we obtain 
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From (4.3.2), we see that 

Hence, for rk0,. 

C(0,r) = H G.(0) 
j=1 3  

r 
= H p i  (0) = H 

r 	
. 	1 

M.1 
j=1 	' 	i=1 111.=0 	3 3 

0 
where H MO) is interpreted as 1. Similarly, we find that 

j=1 

	

{ 1 	k=0 
(4.3.13) C(k,O) =

k,0 
 - 

	

O 	k0  

The set of equations (4.3.10), (4.3.12),and (4.3.13) consti\tute a 

recurrence equation in the two dimensional array C(k,r) with given 

boundary conditions. The normalization constant C(K,R) may thus be 

obtained using this algorithm. 

Next, we shall consider the general case where L<B. Analogous 

to (4.3.4), let us define 



C(B,L,R) = 	C'(K,R) 
K=0 

(4.3.15) 

(4.3.17) 

1 
C (k,r) = —

k! 

k 
L 

Sr (z) 
az 

(4.3.18) 

z=0 
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R 
C (K,R) = 	Z L 	H p.1 (k.) 

{E:Ek.=K, 	j=1 ' 	3 
 Uk.h} 

i 

Then 

(4.3.14) 

The difference between C L (K,R) and C(K,R) is that the additional con-

straintsofi,  1=1,... ,R are imposed, . Define the generating. function 

G(z) by 

G(z) = 	p.(i)zi  
3 	J i=0 

and define 

Sr (z) = H G.(z) 
j=1 3  

••nnn 

j=1,...,R 	(4.3.16) 

Then it may be seen, in the same manner as in the development of the case 

L=B, that when (4.3.18) is evaluated at k=K and r=R, we get the normaliza-

tion constant of (4.3.14). Similar calculations now show that 

CL  (k'r 
min(k,L) 

CL 	' (k-i r-1)pr  (I) 
i=0 

(4.3.19) 

with the - boundary conditions 'given by (4.3.12) and (4.3.13). Equations 

(4.3.19), (4.3.12), (4.3.13) and (4.3.15) completely determine the norm- 

alization constant C(B,L,R) in the restricted sharing case. 
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4.4 Performance Measures for the Buffer Management Policy  

The state probabilities have already been characterized in the pre-

vious two sections. In this section, we use the state probabilities to 

calculate various performance measures associated with the buffer manage-

ment scheme. These performance measures pertain only to data traffic, 

since buffer management only affects data performance. 

From the state probabilities, we can easily find the marginal prob-

ability of a data state  

1 	H p.(k.) c(B,L,R) j=1  3 3  
(4.4.1) 

Now  à j-packet is lost whenever all B buffers are occupied, or when the 

jth output queue already has L packets. Thus the loss probability for 

a j-packet is given by 

PL:= 1) (/k—' 13 ) + P(Îk- < Barldk.'L 3  
3 	j=1 	i=1 	3 

The first probability is given by 

C
L
(B,R) 

Pc 	k.  =B)  
 j=1 	
= c(B,L,R) 

j  

(4.4.2) 

(4.4.3) 

The second probability is given bY 

B4L-1 	and k 	L) 
3 	

j 
i=1 
i0 j 

L k 	...,k ) j+1 , 	R  
{k:Ek.B-L-1} 

ih 

p1 (k) 
C(B,L,R) 

i0j 
ioi l 

(4.4.4) ' 
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(4.4.5) C(B-L-1,L,R-j) = 	H  p(k) 
i0j ioj i 

we see that C(B-L-1,L,R-j) is of the same form as C(B,L,R) and may be 

computed using the sanie convolution algorithm. Finally, the overall 

loss probability for any  data  packet is given by 

1 r 	d P =  
j=1 

d 

= C
L
(B,R) 	R  

1 
 C(B,L,R) + d 3. =1 I.' 	C(B,L,R) À. 	, 

(4.4.6) 

The marginal distribution of each output data queue may also be 

obtained from the state probabilities. However, a simpler characteriza-

tion is obtainable using generating functions. Let 

k. 
1  

Q (z i''''' z R)  = C(B,L,R) 	H p.; (ki )z j  
j=1 J  

(4.4.7) 

where the summation is over all feasible states. Comparing the summation 

in (4.4.7) with the definition of C(B,L,R), we see that the only difference 
k. 

. in (4.4.7) is that p.(k.)z. 3  replaces p.(k.). Thus the same argument yields 
J 	J 	J 	J 	J 

1 	 R 1 
r73 K R • L G.1 (z i 0)1 Q(z l'"' ',zR) ',.- 

C(B,L;R) 	7T 
K=0 	De j=1 J  
î 	[ 7 H  

0=0 .  , 

(4.4.8) 

The generating function of the Rth output queue, QR (z), is obtained by 

setting z i =z 2=•••=z R...1 =1, and z R=z in the expression for Q(z i ,...,zR). 



d 
X. = (1 	P )X. 

L
J 

3 

and the average number of data customers in the Rth queue, E(kR), is 

I 
Ï 

(4.4.11) 

We find 
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B 
1 	7 	1 

Q.  (z) - R 	C(B,L,R) L 	Ti 
K=0 

K 
L 

—SR-1 (0)GLR(ze) 
„K  

—0=0 

B 	K 
1  

C L (K-n,R-1)pR (n)z
n 

C(B,L,R) 
K=0 n=0 

From (4.4.9), the marginal distribution for the Rth output queue is 

immediately obtained.as 

1  
C,(K-n,R-1)pR (n) PR (n)  = C(B,L,R) K=n  

(4.4.9) 

(4.4.10) 

The marginal distribution of any other queue may be obtained in the same 

way by just renumbering the queues. 

Once the loss probability and the marginal distribution have been 

found, other performance measures such as throughput and average number 

of data customers in the output queues can be readily determined. For 

example, the throughput of j-packets,  X,  is given by 

given by 

n 13 CL(K-n'R-1)PR(n) 

1  
E(kR) = c(B,L,R) n=0 	K=n 

(4.4.12) 

The performance measures may then be used to'find an optimal value of L 

for a given B. 
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A few more comments on the choice of L are in order here. In 

general, the optimal value of L depends on all the traffic parameters. 

If the traffic characteristics change, in general a new value of L 

needs to be computed. However, this require the re-computation of 

the normalization constants and the assôciated performance measures, 

which would be costly. If we note that the performance will worsen 

under heavy traffic conditions, one approach to designing the value 

of L would be to find the optimal value of L when the utilization in 

all the links approaches 1, and then use the same value of L for all 

traffic conditions. In pure data networks, this leads to the so-called , 

square root rule, where L is chosen to be - - [14]. It  vas'  found in 

[14] that the square root rule gives a good approimation to the opti-

mal policy, and because of its ease in implementation, it is an attrac-

tive design method for L. In the context of integrated networks, we 

would not expect such a design would ] ead to as good a performance, 

due to the effects of voice traffic on the data traffic behaviour. 

Nevertheless, it could be a first step to exploring design values 

of L which are insensitive to parameter values. 

In the above analysis, we have assumed the same limit L on all 

the queues. Wé can of course improve the data performance by allowing 

a different limit on each queue. The necessary modifications on the 

computation of the normalization constants are that in (4.3.19), the 

upper limit of the summation should be changed to min(k,Lr) for each 

r=1,2,...,R. The calculations of the performance measures should then 

be modified accordingly. The optimal choice of the values Lr , r=1,...,R 

would certainly be much more complicated than choosing a single value for L. 
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•1 

Observations on data network performance indicate, however, that the 

improvement in performance would not be substantial [15]. It is there-

fore probably not worth the extra computational effort to find a dif-

ferent limit value on the size of each queue. 

We have not performed any detailed nuMerical studies of the above 

buffer management scheme. We do not, however, expect any difficulties 

in the implementation of our , method. The convolution algorithm is 

well-behaved except for very large values of B (a few hundred, say). 

Since such a large buffer size is clearly impossible in practice, we 

should not experience any numerical problems with computation of the 

normalization constants. Numerical studies would certainly provide 

much insight into the performance of the buffer sharing policies, 

particularly when we have unbalanced loads.  This  is left as an area 

for future research. 



CHAPTER 5 

FLOW CONTROL SCHEMES AND THEIR  

PERFORMANCE ANALYSES  

5.1 Introduction  

In this chapter, we study flow control problems in integrated 

networks. Flow control deals with congestion in networks due to 

temporary fluctuations in traffic flow. Typically, networks are 

.designed to handle average traffic flow rates. Congestion may therè- • 

fore occur during peak traffic  flow. In order•to prevent congestion 

without overdesigning the network, aCceSs to the network must be 

limited during heavy load conditions. In pure data networks, various 

flow control schemes have been proposed [18]. Most of these corre-

spond to a type of window control. That is, certain variables in 

the networks are kept within certain limits (windows). A rather 

comprehensive survey of flow control techniques in data networks 

is given in [18]. 

In the case of integrated networks, the problem of flow control 

is even more interesting, since we have to consider both the voice 

as well as the data traffic. The flow of the circuit-switched voice 

• traffic is regUlated by routing procedures and by the fact that 

voice calls are blocked when no transmission capacity is available. 

Thus no additional flow control scheme is considered for voice traffic. 

On the other hand, Voice traffic will have a substantial influence on 

data flow control, since it modulates the data transmission rate. 

Since it is not possible to foretell when data traffic will be heavy, 
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the network can only recover from congestion due to large data traffic 

volume, but not prevent it from happenïng. However, if the voice 

traffic is building up, data traffic flow will become congested'even 

under normal traffic conditions (assuming that the movable boundary 

is designed to increase channel utilization). It is therefore possi-

ble to prevent this type of data queue build-up by monitoring the 

voice traffic. This would be much more desirable than trying to 

eliminate congestion of this type after' it has occurred. 

In this chapter, we shall consider essentially three methods 

of data flow control for integrated networks. The first one is 

similar to the data window flow control scheme in tandem links pro- 

posed in [19]. This scheme is simple to implement and can be studied 

quantitatively by queueing models. HoweVer, it does not monitor the 

voice traffic build-up. The second scheme is essentially a modifica-

tion of the flow control Procedure proposed by us previously in [3 ]. 

The original procedure would have been very difficult to implement in 

practice. The modification we propose here retains the desirable 

qualitative features of the original scheme in that it takes the voice 

traffic conditions explicitly into account, but it is easier to imple-

ment. However, even with this modification, the procedure is still . 

substantially more complex than the simple window control procedure 

of the first scheme, and no quantitative analysis has been obtained. 

Schemes intermediate in complexity between these two can also be con-

sidered. This leads to the third scheme, which is basically an attempt 

to revise the first data window flow control scheme to include a window 

on the voice traffic as well. 
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5.2 Data Flow Control in Tandem Links in an Integrated Network  

The first flow control scheme that we study is a generalization 

of the one proposed in [19] to an integrated network environment. 

Assume that fixed routing is used. Data packets will then be trans-

mitted from a source along a fixed path to their destination. Such 

a path will be called a logical link, using the terminology of [19]. 

Packets generated at the source for this logical link will be called 

1/ 	link customers. When link customers reach their destination, they 

exit from the system. The total nùmber of nodes along the logical 

link will be denoted by R. 

In addition to the link customers, data packets generated by 

other sources will also join the queues at the intermediate nodes 

'11 of the logical link and obtain service. These are called e,xternal 

customers. We shall make the standard independence assumption for 

the external customer arrival processes at the nodes [11].  The buffer 

size at each node is assùmed to be infinite so that the system per-

fôrmance will be measured by the data delays at‘the nodes. 

Suppose the link customers arrival rate increases to a large 

value. Queues will then build up at one or more intermediate nodes, 

increasing the time delay experienced by the link  as  well as external 

customers at these nodes. -Thus any data flow in the network whIch 

has these congested nodes as part of its logical link will be adversely 

affected. Since this degradation in the system performance is caused 

by the link customers' demands, areasonable flow control scheme is to 

limit the maximum number of link customers at any time to a certain 

value K. Link customers arriving when the logical link has already 

K link customers are then blocked and.assumed lost. 
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To simplify the analysis, we assume that the logical link under 

consideration does not coincide exactly with a voice customer route. 

This implies that voice traffic acts as external customers who modify 

t.ur e 

 

the data service rate at the nodes of the logical link. The queueing 

model with the above end-to-end data window flow control is illustrated 

in Figure 5.2.1. 

s.. l. 	Q i 	„de  / 	e oat - 	- eitd 

41./ not 0 1.4) 	
Oeel C0id20 f.  

Let the number of link data customers at node i be denoted by 

k, and the number of external data and voice customers at node i by 

ni  and m. respectively. The state of the logical link is then 

characterized by (k 1 ,k 2 ,...,kR ,n 1 ,n,...,nR ,m1 ,m2) ...,mR). We shall 

also use the notation ie.(k 1 ,k2 ,...,kR), ii=(11 1 ,n2 ,...,nR), and 
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.,m
R
). As usual, the arrival processeS are assumed . Poisson, 

while the service times are assumed exponential. .The average arrival 

d 
rate of link data customers is denoted by À o , while those of the ex- 

- ternaldataandvoicecustdmersa ndxY,respectively, 1 	1 

i=1,2,...,R. The average data and voice service time at node i are 

1 
given by --d- and - respectively. 

P. 	P. 

It is not difficult to see that the global balance equation for 

the state (k,n,M) is given by 

	

- x d 	î xd 	 d 
min{(k.+n.),(N..-m.)}11. + 	+ 	m.g. 

	

0 	1 	11111 	1 	11 i=1 	i=1  
-L 

. 	d 	-- 	-- 	d 	 _ . 
=X13 (( -1,1c..,k,n,m)+iÀ.P(k,n 	... i n. 	,n. - 1,n. 	,...,n ,m) 0 	1 	2" 	R 	- 	1 	l' 	- 	1-1- 1 	-1+1 	R i=1 

R-11(.+1 
+ 	

1  
min{(k.+n.+1),(N.-m.)}p c.1P(k 	..,k.+1,k.  1 1 	1 1 	1 	1"  i=11 	1 

k
R
+1 

+ 
kR+1+nR m

in{(k
R 
 +n

R 
 +1),(N

R 
 -m

R 
 )}p

d
P(k

1'
. ..,k +1 n m) 

R  

R 	n.41 

	

1 	 d 
+ k.+1+n. min{(k.+n.+1),(N.-m.)}p.P(fc,n

1
,...,n.+1,...,n,,m) 1 1 	1 1 	1 	1 

	

i=1 1 	1 

v - - + X 	n .P(k,,m
l'  ...,m.-1,...,mR ) 

1.=1  

+1(11.+1)gYP(k,ii,m ,...,m.+1,..-,m ) 1 	1 	1 	R i=1 	1  
(5.2.1) 

We,have not written down the boundary conditions since a large number 

would result. 
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In (5.2.1), the left hand side represents the probability of 

leaving the state (1-c,n,1ii), while the right hand side represents the 

probability of entering the state (E,n,M). Clearly (5.2.1) would be 

extremely difficult to solve directly. We shall here use again the 

method of local balance employed in the last chapter to determine 

P(k,n,M). 

Let y 1 (k.+n.,m.)=mint(k.+n 1 ),(N 1 -m1 )}. The local balance-equations 
111 	a. 

are given by 

v - -  
À.P(k,n,m) = (11.+1)p.P(k,11,m

l
' ...,m.+1,...,mR) 

1 	1 	1 	1 

i=1,2,.. .,R 	(5.2.2) 

n. +1 
d 

 (X.P E,n 	
1  

- ,M) - 	y. (k. +n. +1 ,m. 
1 	1 1 1 	I 

1 1 
i=1,2,. ..,R 	(5.2.3) 
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1 	1   

ki+1  
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X°.11
n.  
1  
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P. 1 
for n.5.N.-m.-k. 

1 1 1 1 
(5.2.8) 
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In Appendix B, we show that these local balance equations together are 

sufficient to guarantee that the global balance equation (5.2.1) is 

satisfied. Solving equations (5.2.2)-(5.2 ,.5) then enables us to deter-

mine 

First, equation (5.2.2) may be solved immediately to give 

R xY 1  

P(k,n,M) = H 	-1-- 	P(1-(,171,Ô) 

	

v 	m.. 
1 

1, 

(5.2.6) 

Where Ô denotes the state (0,0,...,0). Next, we consider (5.2.3). For 

y.(k.+n.+1,m.)=k.+n.+1. Thus, we obtain 
1  1 . 1  1 	1 1 1 	1 	1 1 

= 

for n..‹\1.-m.-k.-1 	(5.2.7) 
1 1  11  

From (5.2.7), we find that 

For y.(k.-1-k., -m.. This yields 
1 1 1 1' 1 1 1 	1 	1 1 

n.+1 d 	- - 	 d 
- k.413

1  

. -1.4.1  (Ni-mi )p i P(E,ni ,....,n i +1,...,nR ,171) 
1 

1  

for n.?.N.-m.---k. 
1 1 1 1 

(5.2.9) 

From (5.2.9), we obtain 
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_ 	—n.-N.+m.-Fk. , 
X. 	

1 1 1 1 	n. 
R 

P(EJI,M) 	H 	
1 	1 	

j4lijc. 
= 	

(N. 	
1  - 
	-,.)! 

1 	
• 

	

H 	I 	1.  

1 1=1 (N.-m )p
d m 1c 

i i 	j=N.-m.+1-k. 	1 

	

1 1 	1   
-- 141--i -m.-k. - 
x. 	1 1 
1 
d 	P(k,Ô,11) 
•

(5.2.10) 

P1 	 .. 

If we interpret H h(j)=1 whenever t<s, we may combine (5.2.8) and 
j=s 

(5.2.10) to write 

max(0,n.-N.+m.+k.) 	n. 
1 1 1 1 	1 	j+k. 

	

H 	1  . 

	

j =N.-m.+1-k. 	j  1 	2. 	1 
---n. 
x c.1 

1  
[min(N.-m.-k.,n.)]1 	d 

a. 1 1 1 	P. 1 
— 

(5.2.11) 

It remains to determine P(iAM) for any link data state fc. and external 
1 

voice state m. Using the same reasoning as in the derivation of (5.2.11), 

we can solve (5.2.5) to give 

P (0 , k 2 ,.. .,kR ,Ô , M) 

P(kl „kR_ ]. 0,Ô,M) 	 (5.2.12) ,...  

It is then not difficult to guess and directly verify bysubstitution 

that the following expression for P(fc,Ô,M) solves (5.2.4) when 1.-1-=Ô. 
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R 
- -max(0,k.-N 	

- -k.
.+m.) 	 d 1 

1 1 1 

P(IC,Ô,M) = 
 J'1 

 
N.-m. 	[min(N.-m.,k.)]1 	d 	. 

i= 	1 1 	 1 1 1 	P. 
- - 	 1 - - 

PO,Ô,M) 	 (5.2.13) 

Finally, combining equations (5.2.6), (5.2.11), and (5.2.13) we find . 

that the state probabilities are given by 

---k. 
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- max(0,k. -N. +m. ) 	 d 1 
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xv 1 
1 
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1 	
xdl 

 
1 

	 Iii 1 
[min(N.-m.-k.,n.)]! 	d 	m.! 

1111 	p. 
1 

P(ö,Ô,Ô) 	(5.2.14) 

The constant F(5,Ô,Ô) may be determined from the normalization condition 

u(k,171,i) = 

where the summation  lis  over the set of feasible states {(i,171.071) : 

i=1 

i=1,2,.,.,R1. The convolution algorithm described in Chapter 4 may 

be used to compute the normalization constant. 

Once we have determined the state probabilities we'c>an proceed to 

compute various performance measures for the flow control scheme. Let 

T be the average time delay for external data customers at node i, and 
n. 
1 

T
Oi 

be the average time delay for external customers at node i assuming 

that there had been no link customers in the system. Then a suitable 

measure of congestion for a given window size K is given by 



59 

.-T. . 

1 
R 	T 

d  1 Oi  
C (K) = — 	X. 

y1 T
Oi i=1 

r d 
where y= 2, X.  Using Little's formula, we can write 

i=1 1  

1 R 	E(n.)-E 	.) 
1 	

ol 
 r 

C (K) = 	2, A 	

(n 
. 

I  i=1 	
E(n

Oi
) 

(5.2.15) 

(5.2.16) 

whereE(n.)istheaveragedataqueuelengthatnodei,andE.) (no, is  

the average data queue length at node i in the absence of link "customers. 

SinceE(n.) -andE(noi) -can both be determined from the state,probàbilities, 1  

we can calculate C (k) as a function of K and determine suitable values 
a ,  

6f K for a given set of traffic characteristics. Similarly, we .May use 

the  state probabilities to determine the blocking probability for link 

customer s . as a function of K 

PL (K) = 	P(E,n,M) 
n,m 

{k:Ek i=K} 

(5.2.17) 

In general, we would expect that by decreasing K, the block probability 

PB. would increase, while the congestion  measure C would decrease. This 

is because if"we block a higher percentage of link éustomers, more capa-

city will be available to the external customers so that their queueing 

delays will decrease. This allows us to study the tradeoff between the 

blocking of link customers and congestion for external customers in the 

design of the window size K. 

On comparing these data window flow control results with those in 

[19], we find that they are substantially more complicated due to the 

presence of thé voice process. The computational requirements would 

r) 
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C (K) = 	T"-T0i  
i 	

. 
=1 

Tol  

• 
r d 

where y= L A.  Using Little's formula, we can write 
i=1 1  

R 	E(n.)-E(n) 
C (K) = 	X(.1 	1 	Oi  

i=1 	
,E(n

Oi
) 

(5.2.15) 

(5.2.16) 

where E(n.) is  the average data queue length at node i, and E(noi  ) is 
.  

the average data queue length at node i in the absence of link customers. 

SinceE(n.)and E(nOi  ) can both be determined from the state probabilities, 

we can calculate'C (k) as a function of K and determine suitable values 

of .K for a given set of traffic characteristics. Similarly, we may use 

the state probabilities to determine the blocking probability for link 

customers as a functioruof K 

P(K) P(k, 171 , 171 ) 
n,m 

{E:Ek i=K} 

(5.2.17) 

In general, we would expect that by decreasing K, the block probability 

PB would increase, while the congestion measure Cg  would decrease. This .  

is because if we block a higher percentage of link customers, more capa-

city will be available to the external customers so that their' queueing 

delays will decrease. This allows us to study the tradeoff between the 

blocking of link customers and congestion for  external customers in the 

design of the window size K. 

.0n comparing these data window flow control results with those  in  

[19], we find that they are substantially more complicated due to the 

presence of the voice process. The computational requirements would , 
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also be higher due to the complexity of the expression for the state 

probabilities. Again, we have not yet performed any detailed numerical 

studies of this flow control scheme, although such studies would ob-

viously be useful. 

The above window flow control scheme has been called end-to-end 

control [19]. Other control schemes which regulate the number of link 

customers at each node are certainly possible. However, even in the 

pure data network case, these so-called local control schemes are too 

complicated to yield to analysis [19]. We have therefore not examined 

these schemes in an analytical manner. 

5.3  Data  Flow Control Schemes in Which Voice Traffic is Monitored  

The end-to-end flow control procedure analyzed in the previous 

section is simple to implement,' but it_does not adapt to changing voice 

traffic conditions. We have pointed out at the beginning of.this 

chapter that for integrated networks, it is desirable to have flow ' 

control schemes which adapt to changing voice traffic conditions so . 

that we can prevent data queue build-up due toiheavy vOice traffic. 

In this section, we discuss two schemes which have this feature. 

The first scheme that we discuss is based on the flow control 

procedures suggested and analyzed in [3]. That flow control pro-

cedure basically is a data arrival rate control scheme which, in - 

principle, enables high channel utilization to be achieved with no 

large data queue bùild-up due to heavy voice .  traffic. In practice, . 

the scheme requires the data source to send data at a high rate when  

the voice traffic is light, and at a low rate when the voice traffic 

is heavy. It would be difficult to have such  a 'scheme realized in 
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practice. We shall now suggest a modification using Priority classes 

that can be implemented at each node. 

We divide data traffic into M priority classes, possibly with 

different arrival rates, with class M being the highest priority. 	, 

Windows W ,. . . ,WM  are selected so that if the 
number of voice custo-

mers  n(t)  satisfies WM 
 <n 

v 
 (t)..-1n1v'  only the 

highest priority class 

, data traffic is allowed access to the node. If. W
M-1 

 <n 
v 
 (t):5WM 

 , then 

classes M and M-1 are allowed access. In general, if 	<n W. 	(t) . 3 v 	W3+1
, 

 

classes j up to M are allowed access. The priority classes and windows 

should be selected so that no'overloads occur. Also, different delay 

criteria associated with the various Classes should be met, and the 

utilization of empty voice slots should be hign\. Lastly, a data window • 

can be set to handle data traffic fluctuations.. 

' The effect of the above flow control scheme is that the data 

traffic which is allowed acess to the system depends on the voice 

traffic condition. -  Priority M data traffic might be important messages, 

,such as node delay information, whichilas a relatively low arrival. 

• rate. Priority M-1 :traffic might also be  important messages  which 

has a higher arrival rate. W
M
'should‘then be sbt close to the value 

of N 	that priority M-1 traffic would only be blocked under very 

heavy voice traffic conditions. Intuitively, the choice of the win-

dows W
1 ," . ' WM 

 should be such that W 1 
is much areater than zero so . , 

that for a, reasonable range of voice traffic conditions ((7Knv (t)C1 1 ), 

alltrafficclassesareallowedaccess.Ontheotherhand,W.and 

W. 	should be closer and closer in value as i increases. This will 
'1+1 

reduce the blocking probability of data traffic with lower priority. 
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This is clearly a much more complex scheme than the end-to-end flow 

'control procedure discussed in the last section, and we 

. attempted to formalize this scheme mathematically since 

to be intractable. Hdwever, the above discussion shows 

tively, the scheme captures the desirable features of the original 

scheme in [3]. Design values for W 1 ,...,Wm  as well as the system 

performance would probably have to be deterffiined throUgh simulation. 

A third scheme, which is somewhat more complex than the data 

window control of the previous section, but much simpler than the , 

priority class control outlined above, is to impose a voice window 

in addition to the data window. For example, in the logical link 

queueing model.in the last section, we can impose local control at 

the ith node in the'following way: If 	the link customer 

queuelimitis . settoK.;if W.<m..$1., the link customers queue 

limitissettoK—This scheme introduces some monitoring of the 

voice traffic without the complexity of the priority classes Of . 

scheme two. Again the choice of window sizes and the system perform-

ance will have to be stüdied through simulations. 

In the above, we have examined several flowcontrol schemes for,  
2 

integrated networks. Of course, there are many other possibilities 

which can be considered, as the situation with , flow control methods . 

in pure data networks would indicate. In this chapterwe have merely 

tried to demonstrate some analytical techniques which may be used, and 

to point oit  some of the complications introduced. by integration. This 

appears to_be a rich research area where analytical, numerical as well 

as simulation tools need to-be brought together. 

have not 

it is likely 

that intui- 
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CHAPTER 6  

ROUTING IN INTEGRATED  

COMMUNICATION NETWORKS  

6 .1 Introduction  

The problem of routing is one of the most complex in the analysis 

and design of communication networks. In the case of integrated networks, 

we have both circuit-switched voice traffic and packet-switched data 

traffic, and it is therefore necessary to discuss routing for both kinds 

of traffic. Owing to the long existence of telephone networks, we know 

a lot more about routing of circuit-switched voice traffic. The standard 

routing method in telephone networks is to use ,a hierarchical plan with 

alternate routing, which performs very well. A similar routing procedure 

can certainly be used for the circuit-switched'voice traffic in an inte-

grated network. On the other hand, the selection of routes for the voice 

traffic may depend on the data traffic conditions. We shall discuss this 

complication for voice traffic routing in greater detail later. The 

routing of data packets can be done either in th datagram mode of in 

the virtual path mode. The routing algorithms may be either fixed or 

adaptive, centralized or distributed. In fixed routing, no routing in-

formation is exchanged by the nodes, and no measurements on current • 

traffic conditions are made at individual nodes. Routing paths are 

determined basically on nominal traffic conditions. In adaptive routing, 

changing traffic conditions are measured, and routing paths are adjusted 

accordingly. If the routing decisions are made at a central processor, 

n 



64 

we have a centralized routing procedure. If the routing decisions are 

made at the individual node level, possibly with internode cooperation, 

we have a distributed routing procedure. 

, In contrast to the case of routing of circuit-switched voice traffic, 

we are only beginning to understand the routing problem for.packet- 

switched data networks.  For example, there is not.a complete under-

standing of when an adaptive routing algorithm Would be preferred to 

a fixed routing algorithm. Nor do we have a good grasp of how "dynamic" 

an adaptive routing algorithm should be, i.e., how fast and often the 

routing table should be updated. Although we dan model the routing 

problem as a multicommodity flow asSignment problem, and algorithms 

such as shortest path algorithms may be used to determine_ routing 

"strategies, the mathematical modelling and analysis of the performance 

of such routing algorithms  in  the dynamic situation in which traffic 

conditions change is still in its infancy. In practice, often a 

routing strategy which possesses certain qualitatively desirable 

properties is used, and its performance is studied by simulation or. 

through actual experience with operating networks. 

Since routing is such a comPlex issue even for pure packet-

switched data networks, a thorough analysis of routing for integrated 

networks is impossible at this time. In the Ébllowing sections, we 

shall merely discuss qualitatively what routing methods may be used 

in integrated networks, and what are the additional complications 

introduced by integration. In particular, we try to emphasize  thè 

interaction between voice and data, and how that  affects the routing 
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strategy in integrated networks. 'For réasons already indicated in the 

above, we shall concentrate primarily on the routing of data traffic, 

although we shall also point out how data traffic conditions may affect 

routing of voice traffic. 

6.2 Shortest Path Routing Techniques and their Applications to Integrated  

Networks  

Shortest path routing algorithms are those which attempt to find 

the shortest path between the source and destination. Shortest path 

can mean minimum time delay, minimum hop, or some other least cost 

criterion. Two commonly used shortest path algorithms are discussed 

in [20]. These algorithms differ in the kind of information required 

for constructing the routing tables, and a comparison of their merits 

would only be meaningful in the context of a specific network. Such 

alprithms are obviously applicable . to  integrated networks as we'll. 

However, these algorithms have been constructed based on the assumption 

that traffic conditions are fixed, and their convergence to the shortest 

path route has  ben  proved only for this case. We shall argue that in 

the context of integrated networks, the use of shortest path routing 

requires careful consideration, particularly in the definition of path 

costs. 

As before, we assume that the integrated links have been designed 

to increase ùtilization of capacity via the movable boundary strategy. 

This implies that during periods of heavy voice traffic in certain parts 

of the network, data traffic routed through these parts will experience 

a large queueing delay. This suggests that the link costs for an inte- 
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grated network to be used in a minimum cost data routing algorithm should 

reflect the effects of the voice traffic. For example, if the physical 

shortest path between two nodes A and B goes through a region with heavy 

nominal voice traffic, it may be preferable to choose a route which gôes 

via,a different region. This essentially corresponds to modifying the 

' link cost between two nodes to take the voice traffic into account, for 

example, increasing the link cost whenever the probability of a large 

number of voice customers using the link exceeds a certain threshold. 

Additional improvement in performance might be obtained by using 

an adaptive routing strategy. We have mentioned that adaptive routing 

does not necessarily improve performance in pure data networks. However, 

in the context of integrated networks, the situation may be quite different. 

It woula seem, from what we have discussed so far, that a certain amount 

of adaptivity with respect to changing voice traffic conditions would be 

highly desirable. The updates of routing tables due to changing voice 

traffic conditions probably need not be carried out very frequently, 

since voice traffic changes slowly relative to data. Furthermore, the 

additional overhead involved need not be large since voice traffic con-

ditions will, to a certain extent, be disseminated to certain network 

nodes during the voice call set-up procedure. This additional complexity 

in the routing procedure may be well worth the effort in an.integrated 

network. On the other hand, the 'convergence of shortest path algorithms 

in that case would have to be carefully re-examined. 

The above discussion also suggests the possibility of routing-voice 

traffic which adapts to the data traffic conditions. If alternate routing 

is used for voice traffic, the alternate route may be selected whenever 
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data traffic along the primary route is very heavy. The data traffic 

information would be disseminated to the central processor or the nodes 

if adaptive routing is used for data. This certainly makes the rOuting 

algorithms rather complicated and calls for greater computational effort 

at each updàte of the routing table, although, as mentioned already, 

the additional overhead to sending the traffic information should not 

be large. Whether the improvement in performance justifies the addi-

tional complication would require'a great deal Of research. 

6.3 The Use of Parallel Routes in Integrated Networks  

Shortest path routing techniques discussed in the last section may 

be used whether or not parallel  routes exist between pairs of subareas 

of the network. In this section, we discuss the usé of multiple parallel 

routes for integrated networks, especially  in  connection with controlling 

data arrival .rates into various areas of the,network. 

The discussion will be based on the data arrival rate control scheme 

propOsed previously in I 3]. It waS shown there that if the arrival rate 

into the integrated links are adjusted to the capacity available to the 

data traffic,' then the data buffers can be stabilized while achieving an 

increase in the utilization using the moving boundary - strategy. Denote, 

as in Chapter 2, be the total number of slots occupied by voice traffic 

at time t by nv (t) , The number of slots available to data traffice is 

then . N-nv (t). If data àrrivals . are assuMed to be Poisson with rate pro- 

, portional to N-nv(t): 

X(t) = o[N-nv (t)] 



68 

then the average number of data packets in the link will be identical 

to the number in* an M/M/1 queue with utilization p. The proposed 

arrival function has an interesting interpretation. Suppose that 

there are N independent data traffic ciasses accesSing the link, each 

with equal Poisson arrival rates p slots per second. The arrival 

function then implies that each time 'a circuit-switched call is set- 

up for n slots per frame, n of the data traffic classes must be shunted 

from the link. The shunted  classes  could be placed in secondary stor-

age, or blocked from the link to be retransmitted at a later time, or 

they could be rerouted. The classes that are to be shunted_could be 

determined arbitrarily or according to some priority scheme. Conver- 

sely, when a circuit-switched call is taken down, the arrival 'function 

requires that a- commensurate number of data traffic classes be added to 

the link input. 

Let us pursue the routing implications of the above data arrival 

scheme. The addition of a data,traffic class to the input of a link 

can be viewed as the setting up of a session, across the given link, 

with an average bandwidth requirement of p slots per frame. (Note that 

this bandwidth constraint could be enforced by some end-to-end control 

mechanism.) The arrival scheme can then be restated as: If the number 

of slots occupied by voice is nv
(t), then the link can handle a total 

of N-n
v
(t) sessions of p slots per frame each. Note that sessions with 

a bandwidth requirement of an integer multiple of p can easily be accom-

modated. Note also that the setting of a session across the link amounts 

to 'a setting up of a virtual circuit with only an average, rather than 

deterministic, bandwidth reqùirement specified. Because 6f the'random 
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nature of the data arrivals, capacity in 'excess of the average must be 	' 

secured, hence p must be less than one. Note that voice traffic can 

now be interpreted as a traffic class in which ‘p is allowed to equal 

one. From this viewpoint it is then possible to - envision a scheme in 

which both voice and data use the same circuit-switched routing algorithm. 

The setting-up of a circuit-switched call on a link will involve 

the taking down of at least one data session. From the point of view 

of the data sessions affected, the arrival of a voice call corresponds 

to an outage of their assigned "transmission links". Thus a switchover 

to alternate routes is called for. This switchover must be accomplished' 

in one. of two ways: Either the route change is performed completely 

transparently to the end-user; or the end-user is notified of the switch-

over and requested to resynchronize. The switchover can be accomplished 

smoothly with the concurrent use of multiple parallel routes between 

pairs of network subareas. This is in fact what is done in explicit  

routing  which is described below. First we will indicate how the use 

of multiple  parallel routes can help implement the above-proposed data 

arrival scheme. 

Suppose that the traffic between a pair of network subareas is 

X=M[N-n
v
]p and that statistically identical,M parallel routes are used 

as shown in Figure 6.3.1. Suppose that the source node is informed of 

the available data capacity along each of the routes, In111 (1) (t), and 

that the source switch attempts to route traffie so that the arrival 

rate matches the available capacity along a path: 

X1 (t) = [N -  
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During periods of heavy voice traffic, the total capacity of the M parallel 

routes may be less than X. During these periods, a number of sessions are 

blocked. The rate of overflow for the affected sessions is given by 

xo ct) = [ x  
1=1 1  

where 

1 X 	x_?.O 
[x] 	= 	. 

0 	x<.0 

During periods of light voice traffic, the source switch will be unable 

to provide the arrival rates required to match the data capacity avail-

able. Nevertheless, the performance of the data buffers along the routes 

will remain stable, always performing better than an M/M/1 queue.-  The 

probability that the instantaneous overload rate exceeds some level E iS 

Pr[À 0 (t)>E] = Pr[X - 	À.(t) > c] 
i=1 1  

= Pr[X - 	(N-n (i) (t))p > 
i=1 

M 
= Pr[M(N-ii

v
)p -,MNp 	p 	n i (t) > E] 

i=l 

- 

= Pr r —1 	n (1)  (t) > n + —
e

] 
M i 	

y 	y pM 
=1 
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The last expression is simply the probability that à sample mean exceeds 

the ensemble average plus some arbitrary "slack".E'=E/pM. If we can assume 

that the voice traffic is well-behaved in the sense that the n
(i) (t) are 

independent, we then have convergence in probabildty: 

1 	v. 	(i) 
ii111 Pr[ —

M 
z n

v (t) > nv + —pM = 0 
M->co 	 1=1 

that is the rate of overflow can be made small by increasing the number 

of parallel routes between a source-destination pair. 

The model considered in Figure 6.3 applies strictly only to the 

interconnection of two adjacent nodes by M links. The situation in a 

network will be more complicated. The paths connecting any pair of nodes 

will in general consist of more than one link and hence voice traffic 

interference will occur at several points along each 'path. As the net- 

work voice traffic varies the, net data capacity along each path varies 

accordingly. ,If only a single path is available between any two given 

nodes, then heavy voice traffic on any of the associated links will re- 

sult in large data buffer buildups and large packet delays. However, if 

multiple paths are available and if a mechanism is available to adapt to 

the changing voice traffic,,then heavy voice traffic along some of the 

paths need not result in a deterioration in the data traffic performance. 

The data traffic can be rerouted along alternative paths. If the number 

- 
of multiple paths is sufficiently large the same conclusion as that of 

the model in Figure 6.3 Will hold, namely, the network will, with high 

probability, be able to accommodate the data traffic without large delays. 

Note that this assertion cannot be made for integrated networks using 

• single path routing. 
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We will now discuss the features of explicit routing [21]-[23] which 

are of interest in an integrated network environment. Explicit routing 

was designed as a compromise between fixed centralized routing and dynamic 

distributed routing. Fixed centralized routing has the advantage of low 

processing and transmission overhead but the disadvantage of not being 

able to adapt,tO changes in traffic patterns. Dynamic'distributed routing 

can adapt quickly to traffic pattern changes but involves significant over-

head. Explicit routing is designed to provide adaptability with low over-

head. A Network Routing Center (NRC) periodically collects network informa-

tion and assigns a number of parallel routes to each source-destination 

pair. The paths are ordered according to desirability. The entire path 

assignment is made at the source node. As traffic conditions change, the 

source node has the ability to adapt by using the various parallel paths 

available toit. For example suppose that a circuit-switched call is 

setup along one of the links in a given route. If the data traffic is 

.put in an overload situation, the affected source-destination pairs will 

then observe an.increase in delay  in the affected path. The sources then 

have the option of rerouting.some of the -traffic along alternate paths.- 

. It is possible that this approach may reSult in an overreaction on the 

part of the affected.links. Traffic oscillations similar to those ob-

served in dynamic routing could then occur [23]. An alternative approaCh 

that does not involve this risk but which requires additional bandwidth 

overhead is the following. When a circuit-switched call'is set'up at a 

given link, a decision (possibly involving some priority scheme) is made, 

locally as to which sessions are preempted. The affected source nodes 

are then,instructed tci reroute the sessions  along different paths. The 
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required overhead need not, be large since the voice traffic is likely 

to be slowly changing relative to the data traffic. 

The' functi'on of the NRC in an integrated network would be to track 

the lôngLterm,trends in the voice and data:traffie patterns,and toselect 

sets of paths for each source destination pair in such a way that the 

source nodes will be able to adapt to likely changes in the traffic 

patterns during the next update cycle. The emphasis should be on ob-

taining a robust set,of paths. The more robust the path assignments 

are, the longer the update'periods can be, the lower the required pro-

cessing and transmission overhead. The possibility of using the 5ame 

routing algorithm for voice and data traffic has been mentioned by 

several authors [24 ]. 	The similarity' between the circuit-switched 

paths of voice traffic and the virtual paths of data traffic suggests 

that , a single routing algorithm based on circuit-switching may be 

feasible. The routing tables at each node and the call setup procedure 

could be identical for both types of traffic. In fact it would then 

even be possible to define a priority class of data traffic which would 

be able to preempt voice traffic. Thus greater, rather than, less., 

flexibility would be possible. 
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CHAPTER 7  

CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH  

In this report, we have studied, in the context of integrated net-

works, four problems which arè important in the design of.any communica 7 

 tion networks, namely, capacity assignment, buffer management, flow - 

control, and routing. We have given a general method for capacity 

, assignment, as well as computationally simpler  techniques applicable 

in special traffic conditions. We have analyzed.some buffer manage- 

ment schemes and showed how queueing theory can be used to characterize 

the performance. We have also give a queueing analysfs of a simple 

flow control scheme,-  and dfscussed qualitatively other schemes that 

, seem to.have desirable features 	Finally,,we have examined routing 

algorithms in the context of integrated networks,  and  we have suggested 

means by which the complications introduced by integration can be 

handled. 

We feel that our main contributions are the setting-up of suit-

able frameworks for the study of important design problems for inte-

grated networks. Obviously, with'our current knowledge about, the 

modelling and analysis of integrated networks, we cannot hope to 

proyide a thorough treatment of. these .design issues. However, we 

have been able to show how the voice and data traffic, interaction 

complicates the design of integrated networks, quantitatively in some 

' problems, qualitatively in others. In particular, wè can -make  the 

 general observation that for local problems such as buffer management, 
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it is mainly the voice traffic affecting the data perforMance, whereas 

for global problems such as routing, there is a strong coupling between 

the two. Our results serve to provide a guideline on what to watch out 

for in the design of integrated networks, and a general methodology for 

their performance analysis. 

There are clearly a large number of research directions we can 

pursue, since every aspect of integrated network design is still in its infancy. 

We confine ourselves therefore to problems we have either barely touched , 

upon, or not at all. 

(1) In Chapter 6, we have provided a qualitative discussion of how voice 

and data routing should be considered jointly. However, we have not dis-

cussed any details relating to measurement of traffic conditions, proto-

cols for the disseminating of such information, and the computational 

method of route determination. These are of course necessary in any 

s detailed consideration of the routing problem, and would certainly re- 

quire a careful consideration.of how routing for circuit-switched and 

packet-switched traffic should be interfaced. 

'(2) We have not discussed the problem of Combined capacity and flow 

assignment in integrated network, although this has.been considered in 

pure data networks. The problem is of course a difficult one, but it 

is one that we should consider after we have examined the routing prob:-, 

lem by itself more thoroughly. 

(.3) Topological'optimilation.of networks is another topic we have not 

touched upon. It is one of the most complex problems in network design. 

Ibwever, it is a problem  one 'must face if one is to build a network! 
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Fieuristic algorithms and general network layout . guidlines would be 

very useful in studying this difficult topic. 

(4) We have only considered anàlytical tools in this report. Certainly 

there are problems for which we have been unable to carry out the mathe-

matical analysis. For these problems, the only general analysis method 

would be simulation. Simulation is particularly useful in a developing 

subject such as integrated networks as it would provide a lot of insight 

into the system performance. We have built a simulation model for the 

performance analysis of a single integrated link, but simulation models 

for the performance analysis of network design problems remain to be 

constructed. 
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APPENDIX A  

AN ILLUSTRATION OF THE CAPACITY ASSIGNMENT METHODS  

We illustrate here our results on capacity assignment-given in 

Chapter 3 with a - numerical example. The network is a star netwotk 

with seven links feeding into a central ptocessor. The traffic Para- 

, meters are given by: 

Table A.1:  Traffic Statistics 

1 
Link 	X 	

X
d 	

p 	= - (1 	b 

1 	0.05 	0.01 	950 	100 

2 	0.045 	0.01 	1000 	100 

3 	0.06 	0.01 	850 	100 

4 	0.03 	0.01 	740 	100 

5 	0.07 	0.01 	1050 	100 

6 	0.02 	0.01 	600 	100 

7 	0.08 	0.01 	1200 	100 

The cost weightings di  are all assumed to be 1. The link blocking 

probabilities are required to be less thatn 1%. This requirement 

together with the voic,e traffic parameters fix the link voice 51ot 

assignments as follows: 

1 • 
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Table A.2:  Voice Slàt Assignments 

_ 
Link 	1 	2 	3 	4 	5 	6 	7 

N
v 	11 	11 	13 	8 	14 	7 	15 

Four available cost values for which overloads do not occur are examined 

using the no overload assïgnment method. The results are given  in 
 

Figures A.1-A.2, and  Table A.3. 

Table A.3:  Average-Delay as a Function of 
Available Cost using no Overload 

' Assignment Method 

Available cost D 	200 	175 	150 	146 

Average time delay T 	0.0007236 	0.0009843 	0.001621 	0.1155 

We have not plotted the results in ,Table A.3 s‘ince the numbers are too 

widely different. Note that the assignments for links 1 to 3 are very, 

similar since the traffic statistics for these links do not much differ. 

Note also that there is a very large increase . (a factor of 100) as the 

available cost is reduced from 150 to146. This is due to  the  fact that 

overloads will begin to occur at D=143. .For values of D close to 143, 

the no overload formulas will no longer be,an accurate approximation. 

Next, in Figures A.3, A.4, and Table A.4 we give the results for 

the same network, with available cost reduced, obtained using the method 

of dynamic programming. 
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Table A.4:  Average Delay as, -a Function of Available Cost 
using.Dynamic Programming Assignment 

Available Cost D 	146 	• 142 	132 	122 	112 

Average time delay T 	0.003409 	0.01118 	0.1285 	0.8469 	5.363 

Notice that we have obtained the assignment resUlts using dynamic 

programming for D=146 for comparison with the results obtained using the 

no overload assumption. We see that the optimal solution has quite a 

bit smaller delay,than the no overload  approximation. Observe also, 

that the delay increases quite rapidly with less and less available 

capacity, as the system goes into the overloaded state. 



APPENDIX B  

PROOF THAT THE LOCAL BALANCE EQUATIONS (5.2.2)-(5.2.5)  

SOLVE THE GLOBAL BALANCE EQUATION (5.2.1)  

In this appendix, ,  we show that if the State Probabilities P(k,n,M) 

satisfy the local balance equations (5.2.2)-(5.2.5), then they satisfy 

the global balance equation (5.2.1) as well. First, if (5.2.2) is 

satisfied, then on summing over,i, we get 

80 

R 	' 

XYP(k,n,M) =  

1=1 i=1 	
1 	1 	l'•'•' i 	"'' R 

and 

(B.1) 

R 	R 	 , 
v - - - 	v -  

(B.2)im.p.P(k,11,11 k,n,m ,...,m.-1,...,mR) 	. 
1 1 	1 	1 	1 	 ( 

i=1 	i=1 

Similarly, the satisfaction of (5.2.3) implies 

R 

î 	À.P(k,n 	...,n. 	,n.-1,n. 	,...,nR ,m) 
1 	l' 	1-1 1 	1+1 

i - 1 - 	 . 

= 	1 	d 
k.+n.+1  

i=1 1 1 
( 13 . 3 ) 

Furthermore, we then also have 

d - - - 
i=1  1 1 1 	1 

,R 	 R 	k. 	' 

=  

	

k.+n. 	1.1111 
i=1 	 i=1 1 1 	. 

(B.4) 
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Equation (5.2.4) implies that 

k. 
1  

/ 

 
k. +n. 	'11 'm)  

i=2 1 1 

R-lk.+1 

--..î 	
k.+1+n.111'11  

i=1 	1 	1 	 . 

(B .5) 

On substituting (B.4) into the L.H.S. of (5.2.1) and then applying (B.1), 

(B.2), (B.3), (B.5) and (5.2.5), we find that the left hand side of 

(5.2.1) is identical to the right hand side. This comPletes the proof. 
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