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Integration of Voice and Data Communications over land mobile radio channels is regarded as a promising approach towards efficient spectrum utilization. The research reported here represents a step towards achieving such integration in a digital land mobile radio system. Four aspects have been investigated: (1) the use of forward error correction schemes for data messages to improve channel throughput in the face of fading conditions, (2) the implementation of low power microprocessor controller for integrated mobile terminals, (3) testing the performance of two modulation systems (DPSK and FFSK) for transmitting data at speeds of $9.6 \mathrm{~kb} / \mathrm{sec}$. and $16 \mathrm{~kb} / \mathrm{sec}$. under simulated fading conditions, and (4) the construction of a TFM modulator which will be tested later to compare the performance of this technique to that of the FFSK technique in fading channels.
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## CHAPTER 1

## Introduction

The use of land mobile communications channels has so far been largely confined to voice communications. However, recent years have witnessed a rapid growth in the need for data communications mobile systems. Such a demand on the scarce frequency spectrum resource has motivated the search for new techniques to achieve better utilization of the radio frequency spectrum.

It is predicted that the demand for data transmission on mobile radio channels will be steadily increasing over the current decade. Examples of the applications demanding such a service include automatic vehicle location systems, control of channel assignment in cellular systems, police applications, taxi and other dispatch systems. As an indication of the expected demand, it is anticipated that a large fraction of the 350,000 radio users which constitute the Canadian private mobile radio community will add to their system a data transmission capability in the next five years.

The congestion of the available spectrum, coupled with the growing demand for mobile data transmission motivates the search for feasible techniques for integrating speech and data within a single land mobile radio channel. Attempts to investigate such techniques for general data networks have been published recently [1, 2, 3, 4]. The remaining sections of this chapter explore such techniques and serve as an introduction to the research effort intended to accomplish the objective of integrating
voice and data communications over mobile radio channels.
1.1 Integration of Voice and Data nver Mobile Radio Networks

In existing commercial mobile communications systems, data messages and speech are transmitted on separate dedicated channels. Voice communications (mobile telephone) is carried out using frequency modulation techniques. This led to the standardization of the transmitter/receiver units in which FM channels have 30 KHz bandwidth. The need to transmit data messages over mobile communications systems was accommodated by using an IF modulation technique (e.g. DPSK) for the input data messages. The output of the IF stage is then inserted in the audio input section of the FM transmitter unit. Figures 1 and 2 illustrate the components of mobile data terminals and a fixed base station. Data buffering and transmission is controlled by a microcomputer unit which interfaces serially with the modem.

The above technique places severe limitations on the speed of data transmission since the spectrum of the IF signal has to be limited to the bandwidth of the audio input of the transmitter. Increasing the speed of the input signal will lead in this case to higher bit error rates. In random access techniques, the transmission of messages at low rate increases the probability of errors and message retransmissions, which leads to rapid deterioration of the throughput performance of the channel. As well, the scarcity of the available spectrum resources makes it difficult to satisfy the increasing demand for mobile data communications.

Recent research in the speech communications field indicates the existence of gaps between talk spurts of average durations ranging from 0.6 to $1.2 \mathrm{~m} . \mathrm{sec}$, depending on the applications. The channel becomes idfe
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during these gaps. Transmission of voice and data simultaneously over the same channel can obviously be made possible by transmitting data packets during the silent intervals of the channel which is used primarily for voice communications.

Assuming data packet lengths ranging from 1000 to 2000 bits (as is the case in most applications), it is possible to fit these packets into the silent intervals of the channel using appropriate transmission rates. This is feasible at transmission rates of $8 \mathrm{k} . \mathrm{bits} / \mathrm{sec}$ or higher.

The realization of the above scheme in mobile radio applications is feasible only under the following conditions:
(1) The availability of low cost modem sets that can transmit data at rates higher than $8 \mathrm{k} \mathrm{bits} / \mathrm{sec}$ over 30 KHz channels with low BER.

The availability of accurate speech detector in voice terminals so that the carrier is suppressed when no input speech is detected. The ability of the data terminals to sense the voice carrier on the channel to determine if the shannel is busy (talk spurt) or free (gap). The data terminal will transmit its packet only when a gap is detected.

Integration of voice and data transmissions in existing mobile communications systems will require the use of different modulation technique in RF band for the data signals. This is needed since data transmissions will be an 'added on' service to an existing FM mobile communications system.

The objective of the on-going research report here is to construct an all digital voice/data mobile communications systems for the 800 MHz
frequency band. Thus the same modulation technique is used for both voice and data signals. To explain the general concept of such a system, we consider the general structure of the base station and each mobile unit.

## The Base Station:

Figure 3 illustrates the basic components of the base station. When a speech signal is transmitted to over a channel the station adds to it a narrow band tone and a clock signal. When a data signal is transmitted, only the clock signal is added to it (in the frequency domain).

## The Mobile Station:

Figure 4 illustrates the basic components of each mobile unit. The mobile transmits speech signals after the channel is assigned to it by the base station. The mobile unit transmits data packets only after it senses the carrier on the channel and determines, by examining the busy tone, if the channel is busy or free. The speech detector is used to suppress the mobile carrier when it is not transmitting in the speech mode.

Figure 5 illustrates the structure of the mobile terminals proposed for future research. The voice encoder/decoder circuit will be implemented using the CVSD technique and voice will be digitized at 16 k bits $/ \mathrm{sec}$. The modem set to be used will be based on the TFM technique, which will be discussed in section 4.4

$$
\begin{aligned}
& \text { 1.2 Objectives of Current Research } \\
& \text { The ultimate objective of the research reported here is to } \\
& \text { demonstrate, both theoretically and practically, the feasibility of integra- } \\
& \text { ting speech and data transmissions over mobile radio channels. Such an } \\
& \text { integration will lead to better utilization of the available frequency }
\end{aligned}
$$
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spectrum and provide flexibility in channel use for applications involving voice and data communications. The research reported here can be considered as a step in the progress towards achieving the final objective. Specifically, three research aspects have been addressed:
(1) . Improvement of channel throughput - delay performance with respect to packet data traffic;

Design and implementations of low power, small size micropower controller units; and

Measurement of the BER performance of specific modulators under simulated fading conditions.

The following is a summary of the research conducted in each of the above three aspects.

### 1.2.1 Improvement in Throughput of Packet Data Traffic

The poor throughput-delay performance of random access channels is attributed to the loss of data packets due to collisions or noise and the increase in the total traffic input resulting from packet retransmissions. When fading effects are taken into account, the number of packets received in error increases, which leads to further deterioration of the performance of the channel. One approach for improving the throughput - delay characteristics is accomplished through the use of forward error correction schemes. By correcting some of the packets received in error, the total number of retransmissions will be reduced, leading to improvement in the throughput-delay performance of the channel. Chapter 2 of this report examines the result of investigating the applicability of forward error correcting codes to random access channels under fading conditions.

## T.2.2 Design of Mobile Radio Terminals

It is apparent from the discussion of section 1.1 that the controller of the mobile terminals will be performing a number of time critical functions. In practice, microprocessors are used as controller units. However, microprocessor boards that are based on $I^{2}$ L technology tend to have high power consumption and relatively large size, two factors that mitigate against using them in portable mobile terminals. The power consumption and size of the microprocessor board can be substantially reduced by using the CMOS technology. In this research, a general purpose CMOS microprocessor board has been designed, implemented and tested for mobile terminal functions. This board will be used as the controller unit of the mobile terminals that will be deployed in future field experiments. The design, implementation and testing of the microprocessor board are discussed in Chapter 3.

### 1.2.3 BER Performance of Two Modulation Systems Under Fading Conditions

As mentioned earlier, fading and multipath effects introduced errors to digital signal transmitted over radio channels. In data transmissions, such errors will lead to frequent retransmissions and subsequent deterioration in the throughput - delay performance of the channel. In the transmission of digitized voice, such errors will adversely affect the quality of the received speech, particularly if the voice $i \mathcal{f}^{\mathcal{J}}$ encoded at low sampling rates. In this research, two modulator/demodulator sets have been tested to determine the effects of fading signals on the BER of each set. Both sets have been used previously in experimental mobile radio systems as explained in Chapter 4.


#### Abstract

1.3 Structure of the Report

The remaining chapters of this report are organized as follows: Chapter 2 examines the distribution of packet transmission errors introduced by channel fading conditions. Forward error correction methods are applied and their performance is examined. The feasibility of using forward error correction to enhance the performance of random access techniques is discussed in the conclusions of the chapter.


Chapter 3 reports the design implementation and testing of a CMOS microprocessor which has much lower power consumption and smaller volume relative to an $I^{2}$ L microprocessor (INTEL 8020) with comparable functional capabilities.

Chapter 4 reports the results of testing the BER of two digital modulation systems in the existence of fading signals and receiver (Gaussidn) noise. The first system is based on the DPSK modulation technique and the second system is based on the FFSK modulation technique. A tamed frequency modulator (TFM) circuit implementation is also reported in this chapter.

Finally, Chapter 5 contains concluding remarks and an outline for the future continuation of the research reported here.
[1] E. Arthurs and B.W. Stuck, "A Theoretical Traffic Performance Analysis of an Integrated Voice-Data Virtual Circuit Packet Switch", IEEE Transactions on Communications, 27(7), pp. 1104-1111, July 1979.
[2] C.J. Weinstein, M.L. Malpass and M.J. Fischer, "Data Traffic Performance of an Integrated Circuit and Packet Switched Multiplex Structure", International Conference on Communications, pp. 24. 3-1 to 24.3-5, Buston, Mass., 1979.
M.J. Ross, A. Tabbot, J.W. Waite, "Design Approaches and Performance Criteria for Integrated Voice/Data Switching", Proc. IEEE, 65(9) pp. 1283-1295, September 1977.
[4] A. Pan, "Integrating Voice and Data Traffic in a Broadcast Network Using Random Access Scheme", International Conference on Computer Communications, pp. 551-556, Kyoto, Japan, September 1978.

## CHAPTER 2

## ERROR CONTROL FOR RANDOM-ERROR AND

RAYLEIGH FADING CHANNELS

### 2.1 Introduction

Error detection and retransmission schemes are quite commonly used in many data communications because they can provide high reliability at a small cost [1,2]. Such schemes are particularly effective when the probability of a retransmission $P_{r}$ is small. However, as the channel error rate (and therefore $P_{r}$ ) increases, they yield lower and lower throughput. To preserve an acceptable throughput, various techniques can be used, such as diversity transmission or coding.

In this chapter the use of random and burst error correcting codes in improving the performance of a stop-and-wait Automatic Repeat-Request (ARQ) scheme over random-error and Rayleigh Fading channels is investigated. Two models are examined. The first model is similar to the one in [1] and is used to analyze the effect of forward error correction on the mean wasted time. The second model assumes a Poisson arrival process for fixed length messages and determines the effect of forward error correction on the mean time between the arrival of a message and its successful transmission.

### 2.2 Effect of Forward Error Correction on Mean Wasted Time <br> In this section, a model of a stop-and-wait ARQ scheme similar to

[1] is used to examine the reductions in the mean wasted time obtainable by the use of forward error correcting codes. Two channel models, one with random errors and the other with Rayleigh fading, are considered.

We assume that measages have random lengths $L$ which are geometrically distributed, i.e.

$$
\begin{equation*}
P_{L}(\ell)=p q^{\ell-1}, \ell=1,2,3 \ldots ; q=(1-p) \tag{1}
\end{equation*}
$$

with average length $\bar{L}=\frac{1}{p}$. The message is split into blocks of size $B$ bits. These are then assembled into packets of length ( $B+b$ ) bits, where $b$ represents overhead required for synchronization, addressing, error detection, etc. The mean number of packets per message is given by

$$
\begin{align*}
\bar{N}(B) & =\sum_{n=1}^{\infty} n \cdot P([n-1] B<L \leq n B) \\
& =\sum_{n=1}^{\infty} n \sum_{l=(n-1) B+1}^{n B} p q^{l-1} \\
& =\frac{1}{\left(1-q^{B}\right)} \tag{2}
\end{align*}
$$

Let $P_{e}(B+b)$ denote the probability that the transmitted packet will be received incorrectly. We assume that the error-detection code is able to detect all errors [3]. Of course, $P_{e}(B+b)$ depends on the channel noise characteristics.

In the stop-and-wait transmission scheme, the transmitter sends a packet and waits for an acknowledgement from the receiver. If a positive acknowledgement is received (indicating the packet was successfully received), the sender proceeds to send a new packet. Otherwise, the transmitter repeats the same packet until it receives a positive acknowledgement. Throughout this chapter, the acknowledgement delay is assumed to be a con-
stant, denoted by $A$.
There is a trade-off involved in selecting the packet size. On the one hand, it is desirable to choose a large packet size so as to reduce the acknowledgement delay. On the other hand, a long packet is more likely to be corrupted by the channel, and hence require a retransmission. Also, in the case where the unused portion of the last packet of a message is filled with dummy bits, a long packet results in more waste. This can be avoided by using an end-of-message character.

Assuming that an error in the transmission of a packet is independent of that of any other packet transmission and that the last packet is filled with dummy bits, it can be shown [1] that the expected wasted time (i.e. the difference between the actual time for transmitting the packetized message and the time it would take to directly transmit the (unpacketized) message over an error-free channel with the same baud rate) is given by

$$
\begin{equation*}
\bar{W}(B)=\frac{1}{\left(1-q^{B}\right)}\left[\left(1+\frac{P_{e}(B+b)}{1-P_{e}(B+b)}\right)(A+T)\right]-\frac{\bar{L}+b}{R} \tag{3}
\end{equation*}
$$

where $R=$ channel baud rate in bits/sec $T=\frac{B+b}{R}=$ packet transmission time in sec.

We now consider the effect of forward error correction on the mean wasted time as described by equation (3). The use of an error-correcting code involves a trade-off: On the negative side, parity-check bits representing additional overhead have to be used; however this may be more than offset by the reduction in the probability of a packet retransmission $P_{r}$.

The choice of an error-correcting code $\mathcal{C}$ and its effect on the
mean wasted time is now examined. We confine our attention to Bose-Chaudhuri-Hocquenghem (BCH) codes $[4,5]$. For a given packet length $n$, (preferably of the form $n=2^{m}-1, m=2,3,4, \ldots$ corresponding to the codeword lengths of $B C H$ codes), we obtain the distribution of the number of channel errors in the packet. This can be derived analytically for the random-error channel. For the Rayleigh fading channel, simulations were used to obtain the desired distribution.

From this distribution, we can determine the number of bit errors $t$ that should be corrected for a given packet retransmission probability $P_{r}(n)$. Of course, the smaller $P_{r}(n)$ is, the larger $t$ will be. The number of parity-check bits $p$ required to correct these $t$ errors can be easily determined from BCH code parameters [5]. By comparison with equation (3), the resulting expression for the mean wasted time is

$$
\begin{equation*}
\bar{W}_{C}(n, p)=\frac{1}{(1-q n-(b+p))}\left[\left(1+\frac{P_{r}(n)}{1-P_{r}(n)}\right)(A+T)\right]-\frac{\bar{L}+b}{R} \tag{4}
\end{equation*}
$$

where $T=\frac{n}{R}=$ packet transmission time in seconds.

### 2.2.1 Numerical Results for the Random-Error Channel

The distribution of the number of bit errors $N$ in a packet of length $n$ sent over a random-error channel is given by

$$
\begin{equation*}
P_{\text {random }}(n, N)=\binom{n}{N} p_{b}^{N}\left(1-p_{b}\right)^{n-N} \tag{5}
\end{equation*}
$$

where $p_{b}$ is the bit error rate. We assume $p_{b}=10^{-2}$.

Letting $P_{e}(B+b)=1-P_{\text {random }}(B+b, 0)$ in equation (3), the expected wasted time for $\bar{L}=1000,2000$ and 5000 bits was calculated as a function of $B$.

The results are plotted in figures 6, 7 and 8 (curves labelled no error correction). For each value of $\bar{L}$, there is an optimal value of $B$ which minimizes the expected wasted time as suggested by the discussion at the beginning of section 2.2. BCH random error correcting codes were then used to correct enough channel errors say $t$ to ensure that the probability of retransmission $P_{r}$ is no larger than 0.05 . The codes used for various packet lengths are given in table 1.

| packet length $n$ | BCH $(n, k, t)$ code used <br> to achieve $P_{r} \leq 0.05$ |
| :---: | :---: |
| 255 | $(255,215,5)$ |
| 511 | $(511,430,9)$ |
| 1023 | $(1023,863,16)$ |
| 2047 | $(2047,1739,28)$ |

TABLE 1: BCH Codes Used for Random-Error Channel

We then use equation (4) to calculate the corresponding expected wasted times. The results, shown in figures 6,7 and 8 , indicate that error-correction can substantially reduce the expected wasted time. For example, figure 7 shows that with error-correction, the minimum expected wasted time is reduced from about 17 seconds to 0.8 second.

### 2.2.2 Numerical Results for the Rayleigh Fading Channel

To obtain the distributions of the number of channel errors in packets of various lengths, a simulation program was written [6,7]. The results are displayed in figure 9 which gives the cumulative distribution function (CDF) of the number of errors in packets of lengths 255, 511, 1023 and 2047 bits. A channel bit error rate $p_{b}$ of $10^{-2}$, a channel rate of $4000 \mathrm{bits} / \mathrm{sec}$, a Doppler frequency $\mathrm{f}_{\mathrm{D}}$ of $25.5 \mathrm{H}_{\mathrm{z}}$ (corresponding to a vehicle speed of 20 MPH and carrier frequency of 850 MHz ) and non-coherent FSK modulation were assumed. Fig. 10 shows the probability of getting one or more bit errors as a function of the packet length.

Using fig. 10, equation (3) was evaluated as a function of $B$ for $\bar{L}=1000,2000$ and 5000 bits. The results are shown in figures 11, 12 and 13 (curves labelled no error correction). It can be seen that for each value of $\bar{L}$ there is an optimal value of $B$ which minimizes the expected wasted time.

BCH random error correcting codes were then used to correct enough channel errors say $t$ to ensure that the probability of retransmission was no larger than 0.05 (or 0.1 ). The choice of the code to be used is made based on the packet length $n$ and $t$ (see table 2). Equation (4) was then used to calculate the corresponding expected wasted times. The results are shown in Figs. 11, 12 and 13. They show that the use of error-correction gives a substantial reduction in the expected wasted times. For example, Fig. 12 shows that with error-correction, the minimum expected wasted time per message is reduced from about 5.5 seconds to about 1 second. Similar improvements were found for $\bar{L}=1000$ and 5000 bits.

| Packet Length | BCH $(n, k, t)$ code used <br> $P_{r}=0.05$ | $P_{r}=0.1$ |
| :---: | ---: | ---: |
| 255 | $(255,187,9)$ | $(255,199,7)$ |
| 511 | $(517,376,15)$ | $(511,412,11)$ |
| 1023 | $(1023,808,22)$ | $(1023,838,19)$ |
| 2047 | $(2047,1662,35)$ | $(2047,1695,32)$ |

TABLE 2: BCH Codes Used for Rayleigh Fading Channel

### 2.3 Effect of Forward Error Correction on Mean Time to Successful Transmission

In this section, we examine the same stop-and-wait scheme of the previous section from a different view point. Messages of fixed lengths (the case of variable lengths is being developed) are assumed to arrive at the transmitter according to a Poisson process. Messages are transmitted on a first-in, first-out basis. The effect of using error-correcting codes on the mean time $S$ between the arrival of a message and its successful transmission (i.e. positive acknowledgement sent back by the receiver) is examined.

Using the Pollaczek-Khinchin mean value formula for $M / G / 1$ queues [8], we obtain

$$
\begin{equation*}
S=\frac{1}{\mu}\left[1+\frac{\frac{\lambda}{\mu}\left(1+\mu^{2} \sigma_{b}^{2}\right)}{2\left(1-\frac{\lambda}{\mu}\right)}\right] \tag{6}
\end{equation*}
$$

Where $\lambda=$ arrival rate
$\frac{1}{\mu}=$ mean service time
$\sigma_{b}{ }^{2}=$ variance of service time

For the stop-and-wait scheme, the distribution of the number of transmissions $D$ required till a message (packet) is successfuliy transmitted (assuming independent transmissions) is given by

$$
\begin{equation*}
P(D=i)=\left(1-P_{r}\right) P_{r}^{i-1}, \quad i=1,2,3, \ldots \ldots \tag{7}
\end{equation*}
$$

The mean and variance of the distribution of (7) is given by

$$
\begin{align*}
& \bar{D}=\frac{1}{1-P_{r}}  \tag{8}\\
& \operatorname{Var} D=\frac{P_{r}}{\left(1-P_{r}\right)^{2}} \tag{9}
\end{align*}
$$

Each transmission (and acknowledgement) takes ( $A+T$ ) seconds. Therefore in equation (6),

$$
\begin{align*}
& \frac{1}{\mu}=\frac{1}{1-P_{r}}(A+T)  \tag{10}\\
& \sigma_{b}^{2}=\frac{P_{r}}{\left(1-P_{r}\right)^{2}}(A+T)^{2} \tag{11}
\end{align*}
$$

### 2.3.1 Numerical Results for the Random-Error Channel

For packet lengths $n=255,511$ and 1023, the BCH codes used to achieve a probability of retransmission $P_{r} \leq 0.05$ can be obtained from table 1. Equation (6) can then be used to determine $S$ when error correction is used, assuming $A=0.2 \mathrm{sec}$ and $T=\frac{n}{4000} \sec$. Plots of $S$ against the arrival rate $\lambda$ are shown in figs. 14, 15 , and 16 for $B=185,400$ and 833 bits ( $b=30$ bits assumed). The number of information bits $B$ in a packet is of course $n-b-p$.

With no error correction, the packet lengths $n$ ' would be given by $n^{\prime}=215,430$ and 863 bits. The corresponding $P_{r}$ is determined from equation (5). As before, equation.(6) is then used to calculate $S$. The results are plotted in figs. 14, 15 and 16 (curves labelled no error correction), and show that for a given arrival rate $\lambda, S$ can be significantly reduced using forward error correction. Also the maximum (asymptotic) value of $\lambda$ is increased with error correction, e.g. in figure 15 , $\lambda_{\text {max }}$ increases from 0.04 to 2.85 .

### 2.3.2 Numerical Results for the Fading Channel

From table 1, we know the BCH codes to be used for achieving a value of $P_{r} \leq 0.05$ for packet lengths $n=255,511$ and 1023. Assuming a transmission rate of $4000 \mathrm{bits} / \mathrm{sec}$, the transmission time $T=\frac{n}{4000} \mathrm{sec}$. This together with an acknowledgement delay $A$ of 0.2 sec were used to determine $S$ in equation (6). The results are shown in figures 17,18 and 19.

If no error correction was used, the packet lengths $n '$ would be given by $n^{\prime}=187,376$ and 808 respectively. The corresponding $P_{r}$ can be determined from fig. 10. As before this was used together with $T=\frac{n^{1}}{4000}$ sec, and $A=0.2 \mathrm{sec}$ in equation (6) to solve for $S$. The results are shown in figures 17,18 and 19 (curves labelled no error correction) and indicate that performance is substantially enhanced by using error correction. As an example, in figure 18 with error correction, the maximum (asymptotic) value of $\lambda$ is increased from 0.94 to 2.9.

### 2.4 Concluding Remarks

The results obtained in the last two sections indicate that the use of error-correcting codes can lead to significantly better system performance in a stop-and-wait ARQ scheme. In practice this improvement has to be weighed against the cost and complexity of using the error-correcting code. The results presented so far used BCH codes as random error-correcting codes. These can also be used as burst-error-correcting codes for the fading channel [9]. However we consistently found that using the BCH code in a random-error-correcting mode yielded a higher fraction of correctable packets. This agrees with the general conclusion in [10] based on actual channel error measurements on a mobile radio channel. It might be pointed out however that decoders for burst error correction are simpler and less expensive.

We conclude this chapter with a few remarks about other methods for improving the transmission of data over fading channels. Bit interleaving [5] may be used to disperse the errors that occur in "bursts" when the received signal fades. As the degree of interleaving increases, the fading channel packet error distribution approaches that of the random error channel. Therefore as indicated by the results in section 2.2.1, bit interleaving coupled with (random) error correction can be quite effective. It should be noted however that with bit interleaving, a packet is received essentially only when all interleaved packets have been received.

Another technique for combatting the fades on a Rayleigh-fading channel is diversity transmission [11]. In time diversity, the same packet is repeated several times (after some appropriate time interval) in the hope that not all transmissions will be hit by a deep fade. Another common
implementation is space diversity in which several antennas are used to reduce the probability that the received signal at all the antennas will be simultaneously subject to a deep fade. It is planned that space diversity will be used in the Bell System Advanced Mobile Phone Service (AMPS) currently being tested [12].


Figure 6
Expected Wasted Time Against B for random error channel
with $\quad \dot{p}_{b}=10^{-2}$
$R=4000 \mathrm{bits} / \mathrm{sec}$.
$\bar{L}=1000$ bits
$A=0.2 \mathrm{sec}$.
b $=30$ bits


Figure 7
Expected Wasted Time against B for random error channel
with $\quad p_{b}=10^{-2}$
$\mathrm{R}=4000 \mathrm{kits} / \mathrm{sec}$.
$\bar{L}=2000$ bits
$A=0.2 \mathrm{sec}$.
b $=30$ bits


Figure 8
Expected Wasted Time against $B$ for random error channe 1 with $p_{b}=10^{-2}$.
$R=4000 \mathrm{bits} / \mathrm{sec}$.
$\bar{L}=5000 \mathrm{bits}$
$A=0.2 \mathrm{sec}$.
b $=30$ bits


Figure 9
CDF, $P_{n}(N)$ of number of errors in packets of lengths n for Rayleigh fading channel with $\mathrm{p}_{\mathrm{b}}=10^{-2}, \mathrm{f}_{\mathrm{D}}=25.5 \mathrm{~Hz}$ and transmission rate $R=4000 \mathrm{bits} / \mathrm{sec}$.


Figure 9(a)
$C D F, P_{n}(N)$ of number of errors in packets of lengths for $n$ Random channel with $p_{b}=10^{-2}$ and transmission rate $R=4000 \mathrm{bits} / \mathrm{sec}$.


Figure 10
Packet error rate as a function of packet
length for Rayleigh fading channel with
$p_{b}=10^{-2}, f_{D}=25.5 \mathrm{~Hz}$, transmission
rate $R=4000$ bits/sec.


Figure 11
Expected Wasted Time against $B$ for Rayleigh fading channel with $\mathrm{p}_{\mathrm{b}}=10^{-2}$
$R=4000 \mathrm{bits} / \mathrm{sec}$.
$\bar{L}=1000$ bits
$A=0.2 \mathrm{secs}$.
$b=30$ bits


Figure 12
Expected Wasted Time against B for Rayleigh fading channel
with $\quad p_{b}=10^{-2}$
$R=4000 \mathrm{bits} / \mathrm{sec}$.
$[=2000$ bits
$A=0.2 \mathrm{sec}$.
b $=30$ bits


Figure 13
Expected Wasted Time against B for Rayleigh fading channel with $\quad p_{b}=10^{-2}$ $R=4000 \mathrm{bits} / \mathrm{sec}$.
$\bar{L}=5000$ bits
$A=0.2 \mathrm{sec}$.
$b=30$ bits


Figure 14
Plot of mean time to successful transmission against arrival rate for random error channel with $A=0.2 \mathrm{sec}$. $B=185$ bits
$p_{b}=10^{-2}$
$R=4000 \mathrm{bits} / \mathrm{sec}$.


Figure 15
Plot of mean time to successful
transmission against arrival rate
for random error channel
with $A=0.2 \mathrm{sec}$.
$B=400$ bits
$\mathrm{p}_{\mathrm{b}}=10^{-2}$
$R=4000 \cdot \mathrm{bits} / \mathrm{sec}$.


Figure 16
Plot of mean time to successful transmission against arrival rate for Random Error Channel
with $A=0.2 \mathrm{sec}$.

$$
\begin{aligned}
\mathrm{B} & =833 \mathrm{bits} \\
\mathrm{p}_{\mathrm{b}} & =10^{-2} \\
\mathrm{R} & =4000 \mathrm{bits} / \mathrm{sec} .
\end{aligned}
$$



Figure 17
Plot of mean time to successful transmission against arrival rate for Rayleigh fading channel
with $A=0.2 \mathrm{sec}$.
$B=187$ bits
$p_{b}=10^{-2}$.
$R=4000$ bits $/ \mathrm{sec}$.


Figure 18
Plot of mean time to successful transmission against arrival rate for Rayleigh Fading Channel
with $A=0.2 \mathrm{sec}$.
$B=376$ bits
$p_{b}=10^{-2}$
$R=4000 \mathrm{bits} / \mathrm{sec}$.


Figure 19
Plot of mean time to successful transmission against arrival rate for Rayleigh fading channel with

$$
\begin{aligned}
& A=0.2 \mathrm{sec} \\
& B=808 \mathrm{bits} \\
& P_{b}=10^{-2} \\
& R=4000 \mathrm{bits} / \mathrm{sec}
\end{aligned}
$$
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## CHAPTER 3

> Design and Implementation of Low Power Microprocessor

### 3.1 Introduction

This chapter describes a CMOS microcomputer which was developed as a replacement for the Intel SBC 80/204 CPU board used in portable Packed Radio Terminals. The main design goals were: reduced power dissipation, compatibility with previously developed software code (for the 8080 processor) and small size. The CMOS microcomputer described here contains 8 K bytes of EPROM, 4 K bytes of RAM, two 8 bit I/0 parts, one serial RS-232 port and a CPU. The power consumption was reduced from 33.64 W to 0.771 W at no loss of performance (compared to Intel SBC 80/204). The only N-MOS part in the whole board is the 8085 CPU . Replacement of this CPU by the National Semiconductor NSC-800 CMOS CPU will result in further reduction of power dissipation to about 0.375 W for the whole CPU board.

### 3.2 Architecture of the CMOS Microprocessor

The term computer architecture refers to the programmers' view of a particular machine, i.e. its instruction set, I/0 arrangement and register set.

The architecture of the CMOS microcomputer is shown in Figs. 20 and 21. In addition to the CPU, static RAM and EPROM modules, the architecture contains one serial port for interfacing to the modulator/demodulator circuit, and two parallel ports for keyboard interface and radio transmitter control.

The instruction set of the CMOS microcomputer board ( 8085 CPU ) is exactly the same as that of the $\operatorname{SBC} 80 / 204$. This assures software compatibility between the two CPU boards. The NSC 800 CMOS CPU which will replace
the 8085 CPU used in the CMOS microcomputer has an Z-80 instruction set. The $Z-80$ instructions are a superset of the 8080 instructions, containing within it all seventy eight 8080 instructions. The NSC 800 CPU will be available in June 1980.

The CMOS CPU board has one serial port, two parallel ports and buffers to interface the display board controller.

The serial port is interrupt driven for both the transmitter and receiver port. The RS 232 interface enables it to be directly connected to the modem of the Packet Radio Terminal. Both receiver and transmitter clocks are derived from the modem. RS 232 buffers are provided for the clock input.

One of the 8 bit parallel ports is connected as an input from the keyboard, while the other controls the radio transmitter (one bit output).

The display board controller is seen by the CPU as memory locations. Therefore, only buffers were needed to facilitate its connection to the address and data buses of the computer.

The ICM 755 timer is used as a real time clock for process switching. It is connected to interrupt 5.5 of the CPU.

A detailed description of the components used in the microprocessor board is included in Appendix B.

### 3.3 Implementation of the Microprocessor Board

The prototype of the CMOS microcomputer board was implemented on an Intel SBC-905 prototype board. The physical dimensions of that board are the same ( $12 \times 6.75$ inches) as the standard SBC $80 / 204$ board size. All the circuitry of the CMOS microcomputer occupies approximately two thirds of the board, leaving enough room for future expansion of memory or I/0. All connections between integrated circuits were wire wrapped. This method of interconnection is very reliable, and allows quick changes needed during prototype development.

The memory chips used for the RAM memory banks are Harris HM 6514 static $7024 \times 4$ CMOS RAMS with an access time of 300 nsec . This RAM chip is housed in a 18 pin dual in-line package.

The EPROM section uses the Intersil IM6654 CMOS EPROM. This device has an organization of $512 \times 8$ bits and is housed in a 24 pin dual in-1ine package. The programming of the IM6654 EPROMS was done on a Data I/O programmer, using a special personality module. The erasure time for these EPROMS is 30 minutes, using the UVS-11 ultra-violet source.

Serial interface uses the Intersil IM6402 UART. This CMOS UART consumes only 10 miliwatts and can operate up to speeds of 200 K bits per second. The UART uses an external clock, supplied by the modem. The two parallel I/0 ports were implemented using the RCA CDP 1852 eight bit I/0 port.

The N-MOS CPU used is the Inte1 8085. This CPU runs with a crystal 6.144 MHZ and has four interrupt lines. Two of the interrupt lines are used for the UART transmitter and receiver respectively, the third one is used for the systems clock and the fourth interrupt is used for the keyboard.

The whole microcomputer board, with the exception of the RS 232 interface, runs on single 5 V power supply and a current of 135 miliamperes. The RS-232 serial interface requires $\pm 12 \mathrm{v}$ at 4 miliamperes.

### 3.4 Testing and Performance

The testing was performed initially with a HP logic analyser up to the point where the CPU was accessing the EPROM memory bank. From that point on, software test routines were used for the testing. These software routines were first burned into the EPROMS and then plugged into the microcomputer where they performed the testing together with the CPU. For this reason, software routines were written and used to test and debug all the EPROM sockets, all the RAM sockets, the paralle1. I/0 ports and the serial I/0 port. To verify the proper operation of the serial RS 232 port, a complete I/0 routine has been written and a serial communication link with a LA 36 Decwriter has been successfully tested. A sample of the test routines is given in Appendix A.

### 3.4.1 Speed

The 8085 CPU is running at a clock frequency of 6.144 MHZ . This gives a minimum instruction cycle of 1.3 microseconds.

### 3.4.2 Power Dissipation

The actual power dissipation was measured in the HALT state and also while the CPU was running a typical program. The program used is shown in Appendix $A$ under the heading of "Memory Test Routine".

The power dissipation under running condition is approximately 50 miliwatts higher than in the stopped state. This is typical of CMOS
circuits. These circuits dissipate negligible power during idle states with the major power dissipation occuring during switching.

Power dissipation

|  | 5V | +12V | -12V | Total W |
| :---: | :---: | :---: | :---: | :---: |
| CPU idle | 125 mA | 4 mA | 4 mA | 0.721 |
| CPU running | 135 mA | 4 mA | 4 mA | 0.771 |

### 3.5 Future Improvements

Several improvements are expected to be incorporated in the CMOS microprocessor board in the near future. A summary of these improvements follows:

1. The power dissipation could be drastically reduced (by approximately 0.4 watts) by replacing the Intel 8085 CPU with a National Semiconductor CMOS CPU P/N NSC 800.

This CPU dissipates a mere 0.05 watts, operates at the same speed and has the same pinout as the 8085 CPU.
2. Replacement of the 6514 4K RAM chips with the RCA 16 K CMOS RAM would reduce the number of RAM chips required from eight to two.
3. Using higher density EPROMS would also reduce the chip count.
4. The RAM and ROM space (combined) can be enlarged to 64K. The maximum I/O port capability is 256 ports.
5. Changing the computer architecture into a pipeline organization would increase the speed of the computer to a point where real time digital signal processing would be possible. Thus some of the modulator/demodulator functions could be incorporated into the CMOS microprocessor. This would
result in further reduction in the total power consumption of the packet radio terminal.
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## CHAPTER 4

## MEASUREMENTS AND RESULTS

## 4.1

Introduction
This chapter describes the laboratory experiments which were set up to study the effects of Gaussian noise on differentially coherent phase-shift keying (DPSK) and Fast Frequency Shift Keying (FFSK) modulation schemes for non-fading and fading channels. The DPSK modem was obtained from the University of Hawaii Electrical Engineering Department where it was used in the ALOHA experiments. The data transmission rate is $9600 \mathrm{bits} / \mathrm{sec}$. The FFSK modem with a data rate of 16 K bits/sec was designed at the Communication Research Center, Ottawa where it was used in field experiments involving transmission of digitized voice. Sections 4.2 and 4.3 present the experimental results obtained with the DPSK and FFSK modems used. In section 4.4, the fading simulator is described, along with tests for verifying its proper functioning. Continuing work on the design of a Tamed Frequency Modulation (TFM) modem is outlined in section 4.5.

### 4.2 DPSK Modem Experimental Set-up and Results

### 4.2.1 Theoretical Background

The DPSK modulation scheme makes use of the carrier phase of the preceding signaling interval to obtain a phase reference for use in demodulation [1]. The bit error rate for DPSK over an additive white Gaussian noise channel with two-sided noise spectral density $\frac{N_{0}}{2}$ is given by [2]

$$
\begin{equation*}
p_{b}=\frac{1}{2} e^{-\frac{E_{b}}{N_{0}}} \tag{12}
\end{equation*}
$$

where $E_{b}$ is the energy per bit.

This may be contrasted to coherent PSK (with a modulation index $m=1$ ) for which the bit error rate is $[1,3]$

$$
\begin{equation*}
p_{b}=Q\left(\sqrt{\frac{2 E_{b}}{N_{0}}}\right)=\frac{1}{2} \operatorname{erfc}\left(\sqrt{\frac{E_{b}}{N_{0}}}\right) \tag{13}
\end{equation*}
$$

Using the approximation

$$
\begin{equation*}
Q(\alpha) \approx \frac{1}{\sqrt{2 \pi} \alpha} e^{-\alpha^{2} / 2} \tag{14}
\end{equation*}
$$

which is quite accurate for $\alpha \geq 2$, equation (13) becomes

$$
\begin{equation*}
p_{b} \approx \frac{1}{2 \sqrt{\pi E_{b} / N_{0}}} e^{-E_{b} / N_{0}} \tag{15}
\end{equation*}
$$

Thus for $\frac{E_{b}}{N_{0}} \geq 2$, the bit error rates for DPSK and coherent PSK differ only by a factor $\sqrt{\pi E_{b} N_{o}}$. For $p_{b} \leq 10^{-4}$, this amounts to a loss of less than 1 db in signal-to-noise ratio. This makes DPSK a convenient means of providing a carrier reference for demodulation.

The probability of bit error when DPSK is used over a Gaussian noise channel which is subject to Rayleigh fading can be derived as in [3] and is given by

$$
\begin{equation*}
p_{b}=\frac{1}{2\left(1+E_{b} / N_{0}\right)} \tag{16}
\end{equation*}
$$

where $\bar{E}_{b}$ is the mean value of the received energy.

### 4.2.2 Experimental Set-up and Results

The block diagram of the experimental set-up is shown in Figure 22. Details of the fading simulator are given in section 4.4 and schematic diagrams for the DPSK modem are in Appendix $C$.

The experimental bit error rates for non-fading and fading channels as a function of the signal-to-noise ratio (mean SNR in the fading case) are shown in Figure 23. Also plotted are the theoretical curves obtained from equations (12) and (16). It can be seen that the experimental error rates are slightly higher than the theoretical values; however, there is generally good agreement between them with a maximum difference of about 1 dB in SNR.


FIGURE 22: DPSK Experimental Set-Up


## 4.3 <br> Measurements of the FFSK Modem Set

The Fast Frequency-Shift Keying (FFSK) is a coherent binary modulation technique which has the following properties [4]:
(1) it is phase coherent
(2) it has low deviation ratio, $L=0.5$
(3) it occupies a band width which is typically 0.75 times the bit rate, without need for intersymbol interference correction
(4) it uses as receiver a self-synchronizing circuit and a phase detector

The bandwidth requirements for the FFSK modulation technique relative to FSK modulation techniques with modulation indices $L=1.0$ and $L=0.71$ is shown in Figure 25. The superiority of the FFSK modulation technique in terms of bandwidth utilization over the other two FSK modulators is apparent. This aspect indicates the suitability of the FFSK technique for mobile radio applications which require transmission of digital signals at high speeds over limited bandwidth channels.

The FFSK modulator used in the experiment reported here has been developed at the Communications Research Centre of the Federal Government [5]. The modulator has been tested in field experiments involving transmission of voice signals digitized at $16 \mathrm{~K} . \mathrm{bits} / \mathrm{sec}$. In the experiment reported here the BER performance of the modulator is obtained under simulator fading conditions.

### 4.3.1 FFSK in Fading Channel

For FFSK, the bit error rate, $P_{e}$, is given by [4],

$$
P_{e}(\rho)=Q(\sqrt{2 \rho})
$$

$$
\left(\rho=\frac{E_{b}}{N_{0}}\right)
$$

where $Q(x)=\int_{x}^{\infty} \frac{e^{-y^{2} / 2}}{\sqrt{2 \pi}} d y$

$$
\tilde{=} \frac{1}{\sqrt{2 \pi x}} e^{-x^{2} / 2}
$$

Thus $P_{e}(\rho)=\frac{1}{\sqrt{4 \pi \rho}} e^{-\rho}$

Let $\rho_{0}$ be the signal-to-noise ratio at the receiver given by:

$$
\rho_{0}=\frac{\bar{E}_{b}}{N_{0}}
$$

where $\bar{E}_{b}$ is the average energy per bit at the receiver.

The probability density function of $\rho$ when the signal is subjected to fading will be [7]:

$$
f(\rho)=\frac{1}{\rho_{0}} e^{-\rho / \rho_{0}}
$$

The BER of the received signal in the existence of fading will be given by:

$$
\begin{aligned}
P_{b} & =\int_{0}^{\infty} P_{e^{(\rho)} \cdot f(\rho) d \rho} \\
& =\int_{0}^{\infty} \frac{1}{\rho_{0}} e^{-\rho / \rho_{0}} \frac{1}{\sqrt{4 \pi \rho}} e^{-\rho} d p
\end{aligned}
$$

$$
\begin{aligned}
& =\sqrt{\frac{1}{4 \rho_{0}\left(1+\rho_{0}\right)}} \\
& \approx \frac{1}{2 \rho_{0}}
\end{aligned}
$$



FIGURE 25
Relative Bandwidth Requirements for:

1. FFSK, $h=0.5$
2. Coherent FSK, $h=0.7$
3. Non-Coherent FSK, $h=1.0$

### 4.3.2 Experimental Set-up

Figure 26 illustrates the experimental set-up used for measuring the performance of the FFSK modulator under simulated fading conditions. The modulator clock is used to generate an output data stream (PRBS) at 16 k.bits/second from the data generator which is fed as input data to the modulator. The modulator $R F$ input signal has $f_{c}=60 \mathrm{MHz}$ at +10 dBm . The modulated signal thus has a carrier frequency of 60 MHz , with the RF output of the modulator at -16 dBm . This signal is down converted to a centre frequency of 455 KHz which is the IF input to the demodulator section.

The down conversion from $\mathrm{f}_{\mathrm{c}}=60 \mathrm{MHz}$ to $\mathrm{f}_{\mathrm{C}}{ }^{\prime}=455 \mathrm{KHz}$ is accomplished by multiplying the RF output of the modulator by a signal with frequency $f_{m}=60.455 \mathrm{MHz}$ and then filtering out the high frequency components. To ensure that the IF frequency remains constant at 455 KHz , it is essential to maintain the difference $f_{m}-f_{c}$ equal to 455 KHz . This is achieved by using the same input signal to the modulator's R.F. section to generate $f_{m}$ as shown in Figure 26.


FIGURE 26: Modem Measurement Set-Up


### 4.3.3 Results

The results of the measurements conducted on the FFSK modem set are shown in Figure 26. The theoretical BER with no fading signal if based on equation (17). The measured BER for the modem falls with in 2 dB in SNR from the theoretical BER.

Under fading conditions, the agreement between the measured BER and the theoretical çurve is extremely close; a maximum difference of at most 1 dB in SNR exists between the two curves.

The effect of fading on the performance of the FFSK modem becomes noticable at low $B E R$. For example, to obtain a BER of $10^{-3}$, it is essential to increase the SNR from approximatley 10 dB (with no fading) to 28 dB when fading conditions are taken into account.

The effect of fading on the transmission of data messages is obviously a dominant factor that must be addressed. This indicates the importance of transmitting data at higher speeds and the use of forward error corrections such as those discussed in Chapter 2.

### 4.4 Non-Recursive Implementation of a Tamed Frequency Modulator

## Introduction

The Tamed frequency modulation (TFM) technique has the advantage of placing very little out of band radiation as compared with other constant-envelope modulation technique [6]. This modulation technique can allow data transmission at a rate of 16 K bits/sec with a radio channel spacing of 30 K Hz with less than -70 dB out of band radiation into the adjacent channels. The modulation scheme still allows orthogonal coherent detection of the modulated signal.

The code rule for TFM defines the phase function value at the sampling instants

$$
\begin{aligned}
& \qquad t=(m-1) T, m T,(m+1) T, \ldots \ldots \ldots \text { as follows: } \\
& \qquad \phi(m T+T)-\phi(m T)=\frac{\pi}{2}-\left(\frac{a_{m-1}}{4}+\frac{a_{m}}{2}+\frac{a_{m+1}}{4}\right) \quad \ldots \ldots \ldots \\
& \text { with } \phi(0)=0 \text { if } a_{0} \cdot a_{1}=1 \quad \text { and } \phi(0)=\frac{\pi}{4} \quad \text { if } a_{0} \cdot a_{1}=-1 \\
& \text { where } a(t) \text { is the data signal. }
\end{aligned}
$$

If the three successive bits have the same polarity the phase changes by $\frac{\pi}{2}$, and the phase remains constant for three bits of alternating polarity. The change in phase values for all different combination of data input is illustrated in Table 4.1. It should be noted that the phase values of the TFM signal at successive sampling moments are dependent. For better spectrum efficiency, the phase should vary as smoothly as possible between sampling moments.

TABLE 4.1

| $a_{m+1}$ | $a_{m}$ | $a_{m-1}$ | $\Delta \phi(m+1)=\phi(m+1)-\phi(m)$ |
| :---: | :---: | :---: | :---: |
| -1 | -1 | -1 | $-\pi / 2$ |
| -1 | -1 | +1 | $-\pi / 4$ |
| -1 | +1 | -1 | 0 |
| -1 | +1 | +1 | $+\pi / 4$ |
| +1 | -1 | -1 | $-\pi / 4$ |
| +1 | -1 | +1 | 0 |
| +1 | +1 | -1 | $+\pi / 4$ |
| +1 | +1 | +1 | $+\pi / 2$ |

### 4.4.1 Implementation of the Modulator Circuit

The tamed frequency modulator can be built using both recursive and non-recursive techniques [6]. However, because of instability problems of the former, the latter scheme was chosen.

A basic block diagram of a non-recursive system is shown in Figure 28. The implementation is based on a quadrature modulator. The imput data is fed to a network which puts out the sine and cosine of the phase angle according to the code rate given in equation (19). The outputs are appiied to two product modulators operating in quadrative. An interpolation technique is used to ensure that the phase function changes smoothly from one sampling instant to the next.


Figure 28 - Basic Block Diagram of a Tamed
Frequency Modulator Circuit

A 3-bit TFM system was implemented using a linear interpolation technique. It is seen from equation (19) that at the sampling instants the phase value can only change by $0, \pm \frac{\pi}{4}$ or $\pm \frac{\pi}{2}$. In order for the phase function to vary smoothly from one sampling instant to the next, 8 - interpolating levels were introduced between samples. Thus for a phase change of $\pm \frac{\pi}{4}$, the phase function changes in 8 steps, each step of size $\pm \frac{\pi}{32}$, and for a phase change of $\pm \frac{\pi}{2}$, the step size is $\pm \frac{\pi}{16}$; To implement this interpolation scheme two PROMS were coded with the Sine and Cosine of angles $\frac{n \pi}{32}$ for $n=0,1 \ldots .63$, to encompass the entire 0 to $360^{\circ}$ phase circle. The address to the PROMS is changed at 8 times the sampling rate for a phase change of $\pm \frac{\pi}{4}$. For a phase change of $\pm \frac{\pi}{2}$, the address is changed at 16 times the sampling rate although the data outputs from the PROMS are still "latched" out at 8 times the sampling rate so as to provide only 8 interpolating levels.

Figure 29 shows a block diagram of a circuit used to implement the TFM system. The data enters a serial-in, parallel-out shift register at the appropriate sampling rate. (The system was designed for $16 \mathrm{~K} \mathrm{bit/sec}$ data rate). The outputs from the shift register are fed to a logic network which controls the operation of a 6-bit up-down counter according to the input bit pattern. A function table for the logic network is included in Figure 29. The counter is either upcounted, down counted or inhibited depending on the input bit string. The clocking rate is doubled when the bit strong is either $0,0,0$ or $1,1,1$.

The counter output forms the address of two PROMS which contains the unsigned COSINE and SINE of the angle values in 8-bit digital words. -The sign bit is generated externally from the address inputs. The output from the PROMS and the sign bits are latched and fed to two D/A converters

followed by two low pass filters and two product multipliers operating in quadrature. Each low pass filter was designed to have linear phase (Bessel filter) with a cut-off frequency around 64 KHz . The output from the two multipliers are added in a summing amplifier to provide the final phase modulated output. The complete circuit details are included in Appendix D.

### 4.4.2 Results

A 3-bit TFM system using linear interpolation scheme was breadboarded for initial investigations. To conserve power, the digital logic part was built using CMOS devices. Analog devices AD561 and AD534 were used as digital to analog converters and analog to analog multipliers respectively. Although 1 .PROM could be multiplexed, for convenience, 2 PROMS (2716) were used for storing the Sine and Cosine code Tables. Each PROM location was coded with the respective Sine or Cosine value of angle $\frac{n \pi}{32}$ with $n$ varying from 0 to 63 . The total memory requirement is therefore 128 bytes. When the input data is such that the phase change between two successive intervals is $\pi / 4$, the PROM addresses are scanned at 128 KHz i.e. 8 times the data rate ( 16 k bits $/ \mathrm{sec}$ ). When the phase change is $\pi / 2$ the addresses are scanned at 16 times the data rate. However, only the output corresponding to every alternate address input is presented to the D/A. Figure $30(a)$ and (b) illustrate the situations. Figure $30(a)$ shows the D/A outputs from the Sine (top) and the Cosine (bottom) channels. The input data stream is continuously held at 011. Consequently, the PROM addresses are incremented at a rate of 128 KHz - thus producing a Sine and a Cosine wave output with a periodicity of $0.5 \mathrm{msec}\left(\frac{1}{128 \mathrm{KHz}} \times 64\right)$. A continuous input of 110 , 001 or 100 will provide identical results, however in the last two cases the PROM addresses will be continuously decremented.

Figure 30 (b) shows the D/A outputs from the Sine (top) and Cosine (bottom) channels for a continuous inout of 111. In this case the PROM addresses are incremented at twice the above rate and thus producing a Sine and a Cosine ware output with periodicity of 0.25 m sec . Doubling of the output step is also evident from the figire. For a continuous input of 000 , the PROM addresses will be continuously decremented, however, the D/A outputs will appear identical to Figure 3(b).

Figure 31 demonstrates the code rule that is fundamental to the TFM system. For this demonstration, the input shift register was replaced by a 3-bit counter so that all possible combinations of the input data stream are sequentially presented to the TFM system. The D/A output from the Sine (top) and the Cosine (bottom) channels are shown in the figure. When an input of 010 is presented to the system, no change in phase takes place at the output. This is seen by the Straight line portion on the left hand side of the figure. The output remains fixed until the input is changed at 011. When a phase change of $+45^{\circ}$ takes place in 8 equal steps. Following this the input is changed to 100 . The subsequent phase changes are $-45^{\circ}, 0^{\circ},+45^{\circ},+90^{\circ},-90^{\circ}$ and $-45^{\circ}$ until the situation repeats. In this figure, the absolute phase angle is close to $0^{\circ}$ during the time no phase change takes place i.e. between input 010 and 011. Figure 30(a) (b), and 31 only illustrate the operation of the TFM system for arbitrary inputs. In actual operation the change in input at any sampling interval is dependent on the past input.

A carrier frequency of 455 KHz was used in the present experiments. A quadrative modulation was achieved by using two square waves shifted in phase of $90^{\circ}$. A circuit schematic for generating $90^{\circ}$ phase
shifted square waves is shown in appendix D. Two multipliers (AD534) were used for up translation. The output from the multipliers were added in an operational amplifier summer. A band pass filter can be employed at the output of the summer network to suppress unwanted modulations around the harmonics of the carrier frequency. Using a psendo random data input, the output spectrum showed more than 45 dB attenuation beyond a 16 KHz band spread as shown in Figure 32. The results were as expected for a 3-bit transation. At present, however, a demodulator circuit is yet to be built for data recovery.

### 4.4.3 Summary

The initial results on TFM system clearly holds promise. Detailed characterization is now underway. The circuit is also being refined. It is believed that the D-A converter and the multiplier network in each channel can be replaced by a single multiplying D to A converter (MDAC). This will reduce cost and further save power. Also, the configuration will be more amenable to integration on a single chip.

(a)

(b)

Figure 30 - D/A Outputs for an Input (a) 011; (b) 111
[Horizontal Scale - $0.1 \mathrm{~m} \mathrm{sec} /$ div; Vertical
Scale - SV/div.]


Figure 31 - D/A Outputs for Input Continuously Varying from 000 to 111 by Means of a 3-bit Counter

### 4.5 The Fading Signal Simulator

### 4.5.1 Eading Simulator Circuit

The black diagram of the fading simulator circuit is shown in Figure 33. A white gaussian noise generator is used to generate a random signal with a uniform spectrum up to about 200 KHz . This signal is then bandlimited using a narrow bandpass filter with a centre frequency of $f_{0}=1 \mathrm{KHz}$ and sharp cutoff frequencies of approximately ( $f_{0} \pm f_{m}$ ), $f_{m}=7.6 \mathrm{~Hz}$. The band limited signal is then full-wave rectified after it has been amplified to raise the signal to such a level as would enable the rectifier to operate efficiently. The rectified signal is next passed through a low-pass filter ( $f_{c}=200 \mathrm{~Hz}$ ) to remove the 1 KHz carrier. The result is a signal whose amplitude approximates the Raleigh distribution. The resultant wave form is mixed with the IF signal using an amplitude modulator.

If the operating frequency of the system is taken to be at 170 MHz , the wavelength $\lambda$ will be equal to 1.765 m . The maximum doppler frequency, $f_{m}$, is given by

$$
f_{m}=v / 1.765 \mathrm{~Hz}, v \text { is the vehicle speed. }
$$

Thus for $v=48 \mathrm{Km} / \mathrm{hr}, f_{m}=7.6 \mathrm{~Hz}$ and for $v=96 \mathrm{~km} / \mathrm{hr}, \mathrm{f}_{\mathrm{m}}=15 \mathrm{~Hz}$.

### 4.5.2 Fading Simulator Testing

The circuit shown in Figure 34 is used to test the fading simulator. The output signal from the fading circuit is compared to a variable d.c. reference. The voltage comparator has the following characteristics:

$$
\begin{aligned}
& e_{0}=+v_{z}, \text { if } e_{i}<e_{\text {ref }}, \\
& e_{0}=-v_{z}, \text { if } e_{i}>e_{\text {ref }}
\end{aligned}
$$

The resulting random square wave is then sampled at $10 \mathrm{~Kb} / \mathrm{sec}$ using a clock generator and a NAND gate. The number of pulses is then recorded using a frequency counter which is activated using a gate signal (push button) for one second durations.

The percentage of time the signal level exceeded the d.c. threshold level is calculated as:

$$
\% \text { time above threshold level }=\frac{N}{f_{c} \cdot T_{g}} \times 100
$$

where: $\quad f_{c}=$ frequency of clock generator $=10 \mathrm{~Kb} / \mathrm{sec}$
$T_{g}=$ gate duration $=1$ second
$N=$ counter reading at the end of the gate pulse

Thus the cumulative distribution of the output signal from the fading simulator can be determined.

Figure 35 shows a plot of the percentage of time the signal level exceeds the threshold for various threshold levels. The solid line represents the theoretical curve for Raleigh distribution while the dotted line represents the result of the measurements. The range of agreement extends from about +5 dB to -20 dB . At each threshold level, thirty readings were taken and averaged.

Figure 36 shows a plot of the normalized level crossing rate for various threshold levels. The solid line represents the theoretical curve while the dotted line represents the experimental results. The agreement between the two curves is again very close for a range of 5 dB to -20 dB . It is concluded that the simulated circuit produces an output
which has the same characteristics as the fading signals in mobile radio channels.


FIGURE 33: Block Diagram of Fading Simulator


FIGURE 34: Circuit Diagram for Testing the Simulator
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## Summary and Future Research

### 5.1 Summary

The following is a summary of the results of the research reported here.

1. In chapter 2, the use of forward error correction in improving the performance of a stop-and-wait ARQ s.cheme over random-error and Rayleigh fading channels was examined. The results show that both the mean wasted time and the mean time to successful transmission can be substantially reduced by forward error correction.
2. A low cost CMOS microprocessor board has been designed and implemented, as reported in chapter 3. The microprocessor is functionally equivalent to the Intel 8020 board with respect to the mobile terminal control requirements. However, the CMOS board's power consumption is approximately $1 / 30$ of a functionally comparable board constructed using the $I^{2} L$ technology.
3. The performance of two modulator sets (DPSK and FFSK) which have been used previously in mobile applications has been tested experimentally under simulated fading conditions. Fading effects were shown to be dominant at low BER, as substantially higher SNR at the receiver is required to obtain the same BER when no fading signals exist.
4. A non-recursive TFM modulator circuit has been designed and implemented. The output spectrum for the modulator circuit showed more that 45 db attentuation beyond a 16 kHz band spread. A demodulator circuit is planned in the immediate future to test the BER performance of TFM under fading conditions.

### 5.2 Future Research

As explained earlier, the results of the research reported here represent intermediate steps towards the objective of establishing the feasibility of an all digital integrated voice and data mobile communications system. As a follow up to these steps, the following research areas will be explored in the immediate future.

1. Construction of the TFM demodulator component. This will be followed by testing the TFM modem under fading conditions to compare its performance to the FFSK modem.
2. Construction of a voice digitization encoder/decoder circuit at $16 \mathrm{~Kb} / \mathrm{sec}$. The effects of modulation and fading on the quality of voice received over radio channels will be tested.
3. Construction of a suitable voice detection circuit which will be used as a carrier on/off switch in the voice circuit of the mobile terminal.
4. The implementation of forward error correcting codes will be explored with special considerations given to the trade-offs between improvement in throughput and added complexity and cost. Improvements in performance obtainable through the use of diversity transmission will also be examined. Encryption techniques will be studied so as to meet the confidentiality requirements needed in certain applications such as police communication.
! ! I !

| RESET | 00 | XMT | PORT TEST |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 00 | AF | XRLA, A |  |
|  | 01 | d301 | OUTA, XMT |  |
|  | 03 | 2 F | COMPA |  |
|  | 04 | C30100 | JMP 01 |  |
| TRAP | 24 24 | MEMORY 3ECE | MOV A, \#CE |  |
|  | 26 | 30 | Sim | ENABLE |
|  | 27 | FB | E1 | INTERRUPTS |
|  | 28 | C34000 | JMP 40 |  |
| START | 40 | AF | XRLA,A | OUTPUT TRIGGER |
|  | 41 | d301 | OUT A, XMT | PULSE TO |
|  | 43 | 2 F | COMPA | TO TRANSMITTER |
|  | 44 | d301 | OUTA, XMT | CONTROL PORT 01 |
|  | 46 | 2 F | COMPA |  |
|  | 47. | d301 | OUTA, XMT |  |
|  | 48 | 2601 | MOV H, \#01 | TEST EPROM |
|  | 4 B | 2E00 | MOV L, \#0 | FROM $100_{16}$ to ${ }^{2000} 16$ |
|  | 4d | 23 | INC H,L |  |
|  | 4 e | 7 C | MOV A, H |  |
|  | 4f | FE20 | CPI \#20 | is Adde $=2000$ ? |
|  | 51 | CA5E00 | 32, X | No continue; Yes go to RAM |
|  | 54 | 3EFF | MOV A, \#FF | check EPROM content |
|  | 56 | 46 | MOV B, ( $H, L$ ) | $\mathrm{iF}=\mathrm{FF}$ continue |


|  | 57 | B8 | CMP A, B | if \# FF ERROR! RESTART |
| :---: | :---: | :---: | :---: | :---: |
|  | 58 | CA4doo | JZ 4d |  |
|  | 5B | C34000 | JMP 40 |  |
|  | 5 E | 2630 | MOV H, \#3¢ | SET START RAM |
| $Y$ | 60 | 23 | INC $\mathrm{H}, \mathrm{L}^{-}$ | TEST RAM FROM |
|  | 61 | 7 C | MOV A, H | 3,000 to 400016 |
|  | 62 | FE40 | CPI, \#40 |  |
|  | 64 | CA 4000 | JZ 40 | is Addr $=4000{ }_{16}$ |
|  | 67 | AF | XRLA, A | YES RESTART: NO CONTINUE |
|  | 68 | 77 | MOV (H,L), A | WRITE" $\emptyset$ " in RAM |
|  | 69 | 46 | MOV B, ( $\mathrm{H}, \mathrm{L}$ ) | READ FROM RAM |
|  | 6 A | B8 | CMP A, B | COMPARE |
|  | 6B | C24000 | JNZ 40 | If \# RESTART |
|  | 6 E | 3EFF | MOV A, \#FF |  |
|  | 70 | 77 | mov ( $\mathrm{H}, \mathrm{L}$ ) , A | WRITE "FF" in RAM |
|  | 71. | 46 | MOV B, ( $\mathrm{H}, \mathrm{L}$ ) | READ |
|  | 72 | B8 | COM A, B | COMPARE |
|  | 73 | CA6000 | JZ Y | IF $=$ CONTINUE |
|  | 76 | C34000 | JMP 40 | IF \# RESTART |
| RST | 5.5 | ADDR 2C | TEST KEYBOARD PORT |  |
|  | USE | DIP SWITCH | SSEMBLY TO TEST KEYBOARD | PORT. USE 555 TO INTERRUPT |
|  | CPU | AND JUMP TO | KEYBOARD ROUTINE |  |
|  | 2C | C3 7F00 | JMP 7F | TEST KEYBOARD PORT |
|  | 7F | FB | EI |  |
|  | 80 | dbo2 | in P02 |  |
|  | 82 | 47 | MOV B, A |  |
|  | 83 | EE00 | XRL A,\#Ф |  |


| 85 | CA 2400 | - BZ 24 |
| :---: | :---: | :---: |
| 88 | 3EFF | MOV A, \#FF |
| 8A | A8 | XRL A, B |
| 8B | CA 9700 | B7 XMT1 |
| 8 E | 3E 47 | MOV A, \#47 |
| 90 | A8 | XRL A, B |
| 91 | CA9d00 | BZ XMTø |
| 94 | C37F00 | JMP 7F |
| 97 | 3C | XMTI INCA |
| 98 | d301 | OUT P01 |
| 9 A | C37F00 | JMP 7F |
| 9d | d301 | XMTO OUT P01 |
| 9 F | C37F00 | JMP 7F |


| RESET 00 | $3 E$ od | MOV A,\#od | SET 6.5 INT |
| :---: | :---: | :---: | :---: |
| 02 | 30 | Sim |  |
| 04 | 0600 | MOV B, \#ø | CLR RB |
| 06 | C3 AØ On | JMP AD |  |
| RST 6.534 | C3 8000 | $\cdots \mathrm{MP} \mathrm{B} \emptyset$ | (WRITE TO RS-232) |
| RST 7.5 3C | 3E od | MOV A, \#od | (READ FROM RS-232) |
| 3E | 30 | Sim | SET 6.5 INT |
| 3 F | C3 6500 | JMP C5 |  |
| $A \emptyset$ | 2600 | MOV H, \#Ø | SET MESSAGE |
| 2 | 2 E dd | MOV L, \#dd | POINTER |
| 4 | Fb | EI | ENABLE INT |
| 5 | 76 | HALT | WAIT |
| $B \emptyset$ | 23 | INC H,L | INCREMENT POINTER |
| 1 | 3E 2E | MOVA, \#2E | CHECK IF MESSAGE |
| 3 | BE | CMPA, ( $\mathrm{H}, \mathrm{L}$ ) | IS FINISHED |
| 4 | CA BC 00 | BZ A | YES GO TO READ OUT |
| 7 | 7 E | MOV $\mathrm{A},(\mathrm{H}, \mathrm{L})$ | NO OUTPUT |
| 8 | d3 04 | OUT P04 | CHARACTER T0 RS 232 |
| A | Fb | EI | EN INT |
| B | 76 | HALT | AND WAIT |
| C | 78 A | mov $\mathrm{A}, \mathrm{B}$ | OUTPUT REG B |
| d | d304 | OUT P04 | TO RS 232 |
| f | 3E ob | MOV A, \#OB | SET 7.5 INT |
| C1 | 30 | SIM | READ FROM RS 232 |


| 2 | Fb | EI | WAIT |
| :--- | :--- | :--- | :--- |
| 3 | 76 | HALT |  |
| C5 | db 04 | In A,P04 | GET CHARACTER IRO |
| 7 | 47 | MOV B,A | RS 232 AND STORE |
| 8 | 21 F000 | MOV H,L \#F000 | IN REG B |
| b | Fb | EI | INITIALIZE POINTER |
| c | 76 | HALT | WAIT FOR RS-232 |
|  |  |  | WRITE INTERRUPT |





 cococooooo 0000.0000000000000000 dtatut $0,000060000000000000060606000000 \%$



## Power Requirements:

+5 V @ 135 mA using the NMOS 8085 CPU and in a memory access routine (see memory test routines on EPROM \#1)

125 mA in Halt State
$+12 v @ 4 \mathrm{~mA}$ under switching operation
$-12 v$ @ 4 mA (see EPROM \#2 UART Test)

## RS-232 Interface

FORMAT 8 Bit
Even Parity
1 stop bit
Baud rate tested at 300 baud using a $4.8 \mathrm{kHz} \mathrm{c/k}$ and the decwriter II

## APPENDIX B

MICROPROCESS BOARD COMPONENT
DESCRIPTION



Specifications HM-6514-2/HM-6514-9

| ABSOLUTE MAXIMUM RATINGS |  | OPERATING RANGE |  |
| :---: | :---: | :---: | :---: |
| $\cdots \cdot$ |  |  |  |
| Supply Voltage - VCC | +8.0V | Operating Supply Voltage |  |
| Input or Output Voltage Applied | $\begin{array}{r} \text { GND - } 0.3 \mathrm{~V} \\ \text { to VCC }+0.3 \mathrm{~V} \end{array}$ | Military (-2) Industrial (-9) | $\begin{aligned} & 4.5 \mathrm{~V} \text { to } 5.5 \mathrm{~V} \\ & 4.5 \mathrm{~V} \text { to } 5.5 \mathrm{~V} \end{aligned}$ |
| Storage Temperature | $-65^{\circ} \mathrm{C}$ to $+150{ }^{\circ} \mathrm{C}$ | Operating Temperature Military (-2) Industrial (-9) | $\begin{aligned} & -550 \mathrm{C} \text { to }+1250 \mathrm{C} \\ & -400 \mathrm{C} \text { to }+85{ }^{\circ} \mathrm{C} \end{aligned}$ |

## ELECTRICAL CHARACTERISTICS

D.C.


NOTES: 1. All devices tested at worst case limits. Roam temp. 5 volt data provided for informaton - not guaranteed.
2. Operating Supply Current llCCOP) is proportional to Operating Frequency. Example: Typical ICCOP $=5 \mathrm{~mA} / \mathrm{MHz}$.
3. Capactrance sampled and guaranteed - not $100 \%$ tested.
4. AC test conditions: Inputs - TRISE $=$ TFALL $=20$ nsec: Outputs - 1 TTL losd and 50 pF : All timing measured at $\%$ VCC.

## Specifications HM-6514-5



## ELECTRICAL CHARACTERISTICS

D.C.

| SYMBOL | PARAMETER | TEMP. \& VCG = OPERATING RANGE |  | $\begin{gathered} T E M P=250 c @ \\ V C C=5.0 \mathrm{~V} \end{gathered}$ |  |  | UNITS | TEST CONDITIONS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MIN | Max | MIN | TYP | MAX |  |  |
| ICCSB | Standby Supply Current |  | 500 |  | 100 | 500 | $\mu \mathrm{A}$ | VI - VGC or GND |
| ICCop | Operating Supply Currene (2) |  | 7 |  | 5 | 6 | $m A$ | $t=1 M_{2}, 10=0$ $V i=V C C$ or GND |
| 11 | Input Leskage Current | -10.0 | +10.0 | -7.0 | 土0.5 | +7.0 | $\mu \mathrm{A}$ | GND $\leq V_{1} \leq V C C$ |
| 1102 | Input/Output Lenkege Current | -10.0 | +10.0 | -7.0 | $\pm 0.5$ | +7.0 | $\boldsymbol{H A}$ | GND $\leq \mathrm{VO} 5 \mathrm{VCC}$ |
| VIL | Input Low Vottage | -0.3 | 0.8 | -0.3 | 2.0 | 1.5 | V |  |
| VIH | Input High Volunge | VCC $-2.0$ | $\begin{aligned} & \mathrm{VCC} \\ & +0.3 \end{aligned}$ | 2.5 | 2.0 | 5.3 | $\checkmark$ |  |
| VDL | Output Low Voltage |  | 0.45 |  | 0.35 | 0.4 | $v$ | $10=1.6 \mathrm{~mA}$ |
| VOH | Ourput High Voltas | 2.4 |  | 3.5 | 4.0 |  | $\checkmark$ | $10=-0.4 m A$ |
| Cit | Input Capseitanca (3) |  | 8.0 |  | 5.0 | 8.0 | pF | $\begin{aligned} & V I=V C C \text { or GND } \\ & i=1 M H z \end{aligned}$ |
| ClO | Input/Outpur Capsitunce (3) |  | 10.0 |  | 6.0 | 10.0 | pf | VO - VCC or GND $\mathrm{f}=1 \mathrm{MHz}$ |


| TELQV | Chip Enable Ascrsat Time |  | 350 | . | 200 | 300 | ns | (4) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| tavav | Addrase Aecem Time |  | 370 |  | 200 | 320 | n! | (3) |
| TELOX | Chip Enable Output Ensble Time |  | 100 |  | 50 | 80 | ns | (3) |
| TWLOZ | Write Enable Outpur Oigable Time |  | 100 |  | 50 | 80 | ns | (4) |
| TEHOZ | Chip Enable Outpur Disable Time |  | 100 |  | 50 | 60 | ns | (4) |
| TELEH | Chip Erabio Pulso Negative Width | 350 |  | 300 | 200 |  | $n$ | (ब). |
| TEHEL | Chip Erable Pulse Foxitive Width | 150 |  | 120 | 100 |  | ns | (G) |
| TAVEL | Addrasi Srap Time | 20 |  | 20 | 0 |  | $n 3$ | (4) |
| TELAX | Addrux Hold Time | 50 |  | 50 | 20 |  | $n$ | ( ${ }^{\text {a }}$ |
| TWLWH | Write Enable Pulse Witatr | 350 |  | 300 | 200 |  | ns | (4) |
| TWLEH | Write Enable Pulse Setup Time, | 350 |  | 300 | 200 |  | $n$ | (4) |
| TELWH | Wrise Enable Pulse Hold Time | 350 |  | 300 | 200 |  | ns | (4) |
| TOV*H | Data Setig Time | 250 |  | 220 | 150 |  | ns | (4) |
| TWHDZ | Data Hold Time | 0 |  | 0 | 0 |  | ns | (4) |
| TWHEL | Write Enable Resd Sump Time | 0 |  | 0 | 0 |  | ns | (4) |
| TOVHL | Outpue Dam Valid so Write Time | 0 |  | 0 | 0 |  | ns | (4) |
| TWLDV | Wrice Date Dilay Time | 100 |  | 80 | 50 |  | ns | (4) |
| TWLEL | Enrly Output High-Z Time | 0 |  | 0 | -10 |  | $n 8$ | (4) |
| TEHWH | Lete Outpur High-Z. Time | 0 |  | 0 | -10 |  | n\% | (4) |
| TELEL | Rexd or Write Cycle Time | 500 |  | 420 | 320 |  | ก | (4) |

NOTES: 1. All davices tested at worst case limits. Room temp., 5 volt dara provided for information - not guaranteed.
2. Operating Supply Current fiCCOP is proportional to Operating Frequency. Example: Typical ICCOP=5mA/MHz.
3. Capacitance sampled and guaranterd - not $100 \%$ tested.
4. AC tast conditions: Inputs - TRISE = TFALL = 20nsec: Outputs-1 TTL ioad and 5CpF; All timing measured at \% VCC.

Read Cycle

truth table

| tIME REFERENCE | $E{ }^{N N P U}$ | A | oata lide Da | FUNCTION |
| :---: | :---: | :---: | :---: | :---: |
| -1 | $\mathrm{H} \times$ | x | $z$ | memory disabled |
| 0 | 2 H | $v$ | $z$ | CYCLE BEGINS. ADDRESSES ARE LATCHED |
| 1 | L H | x | $x$ | OUTPUT ENABLED |
| 2 | 1 H | x | $v$ | OUTPUT VALID |
| 3 | $\bigcirc$ | $\times$ | $v$ | head accomplismed |
| 4 | $\mathrm{M} \times$ | x | 2 | PREPARE FOR NEXT CYCLE ISAME AS -11 |
| 5 | 2 H | $v$ | $z$ | CYCLE ENDS. Next CYCLEBEGINS ISAme AS di |

The address information is latched in the on chip registers on the falling edge of $\bar{E}(T=0)$. Minimum address setup and hold time requirements must be met. After the required hold time the addresses, may change state without affecting device operation. During time $(T=1)$ the outputs become enabled but data is not valid until time ( $T=2$ ).
$\bar{W}$ must remain high throughout the read cycle. After the data has been read $\vec{E}$ may return high ( $T=3$ ). This will force the output buffers into a high impedance mode at time ( $T=4$ ). The memory is now ready for the next cycle.

Write Cycle

TRUTH TABLE

| TIME REFERENCE | $\bar{E} \bar{W}^{\text {in }}$ |  | 00 | FUNCTION |
| :---: | :---: | :---: | :---: | :---: |
| - 1 | $\mathrm{H}^{\text {x }} \mathrm{x}$ |  | 2 | memory oisabled |
| 0 | $2 \times$ | $v$ | 2 | CYCle aggins. AODRESSES ARE Latched |
| 1 | 12 | $\times$ | 2 | WRITE PERIOD BEGINS |
| 2 | $1 \sim$ | $\times$ | $v$ | DATA IN IS WRIT TEN |
| 3 | $f$ H | $x$ | $z$ | WRITE COMPLETED |
| 4 | H X | x | 2 | PREPARE FDR NEXT CYCLE ISAME AS-11 |
| 5 | 2 x | $v$ | 2 | CYCLE ENDS NEXT CYCLE BEGINS ISAME AS Dt |

The write cycle is initiated on the falling edge of $\bar{E}(T=0)$, which latches the address information in on chip registers. If a dedicated write cycle is to be performed and the outputs are not to become active TWLEL and TEHWH must be met. Under these conditions TWLDV is unnecessary and input data may be applied at any convenient time as long as

TDVWH is still met. If TWLEL is not met then the outputs may become enabled momentarily near the beginning of the cycle and a disable time (TELOZ) must be met before the input data is applied (TWLOZ = TWLDV). Similiarly. if TEHWH is not met the outputs may enable briefly near the end of the cycle.

ADO
© $\overline{\mathrm{E}}$.

3-52

The write operation is terminated by the first rising edge of $\bar{W}(T=2)$ or $\bar{E}(T=3)$. After the minimum required $\bar{E}$ wioh time (TEHEL) the next cycle may begin. If a series of consecutive write cycles are to be performed, the $\bar{W}$ line
may be held low until all desired locations hava been written: In this case, data setup and hold times must be referenced to the rising edge of $\vec{E}$.

Read Modify Write Cycle


If the pulse width of $\bar{W}$ is relatively short in relation to that of $\bar{E}$ a combination read-write cycle may be performed. If $\bar{W}$ remains high for the first part of the cycle, the outputs will become active during time ( $T=1$ ). Data out will be valid during time $(T=2)$. After the data is read, $\bar{W}$ can go low. After minumum TWLWH, $\bar{W}$ may return high. The
information just written may now be read or $\vec{E}$ may return high, disabling the output buffers and preparing the device for the next cycle. Any number or sequence of readwrite operations may be performed while $\bar{E}$ is low providing all timing requirements are met.
notes:
In the ebove descriptions the numbers in parenthesis $(T-n)$ refer to the respactive timing diagrams. The numbers are located on the time reference line below each diagram. The timing diegrams shown are only examples and are not the oniy vaiid method of operation.

2114 Campatibility


2114- Requires the Addrass to Remein Valid Throughour the Cycie.

6514 - Requires Valld Address for Only a Small Portion of the Cycie, but Requires Etc Fall to Initiato Each Cycle.

## Battery Backup Applications

The HM-6514 is especially well suited for use in battery backup systems. Data retention supply voltage and supply current are guaranteed over the full temperature range.

When designing the backup system, the following suggestions should be considered:
1.) As RAM VCC drops," the input logical one voltages should follow so as not to exceed VCC +0.3 . It is suggested to use CMOS drivers, operating at CMOS VCC, such as the HD-6495, HD-6432, and HD-6433. Another approach is the use of open collector or open drain buffers pulled up to CMOS VCC.
2.) E must be held high at CMOS VCC. $\bar{W}$, address and data inputs should be held at either GND or CMOS VCC to minimize power dissipation.
3.) When exiting from the battery backup mode, VCC should ramp without ring or discontinuities.
4.) The RAM can begin operation one TEHEL after VCC reaches the minimum operating voltage ( 4.5 or 4.75 volts).

A very simple battery backup system is shown in Figure 1. When system power is available, diode D1 is forward biased and supplies current to the CMOS devices. Upon loss of system power, diade D1 is reverse biased and only CMOS devices are consuming battery power. A disadvantage to this method is that CMOS VCC is one diode drop, .7V, below TTL VCC. There is a possibility that a TTL output signal could rise higher than CMOS VCC and cause possible latch problems. This possibility can be reduced by incorporating a system similar to that shown in Figure 2. Other alternatives include using a germanuin diode yielding a VF $\approx .2 \mathrm{~V}$ or adding diode D 2 in the TTL supply and raising VCC to account for the drop. A PNP transistor is substituted for the diode in Figure 2. The saturation drop of the transistor, 0.2 V , is less than the 0.7 V drop of the diode giving more margin against latch-up. A power fail output signal is available to disable the $\bar{E}$ circuitry. Open collector TTL with pullups to CMOS VCC or LS type TTL should be used as memory drivers. This will insure that the CMOS inputs are not floating during the backup period. When system power is restored, operation continues as normal and the NI-CAD battery pack is trickle charged through RC.
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## 1RE402/10 Umiversal Asynchronous Receiver Tramsmilter (UART)

## FEATURES

- Low Power - Less Than 10 mW Typ. at 2 MHz
- Operation Up to 4MHz Clock - IM6402A
- Programmable Word Length, Stop Bits and Parity
- Automatic Data Formatting and Status Generation
- Compatible with Industry Standard UART's IM6402

On-Chip Oscillator with External Crystal IM6403

- Operating Voltage -
- IM6402-1/03-1: 4.7V
- IM6402A/03A: 4-11V $\qquad$



## GENERAL DESCRIPTION

The IM6402 and !M6403 are CMOS/LSI UART's for interfacing computers or microprocessors to asynchronous serial data channels. The receiver converts serial start, data parity and stop bits to parallel data verifying proper code transmission, parity, and stop bits. The transmitter converts paralle! data into serial form and automatically adds start parity, and stop bits.

The data word length can be 5, 6, 7 or 8 bits. Parity may be odd or even. Parity checking and generation can be inhibited. The stop bits may be one or two for one and one-half when transmitting: 5 bit code). Serial data format is shown in Figure 7.
"•••
The IM6402 and IM6403 can be used in a wide range of applications including modems, printers, peripherals and remote data: acquisition systems. CMOS/LSI technology permits öperating clock frequencies up to 4.0MHz (250K Baud) an improvement of 10 to 1 over previous PMOS UART designs. Power requirements, by comparison, are reduced from 670 mW to -10 mW . Status logic increases flexlbility and simplifies the user interface.
The IM6402 differs from the IM6403 on pins 2, 17, 19, 22, and 40 as shown in Figure 5. The IM6403 utilizes pin 2 as a crystal divide control and pins 17 and 40 for an inexpensive crystal oscillator. TBREmpty and DReady are always active. All other input and output functions of the IM6402 and IM64.03 are identical.

## PIN CONFIGURATION

| Vorctie | 40 |
| :---: | :---: |
| - ${ }^{2}$ | 39 |
| ano ${ }^{\text {a }}$ | 38 |
| RAOC 4 | 37 |
| RBEEC5 | 36 |
| ken7 $\square^{6}$ | 35 |
| Reroc ${ }^{\text {r }}$ | 36 |
| rbas 0 | 33 |
| RER4 ${ }^{-1}$ | 32 |
| R883 ${ }^{\text {cio }}$ | 31 |
| RER2C11 | 30 |
| H8A19 12 | 29 |
| PEG ${ }^{3}$ | 28 |
| FEC14 | 27 |
| OEC ${ }^{15}$ | 26 |
| sFogis | 25 |
| - 17 | 24 |
|  | 23 |
| DRG19 | 22 |
| Maig 20 | 21 |
| - Sun rablu |  |

## PACKAGE DIMENSIONS



## 16403

 Tronous minter (PART)S/LSI UART's for s-a asynchronous rial start, data, g proper code ansmitter converts atimally .adds start,

2,17,19,22, and


明6402 / 136403


- DIFFERS between imshoz anda imehoz.

FIGURE 1. Pin Gonilguration.
IAG6403 FUNCTIONAL PIN DEFINITION


## INIIETESIL

## IM6403 FUNCTIONAL PIN DEFINITION

 (Continued)| PIN | SYMBOL | DESCRIPTION |
| :---: | :---: | :---: |
| 14 | FE | A high level on Framing error indicates the first 'stop bit was invalid. FE will stay active until the next valid character's stop bit is received. |
| 15 | OE $\therefore$ $\therefore$ $\therefore$ $\therefore$ | A high level an OVERRUN ERROR Indicates the data received flag was not cleared before the last charactes' was transferred to the receiver buffer register. The Error is reset at the next character's stop bit if $\overline{D R R}$ has been performed (i.e., DRR: active low). |
| 16 | SFD | A highlavel on STATUS FLAGS DISABLE forces the outputs PE, FE, OE, DR; TBRE* to a high impedance state: See Figure 4 and Figure 5. <br> -1m6402 only: |
| 17 | IM6402-RAC IM6403-XTAL | The RECEIVER REGISTER CLOCK is $\mathbf{1 6 x}$ the receiver data rate. |
|  |  | . |
| 18 | $\overline{\text { DRA }}$ | A low level on data received reset clears the data received output (DR). to a. low level. |
| $\begin{array}{r}19 \\ \hdashline\end{array}$ | DR | A high level on DATA RECEIVED indicates a charactar has been received and transferred to the receiver buffer register. |
| 20 | RRI: | Serial data on RECEIVER REGISTER INPUT is clocked into the receiver register. |
| 21 | $\therefore \quad M R$ | A high lavel on MASTER RESET (MR) clears PE, FE, OE, DR, TRE and sets TGRE, TRO high. Less than 18 clocks after MR goes low, TRE returns high. MR does not clear the receiver buffer register, and is required after power-up. |
| 22 | $\therefore$ T8RE | A high level on TRANSMITTER 8UFFER REGISTER EMPTY indicates the transmitter bulfer register has transferred its data to the transmitter register and is ready for new data. |
| 23 | TBRL | A low level on TRANSMITTER BUFFER REGISTER LOAD transfers data from inputs TBR1-TBRA into the transmitter buffer register. A low to high transition on T8RL requests data transfer to the transmitter register. It the transmitter register is busy. transfer is automatically delayed so that the two characters are transmitted end to end. See Figure 2. |
| 24 | TRE | A high lavel on TRANSMITTER REGISTER EMPTY indicates completed transmission of a character including stop bits. |
| 25 | TRO | Character data, start data and stop bits appear serialiy at the TRANSMITTER REGISTER OUTPUT. |

## 1R6402/的6403

## IM6403 FUNCTIONAL PIN DEFINITION (Continued)



| PIN | SYMBOL | DESCRIPTION |
| :---: | :---: | :---: |
| 35 | Pl* | A high level on PARITY INHIBIT inhublts parity generation, parity checking and forces PE output low. |
| 36 | - Sbs* | A high level on STOP BIT SELECT selects 1.5 stop bits for a 5 character format and 2 stop bits for other lengths. |
| 37 | $\text { CLS2 }{ }^{\circ}$ | These inputs program the CHARACTER LENGTH SELECTED. (CLS1 low CLS2 low 5-bits) (CLS 1 high CL.S2 low 6-bits) (CLS low CLS2 high 7-bits) (CLS 1 high CLS2 high 8 -bits) |
| 38 | CLSt* | See Pin $37-$ cls2 |
| 39 |  | When PI is low, a high level on EVEN PARITY ENABLE generates and checks even parity. Alow level selects odd parity. |
| 40 | IM6402-TRC | $\because \because \quad \because \quad \because$ <br> The TRANSMITER |
| $\cdots$ | $\left\{\begin{array}{l} \text { IM6402-TRC } \\ \text { M6403-XTAL } \end{array}\right.$ or GNO. | The TRANSMITTER REGISTER CLOCK is 16X the transmit data rate. |

"See Tabla 2 (Control Word Function)

TABLE 2. Control Word Function

${ }^{\text {mon }}$


## CHARACTER

# $136402 / 1 \mathrm{M} 6403$ IM6402A/M6403A 

INITBe:

## AbSOLUTE MAXIMUM RATINGS

Operating Temperature

Industrial im6402AI/O3A
Military IM6402AM/03AM
$\qquad$ $40^{\circ} \mathrm{C}$ to $+85^{\circ} \mathrm{C}$ $-55^{\circ} \mathrm{C}$ to $+125^{\circ} \mathrm{C}$ $-65^{\circ} \mathrm{C}$ to $150^{\circ} \mathrm{C}$ 4.0 V to 11.0 V

Storage Temperatur Supply Voltage
$\qquad$


NOTE: Strasses above those listed under "Absolute Maximum Ratings": may cause permanent device failure. These are stress ratings only and functional operation of the devices at hese of any other conditions above those indicated in the operation sections of this specification is not implied. Exposure to absolute maximum rating conditions for extended periods miay cause device failures.

## D.C. CHARACTERISTICS

TEST CONDITIONS: VCC $=4 \mathrm{~V}$ to $11 \mathrm{~V}, \mathrm{~T}_{A}=$ Industrial or Military

NOTE 2: $V_{C C}=5 V_{*} T_{A}=25^{\circ} \mathrm{C}$ input pins (i.e. pins 17 and 40 )
A.C. CHARACTERISTICS
mongen
 $\qquad$
 AEST CONDACTERISTICS
 $\frac{8}{6}+$

 TEST CONDITIONS: VCC $=10 \mathrm{~V} \pm 5 \% ; \mathrm{CL}_{\mathrm{L}}=50 \mathrm{pF} ; \mathrm{TA}_{\mathrm{A}}=$ Industrial or Military

|  | SYMBOL | $\because: \cdots$ PARAMETER $\cdot \dot{\text { i }}$. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | ${ }^{\text {f }}$ c | Clock Frequency IM6402A . | CONDITIONS . $\because \cdot$ | . MIN:3: | TYP2 | MAX : | UNITS |
| 2 | ${ }^{\text {f CRAYSTAL }}$ | Crystal Frequency IM6403A ? $\because$ : |  | D.C. ${ }^{\text {a }}$ | 6.0 | 4.0 | MHz: $\cdot$ |
| 3 | tPW | Pulsa Widths CRL, DRR, TBRL: |  |  | $8.0{ }^{\text {\% }}$ | $6.0{ }^{\circ}$ | MHz. |
| 4. | ${ }^{\text {tMR }}$ | Pulse Width MR |  | $100 \cdots$ | 40 |  | ns |
| 5. | tos | Input Data Setup Tima. | ea Timing Diagrams | 400 : | 200 |  |  |
| 6 | ${ }^{\text {t }}$ D ${ }^{\text {N }}$ | Input Data Hold Time | (Figures 2,3,4) ...zi | 40 | 0 |  | ns |
| 7 | ten | Output Enable Time - |  | 30 | 30 |  | $n \mathrm{~s}$ |
| $\cdots$ |  | ; $\quad . \quad \therefore \ldots .$. |  |  | 40 | 70 | ns |

## TIMING DIAGRAMS



FIGURE 2. Data inpul Cyele
clst. CLS2, SES, PI, EPE


FIGURE 3. Control Reglster Lọad Cycle


Figure 4. Status flag Enable Time or Data Output Enable Tima

## REG4O2/RRF6403 <br> IM6402-1/IM6403-1

ABSOLUTE MAXIMUM RATINGS
Operating Temperature
Industrial IN6402-11/03-11 ............ $.40^{\circ} \mathrm{C}$ to $+85^{\circ} \mathrm{C}$
Military IM6402-1 M/03-1 M . . . . . . . . . . . $55^{\circ} \mathrm{C}$ to $+125^{\circ} \mathrm{C}$
Storage Temperature . ........................ $-65^{\circ} \mathrm{C}$ to $+150^{\circ} \mathrm{C}$
Operating Voltage ............................... 4.0 V to 7.0 V
Supply Voltage . ......................................... +8.0 V
Voltage On Any Input or Output Pin .: -0.3 V to $\mathrm{V}_{\mathrm{CC}}+0.3 \mathrm{~V}$

## D.C. CHARACTERISTICS

TEST CONDITIONS: $\mathrm{V}_{\mathrm{CC}}=5.0 \pm 10 \%, \mathrm{~T}_{\mathrm{A}}=$ Industrial or Military

|  | SYMBOL | PARAMETER | CONDITIONS | MIN | TYP2 | . MAX | UNITS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{V}_{\text {IH }}$ | Input Voltage High | *.. | $\mathrm{V}_{\mathrm{CC}}-2.0$ |  |  | V |
| 2 | $\mathrm{V}_{\mathrm{IL}}{ }^{\text {- }}$ | Input Voltage Low |  |  |  | 0.8 | $V$ |
| 3. | ${ }^{16}$ IL | Input Leakagel 11 | GND< $V_{\text {IN }}$ UV $_{\text {CC }}$ | -1,0 |  | 1.0 | $\mu \mathrm{A}$ |
| 4 | VOH . | Output Voltage High | $1 \mathrm{OH}^{\prime}=0.2 \mathrm{~mA}$ | 2.4 | : |  | $\checkmark$ |
| $5 \cdot$ | $\mathrm{VOL}^{\text {. }}$ | Outpur Voltage Low ; | $1 \mathrm{DL}=2.0 \mathrm{~mA}$ |  | ! . | 0.45 | V |
| 6 | $1 \mathrm{OL}^{\circ}$ | Output Leakage | GND $\leq V_{\text {OUT }}$ SV $V_{\text {CC }}$ | -1.0 |  | 1.0 | $\mu \mathrm{A}$ |
| 7 | ${ }^{\text {ICC }}$ | Power Supply Current Standby ** | $V_{1 N}=$ GND or $V_{\text {cc }}$ |  | 1.0 | 100 | $\mu \mathrm{A}$ |
| 8 | ${ }^{\text {ICC }}$ | $\because$ Power Supoly Current IM6402 Dy namic | $\mathrm{fC}_{\mathrm{C}}=2 \mathrm{MHz}$ | ... | . | . 1.9 | mA |
| $\because 9$ | ${ }^{1} \mathrm{CC} \cdot$ | Power Supply Cuirrent IM6403 Dynamic | fCRYSTAL $=3.58 \mathrm{MHz}$ |  | $\because$ | 5.5 | mA |
| 10 | $\mathrm{ClN}^{-}$ | input Capacitance[1] | $\cdots \cdots$ |  | 7.0 : | . 8.8 | pF: |
| "11- | $\mathrm{C}_{0}$ : | Output Capacitance [1] ${ }^{\cdots} \cdots$ | $\cdots \cdots$ |  | 8.0 | 10.0 | pF |

NOTE 1:- Except IM6403 XTAL inpuit pins (i.e. pins 17 and 40 ).
NOTE 2: VCC ${ }^{\text {r }} 5 \mathrm{~V}, \mathrm{~T}_{\mathrm{A}}=25^{\circ} \mathrm{C}$.
A.C. CHARACTERISTICS

TEST CONDITIONS: Vcc $=5.0 \mathrm{~V} \pm 10 \%, \mathrm{C}_{\mathrm{L}}=50 \mathrm{pF}, \mathrm{T}_{\mathrm{A}}=$ Industrial or Military


FIGURE 5. Functional DIfference Befween IM6402 and IM6403 UART (6403 has On-Chlp 4/it Slage Dlvider)

The IM6403 differs from the IM6402 on three inputs (RRC, TRC. pin 2) as shown in Figure 5. Two outputs (TBRE, DR) are not three-state as on the IM6402, but are always active. The on-chip divider and oscillator allow an inexpensive crystal to be used as a timing source rather than additional circuitry such
as baud rate generators. For example, a color TV crystal at 3.579545 MHz results in a baud rate of 109.2 Hz for an easy teletype interface (Figure 11). A 9600 baud interface may be implemented using a 2.4576 MHz crystal with the divider set to divide by 16.


## 獬6402/136403 IM6402/M6403

## ABSOLUTE RAXIMUM RATINGS

Operating Temperature
Storage Temperature ............................... $40^{\circ} \mathrm{C}$ to $+85^{\circ} \mathrm{C}$ to $150^{\circ} \mathrm{C}$
Operating Voltage ...................... $\cdot 65^{\circ} \mathrm{C}$ to $150^{\circ} \mathrm{C}$
Supply Voltage $\because: \ldots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .8 .0 \mathrm{~V}$
Voltage On Any input or Output Pin : $:-0.3 \mathrm{~V}$ to $\mathrm{Vcc}_{\mathrm{cc}}+0.3 \mathrm{~V}$
D.C. CHARACTERISTICS

TEST CONDITIONS: $V_{C C}=5.0 \pm 10 \%, T_{A}=-40^{\circ} \mathrm{C}$ to $+85^{\circ} \mathrm{C}$


NOTE 1: Except lM6403 XTAL input pins li.e. pins 17 and 40 ).
NOTE 2: $V_{C C}=5 \mathrm{~V}, \mathrm{~T}_{A}=25^{\circ} \mathrm{C}$,
A.C. CHARACTERISTICS

TEST CONDITIONS: $V C C=5.0 \mathrm{~V}+10 \%, \mathrm{C}_{\mathrm{L}}=50 \mathrm{pF}, \mathrm{T}_{\mathrm{A}}=-40^{\circ} \mathrm{C}$ to $+85^{\circ} \mathrm{C}$



## HEF6402/[if6403

## TRANSERITTER OPERATION

The transmitter section accepts parallel data, formats it and transmits it in serial form (Figure 7) on the TROutput terminal.


Transmitter timing is shown in Figure 8. (A) Data is loaded into the transmitter buffer register from the inputs T8R1 through T8R8 by a logic low on the T8RLoad input. Valid data must be present at least tos prior to and tom following the rising edge of TBRL. If words less than 8 bits are used, only the least significant bits are used. The character is right justified into the least significant bit, TBR1 (B) The rising edge of TBRL clears TBREmpty. 0 to 1 clock cycles later data is transferred to the 'transmitter. register and TREmpty is cleared' and transmission starts. TBREmpty is reset to a logic high. Output data is clocked by TRClock. The clock rate is 16 times the data rate. (C) A second pulse on TBRLoad loads data into the transmitter buffer register. Data transfer to the transmitter register 's delayed until transmission of the current character is complete. ()) Data is automatically transferred to the transmitter register and transmission of that character begins.


FiGURE 8. Tranamitter Timing (Not to Scale)

## RECEIVER OPERATION

Data is received in serial form at the RI input. When no data is being received, Rl input must remain high. The data is clocked through the RRClock. The clock rate is 16 times the data rate. Receiver timing is shown in Figure 9 .
(A) A low level on DRReset clears the DReady line. (B) During the first stop bit data is transferred from the receiver register to the RBRegister. If the word is less than 8 bits, the unused most significant bits will be a logic low. The output character is right justified to the least significant bit RBRT. A logic high on OError indicates overruns. An overrun occurs when DReady has not been cleared before the present character was transfered to the R8Register. A logic highion PError indicates a parity error. (C) $1 / 2$ clock cycie later DReady is set to a logic high and FError is evaluated. A logic high on FError indicates an invalid stop bit was received. The receiver will not begin searching for the next start bit until a stop bit ls received.


FIGURE 9. Rècelver Timing (Not to Scale)

## START BIT DETECTION

The receiver uses a 16 X clock for timing (see Figure 10.) The stàrt bit * $\otimes$ could have occurred as much as one clock cycle before it was detected, as indicated by the shaded portion. The center of the start bit is defined as clock count $7 \frac{1}{2}$. If the receiver clock is a symmerical square wave, the center of the start bit will be located within $\pm 1 / 2$ clock cycle, $\pm 1 / 32$ bit or $\pm 3.125 \%$. The receiver begins searching for the next start bit at the center of the first stop bit.


## TYPICAL APPLICATION

Microprocessor systems, which are inherently parallel in nature, often require an èsynchronous serial interface. This function can be performed easily with the IM6402/03 UART. Figure 11 shows how the IM6403 can be interfaced to an IM6100 microcomputer system with the aid of an IM6101 Programmable Interface Element (PIE). The PIE interprets Input/Output transfer (IOT) instructions from the processor and generates read and write pulses to the UART. The SENSE lines on the PIE are also employed to allow the processor to detect UART status. In particular, the processor must know when the Receive Buffer Register has accumulated a character (DR active), and when the Transmit Buffer Register can accept another character to be transmitted.

In this example the characters to be received or transmitted will be eight bits long (CLS 1 and 2: both HIGH) and transmitted with no parity (PI:HIGH) and two stop bits (SBS:HIGH). Since these control bits will not be changed during operation, Control Register Load (CRL) can be tied high. Remember, since the IM6402/03 is a CMOS device, all unused inputs shouid be committed.
The baud rate at which the transmitter and receiver will operate is determined by the external crystal and DIVIDE CONTROL pin on the IM6403. The internal divider can be set to reduce the crystal frequency by either 16 (PIN 2:HIGH) or 2048 (PIN 2:LOW) times. The frequency out of the internal divider
should be 1 baud, this e and DIVIDE receive (RRI external clo

To assure c must be re: sctive high, inverter an through stil processor i rising capa pulse after assure tha to start.

The IM64C quite easil command BUFFER F REGISTEF processor BUFFERR

## Preliminary Data

## 8-Bit Input/Output Port

The RCA.CDP1852D and CDP1852CD are parallel, 8-bit, modeprogrammable COSIMOS inputicutpur ports designed for use in CDP. 1800 series microprocessar systems. These indut'output poris are comoatible and will inte:face directly with the CDP 1802 without aduitional comoonents
The mode control is used to program the device as an input port (mode $=0$ ) or output port (mode=1). If the CDP1852 is used as an input por: (mode $=0$ ). daia is strobed into the pori's 8 -bit regiseer by a high (1) level on the clack line. The negative, high to fow transition of the clock sets ine Service Request Flip-Floo (ST=0) and !aic.ass the data in the register. The SR ourdur can be used to sig. nal the microprocessor. When CS1-CS2=1 the threw-state ou!pur drivers ave enabied, the negative highto-low erans.tion of CS1CS2 resets the Service Puguest Flip Flod. $\frac{\mathrm{CS} 2}{\mathrm{SR}}=1$ resets the Service Renust Flip Flod. SR=1.
If the CODia52 is used as an uutput por:
MAXIMUM RATINGS.
Absoiute.Maximum Values

(mode=1), data is strobed into the port's -bit register wh.n CSI-CS2-CLOCK=1. The threestate output drivers are enabled at all times when the CDP 1852 is configured as an output part. The service request signal is generated at the termination of CS1-CS2=1 and will be present. I level, until the following negative, high-ro-low :ransition of the clock.
A CLE $\operatorname{AR}^{\mathrm{R}}$ control is provided for resering the port's register and service request flipflop.
The CDP1852D is functionally identical to the CDP1552CD. The CDP1852D has a recommended operating valrage range of 3 to 12 volis, and the CDPi852CD hes a recommended operating voliage range of 4 to ô volts.
The CDP1852D and CDP1852CD are suppleed in 24 -lead, hermetic, dual-in-line ceramic pacikages.

For $T_{A}=+10020+125^{\circ} \mathrm{C}$
............... Deraze Linastly to 200 miv Device Oissipation Per Output Tranistor-

For $T_{A}=-55^{\circ} \mathrm{C}$ to $-125^{\circ} \mathrm{C} . . .{ }^{\circ} .100 \mathrm{~mW}$ Indut Valiage Range. All Inpt: 3
$\ldots . ., \cdot, \ldots . . . .$.
Lead Temperatura (During Soldeting!.
At distance $1 / 16 \pm 1 / 32$ inch $11.59 \pm 079 \mathrm{mml}$
from case for 10 smax. .......... $+255^{\circ} \mathrm{C}$
OPERATING CONOITIONS at $\mathrm{T}_{A}=25^{\circ} \mathrm{C}$ Unless Otherwise Spacified
For maximum reliabiliv, nominal operating conditions should be
selected so thar oogre?. on is atways within the following ranges:

| CHARACTERISTIC | CONOITIONS | LIMITS |  |  |  | UNiTS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \mathrm{V}_{\text {DO }} \\ & \text { (v) } \end{aligned}$ | CDP18520 |  | COP1852CO |  |  |
|  |  | Min. | Max. | Min. | Max. |  |
| Sucolv.Voltage Rangs (A: $T_{A}=$ Full Package Temperature Rancer | - | 3 | 12 | 4 | 6 | V |
| Recommenved Ingut vo:3ge Range | - | $V_{S S}$ | VCD | $\mathrm{V}_{\text {SS }}$ | voo | $v$ |
| Strobe Pulse Widre. iws | 5 | Typ:cal |  | Typicai |  | ns |
|  |  |  |  |  | 0 |  |
|  | 10 |  |  |  | - |  |
| Data Setud Time, tDS | 5 |  |  |  | 0 | n5 |
|  | 10 |  |  |  | - |  |
| Disa Hold Time, ${ }^{\text {DH }}$ | 5 | 100 |  | 100 |  | กs |
|  | 10 | 50 |  | - |  |  |



## CDP1852D, CDP1852CD

Features.

- Static Silicon-Gate CMDS circuitry-CD 4000 -series compatible
- Compatible with CDP1800-series
microprocessors at maximum speed
- Interizees with CDP1802
microprocessor without additional components
- Singe voltage supply
- Full military temperature range $\left(-55^{\circ} \mathrm{C}\right.$ to $\left.+125^{\circ} \mathrm{C}\right)$
m Parallel 8 -bir data register and buffer
- Flip.flop for service requast
- Asynchronous register clear
* Low quieseent and operating power



## CDP1352D, CDP1852CD

ELECTRICAL CHARACTERISTICS at $T_{A}=25^{\circ} \mathrm{C}$

| CHARACTERISTIC | TEST CONDITIONS |  | LIMITS. |  | UNITS |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | CDP18520 | CDP1852CD |  |
|  | $\begin{aligned} & V_{0} \\ & \text { (V) } \end{aligned}$ | $\begin{aligned} & V_{D D} \\ & (V) \end{aligned}$ | TYPICAL values | TYPICAL values |  |
| Siave |  |  |  |  |  |
| Owioscent Device Current. IL | - | 5 | 50 | 100 | HA |
|  | - | 10 | 100 | - |  |
|  | - | 15 | 500 | - |  |
| Ouipu: Drive Curent$\text { N.Channel (Sink). Io } \mathrm{N}$ |  |  |  |  | mA |
|  | 0.4 | 5 | 1.6 | 1.6 |  |
|  | 0.5 | 10 | 3.6 | - |  |
| P. Channel (Source). ${ }^{1} \mathrm{D}^{\text {P }}$ | 4.6 | 5 | -1.6 | -1.6 |  |
|  | 9.5 | 10 | -3.6 | - |  |
| Dynamic: $\mathrm{t}_{\mathrm{r}, 4}=10 \mathrm{~ns} \mathrm{C}_{\mathrm{L}}=50 \mathrm{pF}$ |  |  |  |  |  |
| Propagation Delay Times: <br> Outpu: from CS, icA |  |  |  |  | ns |
|  | - | 5 | 200 | 200 |  |
|  | - | 10 | 100 | - |  |
| Data to Output, too | - | 5 | 200 | 200 |  |
|  | - | 10 | 100 | - |  |


mrin?

fig. 2-50. 1852 output port operztion.


| MODE $=0$ |  |  |  |
| :---: | :---: | :---: | :---: |
| CLOCK | CS1-CS2 | CLEAR | Data Out Equal |
| $X$ | 0 | $X$ | High-lm. <br> podance |
| 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | Data Lateh |
| 1 | 1 | $X$ | Data In |


| MODE 1 |  |  |  |
| :---: | :---: | :---: | :---: |
| CLOCK | $\overline{\text { CS1.CS2 }}$ | $\overline{\text { CLEAR }}$ | Daia Ort Equals |
| 0 | $x$ | 0 | 0 |
| 0 | $x$ | 1 | Data Latch |
| $-x$ | 0 | 1 | Data Latch |
| 1 | 1 | $x$ | Data In |


| $\overrightarrow{S R}=0$ | $\widehat{S R}=1^{2}$ |
| :---: | :---: |
| $\text { CLOCK } \pm$ | $\begin{aligned} & \operatorname{CS1} \cdot \mathrm{CS} 2 \\ & \text { Or CLEAR } \end{aligned}$ |

Fig. 3- EAP:8E2 mpur Dart corration

Note:
The dynamic charaeteristics and 1 rming diaorams indicate maximum performance capability of the CDP1852. When used directly with the CDP1802 microprocessor, timing will be determined by the clock frequency and internal delays of the micicorocessor.

The following genera! timing relationships
A The senvien raquest thip-fiop is placed in the "t" sate by the termination of the $1 / O$ port salection. CS1•CS2 or CS1•C52. System implementarions should be evoidert which cause o iransien: selaction
wifl hold when the CDP1P52 is used as an odiput port with the CDP1802 mucroprocessor:
$\mathrm{I}_{\mathrm{HS}}(\mathrm{TPB})=1.0 \mathrm{t}_{\mathrm{c}}$
${ }^{\mathrm{t}} \mathrm{OH}^{2}=0.5{ }^{\circ} \mathrm{c}$
$t_{c}=$ CDP1802 clock frequency
of the por. The termination of the strazi moty improoerty olace the service recuest thp. $\dot{\text { ion }}$ on the
" 1 " state. The transition used to se: and reset
SRiSR moy be positive of necative. The polartiy
will no: affoct circuit operation shown in Figs. 2 and 3.
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## APPENDIX C

DPSK Modem Circuit Diagram



## IMPORTANT CIRCUIT DETAILS

FOR TFM MODULATOR


GENERATION OF $90^{\circ}$ PHASE SHIFTED SQUARE WAUES


LOGIC PART


ANALOG PART

MAHMOUD, SAMY A.
-Analysis and design of land mobile communications systems based on digital techniques: final report
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[^0]:    识
    䁌6653/196854
    
    dC CHARACTERISTICS FOR PROGRAMMING OPERATION
    TEST CONDITIONS: $\mathrm{V}_{C C}=\mathrm{V}_{D D}{ }^{\circ}=5 \mathrm{~V}^{\circ} \pm 5 \%, \mathrm{~T}_{A}=25^{\circ} \mathrm{C}$

    | $\ldots \cdots$ PARAMETER . $\ldots$. | SYMBOL | CONDITIONS | MIN | TYP. | max | UNITS |
    | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
    | $\because$ Program Pin Load Current | IPROG: |  |  | 80 | 100 | mA |
    | Programming. Pulse Amplitude | VPROG | . | 38 | 40 | 42 | $V$ |
    | VCE Current $\quad \therefore \quad \because \quad$, | 1 CC |  | $\because$ | 0.1 | 5 : | $\because m A$ |
    | VDD Current . . . . . | IDD: | ! $\cdot$ |  | 40 | 100 |  |
    | Address.Input:High Voltage | VIHA: | ?.." | VDD -2.0 | . |  | $\therefore \quad \therefore$ |
    | Address Input Low Voitage | $\mathrm{V}^{\text {ILA }}{ }^{\text {® }}$ | - | $\therefore$ |  | 0.8 |  |
    | Data Input High Voitage | $\mathrm{V}_{\text {IH }}$ |  | $V_{D D}-2.0$ |  |  |  |
    | Data Input Low Voltage | $V_{\text {IL }}$ |  |  | . | 0.8 |  |

    ## AC CHARACTERISTICS FOR PROGRAMMING OPERATION <br> TEST CONDITIONS: $\mathrm{V}_{\mathrm{CC}}=\mathrm{V}_{\mathrm{OD}}=5 \mathrm{~V} \pm 5 \%, \mathrm{~T}_{\mathrm{A}}=25^{\circ} \mathrm{C}$

    | PARAMETER | SYMBOL | CONDITIONS | MIN | TYP | MAX | UNITS |
    | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
    | Projram Pulse Width | TPLPH | $t_{\text {rise }}=\mathrm{t}_{\text {fall }}=5 \mu \mathrm{~s}$ | 18 | 20 | 22 | ms |
    | Program Pulse Duty Cycle. | . |  |  |  | 75\% |  |
    | Data.Setup Time | TDVPL |  | 9 | 10 |  |  |
    | Data Hold Time | TPHDX |  | 9 | 10 |  | $\mu s$ |
    | 'Strabe Pulse Width | TE1HE1L |  | 150 |  |  |  |
    | Address Setup Time | TAVE1L |  | 0 |  |  |  |
    | Address Hold Time | TEILAX* | - - |  |  | 100 | n3, |
    | Access Time | TEILOV |  |  |  | 1000 |  |

    ## PROGRAM MODE OPERATION

    Initially, all 4096 bits of the EPROM are in the logic one (output high) state. Selective programming of proper bit locations to " 0 "s is performed electrically.
    In the PROGRAM mode, VCc and Voo are tiedtogether to the normal operating supply. High logic levels at all of the appropriate chip inputs and outputs must be set at VDO-2V minimum. Low logic levels must be set at Vsst. 8 V maximum. Addressing of the desired location in PROGRAM mode is done as in the READ mode. Address and data lines are set at the desired logic levels, and PROGRAM and chip select ( $\bar{S}$ )
    pins are set high. The address is latched by the downwate edge on the strobe line ( $\overline{E_{1}}$ ). During valid DATA IN tima, the PROGRAM pin is pulsed from VoD to -40 V . This puls initiates the programming of the device to the levels sot on the data outputs. Duty cycle limitations are specified frons chip heat dissipation considerations. Pulse rise and fall tumb must not be faster than $5 \mu \mathrm{~s}$.
    Intelligent programmer equipment with successive REAMi PROGRAM/VERIFY sequences is recommended.

