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© 1. Introductio

1;1 Computer Network Monitoring System

On 2 October 1974, at a panel'discussion of the joint

V ‘meét!ng of the ACM Special Interest Group on Measurement and '
. Evaluation (SIGMETRIC) and Boole and Babbage Users' Group,
~A.1éaders- in the computer measurement field stated that since

"~ a number of organisations were forming computer networks,

'theré~'waé ~a need for a system of hardware and software to

 1obaerve the activities of these networks° It soon became
 £Eevudent ‘that we were the only pnopie who had attempted to
'1¢des:gn and implement such a system, although ‘a few other or-
-ganssatlons, such as Comress ‘and ~Tesdata, are hoping to

aproduce suitable monitoring systems withln one to “two years.,

Most measurements that have been made of computer

-networks have been made using software techniques (e.g., see

<1;2>)." “Such software can and does interféfe‘w!th netwbrk

vaétivities and produces significant inaccurracies in the
e measurements. Moreover, measurement traffic on the network

~;»‘can dastort traffic statistics.

The ystem of spGC|al hardware and software we have

' been creating for the past three years is designed to .ob«
" sefve the activities of a computer network while Interferlng

“minimally with them. This Computer Network Monitoring

System (CNMS) 1s described in Appendices.A,“B; and C.,



. . . . - . .

1.2 Computer Network Dependability Research

More and more organisations are realizing that an un-

“reliable computer system Is not cost-effective, regardless

“of " how quickly it executes or how efficlently it handles

resources. Enhanced dependability. is one reason often given

for building networks of computers. We are investigating

the possibility of using the Computer Network Monitoring

System as a.tool for enhancing the depehdabi]ity of a com~

 puter network., We are devising an automated maintehancef
system for computer networks which is an integrated system’

~composed of a number of tools for achieving dependability.

Beil Laboratories has-'devised a variety of tools and

techniques for enhancing the dependability of electronié

switching systems, These are described in Bell Systems

~Technical Journals of 1964, 1969, 1970, and 1973, , and In

<3,4>, A fairly extensive bibliography of computer system

- dependability studies is included In Appendix E, Appendices

'E and F survey the fields of computer system and network

dependability,.

The ocbjectives of this résearch are:
1. To provide an easily used, vyet powerful computer
network monitoring system, Experience Indicates that

neither hardware nor software alone are completely satisfac-




tory; thus, a comblnation is sought,
2, To learn how to provide a flexible, easily used

network maintenance system that facilitates rapid detection,

diagnosis, and recovery from network troubles, whether mal-

functions or bottlenecks,

3. Summary of Methods

For the past four years, we have been designing, im-
plementihg, testing, and, within the past year, we havé been
using a prototype of a system of special hardware and
softWaré For monitoring a computér networki (or computer

system). Called a Computer Network Monitoring System (CNMS)

~and described in Appendices A, B, C, the system consists of:

(often célled hybrid monitors), each of‘which is at-
~ ~tached by its probes to a computer and associated

‘data links of the network to be monitored, | Each
ménitor can be controllied by a remotely-located com-
butér via a telecommunications link. | |

(2.). Sof tware to control Athe monitors and analyse
the data. | - |

(3.) Software to  generate traffic: for thé o5ject
network (i.e., the network to be monitored), so that
measureménts of the network's activities can be made
"as it responds to known stimui?.

(t.) A minimal amount of measurement software in

(1.) A set of software-controlled haqdware moni tors




“each system of the object network.

. Our philosophy is to use hardware to monitor that which Is
best observed by hardware, to use software for that for
which It is best suited, and to use a combination where
‘neither s best.

| “Telephone lines, normally different from those of the
object network connect the monitors to the controiling com-
puter. Each monitor consists of one or more of each of the
specially-designed components listed in Table 3.1. They are
Joined by a single bus (called a MONIBUS) that 1is attached
to the controlling computer.

Figure 3.1 illustrates the interconnection of these.
components to form the monitor. Figure 3,2 i]!uétrates‘the
~ interconnection of the monitors to observe the activities of
a"comPUter network. the that the communications 1ines of:
tﬁe network are not used to transmit measurement data or
monitor control information. Rather, the ébntrolling com-
puter uses switched voice-grade 1ines.to'set Qp the measure-
ment experiment, then disconnects while the measurements are
made, Periodically, the connection is re-established while:
data Is collected and/or additiona} control information Is
trahsmitted° Thfs technique reduces communications costs In
méasuring geographically distributed networks., For é mbre'
complete description of the = CNMS, incfuding the software

: structure, see Appendix C,
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Hardware status : l Status of associated software ' " In use?
, s : Testing
CNMS component Design Implementation é%%g Design { Implementation with hardware
. : . foa) : '
1. RCHM and Complete In progress . 2 |D0S-11 version  §DOS-11 version DO0S-11 version DOS-11 versior
- components compiete; RSX-11 jnearly complete |nearly complete in use
version in ] ‘
progress ;
~a. Timer and .
event counter | ~complete - complete ' 10 complete ; complete complete yes
b. Combinational o o
togic unit - complete -~ | complete - 6 complete compiete complete  yes
¢. Sequential version 1 version T - 1 |nearly complete |{in progress - " no
- logic unit completes being built 4
version 2 in '
progress - - - - - -
l d. 16x4 Switch | o |
, matrix ‘ complete .. complete 4 complete complete complete yes
2. 8x8 Switch : :
Comatrix : comp]ete complete = 8 complete ~ complete complete yes
f. Quadri- . : ‘ ‘
comparator complete complete 3 complete complete complete yes
g. Single ‘ . : : -
comparator - complete-- - - | complete - . - -1 compliete compiete under way no
‘b, Interrupt.
generator - complete - complete 6 compiete complete complete yes
. Interval ' ’
| timer complete complete 1 complete complete under way no
' j. Time stamp unit| compiete complete 1 complete complete nearly complete no
k. Histogram compiete complete 1 complete complete under way no
: generator ' ' “
l
| 1. Character _
detector | compiete complete 1T complete complete under way - no
m. Monitor _ ' , .
| Diagnostic Aid { complete- compiete 1 complete complete nearly complete partly

Table 4.1




Haraware status Software status In use?
o 2 Testing
. CNMS component Design Implementation £§E§ Design ImpTlementation with hardware
n. Metwork clock In progress - 0 - - - no
2. Probes for : 2 :
PDP-11/20 complete complete sets complete complete complete yes
" p. Probes for
. PDP-11/45 complete started 0 in progress - - no
G. Probes for ' 2 :
g§ﬁﬁ&§a§.”¥%§ﬁs complete complete sets complete complete ' complete yes
2. NMC software nearly complete in progress
(D0S-11 version) - - N/A complete - (see below) (see below) yes
a. Experiment
Manager (D0S-11 N/A N/A N/A complete nearly complete in progress yes
version) :
b. Maintenance : version 1 is version 1 is
Manager (DOS-11 N/A N/A N/A compiete complete; version complete yes
_versicn) : 2 in progress
‘c. Results Manager
- (D0S-11 version) N/A N/A N/A | nearly.complete | nearly complete in progress yes
d. Communications
Manager N/A N/A N/A | nearly complete in progress - no
3. NMC software
(RSX-11D vefs1on) - N/A N/A N/A in progress _ _ no
4, 'RCHM controller
(PDP-11/10 & complete in progress 1 in progress - - . no
interface)
5. RCHM controller
(LSI-11 & in progress : - 0 in progress - - no
interface) . : ’

Table 4.1 (continued)



: ‘Hardware status . : : Software 'sta‘tus : 2 Tn wuse?
- CNMS «component z Design Implementation | 5= Desfign Implementation |  Testing
A ' : , | @ 3 » :
6. Measurement : N/A N/A MN/A | wersions T R 2 version 1 is iversion 1 is version 1 is
Language f are completes: completes fcompWete in wse
: ho , wersion 3 fs a version 2 is in | ‘
' dream i progress |
7. ‘Load generator | N/A N/A W/A | wersion 1 fs version 1 is I'version T is version 1 is
Lo ; ' complete; complete i-complete in use
© ! version 2 is in. . !
) i progress f
8. Measurement | N/A : N/A N/A In progress | - § - no
sofivare ! : ol f
9. Analysis f N/A N/A N/A || wversion T fs version 1 is jvers%on T is o
software ! ' I compietes; being impTemented| in progress
: ’ : : | wversjon 2 is in
| , | 'progress ]

Table 4.1 {continued)



L. Status

One monitor and a good first generation of software
have been implemented, tested, and are being used. A second
monitor has been assembled and 1Is being tested. We are

nearly ready to begin using it for a series of experiments,

‘which are scheduled to begin In May 1975,

Tablé bl summarizes the status of software and hard-
ware aspects of the CNMS project as of 31 March 1975, As
the table indicates, we have used at:least one version of
each' of the components of the Basic Monitof, and we are now
emphasizing testing ag Important set of extensions. |

Dﬁring the rest of 1975 we plan to complete implementa-
tién and testing of a useful! version of each component of
the CNMS. ~Meanwhile we shall continue using tested portions

of the CNMS to monitor computer systems and networks in our

laboratory. So far we have used the prototypé CNMS to

“monlitor several aspects of a PDP-11/20 and .some aspects of

~ two small laboratory networks.

Appendix D lllustrates some of the types of experiments

that we have been performing using the CNMS.

We have been working with E. Gelenbe and his group at

" IRIA in France to verify some of his mathematical models for

operating systems and computer networks. We have also been

-working with Louls Pouzin and his group at IRIA who are

"lbuildfng the CIGALE and CYCLADES-combuter networks. He has

asked us to study the feasibility of monitoring the CIGALE

-10 -



network using our_CNMS.

Appendices E and F are 'tWo research reports that
reflect  most of our work so far In our effort to discover
tools and techniques to enhance the dependability of com-
puter networks and operating systems. Because the network
maintenance system we are designing uses the CNMS as one of
its principal components, for the past year we have em~

phasized understanding the problems, tools, and techniques

involved with achieving a dependable system or network.

Several reports have been produced during the past
year, and we have given a number of invited presentations.
These reports and presentations are listed at the end of
this report. Appendices A through F are six of these
repdrts.

Considerable interest has been expressed in this
project by a number of organisations, including manufac-

turers of monitoring equipment such as Tesdata and Comress;

'computer manufacturers such as DEC, Honeywell, Hitachi; in-

dustries such as Weyerhauser, and U,S. Government agencies

such as Lawrence Livermore Laboratories, USAF FEDSIM, and

‘the National Bureau of Standards. The interest shown ranges

from wanting to use the system to wanting to manufacture and

market it, depending on the orgahisation° Tesdata, Con~

solidated Computer, Interactive Business Logic Ltd., and ESE

Ltd., are actively considering manufacturing, marketing, and

providing a commercial monitoring service based on the

- 11 -




‘system. Interactive Business Logic has submitted a proposal

‘to Canada Development Corporation for funding to establish

three monitoring centres and provide a commercial monitoring
service remotely, Tesdata has proposed to integrate the

monitor into their product 1ine.

5. Summary of Conclusions

=

We have drawn a few conclusions based on our work on
thfs project:
1. It 1Is feasible to build and use such a computer
network monitoring system. However, with the cost of
each monitor vranging from about $10,000 for the Basic
Monitor to about $100,000 for a fully exterided version{
the CNMS seems rather expensive, though not when com-
pafed with the cost of other monitors.
2. . The system 1Is not yet as easily used as it should
be. The Worst problem 1is the complex patch panel
wiking required vto set up a number of experiments so
that one can switch from one 'éxpgrlment to another
without changing tﬁe~ wiring. We have made some
modifications to the hardware that eliminates the need
for many of these pétch panel wires.,
3. The modular hardware and software érchitecture we
~ have followed have made it extremely easy to change the
system, | A

h, The maintenance software we have included in the

- 12 -



- CNMS  makes It easy to determine whether the CNMS is
working and to quickly perform'an experiment to get a
rough idea of what the object system Is-doing.

5. The interest exhibited so far in our CNMS Indicates
that there is a need for such a system.

6. A simple, yet rather powerful hybrid monitor can be
built from a set of high-speed content-addressable
memory (CAM), a slow-speed CAM, a random-access memory
(RAM), an array of high performance specialized procés~
sors, some switch matrices and a bus to Interconnect
these components and join them to the controlling com-

puter,

- 6. Recommendations

Dr. C. D. Shepard, who has served as contract officer
for the Department of Communications contract which has sup-

ported much of the cost of the CNMS research, thinks that

-the technology of the Basic Monitor is now ready to be

transferred to industry to develop the system into a product
or set of  products, Therefore, we have been actively
seeking Canadian organisation(s) who are lInterested In

making wuse of this technology. As mentioned in Section 4,

. four firms are actively attempting to find ways of ex-

ploiting this technology.
We would be happy to demonstrate the system to

representatives of the Canadian government. There appear to

.."]3 -



be numerous potential applications of ~the CNMS in the
Canadian government. As but one example, the Department of
National Defence might find the system useful and Informa-
tive to monitor the SAMSON network once it is implemented.
Monitoring can be a useful tool for acceptance-tests for a
computer system or network,

Future Research

We thank the Department of Communications for their
generous support of the project for the past three years.
We are wespecially grateful for the encouragement and help
that Dr. C.D. Sheparq has provided as project officer for
DOC, and for the support given us by Dr, D. F., Parkhill and
R. Tanner.

Although. this 1is the final feport for this Department
of Communications research contract, the research aspects of
the. CNMS and its use are far from complete,. _Furthermore,
much work remains to be done in order to develop the system
into a marketable, usable product. The research problems

that immediately come to mind fall in four categories:

A, Research to complete. the capabilities of the

basic CNMS, e.g.:

1. The CNMS itself is a network of computers, and
requires a distributed operating system to manage
its resources, The design and performance of such

a software system are challenging vresearch

- 14 -
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problems.

2. We have completed the design of one version of
sequential logic unit for the'vmonftor, but a
content~addressable memory version seems to be a
better, though possibly more expensive, way of
building such a unit. The séftware to ¢ranslate
from a regular expression to the table to control
the wunit is also a research prbbiem involving the

analysis of algorithms and automata theory. We

-are working on these two research problems.

B. Extending the CNMS ¢ B. Create techniques for

using the tool:

C.

1. -There are no satisfactory answers as to how to
characterise the workload of a system or network
nor the behaviour of the network in response to
the applied workload. Many measures are used, but
there are no standard definitions nor interpreta-
tions for. them. We are actively engaged in

research in this area.

2. Once measures have been defined, techniques
need to be created to provide these measures and

represent them in a meaningful and useful way.

Use the CNMS to evaluate systems and networks:
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1. A number of Ideas for building computer

. networks are being tried experimentally in the

. D.

laboratory of the Computer Communications Networks
Group at the Unlversity of Waterloo. In order to
determine the relative merits of these techniques,
we need to measure and evaluate these experimental
networks using the CNMS., Examples include
Mininet, the network simulator network, the codtng
simulator network, the Newhall loop experiment,
the hardware packet switch, not to mention the

CNMS 1tself.

2. Louis Pouzin of IRIA has discussed with us the

possibility of monitoring the CIGALE/CYCLADES com-

puter network of France.

| Apply the CNMS to other problems:

1. As discussed in this report, we are 'exploring

the possibility of using a modified version of the
CNMS to monitor the behaviour of a computer
network to  detéct malfunctions by observing
degradations in performénce and program logic se-

quences,

2. An operating system for a computer system or
network that is capéble ofiadapting its scheduling

policies to Its observed workload is a possibility

- 16 -
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that has been shown to have exciting potential.
We are investigating the possibility of building
such an adaptive operating system based on UNIX of
Bell Telephone Laboratories plus a hybrid monitor

based on that of the CNMS.

- 17 ~
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A PERFORMANCE MEASUREMENT SYSTEM FOR COMPUTER NETWORKS*

D. E. MORGAN, W. BANKS, W. COLVIN and D) SUTTON

Untversity of Waterloo
Watcrlow, Ontario, Canada

A system of special hardware and software for monitoring the activities of a network is described.
It consists of (1) a hardware monitor controlled by a locally or remotely located computer; (2) monitar
control ami data analysis software; (3) a network traffic penerator; (4) measurewmeut software in ecach
computer measured, Each computer to be measured is attached to a monitor. Telephone lines, different
from those of the network, connect the mounitors to the controiling computer.

Each monitor consists of a bus and selected event detcctors,time measuring components, data
recording devices, and communications and contrul components. )

A high-level measurement language is being developed to tacilitate controlling the measurements awd

analyzing the data.
1 INTRODUCTION

A network of computers consists of twe or more com-
puters linked together, while a computer network can
be efther 2 network of computers, or a set of ter-
minals connected to one or more computers., Most net-
works of computers consist primarily of nodes, hosts,
transmission linkg, and terminals. A node (in this
context) usually refefs to a computer used prin-
cipally to switch data. A computer whose primary
role is not switching data in the network to which it
is attached, is called a host. In some networks, a
sharp distinction {s made between nodes and hosts,
while in others no distinction exists, Termlnals are
devices which serve as the interface between man and
the computer. The transmission links, of course,join
this collection of hardware together to form a net-
work.

The problem considered in thls paper is how to moni-
tor a computef aetwork., Four fundamental reasouns for
monitoring a network are:

(L) To see how well it perfprms;

(i1) To discover why 1t performs as ft does and to
learn how and wliere to change network hardware and/or
software to improve its performance;

(1i1) To detect trouble and aid in diagnoslog its
cause so that appruprlate corrective or recovery
artions can be taken;

(iv) To charge users of the network’'s services for
the network resources used.

R. W. Homming of Hell Labs s credited with saying
that the goal of measuremeat is insight, not numbers.
Depending on the type of actwork and the reasons for
monitoring {t, several differeat aspects of it can
be monttored, Table 1,1 lists many of these aspects
of possible interest, For sume aspects, the desired
ifnsight can best be galned by analyzing distribution
functions; for other aspectts, studylng a set of
numbers Is sufflcient.

Often the data for scveral nodes of the actwork must
be analyzed 2y a whole in order to have the perspec-
tive nevessary to galn the required insight, In such
cases the measurvment activitles should be distribue-
ed across the nrtwork, yet contrulled and cvardin-
ated from a measunrement centre rather than occur
fndependentty a1 vach node. The cesolting data could
be transmicted to the mrasurement centre elthex via
the nerwork or chrougn physically (or logically)
weparate factlities, Unlike a computer system, the’

*Resvarch sapporred by Department of Communicatioas
of Cannda, tescarch cuatract no, SP2=36100-1-06063
Defence Resrarch Boatd of Canada, grant ne,9931-37;
Natlional Reusearch Cownct! ot Caaada, grant ao A8116
and by Mordata Led, The renecarch vas performed In
the Camputer Conmunleations Netvarks Group's
labaratocy at the Univesnity of Waterloo,

- 1A -

Table 1.1

(1) Time measurements

a.

b.

n

o

3.

Time required to set up a logical or physical
path through the nvtwork or through a node;
Time required to disconnect a loyical or
physical path through nvtwork or node;

Time required to transmit a massage (or
packet) through network, node, selected com-
ponents of the switch, or transmisslon liok
(often called message delay):

Time requlred for certain components of the
network to detect, correct, and/or recover
from trouble in the network, e.g. data trans-
misslon error, link, host or nnde out of
service;

Time required to.detect and/ov take appropei-
ate action for network averload;

. Time required to respond to a request for

service;

Time between arrivals of messapues (or pack-
ets); N

Time required to disassemble (or reassemble)
a message into (from) a set of packe ’
Amount of time software and hardwaru
resources are utitized;

Amount of time logical or physical path is
utilized,

(41) Space and Time measuvements

a.

b.

Auxlliary storage space used in network or
selveted node(s);

Main storage space used In network or
selected node(s);

(i1i)Event counts

(iv)

as

b.

C.

Number of messages (or packets) handled by
node, network, link or host;

Nunber of blts transmitted and received by
node, network, liak, or hinstq

Numbre of tequests for service,

Leagth measurements

n.

b

Cy

d.

Humber of items scvlected in queue(s);

Number uf bits or claracters In each mewsape
or packet;

Amount of data to be stored in maln storage;
Amount of data to be gtored in auxlliary
storage. '




30 Computer Networks |

components of a computer network are often widely
separated, sumctfmes by thousaands of miles. Thus,
monitoving a network poses communlcat{ons problems
not encountered when monitoring a computer system.
A challenging prohlem is to coordinate monitoring
activitles across the network and then collect the
resulting data for analysis,

1.1 Pequirements of a Network Manitoring System

Experlence monitoring camputer systems and study of

pertinent literature indicate that an ideal network

monitoring system should pussess the followlag char-
acteristics:

1) Be casy to use, vet flexible and expandable;
“{i1)  Be as systen independent as practical;

(1il) Interfere minimatly with the performance and
integrity of the measured system;

(iv) Interfere minimatly with computer-computer
and terminal-computer communications;

(v) Re dependable and casily dlagnosed;

(vl) oOffer a choice of resolutlon, so that the
unit ol measure [itls what is measured;

(vii) Allow gathering of measurement data at a
distance from the munitor control and analysis
functiuns, with minimal luman intervention:

(vii{) Span the network;

(1x) Be low in cost while not compromising other
goals,

The prublem, then, i{s to create a network moanltoring
system having as many of these characteristics as
practical wirile satisfying the [our reasons for
monitoring a network.

Experlence londicates that monitoring software with-
out hardware ald in each node often perturbs the
netvork unsatisfactorily, Hardware monlttors without
software aid are too inflextble for most network
‘applicatiuns. ‘thus, there is a need for a set of
software-controlled hardware moniturs, each of which
can be attached to a node of the network to be moni-
tored., To achieve network-wlde perspective and ln-
sight, the activities nf these monitors should be
centrally controlled aud coordinated. Because of
the wide geographic spread of many networks, such a
network monitoring svstem should include the ability
to have control infurmation and monitored data
transmitted via telecommunications links, Further-
more, some {tems currently can ouly be monitored
ecanomically by software within vach node, so a
means of controiling and receiviug data from node
measurement software must also be provided.

2, CURRENT STATE OF THE ART

To the best of cur knowledge no such network moni-
toring system has been designed. Although a great
deu) of e{fort and study has been idevoted to the
creation of hardware and/ur seftware to menitor a
computer system {see for cxample,{1-1i}), so far
very little work has been devoted to creating
techniques and tools for monitoring a computer
network. }12]

GComputer network monlrtoriug today is accompllshed

by placing softwate in edch pode and using the
trinsmilssion and swltchlop factitities of the net-
work to scod ventrol infermation to the nodes and
rnnltorei data tu a Jetwork Measurement Centre.

This {s the techinique used by Proi. Klelarock and |
s staff at UELA Eo nonteor the ARPA network, [12]

Althouph a fev hardware nonltors have heen designed
to have the abllity to have their montterlay activi-
ties changed under contrel of seftware {5,10,13,14,
15}, most monitars are patcl-board programmable.
theee seems tu be nu hardware monitor that inehudes
the ablifty to be controlled {rom a renotely-
lacated computer, not ta have fts activities cuor-
dinated with the activitievs of several other moni-
turs,  Several srpanizations have used one cumputer
te aeniter the actavitles ot another. (9,05,14) In
suclt sysitems, prohes attached to the maniioced (or
obicct) vasputer age canpedted o reglsters. nf the
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‘monitoriug cumputer with no pre-processing to reduce

the data. Tun reducé communications costs, some pre-
processiug is eysuntlal,

Oyr studies Ind{cate that the followlng monitors
would appear tu require complete redesign in ovder to
be used to monitor a network of computers:

Program Monitov (1962,18M) [1,11}

POEM (1963,18M) (11}

Executlinn Plotter (1965, IBM) [l1)

CPM,CPM 11, and CPM III (1968, Applied Computer
Technology) [6,15,16,17})

CPA (1968, Computer and Program Analysis, Inc.)
[15,16,18]

Event Monitor (1970, Boole and Babbage) [6]
Dolby (1970, Dotby) [15]

CMSM (1970, Copac, Inc.) [6]

The following monitors would require major madifica-
tions of the design, usually including the ability to
be controlled by a processor plus a sv.chronizable
clock, better resolution, more comparators, and/orv
more data storage!

Hardware Monitor (1961, IsM) (11,19}

Chaanel Analyzer (19402, 18M) [11]

PEC (1964, TGM) [11]

SAML (1967, 1Y) [11]

TS/SPAR (1967, 1uM) (20}

BCU (1968,1BM) [11}

System Mooftor (1968, IBM) [3]

SUM (1968 Computer Synectics, Inc.}[6,11,15,16
18}

UVIVAC Instrument (1968, UNIVAC) [4,2

(&%) (1968, Project MAC, MIT) (14,15}

Hardmon (1970, University of Waterloo) [(22,23)
XRAY (1970, apptied Systems) [6,151

A Counting Mounitor (1970, University of
Erlangen) .

DYNAPROBE 7700, 7900 (1970, Comress) [13,18,24,
25,26,27)

TESDATA 1010, 1455 (1972, TESDATA) (28,29}

Minor modifications, usually the addition of a svn-
chronlzable clock and/or the ability to be controlled
by a processor, could make the following capacie of
monitoring a network;

DYNAPROBE 8000 (1970, COMRESS)

Neurotron (1970, Stanford University) (2, 30}
ADAM (1972, Hughes of Xerox) [3]

TESDATA 1185, 1200 (1972, TESDATA) [28,29}
Instrumencation for Commp (1972, Fuller of
Carnegie-Mellon University) (32}

Relatively trivial changes, i.e., new software, the
ability of contrvol the monltor’s activities rvmotely,
and the ability to synchironize clocks between moni-

- tors, are necessary for these monitors:

SNUFER 2 (1967, Estrin) (5}
SLUR (1968, Murphy) {10}

3. A COMPUTER NETWORK MONITORING SYSTEM

Section 1 lists several requirements that a designer
of a network monitoring system should consider and

Cattempt to satisfy. With these as goals, a network

moaitoting system has been destgned and is being
developed.

The monitoring system consists of:

(1) A set of computer-contrnlled hardware monitors,
each of which Is attached to a computer to be moni-
tored;

(11) Monitor control and data analysis softvarcy
(£i1) A nctwork traffic generatory

(iv) Measvrement softwvare in each computer measued,

Flgure 3,1 shous hiie the conponents of the svstem can
be confipgured to monttor o notwork, Note that a
telephione line, d1fforeot from those of the network,
may toanect wich mpaitor to the computer contealling
ft, or the monftur nay be attached dicvctly to the
controllinyg computvi, These teleplone coonvetioms
need not rtemain astabitlshed throughout a aonttaring
sesslon,  Computer wontrod is reguired onty to set
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|
j
|
NOOE NODE (1)  Event detectors 1
(IRCHMIRNML &. Masked-word range comparvators !
o l ] dReHM . b. Character detectors (for bit-scetlal ‘

‘/’/, lines)

c. Combinational loglc unit
d. Scquential Jogle units
(11) Time measuring modules

a. "Time stamp units (to record time of
—— NMC oceurence, ldentity, and other selected '
RCHMIRNMC RCNM ettributes of an event)
—__‘—¢//// b. Timer and event counters
c. Network clock (synchronized with a

standard source)
d. Interval timer (for sampled measure-
ments)
(111) Data reducers and recorders
a. MHistogram generators
b, Moment generator (yields the first four
moments of a distribution)

Noj)fg._...l___1
(<{ RCN M
¢. Timer and event counters

MS - Measurement Software ' d. Flip-f
RCHM ~ Remote Computer Controlled Hardware Monltar . p-flop bank

e, Temporary memory

RNMC - Reglonal Network Measurement Centre (v} Communicatious and control equipment
¥HC - Network Heasurement Centre a., MONIBUS-to-communications-liuk
Fig. 3.1 Application of Monitoring Hardware to a : interface and controller
Network i b. MONIBUS-to-UNIBUS (PDP-11) interface
c. Interrupt generator
up the experiments, to read accumulated data period- d. Programmable switch matrices

fcally during some experiments and to terminate the
session., Each remotely-controlled monitor has a
chip processor to handle real-time control details,
and 2 mini-disk to hold the accumulated data.

A set of high impedance probes connect points of
interest in the monitored eomputer to the monitor.
The probes terminate on a patch panel containing
signal conditioning circuitry.

A prototype system has been implemented, tested, and
has been used to monitor a small(cthree node)network’
on the University of Waterloo campus., Plans are to
measure a network consisting of two nodes separated

The highly modular monitor architecture makes 1t
quitk easy to add new special-purpose data gatherlng
or data reducing components as needed.

by 400 mlles in early 1975. 3.3 Software
| 3.2 The RCHM The highly modular monitor hardware architecture and

the desire to allow the system to evelve dictate a

As Figure 3.2 {llustrates, the Remote-Computer-con- similar architecture for the saftware

trolled Hardware Monitar(RCHM) is composed of a

. - . - <

number of specialized modules interconnected by a The current version of the monitoring system software
bus (the MONIBUS). The modules fncluded in a monfi- has been designed and implemented to be the kernel of
tor depend on the activities to be monitored. Each the eventual software. A rather detailed knowledge
‘module is assigned a set of MON1BUS addresses which of the monitoring system ls required ta use this
are used by the controlling computer to send control version. A high-level measurement language aud a
infarmation and to recaive monitored results.  Thus translator are being devised to make the sys:em
far, the modules include: . easier to use.
INTERFACE
. . . {MONIBUS / UNIHUS OR
§ . CHIP PROCESSOR )
H MONIBUS . !
H COMMUNICATIONS CHARACTER L
MONITOR DETECTOR :
e .
IRTERRUPT
1 l * . '
] A '
] 3
] tOGIC FLIP 4
H I FLOPS .
1 HISTOGRAM
H i P o]
: : —— N .
{ o
—1 MASKS @ :f TIMING AND
COWPARATONS 1 EVEMT
o fo ; 1
OHJECT = ] PRIMARY _ ) ) ]
COMPUYER ) = ——q PATCH 7
. ) ) ]
l _ ~ PANEL m— v TIME STAMP
uniT
— 1 .
; ;E;',Z:"EL L " SECONDARY
CONDITIONILG SWITCH PATCI PANEL " #

HATRIX

~==y~— CABLE OF } YO SEVERAL LINES

Fig.3.2 Possihle Interconnections of RCHM for each node
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UsER UsER ]

USER

WRITTEN
CONTROL
ROUTINE |~
WRITTEN WRITTEN] .. FOR MONI-

ROUTINES INT, ORING )
HANDLER EISTEM SUPPDRY

COMMUNICATIONS

REQUEST
FULFILLED

ROUTINES

REQUEST REQUEST
FOR :
SERVICE FULFILLED,

DATA ANALYSIS

- EVENT SCHEDULER A////,,,,////’° ROUHNFS
SYSTEM .

MONITORING
AND
ROUTINES RESOURCE MANAGER |,
‘“‘“-~“\_\~_~\ih OUTPUT. FORMAT
I GE NERATING
ROUTINES
o
HISTOGRAM SWITCH COMBINA-
DRIVER MATRIX TIONAL
T DRIVER  |...]LOGIC UNIT
. - XN mem- - D
HANDLER RIVER
L
INTERRUPTS FROM HMONITOR
Fig.3.3 Monitor Control Software Structure
(1) Determine where probes must be placed in each
The heart of the software is a small real-time oper— computer to perform the required monitoring activi-

ating system. Depicted in Figure 3.3, 1t contains a
set of RCHY module drivers, interrupt handling rou-
tines, primitives to aid authors of experiment con-
trol and data amalysis routines in scheduling their
routines, a small supervisor to allocate the
resources {processor,memory,and communication), and
support lnteraction with experiment control routines
plus communications control routines. A limited set
of standard routines for data analysis and output
formatting, and an embryonic version of the measure-
ment language translator complete the present
version of the system sof twate.

As experience 1s galned using the system, the
measurement language is being defined. The measure-
ment language is to be extensible so that the system
will be easy to use and will allow the following
scenarfo: First, a user instructs the system in how
to measure, say, a certain type of message delay
between selected nodes; subsequent users wanting
this kind of delay will neced to specify only its
name and the nodes f{nvolved, so that the translator
can generate the proper inmstructions for the system.

A load generator has been implemented to provide a
user with the ability to specify what traffic should
be in the network while monitoring, if known traffic
is desired. The current version simulates the
typing action of up to sixteen users at terminals’
with spceds up to 300 baud. The load generator
transmits prepared scripts from disk to the appro-
priate line. It can simulate thinking and typing
distributions. A load generator to produce higher
speed tvaffic, simulating host traffic, will soon be
available.

Measurement software {n each node {s obviously quite
system independent. However, sets of standard
measutement sof tware primitives are being designed
to measure parameters characteristic of many systems.
He ore striving to minimize the amount of such soft-~
vare requived, as well as the amnunt of work
required to write, fnstall, and debug {t. A stan-
dard means nf communfcating between this softwave
and the RCIM is being designed, :

4, APPLICATIONS

In order to munltor a network using the eystem,
several oteps must be taken:

- A -

ties;

(11) . Install the probes.in the computers aud set up
the monitors;

(1ii) Test the monitors and the probes;

{iv) Provide the load generator with thie necessary
scripts to drive the rnetwork (If desired);

{v) Write programs to control the netwerk monitor-
ing system as it menitors the network;

(vi) Debug these programs;

(vii) 1Initiate the experiment on the nelwork moni-
toring system;

(viii) Analyze and interpret the results.

Today's computer architecture unfortunately demands

. that the first three steps be performed by a computer

hardware expert. The fourth step for our system

. requires only the skills of one who knows how to use

the network and the load generator’s text editing
package. Steps 5-8 require knowledge of use of our
wonitoring system and the characteristics of the
monitored network,

Besides its intended use of monitoring a computer
network, the system has been used to monitor the
activities of a computer system, The monitor system,
with minor software .and hardware modifications, can
be used to monitor a set of electronic switching
offices for telephones. Furtherwore, it appears

that a slightly modified version of the monitor can
be used as an important component of a computer net-
work diagnostic system.

S. CONCLUSIONS .

A few conclusions can be drawn from our experience
thus far:

(1) The hardware monitor works and is not prnhibi—
tively expensive to build ov use:

(i) The modular components plus the bus archltec-
ture make it easy to add or subtract components as
needed. Thus, the cost of a monitor depends on the
complexity of the experiments to be performed.

(11f) Writing control pregvams for the monftor,even
without the measurement language, is net diff{icult,
because each component is addressed as a set of
memory locations on the controlling FOP-1i.

{iv) A systen hardware expert would not be requir-
ed to inatall the probes {f computer manufacturera
provided an accessible panel of probe points on
their producta, It appcary that «t least one manu-
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facturer, Honeywell, has recognized this need, and
plans to provide such a feature on their equipment.
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~ A COMPUTER CONTROLLED HARDWARE MONITOR: HARDWARE ASPECTS

1. INTRODUCTICGN
The advent of complex computer technology has made
It necessary to develop new flexlble methods of evaluatlon.

It is now required to evaluate systems because technology Is

making many hardware-software alternatlives a reallty.

Many organizatlons are connectlng computers Into
complex networks. | The rapld development of solld state
technology has meant sudden changes in concepts of vreallty.
A means of evaluating these new concepts was needed by the
Computer Communicatlion Networks Group at the Unlversity of
Waterloo, A major effort has been made In the devolpment of
a general purpose Software"controlled hardware monitor as
part of the creét!on of a hardware and software system to
monitor computer networks.

The pufposes and deslign objectlives of such a
monitor are well documented in other publlcatlions <1,2,31
and‘>are outside the scope of this paper. In an earller
paper, the general aspects of our monitoring tools were
discussed <41.' It 1Is our Intent to restrict dliscussion to

the hardware design aspects of the monitor.
2. MONITOR SPECIFICATIONS

Electronic technology available when the project
started In 1971 and measurement requlirements suggested that
1t was reasonable to achleve a monltor resolutlon of 100

nanoseconds, Thls flgure expresses the mintum time between
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events to ensure detectlion. It is"also the degree to which

‘we are able to ldentlify the occurance of any slingle event.

Measurement technology as well as measurements

were both goals. A hardware design that could be vreadily

modifled without major re~deslign effort was needed. A bus
structured hardware monitor was developed to facillitate
changes.

In order to monitor a network successfully using
hardware monitors, parts several physlcally separate loca-

tlons., This implles two essential features: flrst, the

“monltor must be controlled remotely and second, many of the-

mornltor functions should be performed under software con-

trol. Results Have to be avallable under software control,
3, SYSTEM DESIGN

The evolution of the hardware monlitor tools has

resulted in the generalized block dlagram shown In Flg; 1.

‘Four essentlal types of devices have been developed in as-

soclatlion with the hardware monlitor.

Communication and control hardware was developed
to provide both local and remote control. Inltlal control
hardware conslsts of UNIBUS to MONIBUS interfac!ng; Reverse
signailing Is accbmp!lshed through an interrupt system. Con=
trol hardware used in sampling and timing applications also
comes under this category. |

Event detectors Include slmple slignal con=
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ditloners, character detectors on setial 1lnes, com-

binational logic units and sequential loglc wunits. These

. devices are used to enable the hardware monltor to have ac-

cess to the computer system under study. It ls the respon-
sibility of devices In thls class to provide the rest of the
monitor hardware with slignals in a standard format.

Actual measurements are performed In two modes,

. absolute and reduced. Absolute measurements are those whlch

are recordings of raw data and do not represent reduced
informatlion. Examples are tlme measurements and event. oc-

curances, Reduced measurements are those In whlch the

- reported value represents some composlte value.  Examples of

these include histograms and moments of distributlons.

A1l devices in the monitor have been Implemented
using TTL loglic., This was done ‘because It was readlly
available and provided sufficlent speed to meet our requlre-

ments.
L. MONIBUS IMPLEMENTATION

Thé monlitor Is structured around an asynchronous
bus known as MONIBUS which has a simple efficlent protocol.
The bus contalns all the address, data, contko], and timing
réqulreménts to .effect data transfers. The protocol allows

for Interrupt handling. The MONIBUS Is used as a communlca-

‘tlon path between the controlling computer and a devlice on

the MONIBUS., No provislion Is made for Inter-device com-
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municatlon on the MONIBUS. The slcnais used on the MONIBUS

" are shown In Table 1.

Certaln aésumptions are made In the Implementation
of the MONIBUS in our hardware monitor. All devices on the
MONIBUS are assumed to be slave devices. Thls means that

devices operate In a controiled mode under the control of

the MONIBUS to UNIBUS Interface. It means that the MONIBUS

devices cannnot control any devices on the host machine., As

a further slmplification, no poslitive acknowledgement of the

existence of a device Is glven. Thls reduces the time re-

quired to access -~devlces on the MONIBUS, although thils
departs from préct!ce commonly used on other bus-structured
machlines. The #ommon problem assdclated wlth no positlive
acknowledgementé is that of phantom devlces, Sut thls has
not proved troublesome . The need for posltive_ acknowledge~
ments should be questioned as the penaltles of longer access
time and more complex hardware are the vresult, When at-

tached to a PDP-11, the iInterface monitor makes devices ab“

pear In address space of the PDP-11.

5. MONITOR DEVICES

A1l devices are desligned to function In conjunc-
tlon with. the protocol of the MONIBUS. As new monitor
devices are. found to be needed, they can be added wlth

little dlisturbance to those already present.
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In  the same way, software has been developed to
be modular, allowlng It to be Integrated into the system as

hardware 1s added or removed.
6. COMBINATIONAL LGGIC UNIT

The Combinationa! Loglc Unlt Is used to reallze
any function of eight Booiean varlables., It 1is a
programmabie dévice consisting of sixteen words of scratch-
pad memory and.loglc which can select each blt Individually
(Fig. 2)., Four bits of the functlon select the aporooriate
word, The remalning four blits are used to select the in-
dividual bit of the word. Each btt-represents the presence

or absence of a-prime implicant of the Boolean functlon,
7. TIME AND EVENT COUNTERS

The tIme and event counters provlide Information on
two items which are of interest: the number of times a
logical event occurs, and the total duratlon of the event.
These are used fo provide much of the general iInformatlon on

systems under study. As a baslc madule In the system, they

‘have so far been used in nearly every measurement performed

by the monltor. The maximum resolution of the counters Is
established as 100 nanoseconds.

Two thirty«twé bit counters form the bases of the
time and event counters (Flg. 3). The word length could bé

expanded readily If the need ever arose. The status reglster
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determlines whether each counter is used as a timer or as an:

event tlmer,
8. SWITCH MATRIX

The program-controlled switch matrix Is used to

facilltate rapld changes In experiments either by changling

- measurement types, or acting In response to varlatlons as a

result of measurements made In experiments In progress. New
measurément.technoIogy will employ dynamic measu%ements as a
method of reducing‘the amount of redundant data collected.
In our monitor two types of program=contolled
switch matrices are eﬁployed. The first has sixteen Inputs
and four outputs..The second has‘elght Inputs and elght out-
puts. In both cases an output can select any of the Inputs
(Fig., &), The switch matrix can bevchanged at the Instruc-

tlon rate of the controlling machline.
9, INTERRUPT GENERATORS

In any program-controlled device there |s often a
need for Intelllgent hardware to ralse alarm conditlons. An
interrupt system satisfies thls need. Thls Is the only

means avaliable on the MONIBUS to request reactlion to

_events, A prilorlty system Is also Included to handie simul-

taneous Enterrupts'by several .devices (Flg. 5).
Two llnes on the MONIBUS are assoclated with the

Interrupts, The Interrupt request line listens to all Inter-
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fupt cards. It is the vresponsibility of the MONIBUS to
UNIBUS interface to acknowiedge Interrupts when  other
transfers are not in Dprogress. This Is achleved by as-
serting the Interrupt Acknowledge line. The interrupt card
requesting service recelves thls acknowledgment and Ilden-
_fifles itself on the data llnes. At the same time the re-
questing interrupt card prevents any other lnterrupt card
futher along tHe bus from recelving the interrupt acknow-

ledge signal.

10, SERIAL LINE TAP

At thé present time the majorlity of computers In
networks communiéate over bit=-serlial iines. In most cases
the actual communication lines are readily avallable to the
user of a hardware monitor, whereas the data ln the inter=~
faces is not usually accessable,

Two -devices have been developed te process data
from bit-serlial lines. The first is a device which taps on
a .serfal 1line and decodes the data. The second Is an as-
soclatlve array which 'Is wused to Identlfy opartlcular
cﬁaraéters.' | |

The associatlve artay can be loaded under program
control. It ldentifies characters key to a partfculaP 

measurement problem. An output is provided by the character

‘detector which aliows characters to be counted or particular

- sequences of characters to be recognlzed,
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11. TIME STAMP

Periodic or predictable events can be measured

"wlth relative ease. A problem found by all who debug

software or hardware Is the apparent random fallures. It was
with thls In mind that a device was developed to afd In
monltoring rare and random events.

The Time=-Stamp device consists of slixteen moaltor
lines which walt for loglcal transistion to activate them,
When a lline becomes aétive, its _line number Is recorded,
along with the current real time and a snapshot of eight en-
vironment lines (Flg. 6). Thus one is able to obtain infor-

mation about rare and random events without redundancy. The

full potential of this device as a malntalnance and

debugging ald has not vet been realized.
12. HISTOGRAM:

The simplest method of placing data information In

-perspectivé is through the use of a histogram. In the hard-

ware monitor two types of histogram generators have been

developed. The fast histogram generator has slixteen chan=

nels with 100 nanosecond resolution and 16 or 32 bit ac-

- curacy. The slow hlstogram generator has slixteen channels

" with flive microsecond resolution and 16 blt accuracy.

The fast hlstogram generator is Impiemented wlith

hlgh speed counters which can be read under program control.

Overflow detectlon Is provided and can be fed to an Inter-
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rupt card,
The slow speed histogram Is Implemented using a
sixteen word scatch-pad membry° It can be read under

program control and Is provided wlith overflow detection.

13. INTERVAL TIMER

It Is common In many measurement systems to take

perlodic measurement samples. A program controlled Interval

“tlmer was. developed for this purpose (Flg. 8). It Is a
~device consisting of two reglsters x and y. Its output lline

- remains true for x time units followed by false for y time

units. The perlod Is x+y time units and the sample window Is

‘x  time units. The value of each tilme unit is varlablie wlth

an upper limit of 100 nanoseconds. X and y reglisters each

have sixteen bit resolution.,

1L, QUAD COMPARATGR

In most computer systems much of the Internal

Information appears on a parallel data bus. Two types of

data buses are found In mest computers contalning Informa=-
tlon wuseful to hardware monltor measurements, The flrst Is

the address bus which contalns Infermation on the flow of

the program as well as identlfylng the areas used to store

data used In calculations. The second type of bus Is the

data bus wused to move data within the computer. This bus

demonstrates the effectiveness of peripherlials as well as
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providing a means of tracking key proéesslng events.

Wé developed the quad comparator to observe bus
structured data.(flgure 7 ). The quad comparator has nlne
reglsters accessible from the MONIBUS, One reg!stef Is wused
to mask out those blts which are not needed., The remalning
eight reglisters are used to establlsh the range of the
masked data. Because they are under program control, the
data can be Identified to any degree of accuraéy. In the
lmp]ementation. our Quad Comparator can accept a sixteen blt
bus. This bus wldth can be extended by stacking more than
one Quad Comparétor. For example in order fo examlne a
thlirty-two blt bus, two Quad Cémparators are needed.

The Onad Comparator provides eleven outpufs to

glve Informatien about the range of values to be checked.

- The "elght-program control led reglsters glve elght break=-

points. Seven:of the outputs provide Information Indlcatling
that the inpﬁt~value Is In the range outllned by adjactent

reglsters. The remalnlng four outputs deal wlth the two-end

reglsters., Twvof the outputs are used to Indlcate equality.

- with the end values. The remaining two speclify when the bus

value 1Is greater than one the end range of values or less

than the other ehd value.

15, CONCLUSIONS

‘The bus structured nature together wlth the
modular nature of the hardware and software components seem

to have made our monlitor easy to develop and use. These
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features are the best safe-guard against obsolescence. New

measurement tools, when they are developed, will be added
with a minimum of effort.

‘T~ date, a slngle hardware monltor Is operational
under control of the flrst version of the Network Monltoring
Centre software., These are physically co-located as the
hardware and software have not been compieted to permit con-
trol via telephone lines. The Network Monltorlngv Centre Is
controlled by é user language based on FORTRAN, which re-
qulres falrly detalled knowedge of the subjectAby the wuser.
The hardware and software Is under constructlon In order to
permit remote operation of the hardware monltdr,'.a' second
hardware monitor Is under construction, and a second-
generation software system for the‘Network Monltoring Cehtre-
is under development for allowing slmpleuser Interactlion and
automatic multitasking. The monitor has been used to measure
single-CPU subjeéfs, and simple two-node network. We plan to

have monitored a three~-node network by early 1975.'
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SUNPARY @
The remote computer-controlled hardwarce monitoxr or

WCIHM is a major component of the Computer Network lonitoring

~Svstem which has been developed at the Univerxsity of Water-

oo during the last three vears. This paper describes the
hardwvare concepts énd the design of the RCHM,

The .Computér Communications Networks Group at the
University of Waterloo has recognized the need to monitor
networks as a means of evaluating their performance., This
knowledge> will help to validate analytical models, help to
optimize and débug software, and lead to the déVelopment of.

a flexihle means .by -which “charging algoxithms and dJdiag-

o

ostics can be;imblcmented.

In a typical coméuter network there are several
computer sites linked by data lines of varying capacities.
The sites may bé.separatedvby only a few feet ox by several
hundred milekf" It is the task of the monitorina syvstem to
ohserve and’co:rélate activity at several locations simul~
taneously. - Iﬁ’is-important to minimize iﬁterférence to.the
system heing monitorod. The RCIIM hardware is_centred around

a bus-structured wired-loagic processor. The bus structure

allows variations to be introduced ' readily into an in-

S dividual monitor.It also allows new monitoring devices to be

introduced at a later date without significantly disturbing

those alrcady present.
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ABSTRACT

In order to help satisfy an apparent need for tools for
monltoring the activities of a computer network (See Mamrak
<i>), a system of speclal hardware and software, <called a
Computef Networlk Monitoring System (CNMS), 1is belng im-
plemented in the University of Waterloo Computer Communica-
tions Networks Group (CCNG). fhe paper discusses the
motivation and derivation of the CNMS,~then provides func~-
tional descriptions of most of the major hardware and
software components, illustrates use of the CNMS, and 1lists

experiments and appllications., Ih a previous paper <2>, the

motivation and architecture of the‘syStem were sketched,

The CNMS$ consists of: (1.) A set of hybrid monltors,
each of which is controlled by a localfy or remoté]y located
computer; (2.) Monitor control and data analysis software;
(3.) A Network Trafflc Generator; (4,) Measurement
software in each computér monitored., Each computer to be
mohltored Is attached to a monitor. Telephone ~1ines,
posslibly different from those of the network, connect the

monitors to the controlling computer.
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1, INTRODUCTION

A computer system, conslsting of hardware and the
software to control it, is often so complex that It is dlf;
flcult to understand what is being done, how effliclently It
is being done, and what problems exist. Moreover, computer
systems are often connected to other computers "as well as
terminals to form even more complex computer networks. |

Cole and others have defined a network of computers to
conslst of two ot more computers linked together, while a
computer network has been defined to be elther a network of
computers or a set of termlnals connected to one or more
computers<3>. Most networks of computers consist primarily
of nodes, hosts,.transmlsslon 1inks, and terminals. A node

(In this context) wusually refers to a computer used

- primarily - to switch data., A computer whose primary role is

‘not swltching data In the network to which it 1is attached,

is. called a host. In some networks, a sharp distinction is

made between nodes and hosts, while in others no distinction

exists. Terminals are devices which serve as the Interface

between man and the computer., The transmission 1links, of
course,” joln this collection of hardware together to form a

network.

Determination of what a computer system or network is

dolng Is essential to effectlive management of it. This in-

volves monltoring (observing) lts behaviour as It executes a

set of programs and responds to Its environment. The

- 3C -
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behaviour of a system or network acting on-a set of pngrams

and data Is characterized by the sequence of values of cer-

tain parameters of the system and by the sequence of events

that occur as the system executes. These are manifestations

of the sequence of states travaréed by the system as

‘programs of the workload are executed.

Although a variety of hardware and software monitoring
tools and techniques have beeﬁ developed to alid in observfng
the béhavlour of .computer systems .(See, for example,
<k-14>), little attention has been pald to developling tools
for monitoring computer networks. Kleinrock and Cole <3
have successfully used -elegant ‘software techniques to
monitor the performance of the ARPA network. Abrams et al
at the National Bureau of Standards of the U.S.A., have
developed tools for‘ observing data flowlng along a com-
munications line between a computer and a terminal<15>,
Fuller and others are instrumenting ﬁhe Commp multi=- mini
processor system.

The purpose of this paper Is to discuss the motivation,

architecture, components, and use of a system of hardware

~and software designed to monitor the behaviour of a computer

network or system. Morgan, Banks and others have previously

~sketched the purpose and architecture of the Computer

Network Monitoring System(CNMS) <2,16>., This CNMS Is belng
created.ln the Computer Communications Networks Group at the

Unlversity of Waterloo.
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The paper is organised 1in six sections, Sectlon 2
motivates the need for.a‘monitorlng system_réther than a set
of unrelated, uncoordinated software and hardware tools. By
conslidering the problems involved in monitoring a computer

network, the section motivates characteristics and major

.components of an ideal computer network monltoring system.

Section 3 presents the architecture and describes the compo-
nents of the CNMS belng created at Waterloo. Use of this
CNMS Is explained and_lllustfated in Sectlon L, Sectlon 5
lists some experiments being performed using the CNMS, and
mentions some‘poﬁentlal applications of the system. Section
6 summarises thls research, evaluateé the. CNMS In terms of
nine characteristlics ‘preSehted In Section 2, presents our

conclusions so far, and outlines some future work.
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-2, NETWORK MONITORING SYSTEM MOTIVATION

There are four fundamental -~reasons for monltoring . é

computer system or network: |
A. To observe its performance, thereby determining
whether work is flowing satisfactorily through it;
B. To defect mal functions;
C. To diagnose the causes of any problems ob-
sérved;
D. To measure the reéources used so that ap-
propriate charges can be made.

Usually the people who wish to monitor the activities
of a computer system are nelther hardware, software, nor
sﬁatistlcs experfs. Rather, they are elther -managers
responsible for the system,‘softwére maintenancé people who
lack detalled knowledge of hardware, hardware maintenance

personnel who lack detalled knowledge of software, or

‘researchers (students or professlonals) seeking statistics

for thelr work, It Is Indeed rare that the person seeking

Information lIs a‘computer software, hardware, and statistics,
expert all in one. Thus, system monltoring tools should be
easy to learn to use as well as easy to use, and detalled
knowl edge of‘hardware, softwére, and/or statlstics shbuld

not be necessary to observe the system and get useful Infor-

- mation about It. Furthermore, the tools and technlques

should be Incorporated in a .slngle monitoring system to

aVOid’havlng to learn to use seVerai different tools and

~ 6C -
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technlqueé.

Computer networks are often distributed geographlca]ly,
so monitoring the behaviour of a computer network involves
distributing the monitoring activities across the network.
In 6rder to correlate observations from scattered sltes,
these monitoring activities must be centrally controlled and
coordinated, and the results must be centrally analyzed.
Thus, monltorlng a computer hetwork involves communications
as well as monitoring. Network monltorlng.tools and tech-
niques must be designed with this In mind,

Althoﬁgh softwére has been uséd with some success to
monitor the performance of computer systemé and networks,
experience Indicates that monitoring software without hard-
ware often perturbs the system or network wunsatlsfactorily.
Hardware monitors without software afd‘are too lhflexlb]e

for most network applications. Certaln parameters, events

.and thelr attributes can best be determined by software,

whlle others can best be determined by hardware., Thus, some
combination of hardware and software monitoring tools ap-
pears better than elther hardware or software tools alone.
Moreover, if a computer network is to be monitored, elther
the computers in.the network could include speclal _hardware
to ald them ln. self"monltoringv while producing mlnimal
interference with the network's functions, or a set of
software-controlled hardware moﬁltors (often called 'hybrid

monitors'), one attached to each computer to be monitored,
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could be employed to complement necesséry monitoring
software in each computer, Each of these software-
controlled monitors should be capable of having its ac--

tivities controlled and its monitored results sent through

'vtelecommunlcations links. Control of these monltors and

analysls'of the data could be performed by a computer system
at a Network Monitoring Centre (NMC), such as the ARPA.
Network's NMC, whléh is used to coordinafe'software measure-
ment activities at each IMP and to collect and analyse. the
data.

Because transmission of large volumes of data |s expen-
slve and usually not necessary, a network monitoring system
needs facilities for feducing data before transmisslon to
the NMC. Cole <3> showed thqt good approximations to maﬁy
kinds »of distribution functions could be obtained fromAlog
histograms., Much of the measurement data obtalned by the-
ARPA network measurement software |s trénsmltted in the form
of log histograms to reduce the amount of data . transmitted.

Extending Cole's reasoning, only the flrst four moments of a

 dIstr[butlon are requlred to model its behaviour for most

purposes, Rather than produce these momehtsbat the NMC from
data traﬁsmitted from remotely—located monltors, equip-
ment,hardware could be ‘provided - in each remotely-located
monitor to produce these moments, then transmlt only the mo-
mént§ tp» the NMC, thereby reduclng the data that must be

transmitted, The main disadvantage is the cost of such data

¢ - 8C -



can be monitored

reduction equipment.

The activities and parameters of a system or network

continuously, periodically on a sampling

basls, or only when events of Interest occur. An event

usually consists of a logical and/or sequential combination
of other events. Fundamentaily, an event Is thé‘ occurrence
of a‘speclflc pattern or sequenceyof patterns In particular
portion(s) of the system, networlk, environment, or workload.
Tools for monitoring events should Include facilities:
A. To detect speciflied event(s);
B. To vreglister the (real or relative) time of
occurrence of the event; |
C. To time the duration of'the.eVent (i.e., the
set of states comprising the event, or bounded by
two particulér events) and/or Its consequences;
D. To obtain and record selected attrlbdtes of the
system, workload, aﬁd/or envlronhent when the event

occurred;

e. To count the number of  occurrences of fhe
event;

F. To Iinftiate some action as a consequence of the
event, e.g., diagnosing the cause of a probTem
defined by the occurrence of the event, checking
for any damage, or Inltiating repalr and/or

recovery activlities.

A well=known problem In physics and astronomy s to
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determine the order in which nearly simultaneous events oc-
cur In widely separated systems. THe same probiem occurs
when monitoring a network of computers. One way to minimlise
such problems is to synchronise all the clocks as accurately
as possible with a single, very accurate, reliable source of
tlme—of;day readings such as that provided-by the Natlional
Bureau of Standards of the U.S., or the Natlonal Research
Council of Canada. |

In order to determline the effects that changes have on

the performance of the network, some way of controlling the

~workload applied to the network s desirable. Thus, a

monitoring system would be more wuseful if 1t included
facilities “to apply loads with specified characteristics to
thé quecﬁ system or network. |

: From__the above discusslon, it follows that an ideal
CNMS should inciude the hardware and/or software tools
neéessary: |
| A. To aobserve, measure, record, and evaiuate the
behaviour of each of the components of a computér
network (including Its workload and environment),
such tools being:

1, A set of computer monitoring systems, each

having hardware and/or software capable of

detecting particular events, measurlng their at-

‘tributes, recording and reducing the data, and

transmitting the data for analysls elsewhere;
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2, Termlnal and/or telecommunications 1ink
monlitors, each having hardware and/or software to
observe activities and information flow.
B. To deflne, control, and coordinate monltoring
activities throughout the network.
C. To provide a single, accurate, rellable source
of time (e.g., time of day readings and preclse
Intervals) for the entire CNMS.
D. To provide network traffic with known charac-
teristics, should the CNMS user need this
capabllity for monitoring purposes,
To the best of our knowledge, no such computer network

monltoring system has yet been developed. However, a number

- of hardware monitors and software monitors, plus a few hy-

brid monitors (e.g., <17,18,19>) have been devéloped'for
computer systems, and software technlques  and tools have

been used by Kleinrock, Cole, and others to monltor computer

networks <3>,

Experience In monitoring computer systems, and study of
pertinent literature indlcate that an ideal computer network
monltbrlng system (CNMS) should~,possess the following
characterlistics:

A. Be easy to use, yet flexible and expandable;
B. Be as system Independent as practical;
C, Be dependabfe and easily diagnosed;

D. Allow gathering of 'measuremgnt data at a

- 11C -
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distance from the monitor control and analyslis
functions, with minimal human interventlion re-
quired;

E. Span the network;

F. Interfere minimally with the performance and
integrlty of the measured systems;

G. Interfere minimally with computer-computer aﬁd
terminal-computer communicétlons; |

"~ H. Have no 111 effects on the security or in-v

Ategrlty of any of the systems; .

I. Offer a choice of resolution, so that the unit
of measure flts what Is measured;

J. Be‘Tow in cost while not compromising the other
gpals.

It Is, of course, Impossible to achieve the ideal CNMS.
Nevertheless, this paper describes an attémpt to produce a
system that hopefully will accomplish many of these goals to
a reasbnabie degree, In Section 6, the CNMS described in
Sectlion 3 is evaluated In terms of these characteristics of

an ldeal CNMS,
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3. DESCRIPTION OF A COMPUTER NETWORK MONITORING SYSTEM

3.1 SYSTEM ARCHITECTURE

Using the characteristics listed In Section 2 as goals,

a CNMS has been designed and s being developed.

A

prototype system has been Implemented and Is being tested by

tools needed that Is glven In Section 2:

A. Avéet of hybrid monitors (called Remote

‘using it to monitor two types of mini-computers and two
‘small laboratory networks. This CNMS consists of the fol-

lowing major components, which correspond with the 1list of

con-

trolled Hybrid Monitors, and abbreviated RCHM),

each being controlled by a computer which

be

miles away (l.e., at the Network Monltoring

Centre), and containing components to enable It to
monitor a computer system and a set of communica-

tions links to terminals or other computers;

B. Software to define, control, and coordinate the

activities of a set of hardware monitors, and to

obtain and analyse data from them;

C. Monitoring software In each observed computer,
and tools to enable the activitles of the
monftorlng -software to be controlled = and.
coordinated from the Network Monltoring Centre;

D. Facilities in each hardware monitor to galn ac-
cess to a single standard clock for tlme-éfnday

readings as well as precise Intervals;

- 13C -



E. A network trafflc (load) generator capable of
.slmulatlng the activities of several wusers (human
or non-human) intera;ting with the network,

Figure 3.1 shows how the components of this CNMS can be
confligured to monitor a network. Note that a telephone
Tlne, which may be physlcally or logically separate from the
data 1inks of the network, can connect each monitor to fhe
computer controlling it, or the monitor can be attached

directly to the controlllngAcomputer. These telephone con-

‘nections need not remain established throughout a monitorling

session, Computer control 1Is required only to set up the

‘experiments, to read accumulated data perlodically during

some experiments, and to termlinate the monitoring sesslon.

Each remotely-controlled monitor has' a micro-processor to

handle vreal-time details, and a mini-disk to hold ac-

. cumulated data.for the NMC. .

If the NMC cannot control all the RCHMs in the network,
Regionél Network Monlitoring Centres (RNMCs) are introduced

to form the hierarchy illustrated In Figure 3,2. Note that

'&RCHMs can be controlled Indirectly (l.e., via telecommunica-

tlons 1inks) or directly by either a RNMC or a NMC.

As Flgure 3.3 Illustrates, the RCHM }s composed of a
number of specialized modules -interconnected by a bus,
called the MONIBUS. The modules Included 1in a monitor
depend on the activities to be monitored. Each module is

asslgned a set of MONIBUS addresses which are wused by the

- 14C -
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controlling computer to send control information and to
receive monitored results. The modules included so far are
'listed here and described in Section 3,2:

A. Event detectors

1. Masked-word range comparators, used to detect

an event defined In terms of data or address
ranges; .
2. Comblnational loglc units, used to detect an
event deflned 1in terms of Boolean functions of
other events; | |
3. Sequential loglec .units, used to detect an
event defined as a sequence of other events;
4. Character detectors for blt-serial 1lines,
B, Time measurling modules
.1. Time stamp wunits, used to record time of
occurrence, identity, and other selected at-
- tributes of an event;
2. Event timers;
3. Interval timers, for sampled measurements;
-4, Network clock, whlch is synchronized with a
.standard reférence clock,
C. Counters, data reducers, and data recorders
1., Histogram generators;
2. Moment generator, used to yleld the first
four moments of a glven distribution;

.3, . Event counters;
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4, Flip-flop banks;
5. Content=-addressable memory (CAM);
6. Random-access memory (RAM),
D. Communications and control equlipment
1. Programmable swltch.matrices
2, Interrupt generators;
3, RCHM "controller and. communicatlons 1ink
interface;
L., MONIBUS-to~UNIBUS (PDP-11) interface.
E. Signal conditioning clrcultry and patch panels.
A set of high Impedance probes connects polnts of in-

terest In the object computer to the monlitor. The probe§

_terminate on a patch panel contalning signal conditionlng

clrcultry.
| The highly modular monitor architecture makes It quite
easy to add new special=-purpose data gathering or data

reducing components as needed,  Thils modular hardware ar-

. chitecture and the desire to allow the monitoring system to

evolve dictate a similar architecture for the software,
Figures 3.4 and 3.5 depict the archltectufe of the software
at th!svstage of 1ts evolution. |

The heart of this software 1is a small, real-time,
message-switched operating system, contalning a set of RCHM
module drivers, interrupt handling routines, primitives to
ald authors of experiment éontro] and data analyslis routines

in writing and scheduling execution of thelr routines, a
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small supervisor to allocate resources (processor, memory,
and communications) plus  the communications control
routines. A limited set of standard routines for data

analysls and output formatting, an embryonic version of " a

translator for a monitoring language, and software to allow -

the user to Interact with the monitoring system, complete
the present version of fhe system software. These software
componénts are described In Section 3.2.

As experience Is galned using the system, a monltoring
language is being defined. The current version of the
language 1is an ektenslon of Fbrtran; however, the pos4
sibility of basing the language on a BCPL-lIke language

(e.g., B <20>) 1s being actively pursued.

A load generator has been Implemented to provide a user -

with the abllity to specify what traffic should be in the

network while monitoring, should known traffic be desired

=

- <21>. The current version simulates the typing action of up

to slxteen users at terminals with speeds up to 300 baud.
The 1load generator transmits prepared scripts from disk to

the appropriate 1line(s), and can slmulate thinking and

typing - time distributlons. A versfon of the load generator

to produce higher speed traffic, slmulating~host activitles,

Is belng created. Eventually, the load generators wlll also

be controllable from the NMC uslng the monltorlng‘languagé.
Monitoring software In each node (or host) Is obviously

quite system dependent; however, sets of standard

- 20C -
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monitoring software primltives are belng designed to observe
parameters characteristic of many systems. We are striving
to minimize the améunt of such software required, as well as
the amount of work required to write, install, and débug 1t

Standard means of communicating between this software and

the RCHM are being desligned.

- 21C.-
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3.2 GOMPONENT DESCRIPTIONS
3.,2,1 RCHM HARDWARE COMPONENTS

Corresponding to the three main. types of ~computer
system events, there are three types of event detectors In
the RCHM: | |

"Value" events <--> Masked-word Range Comparator
Sequential events {==> Sequantfal logic unit
. Combinational events <~-> Combinational logic unit

The MASKED-WORD RANGE COMPARATOR determines whether a
bit string, logically 'ANDed' with the specifled mask, thenk
regarded as a blnafy value, falls within two -program-
sbecified 1imlts, .There are flve ouéput‘Tfnes to Indicate
whether the glven string Is aboVe, below, or within the ..
range, or whether It s equal to the upper or lower 1imit,
Currently each comparator tests strings of at most . sixteen
bits, but the comparators have been designed so that four
can be easily combined to test a bl-bit string. Four com-
parators are usually Iinterconnected in a different way-to
form what we call a QUADRI-COMPARATOR which has four ranges
and 16 (of the 17 possfble) outputs. The outputs are:
below the lowest value, equal to one of - the range boun-

darles, within a range, between two ranges, or greater than

-~ or equal to the hlighest value.

The SEQUENTIAL LOGIC UNIT determines whether a sequence

~ of events represented on its input 1llnes Is following a

specified pattern. The pattefn is defined by a regular ex-

-<24¢;



pression which was speclfied by the experimenter,
manipulated by the controlling computer, and stored in the
sequential loglc unit, The current design features elght
inputs, elght outputg, and a maxImum of 32 states; however,
the , unit could, 1lke the other types of unlts, be of ar-
bitrary slze, determined by éost and need, Races are
aVQlded by buffering the Inputs and by using a synchronous
design, , |
" The COMBINATIONAL LOGIC UNIT determines whéther thé

elght events represented on Its input lines satisfy the

qulean expresslion-speciflied by the experimenter's program.
The functional representatlion Is translated to a Karnaugh
map and stored as such In the unit. |

The CHARACTER DETECTOR recelves characters serlally by
bit from the telecommunications 1ink to which It Is at-

tached, thereby detecting telecommunications 1ink events

~such as the start of a message. The detector tests to see

if each character (5, 7, or 8 bit codes) matches one of theA
sixteen patterns specified by the controlling program. If
so, the output line corresponding to the pattern matched s
'set to ‘'high'. This unit employs a simple associatlve
memory to achieve the desired speed. The character detector
and the sequential ‘logic unlit are used together to handle
communlcatjons protocols == e.g., to detect the header of a
message or packet.

In a monitoring system there is a need to accurately
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determine real time, to measure durations, and to obtain
pulses of specified widths at specified regular intervals.
Facilities for each are provided in the RCHM.

The NETWORK CLOCK serves as the source of accurate real
fime aé well as very accurately spaéed pulses. The current
clock supplies pulses every 100 nanoseconds and selécted
multiples., ‘

When a specified event occurs, the TIME STAMP UNIT
records an identifier for the event, time of occurrence of

the event, and sixteen Indicators of the state of the object

' ‘system when the event occurred. Currently, the output for

an event contains 48 bits of information, the minimum time
between recordable events is 200 nanoseconds, and the clock
resolution is 100 nanoseconds.

The TIMER AND EVENT COUNTER counts. the number-of‘occur-

rences of the specified event, and measures the total amount
of time the event occurred during the period of observation.

Cufrgntly, each reglster has 32 bits, the timing “resolution

Is 100 nanoseconds, and the maximum count rate is 10 MHz.
The controlling program s§1ects one of four clock rates,
Under program control, .each timer may be used as elither a
timer or an event counter. One can arrange for the con-
trolling computer to be notified when a counter overflows by
donhecting the counter's overflow output to the input of ah
Interrupt Generator (See below).

The INTERVAL TIMER produces a 'high' output every X+Y
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mlicroseconds, and the output lasts for Y microseconds. X

and Y are set under program control., The Interval Timer Is

used to indicate when to sample the system, should sampling

rather than event-drlven monitoring be desirable for a par-
ticular set of experiments.

In order to keep track of the.fact-that a set of events
of interest has occurred or to aid In measuring the time
between events, a set of flip flops is provided on the patch
panels together with numerous standard loglc gates.

To record monitored data untll the controlling computer

has an opportunity to access It, EVENT MEMORY Is provided In

the form of some seml-conductor memory and a mini-disk,

In most measurement experiments, the object Is to ob-
tain the dlistribution function for the quantlty being

measured. In order to facillitate obtalning this distribu-

tion function, HISTOGRAM GENERATORS and a MOMENT GENERATOR:

are included 1In the design of the RCHM. A Histogram
Generator conslsts of a mask, a bank of comparators ((or a
CAM), and a correspondlng bank of counters. When the Inbut

data falls within a range, the corresponding counter Is In-

-cremented by one, The mask and ranges are set under program

control.,
The MOMENT GENERATOR, working with the output of the

histogram generator, produces the first four moments of the

“distribution,

The INTERRUPT GENERATOR slignals the nearest controlling

- #L



Computer (whether RCHM controller or NMC or RNMC) whenever
one of its input lines Indicates that an event has occurred
which requlres compgtef intervention. Such events include
overflow of counters or timer, data overrun Iin the time
stamp unit, or events selected by the experlimenter.

The PROGRAM-CONTROLLED SWITCH MATRICES connect a
softwaré specified input to one or more speciflied outputs.
Using the switch matrices, several experiments can be set up

by making the necessary patch panel connections in advance,

then, under program control, setting up the switch matrices

to perform one experiment at a time. To change from one ex-
periment to another, one merely ca]ls‘a routine to dliscon-
nect certaln 1links, then calls another routine to make the
required connections through the switch matrices. Using
these matrlices, probes are linked to event detecting unlts,
which.are connected to. data gathering units, and these are
connected to data vrecording and data reducing unlts, Two
slzes of switch matrices have been used thus far: 8 x 8 and
16 x &,

These programmable switch matrices make the  CNMS

feaslible, Originally, 1t was hoped to use swltch matrlices

exclusively, elimlnating patch panels,vbut the slze, speed
and cost of the switch matrices required dictated the com=-
promise of using patch panels plus switch matrices to make
the necessary connections, When compared with the exclusive

use of patch panels to achieve Interconnection, the com-

- 28C -




3

promise reduces the time requlired to change from one experl-
ment to the next and reduces the amount of human Interven-
tion requlired, but not to the level we had hoped. A less

expensive switch matrix on an MSI chip is planned to further

reduce the use of a pétch pénel.
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3.,2.2 NMC, RNMC, and RCHM SOFTWARE

As Figures 3.k and 3,5 illustrate, the system sof tware
for the micro-processor that controls the RCHM and the
system software for the NMC and RNMC have basically the same
structure. However, the RCHM software is simpler and much
smaller than that for the (R)NMC. The principal components

of the software correspond with the types of functlons to be

performed. The message~switched Operating System structure

is well-suited to the problem‘of controlling parallel tasks
in multiple machines. |

The USER INTERFACE MANAGER recelves, analyses, and
interprets commands typed by the user as the user sets up an
experiment, interacts with it, and obtains and analyses the
results, The command interpreter calls upon the other com-
ppnénts of the system to serve the user.v

The EXPERIMENT MANAGER schedules and supports the ex-

ecutlon of experiment control programs written by users In

the monitoring language.

The MONITOR MANAGER drives (or arranges for the RCHM
controller to drive) the components of the RCHM to perform
the monitoring actlvities requested by ;he,user.

The RESOURCE MANAGER allocates main and auxlliary

memory, and records and retrieves monitored data, experliment

control programs and system programs.

The COMMUNICATIONS MANAGER iIn -the NMC handles com=

municatlons with the RNMCs 1t controls, wlth the load.




generator, with the object network monitofing softwére, with
the data analysis system, and with any RCHMs it controls
dfrectly. The Communications Manager in the RNMC provlides
communications with its controlling NMC and possibly the ob-
ject network monitoring software; The Communicatlons
Manager in the RCHM control]erils only 'concerned with its
controlling NMC or RNMC.

The RESULTS MANAGER schedules and supports user-written

or system-supb1ied routines to record, reduce, and analyse

“monltored data. Experliments requiring a great deal of data

analysls send the data to a larger system that Is more
sultable for such analysis.* At the University of Waterfoo,
the Honeywell 6050 1is used for this purpose, When the
analysis Is complete, the results afe formatted by routlnes
of the Results Manager selected by the user.

The MAINTENANCE MANAGER provides diagnostic routlnes
én& standard test packages for hardware and sof twatre 6f the

CNMS. Using these routines, a knowledgeable user -can In-

teract directly with the components of the RCHMs and can

perform reasonably complex experiments wlth&uti having to
write and compile experiment control programs., The Maln-
tenénce.Manager also contains all routines nécessary to»
handle CNMS hardware or software errors.

The QUEUE MANAGER provides the primary means of com-
munfcating between these software components. A service to

® 'Altérnately, the NMC could be used at some sacrifice in
efficlency and power.. -
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be performed 1is requested by building a queue entry and
asking the Queue Manager to put it in the appropriate place
in the proper qﬁeue. A service which is to be done at a
pafticu\ar time is placed In the Queue Manager's queue until
it is time to move it to the appropriate action queue.

A good first generation of most of these software com-

ponents Is being used to perForm moderately complex experi-

ments. - A more sophisticated and complete version of the

~software is now being written.

.= 32C -




‘ bk, USING THE CNMS
4.1 GENERAL PROCEDURE
‘ ' In order to monitor a network using the CNMS, several
functions must be pefformed:

A. Determine what 1Is to be monitored and how to

monlitor it;
B. Determine what hardware probes (if any) are to
be used, install! them, and test them wusling an

oscllloscope and the diagnostic software of the

C. Determine what software .monitoring tools kif
any) are to be used in the object network, install
them, and test them using the diagnostic software
of the CNMS;

D. Decide whether known, controlled traffic is
deslred for the exberiment and, if‘so, provide the
load generator with the necessary scripts,
distributions and lline descfiptors;

E. Define the software necessary to daftne and
control the experlment and analyse the resulﬁing
data; | |

F. Set up the patch panel as required and debug
the resulting combinatlion of hardware and software

I CNMS;

using the diagnostic software of the CNMS;

periment from a terminal attached to the NMC;

' ‘ ‘ G. Using the command language, Initiate the ex-
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H. Interact with the experiment;
I. 0Obtaln and Interpret the results.
Today's compdter' archlitecture unfortunately demands
that step B be performed by a computer hardware expert.

Step C must be performed by a computer software expert, but

we are trying to develop software monitoring primitives that

Cwill Slmplify this step. Step D requires knowledge of a use

of a load generator and a text editing system. The text

editor is needed to create the scripts of transactions re-

quired by the load generator. To do step E requires knowing

how to write experiment control programs using .the
monitoring language and how to wuse the support routines
provided to help control experiments and analyse results.
Step F hopefully only requires knowledge - of CNMS and the
system being monitored, but could reduire expert help if
problems exist with the hardware or with the object network
sof tware, Steps G, H, and I only require knowledge of CNMS
and the characteristics of thé object network.

Thus, monitoring a computer network Is still a rather
demanding task., However, once steps A through F have been
performed for a set of experiments, the remalning stepé can
be performed without detailed knowledge of how the

monitoring Is being accompl ished.

b,2- AN EXAMPLE

The followlng example was chosen from a set of experl-




o

ments that have been performed‘to measure, evaluate, and im-
prove the CNMS and lIts compohents <22>.‘ The example 11~
lustrates use of the RCHM and indicates a useful way of
representing data. |

As discussed In Section 3, an importantAcomponent of
the CNMS is the load generator. In order to study Its
behaviour, we assembled a two-node computer network. Each
node executes the load generator to produce trafflic for the
other node through a ‘varlety of data links. The rate at
which the load generator applies transactlon trafflc to each
of 1its output 1lines !s controlled by the user's choice of
distribution function (e.g., exponential, uniform, hyperex-
ponential) and by his cholce of parameters'for the distribu-
tion. A varlety of line speeds can be prdduced in our
networks laboratory for the data links joining the two nodes
of this céptive network, Thus, we <can subject the 1load
genefator to a wide varlety of tests while observing its
behaviour.
| We have found two histograms to be partlcularly useful
for understanding and modelling the behaviour of computér
- systems or networks: System state vs., time In each state,
and system state translitlion vs. number of such transitions.
Both t?pes of histograMsvare being produced as part of the
measurement and eQaluation of this network  of load
generators; but only the first will be presented here. (A

paper describing the measurement and evaluation of the load
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generator network is belng prepared.)

The histogram shown In Flgure 4.1 was produced by con-
necting the components of the RCHM to the load generator
network as shown in Figure 4.2, and by writing and exécutlng
. the ekperiment' control program shown in Figure 4.3, The
subroutines called by the experiment control program are
primarily RCHM drivers. The variable "RCHM" indicates which
RCHM 1s being used. (When this experiment was being per-
formed, only one RCHM was assembled and working, but now
there are two.) The varilable "UNIT” Indicates which of the
several components of the same type in an RCHM is belng ad-

dressed.

- 36C -



T e

MERSUFEYENT CF FILE TRARSFER FRCM MRCHINE #1 TO MACHINE #2

#A4 EYPERIMENT #4 RESULTS ###

THE FOLLCWING TRPLE INDICATES THE TIME SPENT
IN EACH OF THE 8 PO3SIBLE STIAES INVILVING
2. CFU'S AND R COMMUINICATIONS LINK BEIWEEN THEHM.

ALL TIMES IN MICROSECONDS

TOTFL KtRL TIME: L.9772346700000ULUUD U7
TOTAL COMPUT:Z TIME: U.48486930000ULLLLUD U7
STRIE VECTOR IS

' <LINE BUSY,CPU #2 BUSY,C?0 #1 BUSY>

CPU #1l = FATH PLFL1/20 :

CPJ K2 = ENGINEERING PDPLL1/2U

STATE STATE TINE TIME/ . TIME/
VECTCR 1IN STIATE REARL TIME COMPUTE TIME
b GLu (¢.457635950U0T U7 U.4683D L2 % 0.9438D (2 %
1 uul ‘U.7356001000D UG U.7527D Ul % U.1517D U2 %
2 tlu L.1u521u9300L U7 U.1077D L2 % 0.2170D €2 3
3 TUll U.2303453600D 87 U.2357D U2 % U.4751D 02 %
4 140 L.318U88ELULUL UBb U.3255D L1 % U.656UD Gl %
5 1ul U.5815320U00D U5 U.5351D UU % U.1199D Ul %
€ 110 it.3175255000T U6 . U.3249D (L1 % 0.6549D (1 %
7 111 U.382238600U0D UGB U.3911D0 Ul % U.7883D Ul %
TOTFL TIME IINME/ TIME/
o RERL TIME COMPUTE TIME
CPU #1 FUSY: Ue3479451506D U7 U.3561D U2 2 G.7176D 02 %
CPU #2 89S5Y: U.4055327003D U7 U. 4150D U2 % U.8364D U2 %
LINE BUEY: U.LC760L190UD BT u.llulr U2 % G.2219D U2 %
Fig. 4.1



STATE VECTOR MEASUREMENTS

COMMUNICATIONS LINK

) A r< - ' —
MACHINE No i COMPUTE TIME REQUEST B MACHINE No 2
—~ QC STROBE {(CLK IR H) ;— QC STROBE {(CLKIR H)—T
0
UNIBUS j UNIBUS
QUADRI - COMPARATOR No | 0 | 2 3 QUADRI-COMPARATOR No 2
0 i 2 3 CPUNoi CPUNo2 LINE 0 ) 2 3
; BUSY BUSY BUSY T
2 TO 16 DECODER
FLIPFLOP ? i 2 3 4 S <] 7 FLIPFLOH
i . L
1 r-—.-———_——
ABCDEFGH ABCDEFGH
w COMBINATIONAL COMBINATIONAL
P LOGIC UNIT Noi LOGIC UNIT No2
. Li:=-B=STATE2 L2.:=-B=STATE 3
I
1
8z8 switcH[ © 1 2 3 4_ 5 6 7 o | 2 3 4 5 6 7 8 x 8 SWITCH
MATRIX No | M ////j////// MATRIX No2
0 2 3 4 5 6 7 o] 273 4 5 6 7
REAL COMPUTE
. TIME . TIME : v
TIMER & EVENT | o 1 | . o i o 1
COUNTERS ° 1 ° ’ :
e : TV Not TV No2 TV No5 TV No3 TV No 4

OVERFLOW LINES

! . 1 ] lj f .
: 1 2 3 4
INTERRUPT GENERATOR

ure 4.2
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FILE NAME: DEXP4.EXP
PURPOSE OF EXPERIMENT #4

-TO DETERMINE THE TIME SPENT IN EACH OF

8 POSSIBLE STATES AS A RESULT OF USING THE

STATE VECTOR [LINE BUSY, CPU #2 BUSY, CPU #1 BUSY]
WHERE THE LINE IS A COMMUNICATIONS LINK BETWEEN
THE TWO CPU'S. '

-TO FILL IN THE FOLLOWING TABLE:
STATE TIME IN TIME/ TIME/
: STATE REAL TIME COMPUTE TIME

WHERE REAL TIME=>TOTAL EXPERIMENT TIME, AND
COMPUTE TIME => CPU # 1 OR CPU #2 BUSY.

| THE SYSTEM IS DEFINED TO BE BUSY, OR DOING USEFUL
COMPUTING, IF ONE OR BOTH OF THE MACHINES IS
EXECUTING OUTSIDE OF THE PROQRAM WAIT LOOP.

SUBROUTINE DEXP4

EXTERNAL TVOVFL

IMPLICIT INTEGER(A-Z)

INTEGER TVOVFO(5), TVOVFL(5)

COMMON /CONFIG/NODE, UNIT

COMMON /TVCOM/TVOVFO(5), TVOVFL(5)

C

C QUADRA-COMPARATORS MUST BE SET UP, USING

C THE TEST PROGRAM. FOR COMPUTE TIME, SET RANGE #3 TO
C THE ADDRESSES OF THE WAIT LOOP.

C
. WRITE(6,12)

12 FORMAT(' USE TEST PROGRAM TO SPECIFY QC RANGE #3 = WAIT LOOP',/
1 ' ON BOTH MACHINES',/' ')

COMPUTE TIME => CPU#1 BUSY OR CPU #2 BUSY

=> (OUTSIDE CPU #1 WAIT LOOP) OR
(QUTSIDE CPU #2 WAIT LOOP)

SET UP LOGIC UNITS.
= STATE 2.% 1SW8T5

it

LOGIC UNIT #1 = -B

i

i

1
<

]

LOGIC UNIT #2 STATE 3 = 1SW816

L2:=-B

Figure 4.3

=~ 39C -



C

OO0

SET UP 8X8 SWITCH MATRICES

STATES
S0=2
S1=3
S2=5
S3=6
S4=4
S6=5
S6=6
S7=7

OO0

TIMER & EVENT COUNTERS

OO

TVIBO0=0
TV1B1=1
TV2B0=2
TV2B1=3
TV3B0=0
TV3BI=1 -
TV4B0=2
TV4B1=3
TV5B0=6
TV5B1=7
RTIME=7
CTIME=4

UNIT=1

CALL SW8DIS

CALL SW8CON(SO, TV1BO, St, TVIB1, S2, TV2BO, S3, TV2B1,
1 RTIME, TV5BO, CTIME, TV5B1)

UNIT=2
CALL SW8DIS
CALL SW8CON(S4, TV3BO, S5, RV3B1, S6, TV4BO, S7, TV4B1)
C ' :
"C SET UP TIMER & EVENT COUNTERS

C

DO 35 UNIT=1, 5
35 CALL TVSET(1,1,1,3,1,1)
C

C n
C SET UP INTERRUPT GENERATOR AND CLEAR OVEREL'OW COUNTS.

DO 40 UNIT=1,4
TVOVFO (UNIT)=0

| TVOVEL{(UNIT)=0

0 CALL IGSET(TVOVFL, UNIT)

TV #5 OVERFLOW LINES ARE 'OR'ED WITH THOSE OF TV #4, SINCE
ONLY HAVE FOUR INTERRUPT LINES. A SPECIAL CHECK IS MADE IN
CTVOVFL! |
TVOVFO(5)=0
TVOVFL(5)=0

RETURN
END

- 40C -



5, APPLICATIONS OF THE CNMS

Besfdes its Intended use of monitoring a computer
network, the sysfem has been used successfully to monltor
the activities of a computer system.  Several experlmenfs
have been and are belng performed, including:

A. Using the monitor to 1locate frequently used
code and system bottlenecks in DOS-11 and Fortran
as programs are compliled and executed;
B. Determining the loading on the PDP-11 UNIBUS;
C. Determining the frequency of execution of each
of elght classes of instructlons for different
‘klnds of programs In order to compare our results
with those obtained by Schrelber and Klar at the
University of Erlangen <23>;
D. Validating a mathematical | model of two
transaction-oriented data base management systems
interacting with each other and sharling data;
E. Locating Inefficienclies in a camputer network
simulator implemented to work in parallel on three
interconnected PDP~11 computets,

Reports describing the results of these experiments are
being prepared. Many other experiments are planned, e.g.,
measuring  the swapping activitlies  of various PDP-11
oberaélng Systems, observing Hoﬁeywell‘s GCOS executing on a
6050, watching VM/370, monltoring the performance of an

experimental loop network joining our laboratory with

- 41C -



- laboratories 1In Toronto and Ottawa, as well as monitorling

our campus network.,

Eventually we think that some form of a CNMS will be a

“vital component in an automated malintenance system for com=-

puter networks, helping to detect and diagnose malfunctions
and bottlenecks in hardware and software seml~éutomatlcally.
Such a system 1s belng designed, and implementation of a
prototype is planned during 1975-6. Furthermore, we an-
ticipate that a form of CNMS will eventually be an Important

component 'in an adaptively controlled computer network. We

“are working toward these goals as well as toward "simply"

monitoring the performance of computer networks and systems.
Components of the CNMS are being employed in a novel
experiment to test the feasibillity of providing hardware as-

sistance to an Information retrieval system. The results of

~this experiment should be avallable in about 18 months.

Finally, it appears that the CNMS, ,with minor software
énd hardware modifications, can be used to monitor a set of

electronic switching offices for telephones <245,
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6. SUMMARY, CONCLUSIGONS, AND FURTHER WORK

In Section 2 it was concluded that an Integrated
monitoring system 1is preferable to a set of unrelated, un-
coordinated monitoring tools, because few people who need to
monitor a system or network are hardware, software, and
statistics experts whose primary interest in Tlife 'Is to

monitor the system or network. In Section 3 the Computer

Network Monltoriﬁg System beling created at the University of

Waterloo was descrlbed. Section b presented a simple.exw
ample to Illustrate use of the system, and Section 5 men-
tioned several experiments that are being performed usling
the CNMS.,

Sandra Mamrak, in her forthcoming article entitled
"Performance Evaluatloh In Computer Networks: A Survey'<1>,
states: "Actual. system measurements, analyzed using

statistical techniques and used to Improve queueing and

~simulation models, have been relatively neglected. (This

neglect may be due in part to the wunavallabllity of tools

for making desired observations of dynamic systems and of

statistically significant test environments.)" It is hoped

that the CNMS described in this paper will be a good flrst
step toward satisfying this need.

As promised In Section 1, we have evaluated our CNMS
based on our experience In wusing It. Table 6.1 1is our
evaluat{on of the system as it stands at this writing and

our prediction of an evaluation as the system should be at
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the beginning of 1976, The evaluation is based on the nine

characteristics of an ideal CNMS listed in Section 2, The

scores range froﬁ -5 to +5, with -5 meaning "Terrible,
couldn't be worse'", +5 meaning "Excellent, couldn't be
better", and 0 being the borderline between being acceptable
and unacceptable.

As the scoring Indicates, the main problems with the

CNMS are cost and the continuing need for a patch panel. We

anticipate that both problems can be solved in time, espe-
cially conslidering the rate at which the cost of logic Is
dropping and recent developments in solid state swltching
for data communications,

The prototypé RCHMs wuse TTL loglc, which 1imits our

resolution to 10 MHz; however, some of the newer components

contaln Schottky logic in order to monltor the

‘microprogrammed PDP~11/45,

A few conclusions can be drawn from our experlence thus
far: |

A, The hardware monltor (RCHM) works and is not
prohibltively expensive to bulld (i.e., $10,006 to
'$100,000, depending on which modules are Included
and In what quantity).
B. The modular components plus the bus archltec-
ture make it easy to Insert or remove components as
desired. Above the cost of a baslc monltor, the

cost of the monitor Increases as the complexity of
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the experiments to be performed increases.

C. It Is not difficult to write control programé
for the monitor, even without the monltoring
language, because each component Is addressed as a
set of memory locations on the controlling PDP-11,
The primitives of the current, embrydnic monitoring
language are simply Fortran subroutine calls. The
routines themselves are written in .elther Fortran
or Assembler for the PDP-11.

D. The diagnostic hardware and software that we
(ncluded in the CNMS continually proves its value.
Many monitoring tools do not include such error
detection and diagnostic ﬁools. We have found that
it Is definitely worth our time to qulckly run
through a set of routine hardware and software test
programs before running an experiment.

E. A system hardware expert would not be required
to install the probes If computer manufacturers
provided an accessible panel of probe points on
their products.

‘The securlity and privacy questions that arise from con-
sidering tﬁe widespread use of CNMSs are thought provokling,
to say the least. and could - be the subject of a long
discourse. A slmple way to prevent unauthorised snooping is
to keep the phone numbers of the RCHMs of the CNMS a well-

guarded secret.
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Creating a network monitoring system is an ambitious

project.
project

be done,

Although much has béen accomplished since t he

began in hid 1971, a great deal'of-work remains-to

some of which Is Iisted here:

A, ’Develop a theory of computer monitoring.

Possible topics include extending the work of Mor-

gan and Sutton <35> In formally defining events iIn

terms of system states, providing a formal basls

for 'deciding when the performance of a system is

acceptable, and creating a theoretical basis on
which to' bulld monitoring systems. |
B. Find solutions to the problems of determining
exactly when an event occurred and declding the
order In which two nearly simultaneous events oc-
curred In separate cdmputers of the network.

C. Develop an easlly used, extensible language for
defining and controlling monltorihg experiments as
well as analysing the data. Our Fortran-based
language Is on}y a poor first step toward thlis
goal. | |

D. Determine what parameters characterlise the
performance and workload of a computer system or
network. Some form of so calied Kiviat graph might
be useful to répresent the performance of the
network in terhs of these parameters <36>.

E. Create a self-monlitoring computer system, and
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then a self-monitoring computer network. A self-
monltoring computer system 1s one that Iincludes
special hardware (e.g., mlcro-programmed special
instructions) to ald ﬁhe system lﬁ observing lIts
own activities. Similarly, a self-monitoring com-
puter network would contain speclé1 hardware and

firmware to help the network observe lts own ac-

tivities.

F. Create an adaptlve computer system that

monitors 1ts workioad and its performance while
continually adjusting its resource multiplexing
parameters accordingly., A mathematical model of
such a system has been analysed by Gelenbe et al

(25>,

And much, much more.
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APPENDIX D

DEMONSTRATION OF A PROGRAMMABLE
HARDWARE MONITOR




Demonstration of a Programmable Hardware Monitor
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Dr. David E. Morgan
Dale 2. Goodspeed
Richarxrd Kolanko

Conmputer Communications Networks Group
University of Waterloo
Waterloo, Ontario, Canada
Octobex, 1974,

The programmable hardware monitor developed by the
University of Waterloo's Computer Communications Networks
Group(CCNG) is intended to be part of a computer network
monitoring system., Detailed information about this system is
contained in the references, and it is assumed that the
readex is familiar with some of this material. All of the
nonitoring for this demonstration is done locally, within
the CCHG Laboratory. Software currently being developed will
allow for remote monitoring to be done at the various nodes
of a computexr network, as described in the references.

figure 1 shows the configuration for monitoring. The
object computer system consists of two £D£11l/20 computers,
with a communication link between them.

Figure 2 is the wiring diagram used for performing
measurements on a single computer, while rigure 3 is the

-configuration used when measurements are performed on both
computers,
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MEASUREMENT OF PROCESSOR MAJOR STATES
AND INSTRUCTION TIME
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MEASUREMENT OF UNIBUS ACTIVITY
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The User Interface
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The user interface of the monitor control proqrgm.al~
lows measurement experiments to be performed with a minimum
of difficulty. The keyboard commands available’ to the user

arez

EXn: This sets up the monitor components for experi-
ment #n. The user's rortran subroutine, which contains
calls to the drivers, is executed. This establishes
connections in the programmable switch matrices, and
selects the specd to be used by the timers.

GOs This allows the actual wonitoring to begin, by
setting the ‘go' bits of the timer and event counters.’
The monitoring may continue for a specified time inter-
val, oxr until the 'ST' command is given.

8T: This stops the experximent.

AN: This command permits the measurement data just col-
lected to be analyzed. The wuser's rortran analysis
subroutine is executed, and results are sent to the
keyboard, or may be saved on disc. The user may analyze
results while the experiment is still running, or may
wait until it has stopped.

CL: This command is used only occasionally. It causes the
timer and event counter data buffers to be cleared, and
resets any interrupts. Normally, +these functions are
done undex program contrxol.

TE: Using this command, the user may access all of the
hardware diagnostic programs. Aside from verifying that
the hardware 1is operating correctly, the diagnostic
commands may also be used to set up entire experiments.
This provides an alternative to writing the rortran
programs needed with the ‘EX' command.

£X: Control is returned to the PDPLL operating
system(DOS) when the user is finighed monitoring.
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The Demonstration Experiments
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the demonstration consists of five measurement experi-
ments, Three of these are done on only one of the
machines (two on Machine #l and one on Machine #2). The last
two experiments perform simultaneous measurements on both
computers, while the machines talk to each other across the
communication link. In between the two sets of experiments,
a few(l6) wiring changes must be made on the patch panel.
The interrupt generator inputs and some of the inputs to the
programmable switch matrices are changed. These simple
changes must be made because of the ‘constraints imposed by
the current number of components installed in the monitor.
With an additional switch matrix and interrupt generator in-

- stalled, the changes would not be necessary, and all five

experiments could be performed without ever having to modify
the patch panel wiring. All connections could then be made
via programmed changes to a switch matrix connection. When
necessary, a combinational logic unit could be used to
select an appropriate input to a switch matrix. The
preceding two techniques are already being used to maximum
advantage for the demonstration experiments,

The wiring for the patch panel and the accessory board

‘might appear to be quite complex, especially for a

'programmable’ hardware monitor. To understand the reason
for this, the observer must realize that the wiring is ar-
ranged so that five different experiments can be performed

~with only a minimum of wiring changes needed. The experi-

ments require using fourteen different probes attached to
two computers, and. also the UNIBUS address lines of each
machine. On the accessory board, approximately half of the
wiring is used to invert signals. The flip flops and decoder
chips currently in use operate on a 'low' true signal, while
the monitor components use ‘high' true logic. Accessory
modules which operate on a 'high' true signal are currently
being built, so that nuch of the accessory board wxrlng will
no longer be necessary.

The experiments to be performed are:

1) measurement of CPU major states and average instruction
time on Machine #1 _

2) measurement of UNIBUS activity on Machine #2.

3) measurement of Machine #1 while a simple communication
takes place between it and Machine {2

4) simultancous measurements of Machine #1 and Machine #2.
Both machines are driven by a load generator, which
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causes the machines to talk to each othex. Tha stato

vector produced isg:
<line busy, CpPU#2 busy, CrU#L busy:>

5) simultaneous measurements of Machine #1 and Machine #2.
Memory activity is examined on both machines, and a
table is produced showing the percentage of time spent
in the various ranges specified.

The experiments are discussed in more detail in the fol-
lowing sections. Included in the discussions - arce listings
of the programs used to obtain the measurements, and copies
of the some of the results., More detailed comments about
some of the results are given in reference #2, with explana-
tions given for those cases where the results might appear
invalid. Typically, the explanation involves having a
detailed knowledge of the #£DP1)l architecture. Rather than
go into those details here, emphasis is instead put upon the
motivation behind each experiment. roxr all of the experi-
ments, one of the subgoals is to gain experience which can
be applied to the monitoring of cocmputer networks.
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The CPU major states (fetch, source, destination, ex-
ecute, service) of Machine #1 are monitored. Results ob-
tained include:

1) average time in state.

2) percentage time in state.

3) percentage of instructions that enter state,
4) average instruction time.

The results can be used to verify the £Dr11/20 specifica~
tions provided by Digital Equipment Corporation. If the
source and destination states are entered too frequently, it
is possible that the program efficiency could be improved by
better use of the register~register mode of addressing. In-
tries to sexvice state provide a partial measure of disc ac-—
tivity. ' ,
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#dx EXPERIMENT #1 RESULILS *44

TIME UNLIS = MICROSECONDS

TOTAL TIME SPENT IN ALL MAJOR SIRTES =

FETCH SOURCE
TOTAL TINE

IN STAT:E: U.l160D L8 U.4415D U7

# OF TIVES

ENTERED:  U.7188D U7 0.2537D 07
AVER AGE TIME -

IN STATE: U.1613D (1 0.1740D Gl
$ TINE

TN STRTE: 0.4358D 92 0.1659D 02
5 OF INSTRUCTIONS

THA1 ENTER |
STATE: 0.100UD 93 U.3530D U2

RVERAGE INSTRUCTION TINE =

ar mnwn 6> e @ -

DESTINATION

G.4635D 07
U.2896D 07
t.1601D 01

U.1742D U2

U.4U29D U2

{ TCTRL TIME IN ALL STRTES) / (# OF FETCHES)
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U.266U614620D U8B

EXECUTE

L.5804D 07

U.6397D 07

1.9073D -00

U.2181D ©2

U.8900D 02

U.3702D 01

SERVICE
U.1562D 06
0.4369D 06
0.3576D 00

0.58729 00

0.6u78Db 01
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FILE NAME: DEXPL.EXP

SUBROUTINE DEXPL

PURPOSE OF EXPERIMENT #1

TIMER

~T0 OBTAIN THE TIME SPENT IN THE PROCESSOR MAJOR STATES

~USE TV #1 TIC RECORD THE TIME SPENT IN FETCH MAJOR STATE

~USE TV #2 TO RECORD THE TIME SPENT IN SQURZE MAJOR STATE. _
-USE TV #3 TC RECORD THE TIME SPENT IN DESTINRTION MAJOR STRTE.
~USE TV #4 TO RECORD THE TIME SPENT IN EXECUIE MRJOR STATE.
-USE TV #5 T'C RECORD THE TIME SPENT IN SERVICE HAJOR

STRTE.

EXTERNARL TVOVFL

‘IMPLICIT INTEGER(R~Z)

INTEGER TVOVFU(5),TVOVFL(5)
COMMCN /CONFIG/NODE,UNIT

COMMON. /TVCOM/TVOVFU(5),TVOVFL(S)

INPUTS TO 8X8 SWITCH MATRICES

FETCH=U

FAISKU=6

SOURCE=1
IEST=U
EXEC=1
SERVIC=5

§ EVENT COUNTERS (BUFFER U & 1)

TV1BU=U
TV1B1l=1
TV2BU=2
TV2B1=3
TV3BU=U
TV3B1=l
IV4BU=2
1V4B1=3
TV5BU=6
TV5B1=7

SET UP SWITCH MATRICES.

LNIT=]

CALL S48DIS

(RLL SWBCON(FETCH,TV1BU,FAISFU,TV1BI, SOURCF TV2B0,SOURCE,TV2B1,
1 SERVIC, TV5BU,SERVIC, IVSBl)

UNIT=2"
CALL SW8LIS
CALL SABCON(DEST, TV3BU,DESI,TV3IBl,EXEC,TV4BU,SXEC, TV4BL)

SET UP LOGIC UNIT #l = ={(E<4F+G+H) =
~(FETCH+SOURCE+DEST+EXEC) = SERVICE STRTE = 1SWBIS

Llz=-( E+F4+G+4) - 12D -

SET UP LOCIC UNIT H 2 = C = FETCHATSRU = LSWBI6



*
W

L22=C

C
o
C SET UP TIMERK & EVERT COUNTERS.
c
' TO 20 UNIT=1.,5
.20 CALL TVYSET{)l, U,Lle3,1,1)
¢

C SET UP THE INTERRUPT GENERATORS AND ZERO OVERFLOYW
C CCUNTS IN CRSE THEFE®S TIMER & EVENT COUNTER OVERFLOW.
C

I0 30 UNIT=1,4

' I'VOVFULUNIT)=U
: TVOVFI{UNIT)=U
30 CALL IGSET(TVOVFL,UNIT)
' TVOVFU(5)=U
© TVOVFL(5)=0

C
C BLOCK INTERRUPTS GENERATED BY QUARDRA~COMPLRRATOR USED IV

C DEXP3.EXP
C
UNIT=1L

l CALL QCSET(0)
UNIT=2
CALL CCSET(U)
c
l'  FETURN
END




FILE NRME: DENDl.EXP
THIS IS THE -ANALYSIS ROUTINE FOR EXPERIMENT #1

e Eix e iy i)

SUBROUTINE DEND1

[ep]

IMPLICIT INTEGER(A-2Z)

INTEGER TVU(2),TV1(2),TVOVFU(S5),TVOVF1(5)

LOGICAL IGFLG

FEAL*8 DFTVU(5),LPTV1(5),TSUM, TBYTS(5),EEYFET(5),
1 MAX,AVGTIS(S5),AVGIIM

COMMON /CONFIG/NODE,JNIT :

{COMMON /TVCOF/TVOVFU(5),TVOVF1(5)

COMMON /PHMSYS/OUTUNI',IGFLG

TATR FAX/4294967296.TU0/

e ‘

WRITE(OUTUNT ,500) '
50U FORMAT(® ##& EXPERIMEND 4] RESULTS *&&¥/0 v /v ©,
1°TIME UNITS = MICROSECORNDS®)

¢

C REFD RESULTS, ADJUST FOR POSSIELE OVERFLOW, ANI

C CONVERT TIME TO MICROSECONDS

1SUM=U.DU

DO 5U5 UNIT=1,5

CALL TVREAD(1VU, TV1)

CALL DI2DF(TVU,DPTVU(UNIT),TV],DPTVL(UNIT))
EPTVU(UNIT)=IPTVU(UNIT) + TVCVFU(UNIT)*MFX
DPTVI(UNIT)=DPTVL(UNIT) % TVOVFI(UNIT)I*MAX
IPTVU(UNIT)=IPTVU(UNIT) /lU.TU

TSUM=TSUM ¢ DPTVU(UNIT)

' NRITE(OUTUNT, 520) TSUY
520 - FORMATI(® *,/" *,°TOTAL TIME SPENT IN BLL MRJOR STRTES = ',D17.10)

I0 53U UNIT=1,5

TBYTS(UNIT)=DPTVU(UNIT) / TSUM * 1lUU.DU
EBYFET(UNIT)=DPTVL(URIT) / DFTV1(1l) # luL.DU

RVGTIS(UNIT)=U.DU

530 'TF (CFTV1(UNIT).NE.U.DU) RAVGTIS(UNIT)=DPTVU(UNIT) / DPTVI(UNIT)

. VRITE(OUTUNTn54U)

54u FORMAT(® *,/* *,1L3X,°FETCH', 5X.'SOURCE“,SX,'DFSTIVRTIOV',5X,

' 1 "EXECUTE®, X, ° SERVICE®)

HRITE(OUTUNT,SQé) DPTVU,DPTV1 ,AVGTIS, TBYTS,:BV ET

544 FORMAI(® *,/°% °, "TOTAL TIHE“ /' °*, "IN STPTE: *,4(D11.4.1X),D1ll.4,
v //° # OF TI[‘IES"./'z ENTERED: ',4(011.4,1X),Dll.4,//' RVERAGE TIHME®,
1 /® IN STATE: *,4(D11.4,1X),D1l.4.//" % TINE®,/" IN STRTE: °*,
1 4(pll.4, lX),Dll 4,//° % OF INQTRUCTION?°,/“ THAT ENTER®,

1 /° STATE: ,4(Dll 4,1X),Dll.4)

COFPUTE RVEKFAGE INSTRUCTION TIHME

1M

FVGIIN¥=TSUM / DPIVI(1}
_ HRITE(OUTUNT, 546) AVGITHM
£46 FORKRT(® ®,/*® RVERAGE INSTRUCTICN TIME = °*,/° (TOTRL®,
_ 1 * TIME IN ALL STATES) / (# OF FETUHES) = *,Dll.4)
C PRINT CVERFLOW COUMNTS.
C
: ¥RITE(OUTUNT RSU) '
550 FORMART(F /u ,*OVERXFLOA COUNTS FOR LIH"R ¢ EVENT COUNTERS®,
17 °,3X,'UKIT ¢3X, "BUFFER®, 3%, COUNT*)
DO 552 UNIT=1,5

K82 LCTTECOATNTUNT KA Y JIMIT PUAYSO/IITTY MINTH . PUAVTY LTI TR N
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554
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[gp]
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FORHRT" ec@ﬁ,lZg?Xp'U";lXaIS:/' ',4X,I2.7X,°100L63
IF (IGFLG) CALL IGRES{1,2.3,4)

RETURN
‘END
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Expeximent §§2

O G% @3 Ot G TV L S B Be B U e

The UNIBUS activity on Machine §#2 is monitored. Ac-

tually, the same experiment is performed twice, with four
different UNIBUS control signals monitored ecach time. The
selection of signals is made using the programmable switch

matrices.

The UNIBUS signals nonitored, and the observations that

can be obtained are:

1)

2)

3)

4)

MSyYN: tells how fast the UNIBUS is operating. The
result can be compared with the claimed maximum oOf
1.6x10%*%6 word transfcrs per second,

BBSyY: indicates that the UNIBUS is busy.

NPR: indicates the amount of cycle stealing performed
by the disc.

SACK: piovides a lower bound on the time to wait
before receiving control of the UNIBUS, -

DATI ,DATI®,DATO,DATOB: indicate the type of transfers
between the UNIBUS master and its slave, Typically, the
processox is bus master, and is fetching instructions
from memoxry, the slave, Data transfers in and out are
with respect to the master. ‘

- 16D -
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HEASUREMENT OF MACR) COWMPILER ON HMACHINE &2

S CE N Ch Chem M MDD (O S S GO Er G K> G 6D B S

o mn am teCn v Cn e M sk €2 EN M B4 KA AN R

AAX EXPERIMERT #2 RESULTS ##%

METHOD # 1

TIME JNITS = MICROSZICONDS

TOTAL EXPERIMENT TIYE U.31332878706D USB
SIGNAL: MSYN BB3Y NPR
TOTAL TIME .
ASSERTEL: U.9994D L7 ©.3129D 08 U.8160T
# OF TIVES .

HSSERYTED: U.1849D 08  0.1164D U6  0.5579D
ARVERRGE TINE

RSSERTEL: U.54U5D GO 0.2689D U3 U. 14631
% TIME

ASSERTED: U.3190UD U2  0.9987D 02  0.2604D
# OF TINMES

ASSERTEL PER

MICRO~

SECCND: U.5901D (U  U.37L4D-U2  U.1780L-

- 17D -
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U.2693D 05
0.5818D U5
G.4640D 0O

0.8615D-0).

U.1857D~02



MEARSUREYENT CF MACRC COMPILER ON MACHINE #2
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METHOEL # 2

SIGNRL: DRTI

TOTEL TIME
RSSERTED: 0.2652D U8

# OF -TIMES
ASSERTEI: U.1820D L7

RVEFRGE TIME
ASSERTED: U.1381D 02

% TIME
RSSERTEL: U.8612D .12

# OF TIPMES

ASSERTED PER

NICFO-

SECOND:  U.6234D-)1

TOTPL E¥FERIVENT TIFE =

*%% EXPERIMENT #2 RESULTS #44

TIME UNIITS = MICROSECONIS

0U.307934511uD 08

DATIP
U.2752D U7
U.1870D U7
U.1472D Ul

U.8S39D Ul

U.6374D-01

TDRTO
U.13720 07
U.1041T 07
U.1318D Ul

U.445¢€r 01

1.3382D-01

- 18D -
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0.2088D U6
U.2274D'06
G.918LD DO

U.6778D LY
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FILE NAME: DEXP2.EXP
PUFPOSE OF EXPERIMEINT #2: .

~T0 MCNITOR UNIBUS RCTIVITY CN R PDPll/20.

THE EXFERIMENT WILI BE RUN TWICE.

FORE METHOD=1l, THE SIGNALS 70 BE MONITORED ARE:
SYN, BBSY, NPR. SACK

FOR METHOD=2, THE SIGNALS TO BE MONITORED RRE:
LATI, DATIP, DRTO, DRTOB

THE DATA TRENSFER SIGNALS ARE CBTAINED BY LECOTING THE

COMTROL SIGWNALS Cu,Cl.

SUBROUTINE DEXP2

EXTERNAL TVOVFL
‘IMPLICIT INTEGER(R-~Z)
INTEGER TVOVFU(S) ,TVOVFL(5)
COMMON /CONFIG/NODE,UNIT

- cCoMMON /TVCOW/TVOVFU(S) 1VDVFl(5)
CCMMON /FHMCCM/METHOL

SET UP TIMER & EVENT COUNTERS, AND RLSO

I0 2C UNIT=1,4

CALL TVSET(l,U,1,3.1,1)
{(ALL IGSET(TVOVFL,UNIT)
TVOVFU(UNIT)=U
TVOVFI{UNIT)=U

UNIT=5 .
CRLL TVSET(lWU:lpB:l'l)
TYOVFU(5)=U

TVOVE1(51)=U

WRITE(G6, 31)

FORMAT (® METYHOD?*,/%" ')

FERD{(6,32) METHOL

FORMART (I1) :
IF (METHOD.GT.2 .OR. METHOD.LT.1) GO TG

SWITCH MARTRIX LINES.

TS YN=2

FBSY=5

NPR=2

:ERCK=3

DATI=6

IATIF=3

DATO=t

LRTOE

RTIVEST - 190 -

SET UP INTERRUFT GENERARTOR FOR POS:SIBLE OVERFLCW.

U



C TIMER & EVENT COUNTERS ~ BYFFER U AND BUFFER ).

ey

(N Y

0u

(e QM a

‘O Mmafea

C
10uU

1V1BU=U
TV1IBl=1
TV2BU=2
TV2Bl=3
TV3BU=U
TV3Bl=l
TV4BU=2
TV4Bl=3
TV5BU=6

SET UP SWITCH MARTRICES AND LOGIC "UNITS FOR
APPROPRIATE METHOD.

UNIT=1

CALL SWBTLIS

CALL SABCON(RTIME,TV5BU)
UINIT=2

CALL SW8DIS

IF (METHOD.EQ.2) GO I'0 200

LOGIC UNIT #1 = C = BBSY = 1Sd481I5

Ll:=C

UNIT=1

CALL SW8CON(FSYN,TV1RU,MSYN,TV1B1,BBSY.TV2BU,EBSY,TV2B1)
UNIT=2

(RLL SWBCON(KPR, TV3BU,NPR, TV3B1, SACK,TV4AEU,SACK, TV4B1)
GO TO lUUU

CONTINUE
LOGIC 'UNIT #2 = D = DRII = 2SWBIG

12:=~D

LNIT=1
CALL SWBCON(DARTI,TV1BU, DATI TViBl,DATIP,TV2BU, DRTIP TV2Bl)
LNIT=2
CALL SWBCON(DATO,TV3BU,DRTO,TV3B),DARTOB,TVABU,DRTOB, TV4Bl)

BLOCK OFF INTERRUPTS GENERATED BY QUADRA-~COMPATRAIOR FROM
DEXP3. EXP

LRIT=]
CALL QCSETIW)
LNIT=2
CARLL QCSET(U)

RETURN
END

- 20D -




FILY NARME: DEND2.EXP
SUBRCUTINE DEND2

« mc

‘TMPLICIT INTEGER(A-2)
INTEGER TVU(2),TV1(2}),TVOVFU(5),TVOVF1(5)
JOGICAL IGFLC
REARL*8 DPTVU(5),DPTVL(5),MAX, PTSA(4) ,RAVGTSA(4),
l SIGSUM,SIGFVG, PORS,SIGNRL(8),NORSPN(4)
COMMON /CONFIG/NODE,UNIT
COMMON /TVCOV/TVOVFU(S), TVOVFL(5)
2O0MMON /PHMSYS/OUTUNT ,IGFLG
COMMON /PHMNCCHM/METHOL
DATR R%/4294967296.D0/ .
EATR SIGNAL/ *MSYN®,°PBSY®,*NPR®, *SRCK',"IRTI®,"DATIP",
1 °DATO®, °DATOB®/
C
ARITE( OUTUNT, 300) METHOD ‘ S
300 FORMAT(® ##* EXPERIMENT #2 RESULTS ###%, /% ', 10X, METHOD # °,
1 Il,//% TIMZ UNITS = MICROSECONDS") ’
C .
C REARD TIMER & EVENT COUNTERS3'. ADJUST FOR POSSIBLE OVERFLOW,
C ANI COXNVERT TIFES 10 MICROSECONDS.

c
I0 364 UNIT=1,5
CALL TVREAD(IVU,TV1)
CALL LI2DF(TVU,DFTVU(UNIT),TV1,DPTVI(UNIT))
DPTVU(UNIT)=DPTVU(UNIT) + TVOVFU(UNIT)AMAX
TPTVLI(UNIT)="TPTVI(UNIT) + TVCVFL(UNIT)*MPX
304 DPTVU(UNIT}=DPTVU(UNIT) / 1lU.DU
C

TRITE(OUTUNT, 3U6) DPTVU(5)
3U6 FORMAT(® °,/% TOTAL EXPERIMENT TIME = °,I17.10)
IF (METHOD.E3.2) GO I'0 320

c

C METHOD #1.

£ :

' JRYITE( OUTUNT, 311)

311 FORMAT{® *,/* ', 'SIGNARL:"*,6X,"NSYN®,9%, " EBSY"®,10X, NPR",9X,SACK®)
: 50 TO 322

C

C METHOD #2.

C

320 JRITE(OUTUNT, 321) -

321 FORMAT(® *,/° ', "SIGNAL:",6X,°DRTII",9X, LRTIP®,9X,*DRTO",8X,

1 *DATOB®)
C

- C.COMPUTE AVERARGE TIME SIGNARL RSSERTED (RAVGTSR)},

C PERCENT TIVE SIGNRL ASSERTED (FTSA), RNC

C NUMBER JF ASSERTIONS PER MICROSECONL (NORSPM)I.

¢

322 DO 328 UIIT=i.4
FYGTSR(UNIT)=U.DU
IF (DPTVL(UNLT) .NE. U.DU)
1 RVGISR(UNITY=DFTVU(UNIT) / DPTVI(URIT)
NORSPY(URIT)=DPTVI(UNIT) / DPTIVU(D)

328 FISACUNIT)=CFTVU(UNIT) / DPTVU(S) * 1GU.TU
ARITE(QUTUNT, 329) DPIVU(L),DPIVU(2),DPTVU(3),DPTVI(4),
1 DPTVl(l),F?TVl(2),FPTVl(3),DPTV1(4),RVTTSP,PTSR,NDRSPM

329 . FORMAT(® *, /' TOTAL TIME®,/' ASSERTED: ', 3(D1ll.4,2X).Dll.4,
1 //% & CF TIFES®,/" ASSERTEIL: ’,J(Dll.4 26),L11.4,
<L /7% RVERAGE TIME®,/® QSSEDTFD" 3€Dll.ﬂ,2K) nl.4,
Y //° % TIME',/° RSSERTEL: *,3(Dll. 4,2?),Dll.4,
V4% AT ATMEQY /F 33mRP RN PERY /T MTIRALT /P ARfAYNe - 0

- 21D -
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1 3(511.4,2%),D11.4)

INTERRUPTIS IFT NECESSARY.

JF (IGFLGY CFLL IGRES(1,2,3,4)

ARITE(OUTUNT, 1010

FORMART(® *,/° OVERFLOW COUNTS FOR TIMER & EVENT COUNTERS®,

L /7% ".3K,°UNIT®, 3X,®BUFFER®, 2X,"COUNT")

[0 1012 UNIT=1,5

FRITE( QUTUNT, 1014) UNII,TVOVFU(UNIT),UNIT, TVOVFI{UNIT)
FORMAT(’ v,I‘E,?XauU"pIGc/' 9;16&7){:01',1’6) .

" RETURN

END

- 22D -



Experiment $3
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A simple communication mechanism is set up between the
two machines, and monitoring of the communication is done at
onc end. Onc line messages arc typed in at the keyboard of a
machine,; and sent across the communication link to the other
machine. If no message is being typed in at the destina-
tion, the message received. 1is printed at the keyboard.
Othexwise, the message is put in a queue., Some of the
measurements done are: '

1) # of characters sent/received,

2) # of messages sent/received.

3) interarfival time of messages.

4) time taken to send and receive messages,

These are some of the typical attributes of a computer
network which the monitor might measure. Note that some of
these measurements require the monitor to generate an inter-
rupt each time a certain instruction is executed in the ob~
ject system. bor example, the instruction might be the first
one in the sequence that puts a message onto a queue, The
use of the interrupt generator in this manner is a ‘'brute
force' technique, which will be replaced when the time stamp
and character detector are installed.

- 23D -
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MEASUREMENT OF R SIMPLE COMMUNICRTION SYSTEHN.

TIME CONSTRARINTS IMPLIED THAY' THERE WAS NOT ENJUGH TIHE
AVPILRELE T0 GET EDPERIMENT #3 RUNNING IN TIME FOR THE
DEMONSTRARTION. THE DATR BELOWN #RS GENERATED TO ILLUSTRATE
THE TYFE OF RESULTS THAT WILL BE OBTRINARBLE.

- THUS, IHE NUMBERS THEMSELVIS MRRE MEANINGLESS IN THI.5 (QPY.

ONLY A SINGLE MACHINE IN TFE TWO-CCMPUTER COMMUNICARTION SYSTEN
IS MONITORED.

#4x EXPERIMENT #3 RESULTS #&x
TIM: UNLIS = MICROSECONDS

TOTAL EXPERIMENT TIME: U.553298893uD UB
IDLE TIFE: (.5527SE1500UD US

STRTISTICS (N MESSARGES RECEIVED.

s wE O Em e T e e e R P e CE K3 Em R K T e Eh ke e € TS G G me G @

MESSAGE TIME OF TIME OF TRANSMISSION TIME IN # OF

- NUMEER FIRST LAST TIME ‘QUEUE CHARACTERS

CHARACTER CHARACIER
1 U.7563D U7 U.ll30L U8 U.3736D U7 :L.3855D 47 U.uco0D Q0
2 U.18U5D U8 U.2326D U8 U.52U6D U7 U.4212D U7 U.ULULOOD 0O

MINI MUM MAX INMUY RVERAGE

CHARACTERS

. PER MESESRGE: G.UULUD LU U.UULUD LU u.ouuur vU

TRANSMISSION

TINE = U.3736D U7 U.5206D U7  U.4471D U7
TINE IN ‘
QUELE s U.1515D U8  U.2747D U8  U.2131I UB
TIMF BETWEER
MESS RGES : B.1730D U9  U.173UD US  B.173UD U9
TOTRL # OF MESSAGES: 2
TGTPL # OF CERRACTEFS: g

- 24D -
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STATISTICS ON NMESSAGES S'ENI

e O E O En e e K S e e Cm G e S (T e e W B e e G

HESCPGL TIME OF TIHE OT TRRNSPISSIOV TIME IN
NUMBER FIRST LAST TLNE QUEUE
CHREKRCTER CHARACIER
1 U.3085D U7 U.3395D U7 U.3U99D ub U.0UU0D 08
Z U.3741D U7 U.4070T U7 U.3298D U6 L.000UD UU
3 U.4364D 08 U.4666D U8B U.3020D 07 U.0UUOD DU
4 U.4584D U8B U.ubUUL LU -U.4984D U8 «L.0uutd 00
MINIMUN MAXIMUN AVERRCE

CHRIACT[RQ

PER MESSRGE: g.uluUD LU U, BUUOD LU v.0u0ud 0O

- TRANSMISSION

TIME: -U.49€4D U8B Ue3L20D U7 <~U.1155T 08

TIME IN

QUEUE: p.u0LOD UU U, ubUUD 0U U.0000D. 00

TIJE BETHEEN :

MESSRGES: U.3432D (8 U.4548D U9 U.3073I 09

TOTFL # OF FESSRGES
TOTRL # OF CﬁARRCTb?S’

[ongrt -}

- 25D -
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0.UUO0OD 00
b.UU00D 00
0.3300D 00
U.ULOOD 00
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FILE NAME:z DEXP3.EXE
‘SUBROUTINE DEXP3
PUFPOSE OF EXPERIMENT #3s

~-T0 FONITOR F SIFPLE COMMUNICRTION SYSTEF INVOLVING

T#0 PDPL1/2u*S AND A COMMUNICATION LINK BETWEEN THEY.
ONLY ONE ENI (MACHINE #1) OF THE SYSTEM IS HMONITORED.
ONE LINE MESSAGES ARE SENT BETWEEN THE TWO MACHINES, AND
ARE QUEUED FT THE DESTINATICN UNTIL THEY CRN BE PRINTED.

~ATTRIBRUTES FERSURED INCLUDE:
# OF CHRRACTERS RECEIVED
# OF CHARRCTERS SENT
# OF MESSAGES RECEIVED
# OF MESSRGES SENT
# OF CHARACTERS PER MESSAGE
INTEFARRIVAL TIME OF MESSRGES
INTERDEPRRTURE TIME OF MESSRGES
TIME MESSAGE SPENDS IN QUEUE
RMOUNT OF TI'IME SYSTEM IS IDLE

TIMER AND EVENT USAGE IS:
TV1BO ~ # OF CHARAC?ERS IN A HSG RECEIVETL
IVIBl ~ SENT
TV5BU - REAL TIME
TV5Bl1 -~ AMOUNT OF I'TME SYSTEM IS IDLE

THE RANS ES OF QUADRA~COMPRRATOR #1 RRE SET TO:
L 1°ST CHRFACTER OF HESSHG[ RPRIVES OR

LAST - "

1 - 1°ST CHRFRCTER OF MESSAGE IS SENT OR
LR ST [£4 . " 1]

2 - KESSRGE TRKEN OFF QUEUE

3 - IDLE LooOP

WHEN ANY OF THE FIRST THREE RDDRESSES RRE REFERENCED, AN
INTERRLPT IS GENERFTED. SOFTWAKE IS THEN USED TO READ RND
SAVE THE APPROPRIRTE DATA. FOX RANGES U AND 1, THI! JILRST
RDIRESS IS KREPLACEI BY THE SECCND FDDRESS. BY IYNRMICALLY
CHANGING THE QUADRA-~COMPARARTOR RANGES IN THIS ¥WRY, IT IS
POSSIBIE TC MERSURE TIME INTERVALS.

EXTERNAL MSGOUT,MSGIN,MSGOFQ, TVOVFL

IMPLICIT INTEGER(R-Z)

INTEGER TVOVFU(5),TVIOVF1(5)

I0GICAL MIFLPG,MCFLAC

RERL*S MISTRT(ZUeZ),WIE{D(ZU 2),MOSTRT(20,2), ﬁOTND(ZU 2),
1 MOEC(2G,2),CIN(20),COUT(20)

COMMCN /CONFIG/NODE, LNIT
ZOMMON /TVCOMT/TVOVFU{S),IVOVFL(5)

(OMMCN /ILEMCCM/MISTRT(20,2),FIENT(2U0,2), PINUH.MOSlRT(ZU 2),

L MOENDI(2U, 2),WOVUW.10FQ(2U 2), MONUM, HIFLRG MOFLAG,
1 CIN(20),CCLT(20)

DRATA dASK/01}7777/ IDLELO /007 UU52/, IDLEHI /00701147,
1 SONMILO/OUTLE30/,SCFIHI/OUTLS34/,

L SOMOLO/OU7U316/,50M0HI/0070322/

- 26D ~
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CALL IGSET(MEGIN,1)
- CALL IGSET{(MSGOUT,2)
CALL IGSET(MESGOFQ,3)

PREPARE FOR POSSIBLE OVERFLOW

LNIT=4

CALL IGSET(TVOVFL,4)
TVOVFU(5 )=U
TVOVF1(5)=0

SHITCH MATRIX LINES .

CHRIN=6
CHROUT=5
RTIME=T
LTINE=4
TV1iBU=U
"TV1B1l=1
TY5BU=6
1V5B1=7

SET UP SWITCH MRTRIX

INIT=1

CALL SHBDIS

(RLL SWBCON(CHRIN,TV1BU,CHROLT,TV1Bl,RTIVE,TVS5BU,
1 CTIME,TVS5BL)

SET UP LOGIC UNITS TO GET SIGNAL FOR CHRRRCTERS oY
COVMUNICATICN ITINK (BOTH DIRECTIONS)
LOGIC 'LNIT #l = D = REQUEST B(¥RCHINE $#1) = CHROUT
Jle=D
LOGIC 'LNIT #2 = E = REQUEST B(FACHINE #2) = CHFIN
12:=E
SET UP TIMEER & EVENT COUNTERS
INIT=1
CALL TVSET(U,U,U;3,1,1)
UNIT=5

CALL TVSET(l,1,1,3,1,1)
SET UP QUADRA-~COMPARRTOR RANGES FOR MRCHINE #l.

UNIT=1
CALL (CCSET(MFSK, U, SOFTLO SOMIHI,l,SOMOLO,SOMOHI,
! 2,4M0FQLO,MOFQHI,3,IDLELO,IDLEHI)

INITIALIZE COUNTERS AND FLRGS

MINUM=U
FONUFK=U
MQNUM=U
FIFLRC=., TRUE.
MOFLAG=.TRUE.

RETURN
END
- 27D -
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c
c FILE NARME: DEND3.EXP
c
.SUBR'CUTINE DEND3
c
‘IMPLICIT INTEGER(A~Z)
c :
‘INTEGER TVOVIU(5),TVOVF1(5),SARVEU(2),SAVEL(2)
REAL*8 MISTRT(2U, 2),MIEND(2U, Z)gHOSIRT(ZU 2),MOEND(20 2).
1 MOFQ(2U,2) CIN(ZU),COUJ(ZU! ITIME,RTIME
REALAS TIIHE.TIHINQ(3),CHPMSG(J),TRTIH(3),TIHBW(3),
'} TBVSUM,TIQSUM, IRTSUM, HRX,LENGTH,TB¥, CPISUNM,TIMONQ
"LOGICAL MIFLAG,MOFLRG,FLAG, IGFLG
COMMCN /LEMCCH/MISTRI(20,2), ¥IEND(2U,2), FINUN,MOSTRT(20U,2),
L MOEND(2U,2),MONUM,¥O0F2(2U,2), MONUMY, MIFLAG,HOFLAG,
1 CIN(20),COLT(20)
C
COMMON /CONFIG/NODE,UNIT
COMMON /PHMSYS/OUTUNIY, IGFLG
COMMCN /TVCOE/TVOVFU(5),TVOVEL(S)
c
TRTR MAX/4294967296.TU/,LENGIH/6UU.D6/,FILAG/.FALSE./
c
WRITE(OUTUNT,30U0)
3u0 FORMRT(' #AA EXPERINENT #3 RESULTS A&hf0, g% ¢,
- 1/ ¥ TIME UNITS = MICROSECONLS®) '
C

¢ CONVERT TIMES INTO MICROSECONDS, TEKING INTO ACCOUNT
C POSSIBLE OVERFLOW.
c
UNIT=5
CALL TVREAD{SRVEU,SRVEl)
CALL DI2DF(SAVEU; RTIME,SAVEl, ITIME)
JATIME= CITIME 4 TVOVFI(S5)*MAX) / 1U.TU
RTIME= (RTIME + TVOVFU(S5)*MAX) / 1lU.DU
' WRITE(OUTUNT,3U6) RTIME,ITINME
306 FORMAT(® °,/% TOTAL EXPERIMENT TIME: ‘,Dl7.1U,
1 /' IDLE TIFE: °*,D1l7.10)

C
IF (MQNUM.EQ.U) GO TC 4uU
DI 31U I=1,M)NUM
31U FOFQ(I,1 )= ( FOFQ(I,1) + MOFC(I,2)*HAX) / 1U.TU
C .
c
C INITIALIZE VARIABLES
C
400 CPMSUM=U
TRTSUM=U.DU
TIgSut=U.DU
IBKSUM=U.DU
' CPMSUM=U
C
C INITIALIZE MINCL) AND MAX(2)
- C
CYPHMSG(L1) =1uU
CHPMSG(2)=U
TRIIM(1)=LENGTH
TRTIM(2)=U.DL
TIMIND (L) =LENCGTH
TIMINC(2)=U.'TU
TIMBM(1)=LENSTH
PIMBY(2)=U0.CL :
. T3M=U.DU i
C ' .- 28D -
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IF (FLAG) WRITE(OUTURNT,402)

401 FORMAT(® *,///% ".8X,*STATISTICS ON MESSY{GES RECEIVED®
1V oo/® P 8X,31(%=-",/° %)

402 FORMAT(® °,///° ".8%X,"STATISTICS ON MESSAGES SENTF
1'/9 ',8X,27(t"")|/° ') .
IF (MINUM.NE.U) 50 TO 42u
WRITE(OUTUNT:,416)

£16 FORMAT(® ',/ H OF MESSAGES = U*®)
‘€0 TC 70U

C

C .

42U ARITE( QUTUNT, 421)

421 FORMAT(® *,"WESSAGE',1X, *TIMNE OF°,6X,*TIFE OF",6X, "TRANSHISSION®,
1 1X,“*TIME IN',6X,°# OF%,/° " ,°®NUMBER®*,2X,‘FIRST®,8%,*LRST",9X%,
1 *TIFE®",9X, *QUEUE",8X, CHARRACTERS",/* °*,8X, * CHARACTEE", 4X,
L *CHRRACTER")
I0 500 I=1,rINUM

CONVERT TINES I0 MICROSECONDS

(o Wes N ep [ W

YISTRI(I,1) = ( MISTRT(I,l) + MISTRT(I,2)*MRX) / 1lU.DU
VMIEND(ILL) = ( MIEND(I.L) + MIEND(I,2)*M\X) / 1U0.DU
VOSTRI(I,1) = { MOSTRT(I,l) + MOSTRT(I,2)*MAX) / lu.Du
MOEND{I,1) = ( MOEND(I,1l) + MOEND(I,2)*HAX) / lU.DU

C A
TTIME=MIEND(I,L)~MISTRT(I,L).
C
I'IHONQ=MOFQ(I, 1) ~ MIEND(I,1)
IF (FLAG) TIFCNQ=0.DU
C .
WRITE(OUTUNT,425) I,FISTRT(I,1),MIENT(I,1), TTIME,TIMONQ,CIN(I)
425 FORMAT(* *,I4,3X,4(D11.4,2X),Dl1.4)
c .
C CALCUIATE MINIMUYS
s
- IF (CIN(I).LT.CHPMSG(1)) CHPYSG(L)=CIN(I)
TF (TTIME.LT JTRTIM(1)) TRTIM(1)=TTIME
IF (MOFQ{I,1).LT.TIMIND(1)) T IMINQ(1)=MOFQ(L,1)
1BM= (., DU
IF (MINUM.EQ.l .OR. I.EQ.MINYM) GO TO 43u
TBM=FISTRT(I+1,1)=MISTRT(I, 1)
IF (T3M.LT.TIMBX(1)) TIMBM(1)=TBY
C
C CALCULATE MAXIMUMS
C .
430 IF (CIN(I).GM.CHPMSG{2)) CHPHSG(2)=CIN(I)
- TF (TTIME.GT.TRTIM(2)) TRTINM(2)=TTINE
IF (MOFQ(I,1).GT.TIMINI(2)) T IMINQ(2)=MOFQ(I,1)
TF (TBM.GT.TIMBM(2)) TINEM(2)=TBH
c :
C CAICULFTE SUMS, FOF USE IN AVERAGES LATER
¢ |
444 CPMSUY=CEMSUF+CIN(I)
TRTSUM=TRTSUM+TTI ME
TIQSUM=TIQSUN+TIFONQ
. T3MSUY=T3 HSU+T B
c .
C
50U CONTINUE
C
¢ CALCULATE AVERAGES - 29D -
C | |
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=80

590
C

C
6UU
6U1

C

"

»

06U
C

c

c
c

€02 -

750

1yuU

LOLrfiawvy 27 =L rr1av1y 'l'l)."\"U.'l
TIRTIF(3)=TRTSUM / MINUH
PININQ(3)=TIQOSUNM / MLINUYN
IF ( SNOT.FLRG) GO TO 58U

TIMINQ{1)=U.DU
TIMINQG(2)=0,'TU
T'THINQ(3)=U.DU

IF (MINUM.GT.1) "GO TO 590

TIMBYM(1)=0.DU
JIMBM(2)=0.TL
TIMBM(3)=0.DU
GO TC 6UU

I'INMBM(3)=TBMSUM / (HWINUM-1)

C PRINT 92UT MAX,MIN, AND RVG

ARITE(OUTUNT, 6U1)

FORWMRT(///% *,16X,° MINIMUM®,6X, "MAXINUN®,6X, *AVERRGE®,
}. /. "lEXpB ““““““ ",5)('," ““““““ E'SXpE “““““ “,

ARITE(QUTUNT, 602) CHPMSG,TRTIM, TIMINQ,TINBHN

FORMRTI(® CHRFACTERS®,/' FER MESSRGE:",2X,2(D11.4,2%X),Dll.4,
1 //° TRANSMISSION®,/® TIME:®,9X,2(D11.4,2X),Dl1l.4,

‘1 //° TIME IN*,/° QUEUE:*®,8%,2(D}1.4,2X),D11.4,//

1 * I'IME BETWEEN®,/°®

MESS AGES:" ¢ 5X,2{(D11. 4,2X),D11.4)

ARITE( OUTUNT, 6U3) MINUY¥,CPMSUM

‘FORMAT(® °*,/® TOTRL # OF MESSAGES: °*,2X,I5,
1 /° TOTAL # OF CHARACTERS: °,D1ll.4) :

IF (‘FLRG) GO TO 1lUUuU

I0 750 I=1,MCNUM
MISTRT(I, 1)=M0STRT(I

FISTRT(I,2)=FOSTRTI(L

MIEND( I ,1)=MDEND(I,1

FIENED(I, 2)=MCEND(I,2)

MOFQ(I,1)=0.DU
JFOFQ(I,2)=U.TU
CIN(IN=C0OUTI{I)
JINUF=MONUHM
FLAG=.TRUE.

GO TC 400U

C COFY "VFSG QUT® DATF TO *MSG IN® ARRRAYS FOR PROCESSING

1)
2)

JJF (IGFLG) CFLL IGRESI(1,2,3.4)

FETURN
END

- 300 -



C

c FILE NAMNE: MSGIN.EXP

C.
£SUBROUTINE VSGIN

c

C MSGIN IS ENTERED WHEN K MESSAGE IS JUST STRRTING TO BE

C RECEIVED, OR AFTER THE ENTIRE “MESSAGE HAS BEEN RECEIVED.

C _

- IMPLICIT INTEGER(A-Z)

"INTEGER SAVE(2),TIVOVFU(5),TVCOVFL(5)
LOGICAL MIFLRG,MOFLAG .
FEAL*8 MISTRI(2U,2),FIENT(20,2),MOSTRT(2L,2),MO0END(20,2),M0FQ(20,2),
1 CIN(2U),COUT(20)

¢ :
COMMON /DEMCOM/ WISTRT(20,.2), MIEND(2U, 2),MIWUﬁo
1 MOSTRT (20, 2) ,MMCEND(2U, 2}, MCNUM HOFQ(ZU 2),MONUNMIFLAG, MOFLRG,
1 CIN(2U), CDUT(ZU) _

C
coMMON /CUONFIG/NODE,JNIT
COMMCN /IVCOF/TVOVFU(5),TVOVF1(5)

c .
TRTR SOMILO/'CUTUS53U/ SOFKIHI/OUTUS534/, ECHILO/O0T7051U/,
1 EOMIHI/OUT7US14/

C

C READ CJRRENT TIME

C
PRUSE U
LNIT=5%
CALL TVREDU(SRAVE)

C .

C MIFLAG=TRUE => START OF MESSAGE

c
IF (. NOT.MIFLAG) GO IO 50U

C :

C START OF MESSAGE RECEIVED.

C
MINUM=MINUM+L
CALL TLIZ2LF(SFVE,MISTRT(MINUM,1))
MISTRT(MINUM, 2)=TVOVFU(5)

C

C RESET JUADRA-COMPARRATOR RANGE FOR
C *END OF MSG IN® ADIRESS
¢ .
INIT=1
CALL QCSET(U, EOMILJ,EOMIHI)
FIFLAC=.FALSE.

C

: GO TO lou

C

C ENI OF MESSRGE RECEIVETL

¢

5U CALL TIZDF(SFVE,MIENT(HMIKNUM,1))
MIEND(MINUM,2)=TVOVFU(5)

¢

C RECORD # OF CHRRARCTER RECEIVED

¢ .
UNIT=1
CALL TVREDU(SAVE)
CALL DIZDF(SAVE,CIN{(MINIMM

C .

C CLEAR BUFFER

C - 310 -
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¢ "START OF KSG IN® IIDDRESS

e e e m P Ve e A e

C .
«CALL QCSET(U-,SOMNILO, SOHIHI)

C R - .
JIFLAG=,TRUE,

c

lou FETUKR
END

- 32D -




FILE NAME: MSGOUT.EXF
SUBROUTINE PEGOUT |

[ e

¢ HSGOUT IS ENTERED WHEN R MESSAGE IS JUST STARTING TC
C BE SENT FROM THE KEYBOARD, OR AFTER THE ENTIRE
¢ MESSRGE HAS BEEN SENT 90 THE DESTINATION
c :
CJIMPLICIT INTEGER(R-Z)
INTEGER SAVE(2),TVOVFU(S),TVOVFL(S)
L1O0GICAL MIFLFG,MOFLRG
REARLAS MISTRT(ZU 2) MYEND(20, 2),HOSTRT(ZU 2),MOEND(20,2), HOFQ(20,2),
1 CIN(20),COLT(20)

COMMCN /TEMC(M/ MISTRT(2U,2),MIEND{20,2) ,MINUW,HOSTRT(20C,2),
1 MOEND{20,2) ,MONUM,MOFQ(20,2),MANUM, HIFLAG,MOFLAG,
1 CIN(2U),COLT(2U)

(OMMCN /CONFIG/NCODE,UNIT
COMMON /TVCOM/TVOVFU(S5),TVOVF1(S)

DATAR SOMOLO/JU7U316/,5S0MOHI/0070322/,EOMOLO/0UTU434/,
1 EOMOHI/OUT7L440/

[ N Rp!

RERD CLRRENT TIME
FAUSE 1
UNIT=5
CALL TVREDU(SRVE)
MOFLAG=TRUE => STRKT OF MESSAGE 0OUT
JF (.NOT.HMOFLAG) GO 710 50

STRRT 'CF MESSACE 01T

PRl MAam

FONUK=MONUN-+1
CALL DI2DF(SAVE,MOSTRT(MONUM, 1))
POSTRT(MONUM ,2)=TVOVFU(S)

RESET CUADER-COMPARATOR FOK
fEND OF MSG OUT® ADDRESS

[ Xe e LE

JNIT=)
(ALL QCSET(1l ,EOMOLO,EOMOHI)
MOFLRG=.FRLSE.

GC TC 100
C .
C
54 ZALL DI2DF(SAVE,MOEND({MONUNM,1))
: JOENT (MONUM,2)=TVOVFU(5)
- C
C RECORD # OF CHARRCYERS SENT OUT
C

LRIT=1
CALL TVREDL{SAVE)
CRLL LIZ2ZLF(SIVE,COUT (MONUMY) |

¢
C CLERR EUFFER
c :
CALL TVSET(U-,0,1,3,0,1) - 33D -
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100
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CALL QCSET(1l,SOMOLO,3ONOHI)
MOFLAG=.TRUE,

‘FETUKN
END
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FILE NRME: MSGOFQ.EXF
'CUBRCUTINE KSGOF(Q

MSGOFQ IS ERTERED 'EACH TIME R MESSRGE AT THE DESTINARLION
HAS BEEN PRINTED AND THEN TAXEN OFF OF THE QUEUE

nnnﬂ nnn

IMPLICIT INTEGER(RA-Z)

JINTEGER SRVE(2),IVOVEU(S5), TVEVFL(S)

LOGICAL WIFLAG,.WOFLAG ’

FERL*8 MISTRT(20U,2),VIENT(2U, 2)=NOSTRT(20 2),B0END(20,2),
1L MOFQ(2u,2), LIN(ZU) cour (21)

ZOMMON /DEMCIM/MISTRI{20, 2)pMIEND(ZU 2) ,HINUM,MOSTRT(20,2),
1 MOEND(20,2 ), MONUN,FOFQ{2U, 2} MONUNM,MIFIRG,MOFLAG, CIN(ZL)'
1 COUT(20)

C : :
COMMON /CONFIG/NODE,UNII
COMMON /TIVCOF/TVOVFU(S5),TVOVFL(5)

RERD CUTRRERNT TIME

(g0 W N g

FAUSE 2

VOoJU>6

C(ALL TVREDU(SRVE)
MONUM=MQNUM+L

CALL DI2LF(SFVE,NMOFQ(MONUM,1))
MOFQ(MQNUM,2)=TVOVFU(5)

RETURN
‘END

...35[)...



S NN BS oS BN AN N -ll -

2

Experiment #4

Both machines are monitored simultaneously. A load
gencrator runs on each machine, causing the computer to
think that the communication link is a user terminal. Using
the monitor, we are able to construct a state vectorx:

<line busy, CpPU#2 busy, CrU#Ll busy>

The output is a table of the ecight possible states (0-7),
and the total time spent in each state. In addition, the
duration of the expcriment is used in determining the
percentage of real time spent in cach state. The uscr must
provide the address of the idle loop on each machine. A
machine is busy if it is executing outside of the idle loop.

" The system is defined to be doing useful computing if one or

both of the computers are busy. Thus, results are also given
for the percentage of compute time spent in each state.

Parameters controlling the rate at which. messages and
individual characters are transmitted may be varied. By per-
forming further measurements, we hope to determine the cor-
rectness of an analytic model of the two-computexr system.

.Note that the state vector table could be produced for

any program that happened to be running in the object
system. ‘ '
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STATE VECTOR MERSUREHENYTS OF LOAD GENERATOR OPERATING ON

TWO~CONMPUTER SYSTIEM

' é** EXPERIMENT #4 RESULTS ##A

THE FOLLCWING

TAELE INDICATES THE TIVE

SPENT

IN ERCH OF THE 8 POSSIBLE STIAI'ES’ INVOLVING :
2 CFU®S AND R COMHURICARTIONS LIKK BETWEEN THEM.

ALL TIMES IN MICROSECONDS
G.738712186LUUUGUUD US
.40 4950040000 UULD UB

TOTPL RERL TIME:

TOTRL CIMPUTE TIME:

STRIE VECTOR IS

CPU #2

STRTE
VECTOR

STATE

Ly
uul
ulu
ull
10U
1ul
1lu
111

SN U s W e

CPU #1 EUSY:
CPU #2 BUSY:
LINE BUSY:

Bl G S DA NN SN SN BN NN N MW | ea . -

TIME
N STRTE

‘L. 3365186670T
J.lU467241UUD
10.211263€810T
U.848773330UD
{L.uyubuutoulr
b.GuububdouUUD
L.1858uu0uUUL
U.1l720u00000D

TOTFL TIME

U.1£E855152304D U@
U.2961446520D U8
U.3E57800UULLD U3 -

<LINE BUSY,CPU #2 BUSY,C°U Hl BYSY>
CFU #1 = MATH PDFL1/20
= ENGINEERING PDPL1/2U

TIME/
RERL TIME

U.4585D L2
U.141%D D2
U.286UD L2
U.1149D u2
U.ugbuUD tu
Uu.BuouUD UO
U.2515D~L3
U.2328D-U3

TIME/
RERL TIHNE
U.2566D U2 %
U.400U9D U2 %
U.4844D-~-U3 &

- 37D -
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- TIMNE/S
COHPUTE

0.8403D
D.2614D
0.5275D
0.2119D
0.u000D 00
U.00U0DD U0
0.4639D-G3
U.4295D-03

€2
02
02
02

TIWVE/
COHPUTE TIHME
0.4733D 02
0.7394D U2
0.8934D-03

P 8 NP

TINE

2 o &P o P o o\ o



THE FOLLOWING MEASUFEMENTS ILLUSTRRTE THE TWG-CCMPUTER SYSTEMN
AITH4 3074 MACHINES LN THE IDLE STATE AND NJ TRANSMISSION ON THE
COMMUNICATI'CNS LINK. : '

AAACEUFERIVENT #4 FESULIS A AR

"THE FOLLCWING TRSLE INDICATES THE TIME SPENT
IN SalE OF THE B POSSIBLE STATES INVOLVING
2 CIU'S AND R COMMUMCATIONS LINK BETWEEN THEY.

ALL TIMES IN MICROSZICONDS
TOTFL RitAL TIME & 0.202531500000000UD 07
TOTAL COMPUTT TIME: U.727930000U0O0LOOOUD U4
STRIE VECICE IS

<LINE 3U3SY,CPU #2 BUSY,C>J #1 BysSyY>

CFU #1 = YRTF PLIll/20

2Py H2 = ENGINEERING PDP11l/2U

STRIE STATE TIME - TIME/ TIWE/
VECTOR 'IN SIATE KREAL TIME COMPUTE TIME
L tLu 2005261100 U7 U.9901lD (2 % U.2755P (5 3
1 uyl J.375830u0U0U00D 04 U.1861D UG % 051778 02 %
z clu t.3511400600UT U4 U.1734D LU % U.4824D 02 %
3 ull J.3600000ULUD UL U.1778D~03 % 0.4946D-D1 %
4 1LU ‘Lt.oguuguuur vl U.GUUUD LU % U.uuu0D U0 %
5 1ol J.ubboubusLOUD LU U.ubuto U % 0.0U00D 0O 3%
G 1iu t.gtubououuor vu v.ouoour L0 % b.ubuud GO =
7 111 JJ.buuouuvuuuDp U U.uBUUD LU % v.oubUD U0 %
TOTFL TIME TIME/ TIME/
REAL TIME COMPUTE TIME
CPU #1 FUSY: 0.377193000ULD U4 U.1862D UL % t.5182D U2 %
CPU H#2 3USY: U.3515000001D 04 0.1736D UU % 0.4828D 02 %
LINE EUSY: v.blLLOULLUUD UG Uu.o0UUD LU = g.uouuUD UL %
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AnA EXPIRIMENT B4 RISULTS Ak

THE FOLLONING TA3LE INDICAMES I'HE TIME SPENT
IN ERCH OF THE € PGSSIBLE STATES INVOLVING
2.CPU'S AND A COMMUNICRTION3® LINK BEIJEEN THEM.

ALL TIMES IN MICROSECONES

TOTAL Rl TIME: U.977234670000U0LULD U7
TOTHFL CC¥PUTE TIME: U.484869¢€000UGLLULUD U7
STATE VEZTOR IS

<LINE BUSY,CFU #Z BUSY,CrU #1 BUNY>

CPU Hl = MATH PDP1L/2U

CFU #2 = ENRGINEEFING PDP1l/20C

ETRTE STIRTE TIME TIME/
VECTOR 1IN STRIE RERL TIHNZ
] vou J. 45763535000 U7 U.4685D U2
i ULl L. 7356001000 UG 06.7527p (1
2 Ul 0.1052109300D U7 U.1U77D b2
: 1l 1.23034536U0F U7 0.2357D (2
4 1uU U.318U8B8b6UUUD UG 032550 U1
: 1ul W.5815920000T 05 U.5951D LU
5 1l U.317525500UD U6 U.3248D U1
7 11 (.382238600UT UG U.3911D 1
TOTAL TIME TIME/
- REARL TINE
CPU #1 399Y: U.3479451503D U7 U. 3561D U2 %
CPU #2 EUSY: U.4055327060D U7 U.4150D U2 %
LINE 3UsY: U.1976011808D U7 U.llUID U2 %

39D -
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MEASUREMENT OF FILE TRANSFER FROM MACHINE #1 TO WACHIVE #2

TIME/

CIMPUTE
4.9438D
U.1517D
b.2170D
U.4751D
U.656UD
t.1199D
U.6549D
U.7883D

CTIME/

TIME

02
L2
uz2
t2
Dl
Ul
ul
vl

COMPUTE TIME

Ues7176D U2
U.8364D U2
U.22159D D2

WP WP O\

N P N o2 o\° o\e 640 o\
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MERSUREFENT OF FILE TRANSFEF FROM MRCHINE #2 TO MACHINE #1

ArA EXPERIMENT #4 RESULTIS ###

" THE FOLLCWING TRELE INDICATES THE TIME SPENT
IN EARCH OF THE 8 POSSIBLE STIAT'ES ' INVOLVING
2 Cru's AND AR COMMUMICRTIONS LINK BETWEEN THENM.

ALL TIMES IN MICROSECONDS :

TOTFL RIAL TIME: v.9091031l600000CUUD U7
TOTAL COYMPUTE TIME: 0.3392338500000000UD U7
STRTIE VECIOK IS

<LINE BUSY,CPU #2 BUSY,CPU Kl BUSY>

CPU #1 = MATH PLT11/20
ZPU #2 = ENGINEER ING PDP11/20
STATE STATE T'INE TIME/
VECTOR 'IN STATE REAL TIME
t teu (.4896949500T 07 U.5387D (€2
1 ol 9.2751447000D U6 U.3027D0 01
2 ulu 'L.576983€UUUT U6 U.6347D L1
3 ull U.2075373400D 07 0.2283D 02
4 100 .165569100UT U6 U.18E5D L1
5 191 U.5864313000D UO U.6451D Ul
6 110 £.758560C0000T U5 U.8344D LU
1 111 U.403148200U0D U6 0.4435D Ul
TOTHL TIME TIME/
' REAL TIME
CFU #l1 FUSY: U.3340057600UD U7 U.3674D U2 %
CPU #2 8USY: Ue3131361203D 07 U.3444D U2 %
LIKE EUCY: U.12350C4600D U7 0.1358D U2 %
- 40D -
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. TIME/

COMPUTE

0.1227D
0.6892D
0.1445D
0.5198D
0.4247D
a'.o 1..469 D
0.1300D
U.1010D

TIME/

el

TIHE

03
ol
G2
u2
Ul
02

AP A2 o oV o\ A° P oV

u2

COMPUTE TIHE
U.B8366D 02 %
U.7843D 02 %
"0.3093D 02 %
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'FILE NAME: DEXP4.EXP
PURPOSE OF EXPERIMENT #4

-T0 DETERMINE THE TIME SPENT IN EACH OF
8 PCSSIBLE :TATES RS R RESULT OF USING THE
STATE VECTOR {[LINE BUSY, CPU #2 BUSY,CPU #1 BUSY])
WHERE THE LINE IS A COMNMUNICATIONS LINK BETWEEN
THE TW0 CPU*S.

-T0 FILL IN THE FOLLDWING TABLE:
STRTE © TINE IN TIHME/ TINE/
STATE REAL TIME COMPUTE TIME

WHERE REAL TIME=>I'0F'AL EXPERIMENT TIME, AND
COMFUTE TIME => CPU #1 CR CFU #2 BUSY.

THE SY.STEM IS DEFIMED T0 BE BUSY, 'CR DOING USEFUL

COMPUTING, IF ONE OR BOTH )F THE MACHINES IS
EXECUT:ING CUTSIDE '(F THE PFOGRAM WRIT LOOP.

SUBROUTINE DEXP4

(e}

‘EXTERNRL TVOVFL

IMPLICIT INTEGER(RA-Z)

INTEGER. TVOVEG(5), TVCVF1(5)
COMMON /VONFIG/NDDE JNIT

COMMCN /TIVCOF/TVOVFU(5),TVOVEFL{5)

QURDRA-CCMYRRRIORS MUST BE SET UP, USIRG
THE TEST PROGRAM. FOR COMPUYTE T IME, SET RANGE K3 TO
THE FDIRESSES OF TFE WEIT TOOP.

AMm om0

WRITE(6,12)

12 FORMAT(® USE TEST PRJOGRAM TO SPECIFY QC PRNGE #3 = WRIT LOOP®,/
1 * ON BOTH MACHINES®*,/°® %)
C
¢ COFPUTE TIME => CPL#1l BUSY OR CFL #2 BUSY
C => (QUTSIDE CPU H1 ¥AIT LOOP) OR
€ (OUTSILE CIU #2 WARIT LCOP)
C
C
C
C
€ SET UP LOGIC UNITS.
¢ .
¢ LOGIC JNIT Kl = -8B = STATE 2 = L1SABIS
¢ - _
Ll:=-38
C
 LOGIC UNIT #2 = ~B = STRTE 3 = 1SWSBI6
C
L2:=~8
C .
€ SET UP 8X8 SWITCH MRTRICZES
C
C STATES . ‘
- SU:_"Z - 4]D -
Y 3l=3
£2=5
Q3=R
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TIMER & EVENT COUNTERS

TV1BU=U
TV1B1=]
IV2BU=2
TV281=3
IV3BU=U
1V3B1=1
I'V4BU=2
TV4E 1=3
TV5BU=6
TV5B1=7
RTINE=7
CTIHE=4

INIT=1

CALL SW8DIS :

CALL SWBCON(:€U,TV1BU,S),TV1B1,S2,TV2BU,SZ,TV2B]1,
-1 RIIME,TVS5BU,CTIME,TVS5Bl)

C

UNIT=2

" iCRLL SW8DIS

CALL SWBCON(S4,TV3iBU,S5,TV3BL,S6,TV4BU,S7,TV4R])
C
.C SET UP TIMER & EVENT COUNTERS
C .

DO 35 UNIT=l.5
C
C .
C SET UP INTERRUPT GENERATOR AND CLEAR OVERFLOW ZOUNTS.
C

DO 40U UNIT=1, 4

TVOVFU(UNIT)=U
- IVOVFL(UNIT)=U .
40 CALL IGSET(TVOVFL,UNIT)
C
C TV #5 CVERFLOW LINES ARE F°OR"ED WITH THOSE OF TV #4, SINCE
C ONLY HAVE FOUR INTERRUPT LINES. R SPECIARL CHECK IS MRDE 1IN
C *TVOVFL®.
IVOVFO(5)=U
TVOVE1(5 )=

© FETUKN
END

- 42D -
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FILE NAME: DEND4.EXP
SUBROUTINE DEND4

MO

IMPLICIT INTEGER (A-Z)
{INTEGER TVOVFU{S), TVCVFL(5),TVG(2),TV1(2),5(8,2)

TOUBLE PEECISION DPTVU(5),DPIVI(E),PRTIME,PCTINE, FRX,
1 CPUY,CPU2,LINE,CPJLR,CPULC,CPU2R,CPU2C, LINER,LINEC

10GICAL IGFLC

{COMMCN /CONFIG/NCDE,UNIT
COMMON /TVCOM/TVOVFU(5),TVYOVFL(5)
COMMON /FHMSYS/OUTUNT,IGFLG

1 st4,1)

RS UL
MARX = 2.DU**32
DATA MAX/4234967296.DU/

C
C ZERO TOTALS
' LPUL=U.DU
CPU2=U.DU
T1INE=0.DU

WRITE(QUTUNT-,1U)

1u FORMAT (" *°,"Aax EXPEXIMENT #4 RESULTS AR /0 ° gv 8,
1! THE FOILLOWING TRBLE INLICATES THE TIME SPENT °,

1 /% ',°IN EACH OF THE 8 POSSIBLE SITATES INVOLVING *,/°®
1 Y2 CPU®"S FND A COFMUNICATIONS LINK BEIWEEN THEM.',/'

C

C READ ANL COCNVERT RIL TIMES TO LOUBLE PRECISION

C .

I0 2C UNIT=1-,5

CRLL TVREARD(TVO,TVL)

CALL CI2LF(T\VU,DFTVU(UNIT))
CALL DI2DF(TIVY,DPTVI(UNIT))

C ADJUST FOR FOSSIBLM OVERFLOW
DPTVU(UNIT)=DPTVO(UNIT) + TVOVFU(UNIT}I*MIX
TPIVI(UNITY=TPTVI(UNIT) < TVCVFL{UNIT)*MFX

€ CONVERT TO MICRO-~SECONDS :
IPTVU{UNIT)="IPTVYL(UNIT)/10.DL

20 DPTVI{UNIT)=DPTIVL(UNIT)/LU.DU

WRITE{OUTUNT,22) DPTVU(5),DPIVI{S)

22 FORMAT(® *,/" ", ALL TIMES IN MICROSECONDS'./' °,
1 '"TCIRL RERT TIME: ',D2E.16,/° ¢,
] °TOTRL COMPUTE TIME: *,D25.16)

YRITE(OUTUNT, 24)

24 FORMPRT(® °,°®STATE VECTOR IS ',/' ',

- 1 3%X,"<LINE 3USY,CPU #2 RUSY,CPU #] gusy>*,/* °,
1 3X,'CPU #1 = MARTH FDPLL/20°%,/° ',3X,°CrU #2 = 7,
1 *ENGINEERING PDPLY/2U°,/° )

IRITE{ QUTUNT, 32)

]
]
')

32 CFORMPT(® ', 3%, *STATE', 3X,
1 STATEa;BX' ‘TIHEv,lG\(: STIME/.,ll\(( .TI.\’E/“C/' § 11X’
1} "VECTOF',2%,*IN STRTE®,12X ' EERL TINE®,7X,*(OMFUIE TIVE®,/" '
COJ WL ERS

€ LOOK AT ALL 4 TIMER & EVEND
r . .
. - AN v




C

nnnn

C
C

STRTE=~1.

DO JOU UNIT=Ll,4
(STRTE=STRATE+]
ST=STRTE+1

$ RERL TIMNE FOR BUFFER U
FRTIFNE=DFTVU(UNIT) / DPTVU{(5) * lyU.TU
% COMPUTE TIME FOR BUFFER 1
FCTIME=DFIVU(UNIT) / DPTV1(5) 4 1UU.TU

WRITE(QUTUNT-,40G) STRIE,S(ST,1),S(ST,2),DFIVU(UNIT),PRTIME ,PCTINE

FORMAT(® *,I4,7X.R2,R1,4X,D17.10,3X,D11.4,° %" ,3X,Dl1.4," %*)
COPPUTE TOTRLS

IF ({STATE/2)#*2 .NE. STATE) CPUL=CPUL+DPTVU(UNIT)

IF (SIATE.EQ.2 OR. STATE.EQ.3 .OR. STATE.EQ.6

1 .OR. STATE.EQ.7) CPU2=CPU24DPTIVU(UNIT)

IF (STATE.GE .4) LINE=LINE+DPIVU{UNIT)

STATE=STRTE+]

ST=STATE+1

% REAL TIME FOR BUFFER 1

FRTIF¥E=DFIV1 (UNIT) / DPFIVU(E) * 1UU.TU
% COMPUTE TIME FOR BUFFER 1

FCTIVE=DFTIV1(UNIT) / DPTV1(5) » 1lub.LU

NRITE(OUTUNT, 4U) SIRATE,S{ST,1),S(5T,2), DPTVL(UNIT),PRTIHE,PCTIME
COrPUDE TOTRLS

IF ((STRTE/2)*2 .NE. STACE) CPUl=CPUL+DPTV1(UNLT)

‘IF (SIRTE.EQ.2 .OR. STRTE.EQ.3 .OR. STRATE.EQ.6

1 .OR. STATE.EQ.7) CU2=CPJ2+DPIVI(UNIT)

1uu ‘IF (STATE.GE.4) LINE=LINE<+DPIVI(UNIT)
c
CFULE=CPUl / DPTVU(5) *» 1UU.TU
CPU2R=CPU2 / DPIVU(5) #* lUU.DU
LINER=LINE / DPTVLG(5) # 1UU.TU
CPULC=CPULl / DPTV1(5) »~ luU.DU
(PU2C=CPU2 / DPTV1(5) # 1UU.TU
LINEC=LINE / DPIV1(5) # luu.DU
C
C PRINT TOTRLS AND %
C
- fRITE{ OUTUNT, 150)CPUL,CPULR,CPULC,CPU2,CPU2R, CPU2C,LINE,
' 1 LINER: LINEC :
- 15U FORMAT(® *,//°% *, 16X, 'I'OTAL TIME®,13X, TIME/®,L1X,*TIMNE/®*, /" *,
: 1 36X,°RERL 1IME®,7X,°COMPUTE TIFE®,/® CFU #1 BUSY:®,3X.
1 D17.14,2(3X,D11.4,% %%)y,/°% CPU #2 3USY:"*,3X,Dl7.1u, '
1 2(3X,D11.4,' %°),/" LINE BULSY:*,5X,D17.10,2(3%,D1l1l.4,% %%))
HRITE(OUTUNT,ZUU)
2UU FCRMAT(®* "./" ", /® ","OVERFL(W COUNTS FOR TIMER & EVENT CCUNTER®,
' 1 /7° ',JX,“UWIT”,JX,‘BUFVER“;5(,°COUV1°)
: Ig 250 UNIT=1,5
25U NRlTE(OUTUVT,ZJl) UNIT,TVOVFU(UNIT), UNIT, TVOVFL{UNIT)
251 FORMAT(® °,4%,12,7X,° 0%, 1%, I5,/% °, 4%, 12,7X,"1%,1%,1I5)
C .
c : :
C RESET INTERRUPI GENERATOR IF NECESSARY
. C (I L. FIRST PRSS TFROUGH TEIS CODRE)

[F (IGFLG) CALL IGRES(1,2,3.4)

FETURK
END _", - - - 44D -




Experiment #5 -
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. The object system is the same as in experiment #4. In
this experiment, memory activity on both machines is ex~
amined. The result is a table for each machine, showinag the
perxcentage of time spent in each of the four wuser-defined
memoxy ranges, By using the last range of the quadra-
comparators to specify the program's idle loop, compute time
results may also be obtained.

ror programs other than the load generator, the ranges
could first be set to span all of available memory. Based on
the results obtained, refinements could be made until the
user could clearly tell where the program wa<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>