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1 OVERVIEW (by A.I. Bowler)

;;>A Proposal for the Basic Structure of the Mgdg!

1.1 Preamble

The Department of Communications requires a simulator

"to assist it in judging tariff applicatfons' from . the

carriers. As such it requires.a tool fo model the financial
status and constraints of the carriers,

The entire construction of such a model is beyond the
exéertisé and capabilities of CCNG, However, the basic
structure of such a model a]réady exists in the NPPS hode]
of the long haul telephone network. Furthermore, fhe. TCTS
data‘netwbrk is run by the same companies,~and shares common

facilities with the voice net. Therefbre what should Gbe'

‘done, is to construct a model to Interface with the NPPS

mode].v |

The éosting and revenue portions of the model would
still be outside the capabilities of CCNG., Basic estimation
of traffic patterns 1is possible. We can pfovide some
facilities to assist the wuser in generating pofentia]
traffic patterns based on gravity models and reasonable
traffic estimates for vafiéus applications. = CCNG has 'the
expertise to construct something corrésponding to the
remainder Sf the NPPS operating block, which simu]atesA the

actions of the carriers in managing the network,
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1.2 The Oﬁerating Block

Functionally, this Is a semi~automated network .design
tool. Its major inputs will 6é basic network topology, a
traffic load, and‘a requfred.berformance specifigatfcn; It
will estimate facility capacities, such as trunk speeds and
node storége, required to carry the projected traffic at the
specified grade of service. -It 'will estimate required
switching capacity, and hopefully estimate a good allocation
of trunk capaﬁity. Since.thé data abd voice networks are

competing for the same transmission facilities, this portion

of the model should interface with the circuit allocation

module of the NPPS model.

The NPPS operating block functions in a manner similar

to the above. The user specifies a traffic matrix, switching

" hterarchy, and transmission topology. There is a facility to

~help the user generate the traffic matrix, and the user has

standard switching and fransmission networks to use as a
starting péint for the network topdTogies he wishes to
describe. |

The rules used by tHe NPPS modei are built in and

essentially represent experience accumulated over the last

. century about how to run a telephone network, The routing

rules are fixed, A good rule of thumb Is known for the rela-
tive capacities of regular_and high usage links. There is a
known formula for the amount of excess capacity required for

a given grade of service,
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1.3 The Network Model A

The situation for the data network is not as well
unders tood, Internal routing policies have not been
disclosed by the cérriers, probably because they are not
coﬁvihced that the best éolution is known yet, Capabfty
versus performance functions are not known, and there aré a

larger number of parameters to vary. For these reasons it

‘will be necessary to develop a model- of the network that can

be appropriately instrumented to measure performance. We do
ot propose any specific implementation here, but will lmake
several comments about probable features of such a model,

Essentially this model should accept as lInputs a
traffic load, and a network configuration as well as routing
rules and protocol descriptions, It would output detailed
pefformance measures éuch as delay, loss and blocking, as
well as queue lengths buffer usage, or any other measure of
interest to thg network analyst. |

The model would be used to derivé information
corresponding‘ to the formulae.known for the voice network.
This information would be expressed In a functional
re]afionship (analytic formulae or tables), and wouid be
used by the operating block. To derive this information
will require a séries of runs of the model with a wide range

of input parameters,
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some auestions

EN

This model could also be used‘to_answef
abqut the immediate lmpacf on a fixedvnéfworé configuration
of trunk 1loss, 1load changes such aé the addition of a new
application, and situations analogous to Mother's Day on the
voice net, |

A detailed discrete simuiatlon of the véntlre. ﬁetwork

including everything from the actions of each terminal to

| the operation of the major trunks is clearly too large to be

handled practically in one run on current computing
facilities, Therefore‘ﬁt will have to be. structured as a.
hierarchical set of models of various ‘portions of the
network, Analyfic approximation formulae will have to be
develéped and used where appropriate to model the
functioning of parts of the network outside the particular
submddel. | |

Some portiohs of the model'Wil]-only be.representéd by
analytic formulae, Thfs will be true in cases where very
good ahaiytic characterizétions are  known and detailed
simulation will not add to the aécukacy. ItAwill also be
true when insufficient ({nformation is available on the -
behaviour of the. real ‘network to do a detailed simulation.
For example, it may be that too little is known about actual
transactions carried to jusfify any more effort than using

the normal Poisson arrival pattern.
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"Portions of the network description such as protocols
and routing strategies can only be. input in the form of
actual program code, as parameterization of such things is

difficult.. Therefore 1t will be - extremely Important to

~maintain flexibility in the design and coding of the network

model, This may prove to be rather expensive since
generality usually costs - something in efficiency.
Furthermore, the design of a good generalized inﬁerface
normélly requires many iterations,

Thought must “also be given to the place of the
unswi tched digita] sefvices‘of Infodat and Dataroute-in this
model. |

CCNG has a multibrocessor simglator which could be
modiffed to incorporate some of the DATAPAC protocols, This
could be be used for basic simulations of the backbone of
the DATAPAC network, Preliminary simulations aimed at
getting crude functional relatlions for the DATAPAC network

could be done after modification of the code.
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2., Jutline of Following Sections

Part II of this réport discusses users and sérvicés as
the first -step in the development of methods and languages
for describing a network, One of the uses of this langhage
will be to describe the 1inputs to the models outlined
previously, This relates to subsections A(b) and A(c) in
the contract. | | |

Part III ~discusses the concepts of modei]ing
hierarchical networks, and the use of analytic techniques
for pefformance analysis., Two’hlerarchiés are discussed, A
three 1level hierarchy (national, regional and local) is
proposed to model a Canadian ﬁetwork. The ‘other. hierarchy
involves increaéing level of detail in the specification of
network operation (buffer a]lécétion, flow control, etc.)

Part "IiI corresponds to subsection A(a) 1In the
contract, | | .

Part IV discusses the modelling by éimulation of a
backbone packet network, Tt dlscusses previbus 'simulators,
and describes a large number of considerations .to be kept in
mind 1in the construction of a simu]ator. ~Part 1v
'cofresponds to subsection A(d) in the cbﬁtract.

Appendix A gives a summary' description of the NPPS
model, and briefly discusses some,inteffa?ing considera~

tions,
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Appendix B ~tsla paper by J.,Wong on ana1ytic.modelling'
of flow control mechanisms, | |

Appendix C Isva summary bf a paper on cable communica=-
tions, included at the request of the sclentific officer for

this contract,
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1L USER DESCRIPTION (by S.N. Kalra)

The object of this phase of the work is to develop a

user-oriented descriptive mechanism to interface the user to

Adesign tools such as analysis and simulation, Towards this

end we are going to briefly look at the user and user needs
and also at the network services offered. We will also
introduce a functional description of a data network and

finally map the user needs through the network services on

- to the functional description. The last two aspects will be

~mainly considered in the future,
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2. Users

A user. is a person or a machine using network services
and paying for the services used., \Users possess different
degfees oF'sophistication, and have other needs that vary
widely, for example, volume and nature of data, re]iébi]ity 
and avai]abillty requirements; need for point to point or
switched service, closed user éroupé,'étc. A user may also
be defined in terms of the network serviées.needed and the
frequency of use, etc., It would thus seem that one can.have
a table of usér needs and network “services, and have a

different. table for each class of users. Armed with this

-set of tables the task of the designer would be considerably

simplified, Alas, such a categorlzation not only:proyeé to
be very difficu]f and .time consuming, .but = virtually
impossible to implement with resources avallable to us. The

surveys commissioned by the Department of Communications

(e.g., Data Com 76 by Price Waterhouse Associates) may be

able to fill this need,

For the  purposes of this study we will cénsider

different types of users without being very spécific as to

the needs of a particu]ar- user. Ve may thus consider a
single gas station or small retailer as a usef. ‘We would
also be éble to consider\ a retail organization (e.g.,
department store) with mahy'branches and wareﬁousing' opera-
tions, etc., as an.example of tHe retail trade; banks, trust

companies, or insurance companies as examples of the finan~
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cial institutions; ”and hbspitalé, or polfce as éxamples of
services at a national scale, |

Each of the examples quoted above has a different
perception of its needs and hence demands on the data
network, Théir needs differ in the total volume, and more .
important, also in terms of response tlme; securlity of data,
availability of service, tolerance to error, and guarahtee
of delivery, 1t is thus sometimes éasier to qefine netWork.
services thaf may be needed by a user or class of users than
to define a user,

Another descriptioﬁ of users or user needs Is  in terms
of ownership and/or distribution of intelligence. :A Qser
with many remote terminals (interactive or remote job entry
types) may wish to own his distribution system and lease
bulk transmission capacity from vthe carriers. We do not

know of any reliable rules of thumb to indicate the nature

'of‘ or the number of such users. Our main interest in this

claés of users 1is the characterization of their needs,
Intelligence is put In the terminal for some combination of
the following:

1) reduction of transmission cost, .

2) increased transmission capacity,

3) increased throughput,
h)’lncreased flexibility,
5) 7ncrea§ed reliability,
6) increased security,
The network description, theréfore, should be such that it

s possible to optimize the use or minimize the cost.
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3. Network Services

We have seen above that, a >user is difficult  to

characterize, Network services on the other hénd, are much

easier to define. In stored program controlled 1logic:

machines there are two téchnical limitations, t.e., hardware
aﬁd software, and one economic consideration, t.e., ~réturn
on investment, Avaffabtl]ty .Qf network services Is thus
going to mainly be determined by the market place.  There
are certain services which seem to be planned by one or both
the national .common carriers. The more significant of these
services are the following,
By the,TCTS Datapac network:

1) permahent virtual circults,

2) switched virtual circuits,

3) interface to intelligent terminals via.SNAP,

L) interface to non intelligent termlhals via NIMs,

5) closed user groups. |
By CN CP Infoswitch network:

6) fnfo exchange=--a digitai circuit’sWitched service,

7) info «call--a service apparently désigned to interface
non intelligent terminals to computer, and

8) info gram--a packet switched service. " The TCTS-

offering = Datapac is now available; the CNCP Infoswitch
offering is expected to be available shortly, There

- seems to some debate between the two networks as to the
merits of each offering, Much of this debate is due to
each competitor trying to put its offering in a more
advantageous position in the market place. An analysis
of -available Iinformation shows that both Datapac and
Infoswitch are designed to meet the expected data
switching needs for the next decade.
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| Though we haVé looked at the §pecifi¢atf0ns qf the data
networks published by the carriers and the needs‘ of the
simulation' programs,A we find"’the generalized user to be
rather elusive. We have Investigated the applications
(e.g., General SW!tched‘ Data Nefwdrk by S. N, Kélra--
fechnical.Report TR?GSO- 1-74  Be1l-Northefn Research) to

data networks, and we always come to the conclusion that we

‘.can find a satisfactory solution to a specific problem, but

a generalized user and a generalized network with unknown
design tools Is not a tractable problem,
During the remainder of the project we propose to

consider a few special cases,
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111 CONCEPTS FOR NETWORK MODELLING (by J.W-N, Wong)

1. Gepneral Concepts for Network Modelling

1.1 Computer-Communication Networks

A computer-communication network 1is a collection of

nodes. connected together by a set of communicationtchannéls.

It can be partitioned into two subnetworks CKLET 76>: a

communication subnetwork which provides message service,

f.e., transmits messages from source to destination, and a

';resource subnetwork which provides computing service to

remote terminals, The terminals and computing resources
communicate with each = other via the communication
subnetwork., Thus we have In Figure 1 a general plcture of a

computer-communication network, .

1.2 The Canadian Environment

In the Canadian. environment, we might have a national
netwofk connecting together thé major regions, Each region
is represented by a hajor'city. A possible configpration of
this national network is shown in Figure 2. A node in this

network can be considered as a switching centre to other re=-

gfoné in the nation. Within each region, we might have a

regional network connecting together the cities In the same
region. A possible configuration of such a network in the

Toronto region Is shown in-Figure 3.
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A Possible Configuration of the Canadian
National Network "
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Figure.3

A Possible Configuration of thé Regional
Network in the Toronto Region
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The regional networks have the same responsibilities &s

the national netwoirk in the sense that they provide message

service to cities within a region, In the Canadian énviron-
ment the natiénal network and the regional networks form the -
communication subnetwork. We assume that each city_can‘only
belong to one regional network, This a§sumption implies
that _when. a qfty- in région A wants to communicate with
another city in regfon B, the messages must be transmitted
thrbugh the‘nationaf network; ~Although this assumption is a
little Eestriétive in terms of network topology, it allows
us to 'mddel the communication §anetwork as a fwo~level
Hierarchy; the national network and each regional network
can be analysed separately. The 1load on each regional
network is a function of both intra=-region and inter-region
traffic, while the load of the nationalinetwork.is a func;
tion of inter-region traffic only.

Each _city within a region may have Its own local
distribution  network. This local. 'network~ provides
communicétion between terminals and computers in the same
é!ty and also ehtry to the regjonal and national networks,

A general configuration of a local network is shown in

| Figure &4,

~VWe have thus modelied a Canadian network as a three~ .
level hierarchy: national network, regional networks, and

local distribution networks. In Figure 5 we have displayed

a hierarchical network for Canada.
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‘2. Modelling of Communication Networks

2.1 Types of Switching Techniques -

Communication networks can be divided into thfee types

<KLEI 76>: circult.sWItching, me55age switching, and packet

switching. - In a clrcuit switching network, communication
between a bair of nodes does not begin until a completé path
(which may consist: of a. number of kchanhgls). has been
estab]ished between them, This path is devoted to the two

nodes until the communication between them is terminated,

In message switching, messages are routed from one node to

-~ another until they reach their destination, OGnly one

channel is used at a time.for a given transmission, The

messages may experience queueing delay while waiting for a

free channel, Packet switching is basically the same as

meSsage switching except that messages are decomposed into
smaller pieces calléd packets, each of which has a maximum
length, This puts bounds on delay'and sihblifies buffer
management which in turn improves switch throughput, | |
This ~report is strictly concerned with models for
messagerwitchéd communication networks. Such models can be
used to study the national network and each of the regional

ne tworks,
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2.2 Analytic vs Simulation Models

~ There are tWo major approaches to network modelling:

analysis and simulation., Simﬁlation' modelling has the

advantage'of being able to model networks of afbitrary

‘complexity, but also has the disadVantage of being costly to

develop and to make simulation ruhs. Analytic modelling
based on queueing theory is attractive because it is a lot
less-cbstly to compﬁte numerical results, The applicability
of analytic modelling is often limited by the lack of solu-
tions to complex mode1é, but it is an extremely useful tool
to gain 1insight into the general behaviour of cdmpdter

communications networks, Moreover, any simulation model

must be: va]idatéd; comparison with analytic models is a

powerful technique for doing so. , '
This part (Part 111) of the report is concerned with
analytic modelling., Simulation modelling will be considered

in detail in Part 1V,

2,3 The Basic Model
The basic model for computer networks is a dueueing'

network model, Informally, a queueing netwdrk is a .collec—

tion of servers connected together In such a way- that

customers (or messages) receive service from one server and

move to another Aservér accordtng to transition

probabi]ltles. In a coomunication network, the servers are

the switching nodes and the communication channels, The

delay experienced by a message In this network ié - given by

Progress Report X 111.9 s “April 1977



- the sum of four components: - the processing time at the

éWitchlng nodes, the queueing delay for the  channels, the
propagation delay, and the data transfer ~tihe in the

channels.. The usual assumption <KLEI 64> is that the nodal

processing time and the propagation delay are small in

comparison to the other components - and that they can be
neglected in the computation of message delay. |

We can thus rembve the switching nodes from our model
and treat each channel as a server., (Note that a full-
dupiex channel is considered as two channels, one 'in each
direction,) We also assume that the Chahnels are error free
and that the queueing discipline at each channel fs first-
come,. first-served. 1In our open network model, we will use
M to denote the number of channels and CiiAto denote the

capacity of channel i.

Messages are classified according to source~destination

palrs, In particular, a message is sald to belong to class

(s,t) If its source node ié s and its destinatibn node is t.
Let R be the number of message classes. In a network with N
nodes, R = N(N-1), . For convenience, .We assume that the

message classes are numbered from 1 to R, and we use r

instead of (s,t) to denote a message class.

The arrival process. of class r messages from outside
the.network is assumed to be Poisson with mean rate Y(r);
Message lengths for all classes are assumed to have the same
exponential distribution and we use 1/yu to denbté “the mean

message length, It follows from this last assumption that
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the mean service time at channel i is exponential with mean
vl/UC.io ‘
For the purpose of getting analytic results,

Kleinrock's independence assumption <KLEI 64, KLET 76> s

required, This assumption states that each time a message

. enters a node, a new length is chosen from the exponential

message length distribution. Kleinrock <KLEI 64> has
demonstrated by simulation that this assumption gives
accurate resuits for mean message delay.
The message routfng algorithm can be fixed 'orv random,
With a fixed vrouting algorithm, messages belonging to a
particular source-destination pair (or c}ass) are routed
through a unique path.,  Random routing allows alternate
paths between each pair of hodes,'. For our discussion we
will use the simple case of fixed roﬁting. The analytlic
resulits can easily be generalized to include random routing.,
Finally, we assume that factors 1ike ,f]ow._contro] and
acknowledgement of meséages are not included in our model,
and that there ié enough buffér space in each switchfng nodé
so that messages routed to a certain node are not blocked
from_énterfng that hode. | -
We npw'summarize the assumbtions used»'in our basié

model : |

lf M servers - each répresenting a channel,

2) Capacity of channel i s c, .

 3) Channels are error free.

4) Scheduling discipline at each. channel 1is first-come,

first-served,

Progress Report 1,11 -~ April 1977



5) Messages are classified according to source-destination
pairs. - '

6) The external arrival prodesses are Poisson,

7) Message length is exponentI;l with mean 1/yu.

8) Kleinrock's independence‘assumptign is valid,

9) Fixed routing is. used.

10).There is no flow cohtrol or ackhowledgement of messages
11) There Is buffer space in each node,

As mentioned before, this basic model.can be used to
study the national network and eabh of the regional networks
described in Section 1,2, The advantage of modelling the
Canadian ‘network as a three-level hierarchy 1is seen here
because we cén treat the national network and the regional
networks separately. As a result, the size of each network
being analysed is much reduced. Moreover, hierarchies are
better than unstructured networks (more economical, simpler

routing, works well with voice network),

2.# Input ﬁarameters and Performance Measures
For our basic model, the input parameters are:
1) M - number of nodes
2) R - number of source-destination pairs (or classes)
'3) v(r) - mean arrival rate of class f‘messages
4) I(r) - set of channels in the path of class r messages
5) 1/n - mean message length

6) Ci - capacity of channel i

From Y(F), we can get: — : (2.1)
y = Z]~Y(r)= total external arrival rate
Y‘:
Progress. Report - 111,12 o April 1977



The key performance measures are:

1) T(r) - the mean delay of class r messages

R | : A | .
2) T = 3§ Xéﬁ)T(r)= ovarall ‘mean message delay  (2,2)
r‘:] ) A .
) ‘ ‘ o '
~3) Y (r) - the throughput of class r messages
* R * A . ) | | .
B) v =} y(r) = total network throughput (2,3)
r=1 ' : : 4 ‘ ' -

2.5 Exact Ahélysis
‘ The basic model descfibed in Secfion 2.1 belongs to the

class of queueing network models studied by Baskett et al.

"<BASK 75>; and we can use the results of <BASK 75> in order

to get the equilibrium state probabilities for our model.
Let § = (51, 52"“"SM) be a state of the hetwork where Si =
( _

. N..s000,N. and n. = number. cla *  messages .
Ni1e Mo 3 1R) jp =M r-of class r sag at

channel i.  From © <BASK 75>, . the equilibrium state

probabilities are given by:

M R iy
= -I-'n n. H b . )’
I‘)(S'I:r 523---55M) 121 ( p1) il =1 n'iY‘! p_”, o (2.4)
R ’ |
where N. = : Ni. = total number of messages at channel i
r= : : : _ .
A R .
ir : '
P, = — ) p. = z P (205)
L Py i - |
andilir = total mean arrival rate of class r messages to

channel i. Since we have a fixed routing algorithm, A;. 1Is

given by:
(y(r) if channel i e n(r) N . (2.6)
As. = . '
S 0 otherwise
Progress Report . I11.13 . April 1977



For the equilibriﬁm state brobabf]itjes to exist, It:Is
réqulred ﬁhat_pi <1 for it =1,2,...,M, This is iequiyaleht-
to the requirement that no channel is saturated, the condi-
tion for a stable network. |

From the equilibrium state probabilities, we can get

~ the mean message delay. Let n, be the mean number of class

ir
r messages at channel 1, ﬁir is given by <BASK 76>
T SR N I
N, = n, (l-p:)n,, I — o, (2.7)
ir & - ir 7740 27 nso, s
n; 0 P LUT S s=1 "is! _ _
B I
-l"'p_i

The mean total number of class r messages in the network is

therefore:'

1 42 - ' |
. P

Finally, wusing Little's vresult <LITT 61>, we get the

n(r) =
1

He~1=
o1 =

i

following expression for the mean delay of class r messages:
T(r) = n(r)/y(r) ' (2.9)

T(r) is then used in equation (2.2) to give:

R - R =, \
- y(r) n(r) _ n(r) ' _ :
T = rZ1 EREIO) rZ1 .f?ﬂﬁ.' | | (2.10)’

Combining equatidns (2.8) and (2,10), we get

i | C(2.11)
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Equafion (2,11) 15 the' delay expressfon,obtained by
Kleinrock <KLEI 64>, but the mean delay of messages
belqnging' to a particular sourc;—destination pair (equatfon
(2.9)) cannot be obtafned until the queueing netwofk'results
of Baskett et al. <BASK 75> are available,

The analysis that leads'to equations (2,9) and (2,11)
can easily be genera]fzed to include random routing. The

only difference 1Is the manner in which the A;. 's are

“ip

determined. In particular, a is given by the product of

ir
Y(r) and the fraction of class r messages that are routed
through channel i.

As to the throughput of class r messages, we have
* . : . .
v (r) = v(r) - ‘ (2.12)

Equation (2.12) is a result of the network being stable and
speéifies that all messages ehtering the network are
eventually delivered to their respective destinations#

A typical plot of T vs ¥ (i.e., overall mean message
delay vs total inpuf rate) is shown in Figure 6, Since
N _

y =y for a stable network, Filgure 6 lsvalso a plot showing

the delay~throughput characteristics of a communication

network, It should be noted that in -Figure 6 the increase’

in v Is due to a proportionate increase in the v (r)'s.
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Figure 6

Delay - Throughput Characteristics;
in a Communication Network
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2.6 More General Models

The basic model analysed in the last. sectién can be

generalized to include more detailed features of communica-

tion networks, Some of these géneralizations are discussed

below:

2,6.1 Finite Buffer Space

The number of buffers In each switching node is finite .

and messages entering nodes are either lost ‘or to be re-
transmitted if there 1is no empty Buffer-avai]able. The
allocation of buffers to messages bé]onging to different
sourcé-destination pairs becomes an. important factor in

characterizing the network performance.

| Analytic studies on network-models with finite buffer

space has not been plentiful. Among’ those available are

Irland's work <IRLA 75¢> on a single switch model with loss

and Lam's work <LAM 76> on a network model with re-

transmission,

2.6.2 Messages Befonging to Priority Classes

Messages can be classified accérding to their length or

to their wurgency. Different classes may have different

arrival rates and message lengths. In a communication

network, 1t 1is natural to give priority to interactive

traffic over file transfer traffic. It is of interest to

study the ~effect of the use of priority scheduling

disciplines (at the éhannels) on network performance.
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Queueing analysis of network models with priorit?

classes s very difficult. One might have to resort to

simulation techniques to obtain results for such models;

2.6.3‘F10w Control

‘New results on the generalization of our basic model to

include flow control have been derived by the author,
results are reported in CCNG Technical Report E-5L,

of which is Included in the Appendix.

2.6.4 Other Generalizations:
1) NonnPoisson arrival proeesses.
2).Non-exnonentia] message length distribution,
3) Removal of Kleinrock's independence aesumption.

2.7 Input Parameters and Performance Measures

These

a copy

As a result of,the above generalizations, we have the

following list of additional input parameters:
1) number of buffers in each node,

2) buffer allocation scheme,

3) arrival rate of messages belonging to each priority

class,
4) mean message 1ength.of each priority class,
We also have the following performance measures:

| 5) buffer overflow probability,

6) mean number of buffers eccupied by messages belonging

“to a particular source-destination pair,

7) mean delay of messages belonging to different priority.

classes,

8) throughput of messages belonging to different priority

classes,

Progress Report ' 111,18 ’ April 1977




1V SIMULATION (by M.L. Irltand)

l. Objectives and Scope

The objectivé.of this work is Ito inQéstigéte Issues
involved 1in simulation of computerA¢ommunIcations networks.,
These networks are 'Qsed "to transmit data between their
subscribers, terminals and computers, in a way similar to
the telephone network which serves voice communication,
Designers of 1large networks have found that a multilevel
hierarchical structure is practical; with a backbone network
at the higher level and local distribution networks at the
fower level. For bursty distributed data-traffic a .packet-
switched backbone network is offen‘used. (This network may
ftself exhibit hferérchica] strUcturg.) Several different

techniques may be wused for 1local dlstribution, such as

point-to-point 1lines, multidrop lines (multipfexed' or

bo]led),~or loops. .

Similar to the design problem <NAC 76>, the simulation
problem is naturally subdivided Into simulation of the
backbone network and. of local disfribution. In this report

we will focus on the packet-switched backbone network.,

At thls stage of our work, it is not our intention to

propose a specific design for a simulator, but rather to .

discuss the general approaches, and to antlicipate problems

and difficulties which may arise.
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2. Why Simulate?

A packef-switched backbone network  consists of
communications processors (called packet switches) which are
Interconnected by communications links. One function of a
packet switch 'is to interface Awith a local distribution
network, while another is to céntro] enffy of the subscriber
data 1into the backbone network. Within this netwofk thé
subscriber data is stored and transmitted from one switch to
another 1in a packet form (a packet is a block of data of
certain fixed length, or less, plus a header).

‘Another function of a packet switch is‘to control the
flow of packets within the network, according> to well=~
defined protocols. Also, packet switches generate ‘and
propagate control information>to be used for vrouting deci-
sfons, congestion control and accounting,
| We see that a packet~switched network is a complex
system whose behaviour is difficult to analyse if we were to
reﬁoft only to analytfcal methods traditionally wused for
telephone Anetwofks. - This difficulty arises because various
network control mechanishs clearly interact with each other
and may héve important effects' on network performance,

Also, the traffic patterns are not well  understood.

‘Therefore, simulation s required as one of the design and

analysis tools.
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We refer to Y“simulation" in the nharrow sense of the

word here; we mean detaited simulation of the network opera-
tion where:

1) a model of the real network is implemented on a djgital
computer system; ' ‘

2) actions of at 1least some network components are
simulated step-by-step (i.e., discrete events occur);

~3) some actions may follow stochastic rather  than

deterministic laws.

In particular, the NPPS system is not a simulation in the
sense of the word defined here, 1In that it deals with
costing and capacity assignments as well,

The inputé to the simulator will contain sbecifications
of the network and descriptions of the subscribers' ffafflc
in some parametric form, As outputs, we wfll produce a set
of values Which chéracterize "the network performance for
given Input parameters. Thése may be mean values or
histdgrams'of observatiéns which are taken 'dﬁring .one or
more simulafion runs,‘for example, end-to-end packet delay,
loss rate, and link utilization. What is measured will
depend on specific applications, and may greatly affect the
simulation cost. ‘ i

A véry important limitation'of this technique Is that
it does not directly provide answers to the desigh and cost
evaluation questions that are often raised, What is usually
required 1is knowledge of various relationshipsv be tween

network and traffic parameters, and performance values,

These can only be established by multiple simulation runs-
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with different_ input specifications within the range of

~interest., For example, in order to find the relationship

between 1ink capacity and end-to-end packet delay so that a

- suitable capacity can be determined for a given traffic

 level, we will have to perform several simulation runs where

link capacities are varied from run to tun.
Such ' exhaustive studies will probabTy turn out to be

impractical to carry out for each network under considera-

tion. 1t may be hoped, however, that we will be able to
discover certain aonroxlmate'te]ationshins which hold for a

'large class of networks. These may result ig‘convegien;

"rules of thumb", like those successfully used for telephone

networks., We suggest use of our present simulator, with

~modi fications, to search for such vrelationships for the
Datapac network., These relationships would be useful to

subsequent activity aimed at a new comprehensive network

model.

| Finally, such general relationships can serve as inputs
to a "simulator" of the financial 'éspects of computer
communications, similar to the one described 1in the NPPS
reports for the telephone system. . (A concise description of
the NPPS model is attached as an Abpendfx.) We now provide a
review of the more important.simulafors for packet-switched

networks.
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3, Reviéw of Earlier Simulators

“Published information about netWork simulators is
Qﬁfortunate]y very-fragmentéry, particularly with regard to
theif running times and costs. We summarize some of the
more prominent simulators below.

A program designed to simulate the operation of a wide
variety of communications networks was written by Kleinrock
<KLEI 64> fék the TX-2 (a large-scale high~speed digital
computer at the Lincoln Laboratory of M.1.T.). The program
could accommodate a network of up to 36 swi tches, .and the
simulation was event~driven.li For a 13~-switch network and
10,000 simulated messages, the total running time for the
program was of the order qf 2 minutes, Visual dfsp]ays were
provided for the operator, giving current state Iinformation
during the run, and displaying statistics at run termina-
tion,

A number of simulation expériments have been carried
out by Fultz, using a rather detai}ed description of the

ARPA  Network and its operating procedure <KLEI 70, FRAN 72,

FULT 72>. Fultz' simulation program ran on the IBM .360/91

1l Simulators are normally divided into two classes. An
event-driven simulator has a list of actions (events) to be
simulated together with a time at which each action is to
occur., This is sorted in order of time. As each action s
completed the simulated clock is advanced to the time of the
next event in the list., A clock-driven simulator advances
its simulated clock by one time unit and checks to see if
there is some action to be performed at this time. This
allows more complex tests to determine if some action should
be performed, but costs in wasted checks every clock tick,
<GORD 69> ' :

Progress Report | Iv.5 o April 1977



at UCLA, and was written in the GPSS/360 simulation language
CFULT 72>; it consisted of about -2100 ~card images vand
computed a large number of statistical measures of netwérk
behaviour. The ~maximum simulated network size 'was, 21
switches; most e*periments were conducted on the 19;switch
ARPA Network. We have no informatién on the simulation time
or cost.

One of the best documented simulators for packetf
switched networks has been develépéd .at the Natfonai
Physical Laboratory in England over a period of several
years {PRIC 72, PRIC 73, PRIC 7ﬁa, PRIC 74b, PRIC 76,
HEAL 73, JOLL 73>, The first NPL simulations were carried

out by Healey CHEAL 73>, The main body of the sfmulapion

~program was written in ALGOL, machine code being reserved

for some fréquent]y used operations; it was run on both an
Elliott 4100 and an ICL KDF9 computer.,. The simulation was
event-driven. Following Healey's work, the simulator was
reprogrammed by Plessey Telecommunications Research Ltd,,
under contract to NPL, using the Plessey ALGOL Simulation
package, It was run on an ICL 1903 computer with 32K core
store and discs., With the speed improvement aéhieved, in
one half to one hour of computer time, a system could be run
for about 1 second of simulated time <JOLL 73>, Subsidiary
programs were employed to ana]fse a disc file collected
during the simulation run; The network. studied had a
configuration of 10 switches with 1links operating at 1.5

Mbits/sec (an 18~switch network was also considered).
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Further simulation experiments were then carried out at
NPL on isarithmic control, on a revised 1ink and switch
protocol, on fhe effect of 1ink errors and 1ink breakdown,
on adaptive routing, and on a 'hierarchical network. - (The
results- are available In a series ~of NPL reports.) To
facillitate continuing‘work and to avoid program size limita-
tions, the simulation package has recently been reprogrammed
for transfer to aA larger, general purpose computer
{PRIC 76>,
| At Network Analysis Corporation simulation was used as
one of the network désign tools <VANS 73, CHOU 74>, Simula-
tions of a centralized computer communications systeh
<CHOU 75> applied an interesting hybrid approach where some
simulation steps were eliminated by the use of ahalytical
formu]aé.' This technique was effective 1in facilitating

program development and in reducing computer running time.

~The hybrid and modular approadh was further described by

Kershenbaum <KERS 74>, The NAC simulation  package was
programmed fof a CDC 6600 computer and required about five
seconds of CPU time to simulate 1000 message }transactions;
the program needed about 30K words of core storége to run,
Somg other projects involving simulation 'of computer
communications networks include the following,
| A GPSS program for simulation of fhe' computér
communications network ILLINET at the University of Illinois
was used for evaluation of its performance under existing

and proposed priority schemes <BOVWD 73>, The network
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consisted of three nodes and used a dedicated (non-swi tched)
communications system, Simulation results were compared with

statistics gathered from the real system and close agreement

was . observed,

A multi-processor minicomputer Simulation ~Facility
called SIMFAC was proposed for testing new computer
communications techniques  under conditions closely
approximating those of the real ALOHA System  at  the
University of Hawail <BIND 73>, (The ALOHA system uses
shared, random access to a .sihgle radio channel for
fransmisslon. of - mességes between terminal users and a
computer.) The simulator was supposed to run on three
minicompufers: one simu]atihg the channel controller-.
concentrator program, a second dedicated to the simulation
of thé communication channel charécteristics, and fhe third
to the simulation of up to 1000 user terminals. The current
status of SIMFAC is not known to this authbr.A

A simulator for a study of adaptive routing technliques

‘was programmed on a PDP 15 by Fuchs <FUCH 74> at McGi11

University in Montreal. Due to limitations of main memory
size, simulated switches had to be swapped into main memory,
one at a time, in sequential order. This technique would be
expected to vresult In slow (expensive) simulation., Only

short simulation runs were performéd.

Progress Report | IV.8 . April 1977



PACKNET.ié a simulator of packet~switched data networks
implemented on the IBM 370/155 system at the U,S, Defenée

Communications 'Engineerlng'Center, using the SOL simulation

language <ULFE 75>, It was used in studies involving

transient behaviour under conditions of 1ink degradation and
outages, and involving the corrective effects .of alternate
routing. | |

A sihulator for investigation of congestion and flow
control in packet-éwitched networks was developed at the
Gesellschaft fur Mathematik.> und Datenverarbeitung in
Darmstadt, Germany <HAEN 76, RAUB 765.

Finally, a very elegant structural approach to computer
network simulation was proposed by Schneider <SCHN 75>. He
recognized thaﬁ a simulation model should be easiiy amenable

to two kinds of changes: parametric changes where dnly

" certain model parameters are varied, and changes of network

.operatlng- protocols; only the first is easy to perform in

mos t simulators; the second requires extensive
reprogramming., Schnefder's structural approach is based on
defining a number of 'pfotoco] system modules' with. c]eak]y
Imposed capabilities —and Interfaces. .The user is'given
skeleton modules which he is allowed to'repTace wlth his own
without producing uhdegirable side effects, so long as he
adheres to specified conventions. The entire package s
written in SIMULA and Is running on the CDC CYBER-7h4 at the
University of Minnesota Computer Center. The initial rﬁné,

on a simple network of five switches with 700 messages
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generated in 10 seconds of simulated time, reduired 14

seconds of CPU time and 60K words of memory.  The . SIMULA

program was about 1000 lines long.
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b Simulation Work at CCNG

At the University of Waterloo several projects have
been directed by Dr., J., Majithia. They include simulation
studies of loop networks <RAHM 72, DUBE 74, MAJI 76, YU 76>,

of the routing problem in packét-switched networks .

<BHAR 74a, BHAR 74b, BHAR 75>, and of protocols <KING 755,

Most simulation programs were written in GPSS and executed
on an. IBM 360/75 computer.
Also, A. Bowler <BOWL 76> wrote a simulation program

for a study of adaptive routing. About 1000 1Ines‘long, this

 FORTRAN program was -exécuted_on a Honeywell 6050 computer

and took about 3 minutes CPU time to simulate 30,000.packets
bn a h-switch network, | '

‘F:nany; the author <IRLA 73, IRLA 74a, IRLA 75a,
IRLA 77> designed a distributed simulator using three
minicomputers (Figure 1), Its primary édvantage Is cost
éfficiency; it is about 10 times cheaper to kun‘than some
conventional GPSS programs which use a 1afge, time-shared
Cthuter. (A comparison of run times Is shown in Table 1.2

) To the best of our knowledge this simulator is cheaper to

‘run than anyone else's, The simulator has been used for

research and contract work which involved: determination of
general network behaviour under given traffic conditions
CIRLA 75b>; studies of ' switch-switch protocols <IRLA 7kb,

IRLA 76e>; simulation of a route recovery mechanism (in case

2 This information was kfnd]y provided by Mr, King
<KING 74>, ‘
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CZTCAI

B C
network # messages IBM 360/75 mu]tiprocessor' ratio | GPSS multiprocessor
GPSS PDP-11s C/B i{minutes minutes per
CPU time 1in problem total elapsed real per 1000 | 1000 msg
state {minutes) time (minutes) msg
21-node 500 0.91 0.92 1.0 1.8 1.8
Toop 1000 1.63 1.78 1. 1.6 1.8
2000 3.16 3.36 1.1 1.6 1.7
5000 7791 9.03 1.1 1.6 1.8
12000 18.23 16.97 0.9 1.5 1.4
11-node 500 -0.46 0.62 1.35° 0. 1.2
- CANNET 1000 0.82 1.08 1.3 0.8. ].J
- . 12000 1.47 2.17 1.5 0.73 1.1
5000 3.58 - 4.73 1.3 0.72 0.95
12000 9.15 11.10 1.2 0.76 0.92
19-node 500 0.49 0.70 1.4 . 0.98 1.4
- ARPANET 1000 0.91 1.38 1.5 0.91 1.4
2000 1.76 2.70 1.5 0.88 1.4
5000 4.20 6.31 1.5 0.84 1.3
12000 10.38 16.35 1.6 L1 1.4
Comparison of Simulation Efficiency

Tab]e 1:
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of 1link or switch failure) <IRLA 76d>; and studies of
congestion controls <IRLA 76f, IRLA 77>,
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5. Malidation and- Confidence

Validation is the process of bringing to an 'ac;eptéble

level the user's confidence that any inference about a

sys tem der]ved‘from simulation is correct <SHAN 75>, We use
our distributed simufator to illustrate this process which
we have decomposed into the following sequence of steps:

1) validation of the simulation model, |

-2) validation of the simulation program,

3) validation of the simulation results,

Validating a model means establishing that it resembles

its real system adequately <FISH 67>, Two aspects of the

simulation model require examination, The first concerns
characterfzation ~of input data, such as external arrival
rate, mean packet 1ength, and their distributions. The
other aspect deals with the model structure and its

operating rules. ' : ' o .

Responsibility for apbropriate specification of the

input data I's ']eft' with the, user; he can éhoose the
distribution fgnctfons provided by the simulator, or supply
his own. The structure of. each packet switch, and the
operating'ruies, have been modelled after the CIGALE Ne twork

{POVUZ 73, GRAN 75>,

Validation of the simulation program (sometimes called

verlfication.‘<FISH 67>) also consists .of two parts ==

validation of the system input and validation of strqctﬂre.

The system input consists of a stream of packets arriving at.
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‘the network., Each packet is created using a random number

generator which determines the packet length, its arrival
time, and its source ‘and destination.

In order to establish the structural correctness of the

~simulator (i.e., lack of programming errors) we first

subjected it to manual verification <MacD 70>, tHrOugh the
examination of a step-byéétep trace produced by the program,
This approaéh was practical only.for very small networks,
We started with a single~switch network in order to examine
the queueing mechanism., Then we applied the same procedure

to a two-switch network to check the interaction between

»switéhes. In each case a light 1oad was applied, followed

by heavy load, in order to exercise the largest possible
number of subroutines, including the drop~packet mechanism.
(It should be mentioned that a simulation prbgram tends to
run in a very repetitive manner, with most ~subrodtines
executed frequently, and very few. 'special casés', This
eaées the probiem of checking all possible control-flow
paths through the program.) |

Next We experimented with a flve-node tandem network
subjected to _deterministic “traffic (fixed length packets,
fixed Interarrival fimes). "We could  thus ‘cdmpare fhe
constant transit delay for each packet against an easily
calculated correct value. The numérical agreement increased
our cdnfidenée In the\correCtnesé‘of the simulator's timfng
mechanism., Finally, we ran the simulator on‘ tﬁg 19"switch

ARPA Network and c0mpafed average transit delay with
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published simulation resultsl <FULT 725, Thekresults were
satisfactory (within a few percent.) The tests listed above
can not guafantee the simulafor?s cofrectness; but each one
gives us additional evidence>that It -is corfect. Further
evidence is provided by agreement of simulation and analytic
resulfs, discussed next,

Unfortunately, we have not been able to compare the

- predictions of our models with the -real system because

adequate measurements of real networks either have not been

~performed to date, or are not available. ‘Instead, agreement

between results obtained by simulation and énalytic methods

=~ in cases where they can be applied -~ may be taken as

evidence that the simulator program is correct.
Since the projected - simulation experiments are
stochastic in nature, thelr results must be consldered in a

probabilistic rather than absolute sense, = Confidence

Integvgigk provide an assessment of how representative the
simulation results are <FISH 735, A confidence interval s
an interval around a sampld value which contains the true
value with a given probability, - |

Classical statistical methods are directly applicable

only when independent samples can be obtained, However, a

single simulation run provides a sequence of observations

which is often highly autocorrelated, Multiple replication

of simulation experiments being impractical because of high-

cost, we need a new technique for finding confldence

intervals from a slhgle run; we would accept a technique
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yielding .even~ apprdximate resujﬁs; - A method propoéed by
Crane and Iglehart <CRAN 74> vrequires that. the system
returns to some fixed state (regeneration point) frequently,
and seems to be applicab]e'oh1y to a system with a small

number of queues, We are interested in packet=switched

" networks which are not such systems,

We suggest a method of batch means <GORD 69, FISH 75>,

Say we are interested fn mean delay. During a simulation
run, values of packet transit delay are collected to Fprm'a
time series,. Thié time serigs is . then broken into
intervals, or batches, and a mean value is derived for each
batch, The batch means are checked .for autocorrelation ==
in our experiments we found that, if é]l batches were taken,.
a relatively high degree of autoqorre]afion exists., This Is
reasonable, bearing In mind that the state of the system at
the end of one batch is fhe initial state for the next
batch, - The wuse of only alternate batches significantly
reduces the autocorrelation. Furthermore, it was
established ﬁhat’ the distribution of alternate batch means
s not skewed. Therefore, it 1is reasonable to assume
independence> of alternate batch. means, ‘and a c1a§sica]
statistical method can be used~fo determine the confidence
interval for the mean delay <HOEL 62>,

There Is a trade-off in the selection of a batch _sizég

In a single simulation run of fixed length, the batch size

is inVerse1y proportional to the number of batches. On the

one hand, we would like the batches to be long, in order to
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reduce the variation among the batch means, and to increase

the spacing between alternate batches == thus vreducing

autocorrelation, On the other hand, we want to keep the

number of batches as large as possible because the width of

the confidence interval 1is inversely proportional to the

squéré root of this number,

| We .found experimenfal]y .that the choice of the bafch
siéé does not have a‘signlficaﬁt effect on the width of the
confidence interval, as long as autocorrelation is small;

For example, we simulated an 1ll-switch sample network for

'120 seconds of simulated time, not counting the initial
-transient portion of the run which we disregarded; in total
- about 35,000 - packets were transmitted. Using a batch size

of either one or two seconds, we estimated ‘the  90%

confidence interval to lie at *3.5% of the sample mean.
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6. Expected Major Difficulties

\_Knowing one's enemy is hal - the battle. There are a

number of potential problem areas iIn network simulation;

judging from past experience we discuss some of them In the

hope that early recognition will help us to avoid them,

We mention petwork size first., We conclude from Sec=-
tioﬁs 3 and 4 that most networks simulated in the past
contained less than 20 switches. It should be noted that the
stze of the network determines the sizes of the tables
representing it for the simulator; a larger network reqdires
a larger description. Here thevimportant network parameters
are numbers of subscribers, switches, and links; table sizes

grow linearly, or quadratically, with these numbers, The

memory required to store these tables quickly becomes exces-

sive; wuse of auxiliary storage 1is wusually impractical

because of running time constraints. We believe that a
simulator design which can accommodate a backbone network of

up to twenty switches is sufficient for the proposed study.

Larger networks should exhibit hierarchical structures, and

may therefore admit different simulation techniques.

Run length may be measured as . the ~the number of
simulated packets or as the elapsed simulated fime. The
required run Iengfh can be detérmined by the desired width
of confidence intervals, as discussed 4ear]ier. We have
found that relatively 1oné runs are needed in practice

(60,000 packets has not been excessive In some cases;
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250,000 may be needed in the future, depending on network

size and load). -This has several immediate consequences,

Flrsfly, the simulation 'must be efficlient  so that

‘sufficiently-long'runs can be carried out within 'practical

time and cost limits. Secondly}'the naming scheme should be

sufficlently flexible to allow a distinct name for each

packet, Thirdly, the timfng mechanism should allow
sufficiently large clock values, |

Even a most detalled, event-by-event simulation will

. have to involve some conscious approximations for the sake

of economy. The user should be made aware of these .
approximations, so he can elther disregard them fif ~thelr
effect Is fnsignificant) or compensate when interpreting the
simuiation output. Clearly, any unintended blas ‘of the
simulator \ must be avoided by careful wvalidation; the
difficulties of validating a simulator were discussed in the
preceding Section,

Finally, we come to the input and output considera=
tions; that 1is, to the inte?face between the user and the
simulator, It has been our experience that mistakes in
input specifications are the most frequent source of simula-
tion errors. In part this may be due té-the large number of
parameters which the usef must - define, Two kinds of
mistakes occur often. First, parameter values whiéh are

inconsistent may  cause " the simulation to terminate

abnormally; secondly, an incorrect parameter value will

produce erroneous results. although the simulation may run to
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completion., Therefore, it is important that the simulator

check input data for consistency and that the format of

input data be sufficiently .redundant Vto discover most
errors, |

As fér as the output is concerned we have to deal with
two apparently inconsistent requirements.” On the one hand,
sufficfent outpﬁt must be available for a detailed analysis
of the system perfdrmance (e.g.,'an event trace). On the
other hand, it 1Is prohibhitively expensive to collect and

store all intermediate data which can potentially be useful,

~and an excesslive amount of output tends to hide significant

information, In most cases only summary statistics of
performance measures are required. Therefore, the user
should Se able to selectively gather and compact data, and
dfsplay results, |
We expect that the'simuTator users will not normally be
experienced programmers; henée considerable effort must be

expended on the human engineering of the user interface,
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L. General Approach to Simulator Design

We assume. that the simulator of  packet-switched -
networks -is Intended for a wide variety of applications,
some of which we cannot foresee at present. Therefore, Iits
design will have to be flexible 56 that on thg one hand we
will be able to simulate a ‘Iarge class of network$ with
minimum effort expanded on simulator modifications and, on
the other hand, we may at a latéf date easily add new
routines to collect and procéss required information,

Flexibility can be achieved by 1imposing a mg r

- structure, where each module is devoted to a well defined

task and communicates with other modules in a well definéd
manner, Each modules should be easily expandiblef and "
replaceable, as the need arises, without disturbing. other
modules <SCHN 76>, | |
The tasks fall naturally into three classes:
1 inftialization according to user's specifications,
2) simulation of network operatién, and

3) collecting, processing and output of required informa=
tion.

(M though, at first, it appears that simulation of network
operation is the most difficult part of simulator design, we
know from previous experience that the other two classes of

tasks may poée even greater challenges.)
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. Modular design can be .furtﬁer. enhanced by a
distributed, multi-processor computing_environmenf; We can
take advantage of parallelism between some taéks, thus
increasing simulation spéed. We are also forcéd to méintain
clean separation between modules because they run in
different loosly-coupled- processors. This results in
improved programming  style, Our previous experience
<IRLA 75a> indicates that distributed design of a simulator,
using  several minicomputers and/or microcomputeré, Ié
feasible and highly cost-effective. The main disédVantage
Is the 1lack of. portability, as multi-processor computing
systems with the required conffguration~are not- yet commonly
évailable.3 On the other hand, the distribﬁted design will
not prec]ude' usfng the simu1ator‘ on a- single computer
subject td programmiﬁg language compatlbility;. memory and
CPU requirements and probably also increased cost.

It has been fhe experience of other Eesearchers that,

~ for the sake of computational economy, certain operational

detalls are best approximated by analytical formulae vrather

than simulated in.detéil, event-by-event. This approach is

calted a hybrid 'analysis/simulation feChnique‘ {CHOU 75,

SAUE 76).1'L

3 The required hardware Is avallable 1in the CCNG
Laboratory at the University of Waterloo. '

L Unlike some some earlier simulation 1literature the
word - "hybrid" does pot refer to analogue/digital simulation.
techniques here, : -
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8. Conclusions and Further Work

In this progress vreport we have discussed issues

involved in simulation of packet-switched networks, without

actually proposing any specific simulator design. The major .

problem not «considered here 1is modelling of the local

distribution networks.
We propose for further work:

1) extensive simulation of Datapac using the present CCNG
simulator to discover "rules of thumb',

2) detailed design of a simulator able to repléce part of
the NPPS operating block, and

3)-implementation of this simulator.
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PPENDIX A (by A.I. Bowler)

d. Introduction . ~ -

The National Pdlicy and Planning Simulation Model

'(NPPS)l is a collection of computer programs, data files,

énd assbciated “documentation., It was prepared by the
Laboratoire d'Econometrie de 1'Universite Laval and Sorgs
Inc., Montreal. The programs run on a Univac 1108 operated by
the Computer Science Canada Cémpanyr The programs are mostly
written in Fortran although a few are written in APL,

It should be stressed that a]though  the model is
described as a simulation model this must not be ihterpreted
in the narrow sense of discrete simﬁ]ation defined Section
IV.2 of this report. Rather, the model simulates the finan?
cial affalrs of .the companies involved in long haul

telephone transmission.

o oan - v om w0 -

1 The NPPS project was originally called the Inter-

‘Reglonal accounting project. This name 1Is perhaps more

indicative of the true nature of the project.
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2. Overview

The model is 1logically vdivided into.‘ féur major
functional blocks., Most of the programs fit clearly into one
of the blocks. However, the distinction for data files is
not as clear since a single. file may be input to mofe than
one block, or may form part of the interface betweén two
blocks.

' The first block is the 6perationa1 block. Its programs
are concerned with the physical operation of the telephoné
network., It has algorithms for estimating  traffic,
dimensioning switching facilities, and assigning logical
links to physical transmission facilftles.A Again this s
more than a simulation . in the narrow sense of Section IV.2
asvit involves network désign decisions.,

The programs in the costing block estimate the costs
incurred by -the carrier companies in offering\ their
services. The proérams estimate the déy to day opefafing
coéts of the network, its maintenancé, 1and faxes, etc., as
well as the more flexiBle items such a§ equipment deprecia-

tion. - The costing block also assigns costs to the traffic

stream, although this is clearly a somewhat subjective

matter.,

" The sharing block calculates the preséttlement
revenues, which are the revenues collected by the carriers.
from thelr customefs. Thisvmoney is then divided among the

participating carriers according to some user specified mix-
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ture of settlement schemes; A1l the settlement plans
distribute some portion of the money acéording to the costs
incurred, as calculated by the costing block., The remainder
may be distributed in some other fashion.

The accountlnp block is the final block of the model,
Its inputs are the current financial status of the «carriers
and. the tincome for the current year as calculated by the
sharing and costing blocks, as Well. as certain ‘'policy’
decisions of the user. Its output is the new financial
status of the carriers. ' The relationshipé amongst the
various financial vartables are modelled ' by an
under-determined2 set of equations. The policy decisions
consist either of Fixing certain of these values, (eg.
dividend payments), or of " specifying a global objective
function to be optimized over the set of poésib]e‘ financial

options.

- s - - . oo o om

2 An underdetermined set of equations is one with more
variables than equations. Such a system has many solutions.
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2 Ugergtfng Block

This is the 1largest block In the model, and has

undergone substantial alteration with each phase of the NPPS

- project.

The first step In the operating block is the estimation
of the traffic matrix, The wuser must supply a typical
traffic profile for a day dividing the day into 4 periods,
These periods correspond to peak usage, normal hours,
evening, and Tate night. An - adjustment is made to
compensate for time zone effects ahd weekends, and a set of
traffic matrices |is generated based on a gravity mode1.3.
Some known traffic data can also be incorporated.

The NPPS model views the telephone network as two
networks. |

1) The switching network is a hierarchical network with
switching centres at each node. The 1logical 1links
connecting the nodes are divided into regular and high
usage links, The regular links run between a node and
its subordinates in the hierarchy. The high usage 1links
run between switching centres with heavy traffic flows

between them.

2) The transmission network is a non-hierarchical network.
The links  are the physical transmission facilities

(microwave, cable, etc). The facilities of the
transmission network are used to implement the logical
links of  the switching network. A logical link of

capacity C in the switching network may be implemented
by two distinct paths in the transmission network of
capacities A + B > C. : %

- ew as ww - en am mn a4

3 A gravity model is one for which the traffic volume
between two centres increases with the population of the
centres and decreases with the distance between them.
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The next. set of programs computes the traffic flow
through the switching network. The user may iof course
reconfigure the topology of the switching network. However,

he may also request that the switching network be

redimensioned before the usage of each link Is calculated.

This assignment of capacities 1s done éccordfng to the
'Economié cCS' rule, a rule of fhumb that corresponds
roughly to the practice employed‘in_the industry. There is
also a program to estimate the size of the switching equip-
ment needed at each node, to be used by the costing block,
Also, for the sharing block, there is a'calculation of the
peak‘usage. |

The NPPS model  does not calculate such performance
measures as blocking and ]osé\ probabilities, or walting
times. Instead it uses known Formulée for these measures to
estimate capacities required for acceptable performance when
dimensioning the network, ‘it is the digital analogue to
this set of rules, that we propose to search - for using ‘the
network model outlined in Part 1I.

The next major portion of the Sperating block assigns

clrcuits of the switching network to actual transmission

links, This is done by solving a Iarge‘ linear programming:

problem. The wuser can choose one of three basic objective
functions to minimize.

1) He cén minimize total circuit miles used, This is
equivalent to maximizing excess capacity,

2) He <can minimize a function of average cost per circult
used, . _ :
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3) He can minimize a function of marginal cost per circuit
used, S :

The two cost objective functions depend on information from
the costing block. Actually,. the‘program that. does this.

circult allocation, CIRRES, straddles the = boundary betWeen'

the operating and costing blocks; information from CIRRES is

used to calculate the per circuit costs. There 1is a

faci11ty for adding reliablility constraints to the prbbiem{

The unswitched services of private line and television
circuits are also included in the requirements at this time.

The CIRRES program is rather expensive to rdn, so some

effort has been spent on finding a good starting point, and

the Qser‘is given the option of choosing the first . feasible
solution found rather tHan the optimal one., To help him with
this chojce'the program tells him the wupper bound on the
optimum objective value, |

The last program takes the circult assignméntstand the
traffic at peak usage, and compﬁtes for each traffic stream,

a list of facilities used, This is written out for later use

- by the sharing block.

- om an w» o

4 The wupper bound 1is the usual LP ubper ﬁbpund
calculated from duality theory. -
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L. Costing Block

This block is concerned with estimating the assets of

and  costs fincurred by the individual carriers. It assigns

‘these costs to individuai facilities so that the sharing

block can allocate revenues, and so that the operating bliock

has a basis on which to assign circuits.

Most of the program code that is specifically for this .

block is in one program. The program first estimates the

value of the current assets on a per element basis. Switches
are costed according to the size estimated by the Qperating
block., For transmission 1links the -number of microwave
towet;s5 is estimated, based. oh the distance between the
endpoints, A capftal‘ cost is assigned to each, This cost
includes a mark up for remote installations and for extra
équipment that may be necessary such as mu]tiplexing or
branching equipment. The cost also depends of the capacity
of the Tink. |

The program then estimates  aging énd inf]ationary
effects, and calculates depreciation type costs. The user is
given some choice in the depreciation algorithm used. The
program also considers taxes and interest on caplital as well

as deferred tax effects. It then estimates operating costs,

maintenance, operation, land taxes, etc. These various items

are then totalled by class and carrier, and printed for the
user who will then have them avallable for use with the

accounting block,

————— Al ) PR o e em e e

5 There is an assumption that all” 1links in the
transmission network are microwave 1links,

’
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The effective capaclty of each 1ink in the transmnssnon
network is estimated and the cost divided among the clrcults
on that 1ink. This Information 1is stored for use by the

. i L] L[] * ' 6
circuit allocation routine in the operating block.

Two additional files are written out for use by the

sharing block., These contain the ownership, capacity and
value of the switching nodes and transmission 1inks,

There are costing abilities in the model other tHan
those specifically implemented in the programs described
above., A user wishing to decide the cost of some serQice
would - rgh portions of the operating block twice: once with
all the traffic, and once withAa'démand matrix that does not
include the traffic associated with the service in question.
He would then examine the estimated operating costs. The

difference in the operating cost for the two runs would give

‘the cost of this service. Other costing information s

produced in the form of dual variables from the circuit

allocation program, T

o e am wu w9 - ey am on

6 Actually, there 1Is a program 1in this 1link that
reformats this Information before it is input to CIRRES in
the operating block,
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2. Sharing Block

This block computes the actual income earned by each of
the carriers in long haul transmissioh.
There are two programs in. this block. The first

calculates the collected (presettlement) revenues, Its

inputs are the private line data, and the switched <call

traffic matrices, It calculates the collected revenues in a

straight forward manner by applying the tariff rules, The -

information' may be pkinted for the user and/or written to a
file, o
‘The 'next program divides the collected revenues amongst
the carriers. its inputs are: | |
1) the files produced by the operéting Block whichigiVe
the list of transmission links and switching nodes used

by each traffic stream,

2) the file produced by the costing block which gives the
‘ownership and cost of the transmission facilities, and.

3) the files produced - by the above program giving the
revenue collected for each traffic stream.

The revenues collected from each traffic stream are then
divided among the participating carriers according to the
settlement schéme and the contribution of each .of the
carriers, The figures are then“ totalled by company and

printed,
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6. Accounting Block

This is the last block in the system., It is perhaps the
most important _From the regulatory point of view. Its
purpose iS‘to'prédict the financial status of the carrier
companies.‘ ‘

‘The basic problem with modelling the accounting of the

carriers. appears to be the amount of flexibility available

to these companies in their financial arrangements, About
the only'itehs that are not at the carrier's discretion are
the amount of money collected in revenues, and a certain set
of expenses that must be paid, Between these imposed limits
the companies have a wide range of options open to them.
They control the amount of money paid to shéreholders,hhow
long they delay paying some expenses, whether..they ‘hahdle
certain~ expenses by borrowing or paying out of avallable
funds] etc. | |

The 1limitations on the actions of the‘companies are
modelled by a set.on nonlinear equations. Basicélly, these
are conservation vrules governing the flow of money between

different accounts. Flexibility occurs because this 1is a

consistent underdetermined system.

There are two approaches available to the user of the
éystem. The first 1s the simultaneous equétion'approagh.
The user fixes the values of a subset of the variables so

that he obtains a determined set of equétions, which the

7 Remember that interest paid on loans is a deductible
expense when computing taxes.
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- system then solves, In order to ‘simplify the task of

solving the resulting set of equations the system restricts
the alternatives so that the'resulting set of equations is
linear. The variables the user assigns values to are called

BEADs,8 and the calculated values non-BEADs.

.The second approach has been named the goal programming -

approach, The user specifies some linear objective . function

to be optimized, and a linear programming problem is solved,

Mthough, it is not.explicitly stated in the NPPS reports,

the user must specify some more information than just the

objective function so that the set of constrafnts"will be
linear. This approach has the advantage that certain non-
negativfty ~restrictions may be explicitly stated and
preserved in the solution; this is not necessarily possible
with the simultaneous equationlapproach. |

The cimplementation of both systems allows the uéer to
repeat thétpfocedure several times using the results of the
previous rdn as a starting point, Thus the user may forecast
a possible course of events for sevérai years in the fufune.
The user 1is not requ}red to type all the BEAD variables
every time as there Is a facility to use a standard set

avallable on a file,.

- en e an = - on on o> wm

8 BEAD is an acronym for Basic Economic  Accounting
Data.
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There is some discrepancy between tﬁe programs for the
accounting block discussed in tﬁg reports, and the program
described 1in the user guide. The reports discuss a series:
of APL programs of increasing comple#ity and giVe several
oﬁtput samples of the simultaneous equétlén approach. There
are discussions of the goal programming approach, and men-
tlon that it had been converted from -Fortran to APL,

However, the user guide discusses only one program in the

“accounting block, which appears to implement in Fortran only

the simultaneous equation approach. Hé' did not find any
detailed Information about the goal programming approach,

either how to use it or exactly what equations are used, As

a result we are unsure about the exact functioning of the

accounting block, and the reader should bear this in mind
wﬁen cénsidering the sfatéments made ‘above. | | |

The accounting block is not tightly linked“with the
rest of the NPPS system, Data traﬁsfer is entirely manual,
with the user having to type results from the costing and
éharing blocks as values for certain . variables 1in ‘the

accounting block.
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L. Simulatio

‘The NPPS model uses the term simulation quite freely
with  connotations differeﬁt from that given previously in
this report. The authors. of the NPPS .model distinguish four
broad categories for the term. We quoteg :

1) Validating the logic of the model and obtaining some
measures of the various algorithms and interfacing
devices the model contains..

2) Testing the quality of semiwréa]istic.data by.the model
contained, - ‘

3) Sensitivity testing with real and semi~reélistic data
for benchmarks and calibration, A -

L) Policy simulations proper.

It would appear ‘that the authors of the NPPS study view
simulation as meaning the running of.a model with‘soﬁe input
data, and examining»the output for purposes of ~debugging,
calibrating, or éctually predicting the performance of the
system being modelled, |

The reports on the NPPS system contain a large ambuht
of Information about results obtained .in various ‘studies
done on portions of the network during the writing of the
NPPS model. | |

The " user of the system has a large number of different
alternatives he may try out on the jmbdel. waever, while
these facilfties may be of great use, it is unliké]y that
the parameters whfch he_may~vary as inputs to the system are

related in a simple and direct manner to the question he

9 See section 4.1.1 of the final report of the second
phase. A
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wishes to ask. He must pose his question and then consider
the effects of‘different answers in terms of meaéuréﬁfe
quantitles thét the - model accepts as inputs. When he has
finished rﬁnning the model, he must décide.what the outputs
mean in terms of his original question. For example, i f he
is considering a different tériff structure he -may. first
have to predict the dally traffic profilé and pattern.

In the following we 1ist by b]ockf-the parameters the
user may alter to run his simulations. ‘

In the operating block the wuser can try different
traffic profiles and patterns, and see if he.wili require
more or less equipment, He may try a different switching

hierarchy, to see if it is a better or a worse one. He may

“try a different topology for the transmission network, or a

different criteria for circuit aésignment. However, there is

- nothing that will automatically produce an optimal switching

hierarchy and transmission network. This is realistic since
the carriers do not build a whole new network every time the
traffic pattern changes. The fact that the model attempts an
optimal cfrcuit. assignment. is also -realistic since
reassigning capacity within the existing network Is rela-

tively easily done and it is to be expected that the

carriers vreassign clrcuits often enough so that the pattern.

used is nearly optimum,
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In the costing block the user may change the prices of

~various pieces of equipment, tax and interest rates, as well

as debreciation algorithms,

In the sharing block the user hay change the tariff
rates ~and settlement schemes. Note that changing the tariff
rate does not affect the traffic pattern., The model .itsélf
assumes that the traffic pattern Is insensitive to tariffs.
Any elasticity must be éupp1ied by 'the user In terms of
modified traffic patterns.

| In the accounting block the wuser has available the
various decision variables. He also may attempt to predict

financial status for several periods Into the future.
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8. Applicability

The key question is: how much of the NPPS model can be
applied to the data transmission network? In out épinion
only a small bértton éan be used directly; a somewhat larger
portion could be adapted. o

The accounting biock is quite general and probably
could be interfaced with little difficulty, It Is possible

that nothing more needs to be done than to change the inputs

“to reflect the increased expenditures and revenues..

The needs of the data network can be included when the
circuit allocation routines are run, Constrainfs would have
to be added to model some digital only links, such as the

DUV microwave channels. However, this would affect the

functioning of the sharing block., This should be handled by

adding another data base and traffic class, much the same as

is currently done for private lines., Certainly the " revenue

»

calculations must be done differently,

Costing of the switching gear 1is obviously quite-

different. ‘The costing of the transmission 1inks may or may
not be different, Extra subroutines or programs could be
added to the Costing block to. make it handle the data
network, provided that reasonable estimates of 1life

expectancy, hardware costs, etc. could be obtained. The

model would have to be updated to do costing for digital

cable systems, and DUV microwave channels,
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ABSTRACT

A two=-level flow control scheme for message=-switched
computer networks is considered. Using a queueing network model,
analytic expressions are derived for performance measures such as

throughput and mean message delay. Results based on an example

network show that this two-level control scheme is cépab]e of

preventing the network performance from deteriorating when the
load befween a group of source-destination pairs is increased.
This scheme can also be used to give preferentfal treatment to a
particular group of source-destination pairs in terms of a higher

throughput.



1, INTRODUCTION

| Flow control, as defined by Rudin <1>, is a collection of
algorithms which aré used in a.netwofk to prevent a single user
or a single user group from hoarding the resbﬁrces of the network
to the detriment of others. There are two basic tyﬁeé of flow
control techniques <2>, The ffrst fype does not discriminate
messageé on the basis of source or destination and places a limit
on the total number of messages in fhe network, An example of
this typé is the 'isarithmic' flow control fechniqﬁe originally
suggested by Davis <3>, This technique has been implemented by

Price in his computer network simulation model <4,5>, The second

type of flow control places separate 1limits on the number of

messages belonging to each source-destination pair. An example

of this type is the end-to-end control scheme implemented in the
Advanced Research Projects Agency (ARPA) Network <6>. In this
network, a user in a host computer cénnot sendvhis next message
until the RFNM (Request For Next Message) of his.last message IS
received, ’

In this paper, an open queueing network model éf the tYpe
studied by .Baskett, et., al, <7> is used to analyse  the
performance characteristics of a two-level flow control scheme in
a message-switched, store and forward computer .network,
Informally, this scheme can be described as follows., At the
first lével, a limit is placed on the total number.of messages in
the network, At the second leve1,~_disjoint- groups of

source-destination pairs are defined and separate 1limits are




placed on the number of messages belonging to each group., This

two-level scheme is rather general, and it includes the two basic

types of flow control ‘techniques mentioned above as special

cases, More importantly, it allows us to give preferential
treatment to some source-destination pairs (by adjusting the
limits) while maintaining an acceptable level of message flow -in

the network}

Pennotti and Schwartz <2> have analysed the end-to=-end flow

control scheme for a stdre and forward tandem link in a computer
network, Their work. was iater - extended by
Chatterjee, et. al. <8> to include random vrouting, The ﬁode]
analysed In this paper is different from those found in <2,8> in
the sense that it is | a total network model and all
source-destination pairs are taken into consideratién.

In section 2, our network model with a two-level flow

control scheme 1is described, Analytic expressions for the
~equilibrium state probabilities and performance measures such as

- throughput and mean message delay are derived in section 3,

Finally, secti