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Summary 
In this study, we have derived expressions for the capacity of a CDIVIA cellular system. 

We have analyzed the combined effects of fading, shadowing and mobile location on the 
service outage statistics. In our capacity calculations, we have assumed an otitage Probability 
threshold of 1% averaged over all cell locations. Outage statistics for a large number of 
positions were computed, allowing us to examine the dependence of the outage probability 
on the location within the cell in the presence of lognormal shadowing. 

The effect of 3 cell-site diversity on the probability of outage was exa,mined. A geometrical 
diversity region was assigned and mobiles within this region received 3 transmissions from 
the closest cell-sites. The cell-site diversity scheme presented reduced the \\Foist  case outage 
and the average outage statistics. As the ontage probabilities were reduced the cell capacity 
could be increased. In the case of a 1% average probability of outage threshold the capacity 
doubled (from 25 to 53 users per cell) with the use of cell-site diversity. In the case Of a. 10% 
threshold the number of users increased by 21 percent (from 268 to 326 users per cell). 

The effect of a non-ideal power control method was investigated. Three models were 
considered: jitter, correlation, and a variance model. The variance model showed the most 
promised and forms the main contribution of the analysis. By the introduction .of an ex-
ponential accuracy parameter, tc, the accuracy of the transmitter's power control can be 
adjusted and the cell capacity can then be analysed with respect to this power control pa-
rameter. The results of the outage probability and capacity versus the parameter s, \Vere 
plotted and show -that there exists a optimum value of n which delivers the maximum cell 
capacity. The improvement in capacity with the optimum fe, with non-ideal power control is • 
slightly above three times the capacity when ideal power control is utilized. 
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Chapter 1 

Introduction 

This document presents the results of a study of capacities for cellular Direct Sequence Code 

Division Multiple Access (DS-CDMA) systems. 

There is considerable interest in commercial applications of spread spectrum (SS) com-

munications for cellular mobile telephony such as QUALCOMM's proposal for the next 

generation of digital cellular [1]. The operational advantages of cellular CDMA such as fre-

quency reuse, voice activation, and soft hand-off are apparent, but the capacity gain in terms 

of the number of users per cell per Hz .remains debatable. A key issue is the translation of 

the link performance of DS-CDMA to capacities. The capacity calculations are complicated 

by the following aspects of DS-CDMA: 

i) The combined effects of fading and location contribute to the service outage statistics. 

The mobile communications  channel is typically prone to multipath fading and shadowing 

which affect the receiver's signal to noise ratio. The most typical fading model is Rayleigh 

fading, which is a fast varying process, with lognormal shadowing, which is a slower process. 

The cornbined process may cause service outages. In addition, in a CDMA cellular system 

different locations within the cell are subject to different levels of intercell interference. Thus 

different locations may have different outage probabilities. The actual outage experienced 

by a mobile user is the average of the outage probabi li ties at the locations along the path of 

travel. The combined effects of fading and location on outage probability will be analyzed. 

ii) The effects of cell-site diversity. Mobiles at the cell edges can obtain improved coverage 

through the use of cell-site diversity which is in addition to the spread spectrum diversity 

inherent to DS-CDMA systems (ie. use of a RAKE receiver). However, as more transmissions 

per user are required when diversity is employed, the extra transmissions add to the the 

multiple access interference seen by other users. Thus, if the diversity is not applied properly, 

the system may actually experience a loss in capacity. The results are presented for 3 cell-site 

diversity with several different diversity regions. 

iii) The effects of non-ideal power control. The effectiveness of power control will depend 
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both on its preciSion and on its performance in a cellular environment. In the uplink, power 

control is essential to alleviate the effects of the near-far problem. The objective of uplink 

power control is to ensure that the received signal at the receiving cell-site is constant. The 

mobile is required to vary its transmit power to achieve this objective, which in turn will 

increase the variance of the interference power at other cell-sites. Non-ideal power control 

will be examined as it is felt that the optimization of the such an uplink power control method 

may increase the overall capacity of the system. By using a non-ideal power control method, 

the intercell interference can be reduced at the cost of increased intracell interference. The 

effect of non-ideal uplink power control will be examined. 

1.1 Background and Problem. Formulation 

To analyze the combined outage due to mobile location and lognormal fading, the mechanism 

behind location dependent outage must first be understood. In the downlink, a mobile closer 

to a cell edge is subject to more intercell interference. For any given location, an outa.ge 

probability can be calculated for a given number of users per cell. If we assume a threshold 

of 1% outage probability for all locations we can then determine the maximum number of 

users per cell to satisfy a given BER performance. 

In the uplink, the intercell interference affecting a given cell-site is due to mobiles in 

adjacent cells. The interference power caused by a mobile is a decreasing function of the 

distance between the mobile location and the cell-site in question. Since the location of the 

interfering mobile is random, the corresponding intercell interference power at the cell-site is 

also random. Since there are a large number of interfering mobiles, the central limit theorem 

can be applied, resulting  in a Gaussian model for interference at the desired cell-site. 

Cell-site diversity is used mainly to iMprove service coverage at the cell edge Tn  the 

downlink. Obviously, not all positions within the cell will benefit from cell-site diversity. For 

example., if a mobile is close to a cell-site, a distant cell-site transmitting to this mobile will 

typically add to the interference seen by the users with little or no benefit to the mobile. A 

mobile near the cell edge is expected to benefit from cell-site diversity because it is subject 

to higher intercell interference and is almost equidistant between cell-sites. 

The key technique which is required for DS-CDMA multiple access systems is uplink 

power control. Power control is necessary to combat the near-far problem at the cell-site. 

Ideal power control ensures that the signal power arriving at the cell-site is constant for 

all users regardless of the the user signals' propagation loss between the user and the cell-

site. In the presence of lognormal power variations, non-ideal power control can only reduce 

the standard deviation of the power variation. On the other hand, given the fact that 
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intercell interference arrives through a different path than that between the cell-site and the 

mobile, the transmission power variation due to power control will increase the variation 

of the intercell interference. This may be modeled as lognormal shadowing with increased 

standard deviation. We examine a non-ideal power control strategy, to see if by reducing 

the standard deviation of the transmitted power from the mobile, the system capacity can 

be increased. This possible increase comes at the expense of increasing the overall intracell 

interference while reducing the overall intercell interference. 

The cellular communications network considered in this document is a group of cell-sites 

organized in an idealized infinite hexagonal grid structure. Using the downlink, cell-sites 

transmit to mobile users, who are assumed to be unifortnly distributed throughout the cells. 

The number L c  of users per cell is assumed to be the same for each cell. There is no 

power control associated with the cell-site downlink. However, in the downlink, as well as 

the uplink, the system can take advantage of the fact that, in voice communications, users 

are not speaking all of the time. During  speech pauses a transmitter will not output any 

signal, thus reducing the interference for other users. The voice activity factor V07, defines 

the percentage of time that the transmitter is active relative to the total transmission time. 

similar to [9], we will take it to be 3/8. Each of the cell-sites is sectorized into N seci  sectors 

to reduce mutual interference. The uplink and downlink are subject to lognormal shadowing 

which is a common assumption in mobile communications. Unlike other works, in this report 

we consider a practical non-ideal power control algorithm to explore potential capacity gain 

as will be discussed in later chapters. 

1.2 Report plan 

Chapter 2 develops expressions necessary to derive the system capacity in the presence 

of lognormal shadowing, in the presence of fast fading, without cell-site diversity. In the 

development both lognormal shadowing and location outage are taken into account. In 

Chapter 3, we define a diversity region where all users within the this region receive 3 

diversity transmissions from the nearest cell-sites. Again the fading and location outage 

are taken into account. Non-ideal 'power control is examined in Chapter 4. A comparison 

between our capacity results for the CDMA and the capacities of FDMA and TDMA cellular 

systems is carried out in Chapter 5. Concluding remarks are given in Chapter 6, as well as 

suggestions for future research. 
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Chapter 2 

Capacity in Lognormal Shadowing 
with Fast Fading 

2.1 Downlink Capacity 

This section presents a derivation of the downlink capacity for a CDMA cellular system 

employing BPSK. Developments in this section are parallel to those presented in [13]. We 

assume that the paths are subject to lognormal shadowing and fast fading. Typically in 

mobile communications the fast fading is Rayleigh fading so we consider the Rayleigh fading 

case without shadowing first. The key performance parameter is equivalent SNR defined as 

E3 /N0 . Here, Es  is the signal energy per symbol after despreading and No  is the one-sided 

spectral density of background interference. As is usually done in the analysis of CDMA 
systems [8], we assume that the system in limited by mutual interference and that thermal 

noise is negligible. Hence NO is due to multiple access interference alone. We assume that 

multiple access interference can be modeled as AWGN [2, 3]. 

In DS/BPSK oveià fading channel, the received signal is given by 

s(t) = .12/3;Aodgco (t) cos(27rf,t), (j —1)Ts  t < jTs , 

where P;  is the transmitted signal power for the j-th symbol, di  = ±1 represents the data 

bit transmitted during the j-th symbol interval, and fc  is the carrier frequency. The DS 

spreading waveform, co (t), for the reference user (ie. the 0-th user), is given by 

co(t) = = ±1, (j — 1)Ts  in< t < (j —1)Ts  + (1 + 1)Tc , 

for 1 = 0, • • • , M — 1, where n is the chip period. The received power at the receiver is the 

product of V2P3  and Ao , or \/2/33 i1.0 . The term \./2Pi  is a constant for all users and Ao  is 

the instantaneous fading amplitude experienced by the downlink signal and is common to all 

intracell users. We have assumed that there is no power control employed in the downlink, 
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-  r. 

hence Pi is constant for all users. Although downlink power control was used in [9], it was 

stated that the capacity gain due to downlink power control was not significant and we did 

not examine it. There are M chips per symbol period Ts . We assume that DS spreading 

sequences are random binary sequences. This assumption has been justified in several papers 

[4, 5, 6, 7]. In order to perform symbol-by-symbol decision a matched filter is employed. 

This involves multiplying s(t) plus the signals from other users by 1co (t)cos(27rf,t) and 

integrating the product over the time interval [0, Ts]. The signal component at the matched 

filter output is diA oesi , where E3i = Pin is the j-th symbol energy. If, instead of 

interfering signals from other users, we have AWGN with one-sided spectral density No , the 

variance of the noisy component at the output of the matched filter is given by 

• 2 
	

No 
(2.1)en = 2 

Consider the case where only one other user occupies the cell occupied by the reference user. 

The interfering signal may then be written as 

.s i (t) = \/2PiAo dici. (t) cos(27rfct + 0), 	 (2.2) 

where ci (t) is the spreading sequence for the interfering user. The chip boundaries of the 

interferer's spreading sequence, ci (t), are offset by r, which is uniformly distributed on the 

interval [0, Te), fc  is the carrier frequency (which is common for all users), 0 is the phase offset 

relative to the reference user. The phase offset, 0, is assumed to be uniformly distributed 

on the interval [0, 27r). Here we assume that the cell-site transmits the same power for each 

user and that interfering signals share the same propagation path. Based on the  • random 

sequence assumption, the variance of the interference component at the output of the match 

filter is then given by 

p 	 T3  al • 	ER\ I 	cos(0) f co (t)ci (t)dt) 
.. 

0 

	

P. 	 Ts 
= 	E[A(2)]E[cos2 (0)]EV co(t)ci. (t)dt) 2 1 	 (2.3) Ts  

	

P. 	0 	, cos2(0) 	1 In 
= --E[A] 

I: 
2 	

27r 
] 	'd0—

Tc o 

ERE(air bi(Tc  — r))) 2 1dr, 	 (2.4) 

where the first expectation in Equation 2.3 .is taken with respect to the fading parameter, the 

second with respect to q5, and the third with respect to r and independent random variables - 

ai, bi which take values +1 with equal probability. In Equation 2.4, the first expectation 

is taken with res.  pect to the fading parameter and the second is taken with respect to the 

random variables ai and bi. This yields 

1 fn MM 
 

T = --2- E[Aîj— 	E[ E(aia/r 2  bil?/(Tc — r) 2  2aibi(Tc  — r))]dr 

	

s 	211c  o 	i=1 1.1 
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(2.6) 

(2.7) 

P. = 	E[A 2]—M  iTc [72  (T, — rr]dr o 
P. , A  2 , M 2Tc2  = 	 - 
Ts 	° 2 3 
P. 	m-T c2 

= —2- E[A 02 ] 	3  Ts  
• E[A02].  

(2.5) 
3M 

The effect of interference on the pairwise error probability can be approximated by using 

the average variance over several symbols. The accuracy of this approximation improves as 

the number of symbols used in the decision process increases. From Equations 2.1 and 2.5, 

the respective average variances are given by 

-2 NO 
en = 2 

and 

- 2 	1 
= -3m  EsiE[n. 

We assume that the transmitted symbol energy is constant from symbol to symbol thus we 

have Esi = Es  for all j. Comparing Equations 2.6 and 2.7, the contribution of one user to 

the equivalent No  is given by 

No  = —
2 EsE[4]. 	 (2.8) 

3M 

Suppose there are Lo  active interfering signals in the same cell as the reference user, where 

Voni5c  
Lo = 	1, 

1 V sect 

where L c  is the number'd users in the cell, Nsect  is the number of sectors per cell, and Von, 

is the voice activity factor, then the contribution by these users to the equivalent No  will be 

Lo  times that given in Equation 2.8. 

We now consider the interference from an user which is outside the reference cell. The 

analysis is similar to the analysis for the intracell user. However, the received power is not 

the same for both users due to the independence of the propagation paths. Denoting the 

instantaneous fading amplitude for the k-th cell-site by Ak, the variance of the power at the 

matched filter output is given by 

= E RAk 1 7  I 1  cos f
Ts 
 co (t)el (t)dt) 2] 

(2.9) 

T; 
= —Pi  E[AflE[COS2  e[(1 (Co(t)Ci(t))dt) 21 2T, (2.10) 
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1 
= — E E[A 2 ]. r 	• 3m  s 	o (2.12) 

where the first expectation in Equation 2.10 is taken with respect to the fading parameter, 

the second with respect to 0 and the third with respect to T and independent random 

variables ai, bi  which take values ±1 with equal probability. Carrying out the calculation 

yields 

2 
Cr/ . i-i-i E[A k2i—m, In [7-2 + (T, - 

21's 	- L c 0 
.13; IVITo2  ,„ 21  

= 	 -ei  [ liki 371, 
1 

= —
3M

.E3 E[A 2k.] (2.11) 

The respective average variances for AWGN and one intercell interferer are then given by 

-2 	NO 
en == 2 

The contribution to the equivalent No  by K interfering cell-sites, each containing thé same 

number of users as the reference cell, is given by 

A 2  
No  = (Lo  + 1) E -3M Es E[A1. (2.13) • 

le=1 

Here ilk is the instantaneous fading amplitude for the path between the k-th interfering cell-

site and the -reference user. For Rayleigh fading, il?)  and AY, are chi-squared distributed with 2 
degrees of freedom. Hence, E[4] = ri-ol" and E[Aîl =  r ,  where rik  is the distance between 

the i-th mobile and the k-th cell-site and  y  is the propagation coefficient. Consequently, 

E{/112) ] and E[41 are related by the following expression: 

E[A] 	( r io ) ." - 
E[M] 

Combining the signal, and the intracell and intercell interference terms,  we  can express 

the equivalent SNR as 

'E[4]  
A1 	 K 2E[A 2 ] ' pz,D.Er2 	/L 0  + 1) Ek=1  

3M L 	1-  
1 

z_ria  _L.  2(4+1)  \--,K (rio 	• 
3M ' 3M  

(2.14) 

This is the expression for equivalent SNR in the presence of Rayleigh fading alone. If 

we consider lognormal shadowing with fast fading, E[Aîj is a lognormal variable. That 
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Es  10 10  
No 	14040 .$8- +  2(L0-1-1)10i  

3M 	 3M 

(2.16) 

or equivalently as, 

Es 	 1 
No 	2L0 	2(L0-1-1110  nip. • 

3M ' 3M 

(2.17) 

is, if X0  is defined by X0  = 10 log io  E[4], then X0  is normally distributed with mean 

x o  = 10 log 10 [(71-o-y ) 1' ] and variance cc, where  r the distance to the reference cell-site. 

The value of ux  is the standard deviation of the shadowing process between the user and the 

cell-site. Typical values are between 6 dB and 12 dB [10, 13, 9]. Our numerical results are 

based on a ux  of 8 dB similar to [9]. 

The term  E[A] is the instantaneous received power of the interference signal from the 

k-th cell-site is also lognormally distributed. If we define Yk = 10 log io  E[A )2,], then Yk is 

normally distributed with mean my, = 10 log lo [(-141 and variance irr k . We assume that the 

variance of the shadowing is the same for the interfering signals as it is for the desired signal, 
0„0..2. The equivalent SNR in the presence of lognormal shadowing and correlated 

Rayleigh fading is 

Es 	 1 0 
- = 	 ( 215  1 5 ) 
No  no He 2(Lo+1) 	A.  • 

3M 	 3M L 1 =1 101 ° 

The second term in the denominator involves a sum of independent lognormal random vari-

ables. This finite sum can be represented by another lognormal variable [11]. Let 

	

Y_ 	Yk 

	

1010 	1 0 0 , 

k=1 

then Y is approximately normally distributed with mean my and variance u?, which can be 

calculated by a method presented in [11]. The equivalent SNR can then be expressed as 

X0 

If we let z = Y — X0 , then z is normally distributed with mean m, = my — mx  and variance 

az2  =  4+o.  The equivalent SNR, EVN0 , is then a function of a Gaussian variable, allowing 

the density function to be found by standard techniques. The probability density function 

of E8 /N0  can be expressed in terms of the mean and variance of X0  and Y as follows: 

10 	 (t — my + 	mr) 2 ) 

	

f 	=  	
) 	( ux2 + 4 ) exp 
	 (2.18) 

No  In 10t (1 	 2(ux2  

where 

(  3M 	Lo  
2t(.L 0  -I- 1) 	Lo -I- 1) 

t' =  10 log io  (2.19) 
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and Lo  is defined in Equation 2.9. The result presented in Equations 2.18 and 2.19 is well 

known. Its development is presented in Appendix A only to make the paper self-contained. 

The density function is parameterized by the location of the mobile, as a mobile's received 

signal and interference power are functions of the mobile position within the cell. Thus, the 

outage probability can be calculated for each cell location. We assume that an outage occurs 

whenever the SNR, (Es /No ), is less than a certain level denoted by b. With this definition 

of outage, the probability of outage is given by 

	

Pout(Es/No 	= 	f A L (t)dt, 	 (2.20) 
13 	No 

where b is the SNR. (Es /No ) required for the given BER for reliable communications. In 

other words, we assume that if Es /No  < b then the bit error rate is unacceptable and an 

outa.ge  occurs. The value of b can be determined given the required BER.. For example, in 

[9] a BER of 10 was used as the required BER with the corresponding b equal 1,o  5  df3. 

The average'outage probability (Pout ) over the desired cell can be obtained as follows; we 

divide the cell into many srnall areas ciS and compute the outa.ge  probability for these small 
areas.  We  then sum the outage probabilities computed for each area and divide by the total 

amount .of area in the cell. This can be expressed as 

• 	1 
Potit  = — (E IN < b)dS. 

	

S s 	ut 	s 	o 	 (2.21) 

Numerical Results 

In this section, numerical results are given for the downlink outa.ge  due to combined 

location and shadowing effects. No cell-site diversity is used. The variande of the the 

shadowing process is the same for all users and interference sources, that is 

= 8dB. • 

The propagation coefficient 7 = 4 is assumed. We assume that there is no power control in 

the downlink, that is, the cell-site transmits the same power to all mobiles regardless of the 

mobiles' position within the cell. The number of chips per symbol  M  is set to 512. 
In the case of an infinite cellular array, symmetry -considerations allow us to restrict 

attention to a. cell sector which is 1/12 the area of the total cell area. A typical sector is 

shown in Figure 2.1. The mean and variance of X0  and Y are calculated for uniformly spaced 

points within the sector. The results are then used in Equation 2.18 to compute the outage 

probability for each location in the sector. The mobile within the sector shown in Figure 2.1 

receives interference from all of the surrounding cell-sites. Figure 2.2 shows the first tier of 

interfering cell-sites' signal to a location . within the sector. Three tiers of interfering cell-sites, 

or 36 cell-sites, are included in the interference calculations. 
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For the purposes of comparing our results 1,vith those in [9], we define an outage to occur 

when the Eb/No  is less than 5 dB. We also assume a rate 	1/2 code as in [1] for the 

do • nlink. Thus, the minimum SNR required for reliable communications is Es /No 	2c1B 
That  is  to say that an outage occurs when the Es 	< 2dB. 

The results differ between this paper and those presented in [9] for several reasons. In [9], 

a. maximum of 18 cell-sites were included in the interference calculations while in this paper 

we have incorporated the effect of the first three tiers for a total of 36 interfering cell-sites. 

This is a minor difference as the third tier interference has a relatively small contribution 

to the interference. Another difference is we have not considered -  downlink power control 

which was included in [9]. We do not feel that the effect on the system capacity is a ffected 

much by this. A major difference in the approaches taken was that in [9] the method of 

assigning cell membership and thus how the signal-to-noise ratio was calculated. In [9], the 

received signal powers from the cell-sites were ordered and the cell-site with the maximum 

\vas .assigned. to transmit the signal to the mobile and the remaining signals were considered 

interference. In this section we assigned cell membership to the closest cell-site (ie. by 

distance) and considered the surrounding cell-sites as interference. In this section we do not 

consider hand-off to the cell-site with the maximum power and it is this difference  in the 

analysis which we expect has the greatest impact on the difference in the system capacities 

between this report and [9]. 

Table 2.1 shows various outage statistics for a number of different cell loa.ds with the 

assumptions stated above. If we set a threshold of 1% for the average probability of outage, 

then the capacity per cell is 25 users. The table also shows that the worst case outage 

probability at any location in the cell is 6.1% and 33.52% of users experience a proba.bility 

of outa.ge  exceeding 1%. If we assume that the average outage probability.should not exceed 

10%, then the number of-users per cell increases to 286. In this case, 74.72% and 41.76% of 

users, respectively, experience outage probabilities exceeding 1% and 10%. The maximum 

outage probability at the worst case location is slightly over 36%. Clearly, an average outa.ge 

probability threshold of 10% results in unacceptable performance for a large percenta.ge of 

users. This percentage will be used for comparison with other cellular systems in Cha.pter 5. 

To illustrate the outage proba.bility's dependence on the position within the cell, we 

present three contour maps for the cell sector shown in Figure 2.1. Figures 2.3 - 2.5 display 

contours  for  4, 8, and 10 users per cell, respectively. The contour lines each denote an outage 

proba.bility of 1 percent. The contour lines in the figures are labeled with the appropriate 

proba,bility of outage. As a rectangular grid is used for calculations. , the diagonal sector 

boundary appears as a jagged edge in the contours. The sector ma.p is included for a. point 

of reference. The relative position of the sector within the cell is presented in Figure 2.1. In 

10 



I  

II 
(11 
111 

Figure 2.1: A Typical Sector (1/12 of cell) used to compute the outa.ge probabilities 

Figure 2.2: Illustration of the Interference from Cell-Sites within the First Tier on a Location 
within a Typical Sector 
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L c 	Pout 	max Pout 	% Area > 1% 	% Area > 10%  

	

24.0 	0.0093 	0.0588 	0.3258 	0  

	

25.0 	0.0098 	0.0612 	0.3315 	0  

	

25.2 	0.0099 	0.0617 	0.3352 	0  

	

25.4 	0.0099 	0.0621 	0.3371 	0  

	

25.6 	0.0100 	0.0626 	0.3371 	0  

	

25.8 	0.0101 	0.0631 	0.3390 	0  

	

26.0 	0.0102 	0.0635 	0.3390 	0 	. 

	

28.0 	0.0111 	0.0681 	0.3596 	0  

	

30.0 	0.0120 	0.0726 	0.3708 	0  

	

32.0 	0.0129 	0.0770 	0.3858 	0  

	

34.0 	0.0138 	0.0813 	0.4007 	• 	0 

	

220 	0.0812 	0.3172 	0.7135 	0.3539  

	

240 	0.0870 	0.3332 	0.7266 	0.3745  

	

260 	0.0927 	0.3482 	0.7360 	0.3989  

	

280 	0.0982 	0.3625 	0.7453 	0.4139  

	

285 	0.0996 	0.3659 	0.7472 	0.4157  

	

286 	0.0999 	0.3666 	0.7472 	0.4176  

	

287 	0.1001 	0.3673 	0.7491 	0.4176  

	

288 	0.1004 	0.3680 	0.7491 	0.4176 - 

	

289 	• 0.1007 	0.3687 	0.7491 	0.4195  

	

290 	0.1009 	0.3693 	0.7491 	0.4195  

	

300 	0.1036 	0.3760 	0.7509 	0.4326 

Table 2.1: Outage statistics for L c  users per cell. Es /No  = 2 dB and standard deviation of 
lognormal shadowing is 8 dB. 
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Figure 2.3: Contour plot of outage probability for 20 users per cell with 1% probability 
contour lines 

each of the figures, the probability of outage increases with the distance from the cell centre. 

The worst case outage probability occurs at a cell vertex (the lower right ha.nd Corner in the 

figures). 

Additional results were obtained for the purposes of comparing our results with those 

presented in [8]. For this comparison, we were.required to change a number of the parameters 

from the values stated earlier in this section. The SNR, Es /No  was set equal to -3.3 dB which 

corresponds to an Eb/No  = 1.5dB with rate = 1/3 coding as used in [8]. For the comparison 

we followed the processing gain definition in [8], which is PG = 10 log(W/R), where W is the 

bandwidth of the signal and R is the information bit rate. The expression for processing gain 

becomes PG = 2.1141r f„ when the null to null signal bandwidth is used  (je.  W = 2RM/r f „), 
where M is the number of chips per symbol and l'f„ is the coding rate. The number of chips 

per symbol was set to 210 to give the required processing gain of 31 dB as used in [8]. The 

average outage probabilities were calculated for the cell loads of 651 and 868 users per cell 
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Figure 2.4: Contour plot of Outage probability for 25 users per cell with 1% contour lines 
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Figure 2.5: Contour plot of Outage probability for 30 users per cell with 1% contour lines 
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which were 14.5% and 17.8%, respectively. The corresponding results presented in [8] were 

15.5% and 18.6%, respectively. Given the parameters used in [8] our method showed good 

correspondence as the average outage probabilities for the given cell loads were within 1% 
of the presented results. 
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2.2 Uplink Capacity 

We now study the uplink capacity in lognormal shadowing with fast fading. We adopt the 

terminology of the last section on the understanding that the receiver is now at a cell-site 

and that the interference is from other mobiles. Many of the results are taken from the 

previous section. The required SNR will be increased to take into account for the lack of a 

pilot signal for use in demodulation. 

Power control is a necessity for DS-CDMA multiple access systems. Transmitters close to 

cell-sites cannot be allowed to saturate or capture the cell-site's receiver. Ideally, each mobile 

will compensate for lognormal shadowing by varying its transmitted power in such a way 

that the received signal strength at the cell-site is equal for all users. However, perfect power 

control is difficult to achieve. Moreover, transmitter power fluctuations may increase the 

variance of interference affecting other cell-sites. In the following development, we assume 

that mobiles, do not have ideal power control. In the model presented in this section, we 

assume that the power control's estimate of the uplink attenuation and the actual uplink 

attenuation can differ. We assume that they are correlated, but not necessa.rily equal. We 

also assume that the variance of the transmit power can be constrained to be less than the 

variance of the shadowing process. Separate correlation a-  nd reduced variance power control 

methods are considered in detail in Chapter 4. 

We first calculate the interference from a user in the same cell as the reference user under 

lognormal shadowing with fa.  st  fading with imperfect power control. 

The interfering signal can be written as 

,e) 	 s i (t) = 	ePi dj ci (t)cos(27rfct--1- 0), 	 (2.22) 

where ci(t) is the sprreading sequence for the interfering user. The chip boundaries of the 

interferer's spreading sequence, c i (t), are offset by r, which is assumed to be uniformly 

distributed on the interval [0, Te ), where n is the chip period. The carrier frequency is 

denoted as fc  and is common for all users. The phase relative to the reference user, 0, 
is assumed to be uniformly distributed on the interval [0, 27r). The instantaneous fading 

amplitude affecting the signal from the i-th user in the k-th 'cell-site is denoted by ek )  . The 

transmitter compensates for fading by applying a scale factor  Qj , to the transmitted signal. 

is a function of the transmitter's estimate of the uplink attenuation affecting the signal. 

For ideal power control, if we assume the transmitter's estimate of the uplink attenuation 

then Qj ,. is given by Qi k = Aik . The variance of the interference due to other users at the 
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1 

cell-site receiver is calculated as follows: 

El.(\
I II A 

 cos In  Co (t)Ci (t)dt) 
T.9 Q ik 	° 	

2 p 	( 0) 

p. 	[Açc. )2 .7 E 
Q

E[cos 2  0}E[(f co (t)ci(t)dt) 2], 2Ts 	îk   
P r 	(0)2 

 E 	] M 	
[ 1- 2  (Te T)1(17, 2/18 	Tc .10   

Pi  
3Ts  E 
11/I  Tc2  [A °,2 2  

= 1 Es  E  [ 

3./Id 

A, ( o)2 

where the first expectation in Equation 2.23 is taken with respect to the power, the second 
with respect to 0, and the third with respect to r and independent ra.ndom variables a i , 
which take on values of ±1. Following the arguments presented in the downlink section, we 
define the average variances 

- 2 
en = (2.25) 2 	 • 

u /  = 
3M 	

[..e2  
(2.26) Q?k j• 

2 	1 ri  

Defining ii.„? =  â ,  we have an equivalent noise contribution by one intracell user to the 
equivalent noise given by 

No  = 
2E, [A,`' )2  
3/14- 	Q? t h  

. 	
• 

(2.27) 

If there are Lo  active interfering carriers within the same cell, then the equivalent No  is 
increased by Lo  times in the case of Rayleigh fading alone, where Rayleigh fading is typical 
fast fading process encountered in mobile applications. With lognormal shadowing, we as-
sume that E[4°)21 Q 0 ] is lognormally distributed. If we define Zio  for the i-th mobile in the 
reference cell-site as, 

21( °)2  Zio  = 10 log io (E 	), 

then Zio  is normally distributed with rnzio  = 0 and variance 

2 	2 	2 	9 
eZio  = aa: eX t 	''Pex CrXt 	 (2.29) 
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2Von  
/2  -= 	7, 4. m  

'Llej  I vsect  k=1 i=1 
[  4°1  

Q? 	' 

Lc 

(2.31) 

where  o  is the variance of the lognormal shadowing process, al, is the variance of the 

transmitter power fluctuations, and p.  is the correlation coefficient between the channel at-

tenuation and the transmitter's compensation for the channel attenuation. Both 4, and p 
are dependent on the choice of Q. All possible terms Zi o  have the same mean and variance 

since the intracell users are controlled by a common cell-site. Please note that the reference 

user will be denoted as Z instead of Zot, and it has the same mean and variance as Zi o . Thus, 

the intracell interference for a .cell with Lo  active interference signals can be denoted as 

3M 
(2.30) 

+-e 2.1 

For the intercell interference we consider that there are K interfering cells \vhich are 

equally loaded with L c  users. The corresponding intercell contribution to Afo  is 

7. 	 2E, 
ii .= 

where ie represents the fading amplitude affecting the path from the i-th interfering mobile 

in the reference cell-site (0-th cell) and Qik  is the transmitter compensation for the attenu-

ation in the path between the mobile and its own cell-site (ie. the k-th cell-site): Note that 

the interference from a mobile in an adjacent cell arrives through a. fading path independent 

of the signal path to its own cell-site. Thus, the interference from this user is dependent 

on its distance to its own cell-site and its distance to the reference cell-site. \,\Te define the 

distance of the i-th user to the k-th cell-site as  T k and  the distance to the reference cell-site 

as r(°)  as in [8]. t h  
Similar to the intracell interference case with lognormal shadowing, we assume tha.t 

E[4°)2 /Cnj is lognormally.distributed and we define 4, for the i-th mobile in the k-th 

cell-site, 

A (o)2 
Zi k  = 10 log io (E 	), 

Q ik  

I 
then 4, is normally distributed with mean mz i, = 10 logn  (÷,t -r 	and variance 

i k  

2 	2 	2 crzio '--- 	+ ex ext 

(2.32) 

(2.33) 

It is assumed that the propagation paths between the k-th cell-site and the reference cell- 

site are independent. Thus, the correlation coefficient of a user's estimate of the uplink 

19 



attenuation to the k-th cell-site and the attenuation along the path to the reference cell-site 

is zero. Thus, the contribution to the equivalent .noise is can be denoted as 

K Lc 	_z21.. an  
2  / = 	5710 10 	 (2.34) 

3M Arsect =1 

The equivalent noise can be obtained by combining Equations 2.30 and 2.34. and is 

essentially summing the interference from all of the active interfering users: 

ivo  — 
10 	Von K Le 	z ik 

10 	10  + 	E E 10 
I  'sect k =1  i=1  

(2.35) 

where K is the number of cells included in the interference calculations, Ar sact  in the number 

of sectors in reference cell-site, and Von  is the voice activity factor. The total contribution 

by interfering cells surronding the reference cell is computed, then this value is divided b3r 

Ars„t  to obtain the contribution by 1/.N„ ct  to account for the sectors. Note that this is for 

symmetric antenna patterns. It would approximate the interference seen in one sector if the 

antenna patterns were non-symmetric. 

The equivalent SNR is given by 

Es 	 311410i = 	  z 	
Ll 

%--sLo 	 a n 	c---X z 2_4=i  iu 10 --1-- 	 E i=L` 10-1k. -/■77,7; 	e=1 	1 	10  

Re-arranging yields 

) - 1 
Es  3M (v,L° 	 V K Lc 

2 	10 10 	" 	E E 10 
N. 	 N sect k =1  i=1  

where -Wi„ =  Z 0  - Z is a zero mean Gaussian variable with variance 

2 	4-1, 2 
= 4(7  Wio  

	

2 	n 2 2o-x« + zorxe  — 4perx 0 crxt , 

and wi, = Zi k  — Z is a Gaussian variable with mean 

( 

r4, 
Trt„ik  = 10 log io 	r,i. I . 

7%, ' ; 

mid variance 

2 	2 	2 
Crwi k  = CrZi k 	ŒZ 

= 2(u2x.  -F cr 2x  — Puxocrx,). 

(2.36) 

(2.37) 

(2.38) 

(2.39) 
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f(t) — 

No 

Where 

Th en  0-„2  u„2  

As there is a very large number of terms in the summations, we invoke the Central Limit 

Theorem and approximate the sums in the denominator of Equation 2.37 by normally 

distributed terms. To carry out the approximation we require the mean and variance of the 

lognormal terms. 

The derivation of the density function for PIA- is given in Appendix B. We have 

3M
exp 	

(t' (my  + mv) 2  
t2\/27r(o-,2, 	 (7) 

(2.40) 

, 3M t = — 	 (2.41) 
9  

and where m y  and my  are the respective means of the first and second terms in the denom-

inator of Equation 2.37 with cru2  and cr.„2  being their respective variances. The uplink outage 

statistics can be calculated for a given number of users in each cell by computing 

rb 
Pout(E s I Ar  0 <  b) =ffs.(t)dt, 	 (2.42) 

o No 

where b is the required SNR for the required bit error rate. 

An alternative is to cast Equation 2.37 in the form 

Aro 	2 

where U+V is normally distributed with mean m y  -I- m y  and variance 

Es  P(— < b) 
— 

Po  u t 
3/14-  = P(U +V > —) 	 • • ' 2b 

1 f c (  321  — (rn y  mv ) 26   	 (2.43) 
2 	0(0..2 + 0..2) ) 

where erfc(-) is the complementary error function. 

The uplink outage probability is evaluated using this equation. We assume that users are 

uniformly distributed within the cells and that mobiles are co.  ntrolled by the nearest cell-site. 

Table 2.2 gives the maximum number of users per cell. The standard deviation of lognormal 

shadowing is 8 dB, the number of chips per symbol is M = M2 and the mobiles are assumed 

to have ideal power control in this section. The number of sectors in the cell, N„,t , was set 

to 3 and the voice activity factor, Von , was again set to 3/8. The interference for the entire 

cell was calculated by considering the interference seen by the 1/12 sector then multiplying 

by 12. Using this method there were 80 cells used in the interference calculations seen by the 
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Eb/No  dB 	M 	Pout 	Lc 
7 	512 	.01 	16  
7 	1024 	.01 	59  
7 	512 	.10 	43  
7 	1024 	.10 	137 

Table 2.2: Number of users per cell at 1% and 10% probability of outage on the Uplink. 
Standard deviation of lognormal shadowing ------ 8 dB. 

entire cell and this corresponds to 26.7 cells interfering with a sector when Ns„t  = 3. The 

required SNR is 2dB above that of BPSK for the downlink. In other words we assume that 

the required  Et/NO  is 7dB which was also used in [9] and rate=1/3 coding is used as in [1]. 
The results for M = 1024 are also included. Doubling M more than doubled the number of 

users per cell. 

For the uplink we have assigned the users according to their location and not to the 'best' 

cell-site thus strong intercell interferers will exist along the border of the reference cell. This 

strong intercell interference will lower the capacity of the cell. In [9] cell membership was 

assigned not by location as in this report but by power. The reference cell-site would be 

assigned if the intercell interferer was above a given power threshold. This technique reduces 

the intercell interference as the strong intercell interferers becorne intracell interferers which 

create less interference for the reference cell-site. Comparing our results with those in [9] it 

is apparent that it is important to assign the mobiles  according to the power received rather 

than by location. In this report we have assigned the mobiles to the cell-site according to 

their location, and thus we expect the results to be a lower bound on the number of users 

er cell. 
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Chapter 3 

Capacity in Logn.ormal Shadowing 
with Fast Fading and Cell-Site 
Diversity 

Cell-site diversity is employed to improve outage statistics for mobiles at the edge of a cell. 

Mobiles near the cell boundary are subject to interference from adjacent cell-sites. Cell-site 

diversity is also used to allow 'soft hand-off', where the mobile may choose which cell-site 

to receive while it is moving between cells. Both the downlink and the uplink make use of 

cell-site diversity. By this we mean that the mobile will select the best downlink signal from 

a set of K di v  cell-sites and we will assume that the mobile will make use of the Corresponding 

uplink path to transmit to the best. cell-site. 

In the following analysis, all cell-site transmissions are assumed to be of equal power. 

For lognormal shadowing, the quantity E{il.?3,k } is a lognormal random variable. The value 

of A0,k is the instantaneous fading amplitude affecting the k-th cell-site's signal received at 

the reference position. Since Efil.?) , k 1 is a lognormal random variable, Yk ='10 log io  E{4, k } 

is a normally distributed random variable with mean my, = 10 log io {(-E) 1'} and variance 

cr?,,, where ri„ is the distance between the i-th mobile and the k-th. cell-site, and -y is the 

propagation coefficient. The value of i = 0 corresponds to the reference user (i = 0 for the 

0-th user). For diversity selection, we assume that the mobile receiver chooses to decode 

the received signal with the highest signal strength, or the maximum value of EV1 (3, k ]. If we 

define X0  as  

X0  = max{10 log io 	1010g 10  E{ A 2 },. , 10 log 10 E{I dju }1- 	(3.1) 

then the expression for equivalent SNR is similar to the expression in Section 2.1: 

E, 	 10 10 

2(L0+1)  -,I(No 	2-1-e3m  10 10 	3jw Z-dk=1 
 rk (3.2) 
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(3.6) 

(3.7) 

(3.8) 

Here Xo  is defined in Equation 3.1, EikY__ i  1010 is the interference from adjacent cell-sites, 

and Lo  is the number of active interfering signals in the mobile's cell-site: 

(1 -I-  77  (Kdi, 	1))LcVon  Lo  = 	 1. 	 (3.3) N sect 

Here ri is the percentage of users requiring diversity in a cell, L c  is the number of users within 

a cell, Von  is the voice activity factor, K di v  is the number of diversity signals transmitted to 

the mobile, and Nsect  is the number of sectors in a cell. The number of active interfering 

signals from adjacent cell-sites is Lo  + 1. 

We may replace the sum of lognormal random variables with a single lognormal random 

variable as follows: 
ic 
Eio4. 
k=.1 

where Y is approximately Gaussian with mean m y  and variance 4 which can be computed 

using methods presented in [11]. Making this substitution and rearranging Equation 3.2, 

we obtain the following expression for the equivalent SNR: 

1 
No 	2Ln  q_ 2(1,04-1)  17A2 ,  

3A4. 	3A1 10 1 0  

Following [8, 9, 13], we assume that the intercell interference term (10e)) is independent 

of the cell-site with maximum power (ie. Y is independent of X0 ). In other words, we assume 

that the mobile takes full advantage of the diversity transmissions from the K di, cell-sites, 

but we assume that the transmission originates from the nearest cell-site to the user. (ie. 

the mobile uses the best signal but there is no 'hand-off' between the cells.) This slightly 

increases the interference as seen by the mobiles, but makes the analytical work much more 

tractable. As the interference is slightly increased we feel that the capacity results will be a 

lower bound to the actual capacity. 

Using the independence of Y and X0 , vve can find the density function of the random 

variable 

Z = Y — Xo . 

The density function of Z is given by 
CO 

fz(z) =fx 0 (x 0)fy(z x o)dso , 
—CO 

where the density function fy (y) is given by 

)

2 

fY (Y) = 	
1 	(y — my 

 exp{ 	.11. -V -2-7-icry 	24 

(3.4) 

(3.5) 
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The density function of X0  is given in [8] as Equation 38, but is repeated here for com-

pleteness: 

where 

1  / 
exp 

co 	
(-- dt. 

t2
) Q(x) — 	 (3.10) 

f27r 	2 

Not all positions within a cell are expected to benefit from diversity transmissions. For 

example, if the mobile is near the centre of a cell-site, there is little benefit in having another 

cell-site transinit to the mobile. A cell then can be divided into two parts: a diversity region 

where mobiles receive K di v  copies of their signals, and a non-diversity region where mobiles 

receive only one signal from the closest cell-site. Within the diversity region, the outage 

probability experienced by a user at a given position is given by 

z as  
P0ut(E31 No  < b) I ni 

 fz (z)dz, 	 (3.11) 

where the density function fz (z) is parameterized by the position within the cell and 

;flax  = oo and zniin  depends on the b. Here, as in previous sections, b is the SNR (E3 /N0 ) 
corresponding to required bit error rate. From Equation 3.5, zmin  depends on the SNR as 

follows: 
- 

(  3M  (1 2L0  
10 log io   (3.12) 

2(L0  -I- 1) 	3Mij 

where b is the required SNR for the required bit error probability on the downlink. Within 

the non-diversity region, the outage probability for any position is given by 

P0ut (E5 IN0  < b) = I( *)  f N0 (t)di, 	 (3.13) 

where the density function f&_(t) is given by 
No 

10 	 (t' — my + mx) 2  
.f ..?„. (t) = 	 exp 

No 	In 10t(1 — ?Ito.-) \727r(o-..2  + 4) 	2(o-  + 4) j 



where 
Lo  t' 	10/ogio  ( 	3M 	 (3.15) 2t(L0  + 1) Lo  + 1) 

and Lo  is defined in Equation 3.3. The derivation of Equation 3.14 is the sarne as Equa-

tion 2.18 in Section 2.1 and is given in Appendix A. 

Equations 3.11 and 3.14 yield the outage probability for positions within the diversity 

and non-diversity regions, respectively, for a given value Lo  of active interfering signals where 

Lo  is defined in Equation 3.3 and is directly dependent on the cell load. Thus, the outage 

probability for a given diversity region and a given cell load can be calculated via the use of 

Equations 3.11 and 3.14. From Equation 3.3 it is apparent that the number of interfering 

signals is not equal to the number of users in the cell when cell-site diversity is employed. The 

number of users can be expressed in terms of the interfering signals by solving Equation 3.3 
for L c : 

N sect  La. (1+ 	— 1))V0n. 
(L. + 1), (3.16) 

where 71 is the percentage of users requiring dirersity. Assuming that the users are uniformly 

distributed throughout the cell, the percentage of users requiring diversity is the ratio of the 

area of the diversity region to• the total area of the cell: 

Areadiv  (3.17) 

There are several methods to specify the diversity region and thus the percentage 71 . 

The ideal method is to evaluate the probability of outage for each point and assign it to 

the diversity region if this probability exceeds  a certain threshold. However, we choose to 

define a diversity region in the following straightforward manner. Draw a circle of radius rt  
inside the cell. The area within the circle is the non-diversity region while the region of the 

cell lying outside the circle.is  the diversity region. This approach appears to be sensible in 

view of the outage probability contour rnaps of Figures 2.3-2.5. In these figures, the contour 

lines appear to be approximately an arc of a circle with it centre at the cell-site. As the cell 

perpendicular is assigned to unit length, the area of the diversity region within the tria.ngular 
cell sector containing 1/12 the cell area is given by 

Areadiv =
\/-Î 	7r 7• 2  
--- —112 2 

The diversity and non-diversity regions . are illùstrated in Figure 3.1. The ratio of the diversity 

region area to the total cell area is the same for the small sector as it is for the whole cell, 

thus using Equation 3.17 we obtain the percentage of users requiring diversity to be, 
2 7r rt  77 =1 	 (3.19) 

2 n./à.  

(3.18) 
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Figure 3.1: A Typical Sector with Diversity Region. 

	

In summary, a mobile at distance r 	the reference cell-site is in the diversity region if 

> rt . The percentageri depends on the value of rt  as indicated by Equation 3.19. Thin, 

by varying r t , we obtain different values of I/ and different outage statistics for positions 

within the cell. By determining the maximum of Lo  for a given rt  (where 7't defines the 

diversity region and the percentage of users which require diversity), the maximum number 

of users in the cell can be found using Equation 3.16. Note that the double integral obtained 

by combining Equations 3.7 and 3.11 is somewhat simplified if we first integrate fy(z x o ) 

with respect to z and make use of the complimentary error function. 
The average cetage probability -Pot  in the cell can be obtained by using the method 

presented in Section 2.1. That is, 

1 

	

Pout = — s  Pout (Es/No  < b)dS. 	 (3.20) 
S  

In the following, we set K di v  = 3 and set the standard deviation of the lognormal shad-

owing to  o  = 8dB. We make the same assumptions as Section 2.1: the number of chips per 

symbol M = 512 and the required SNR (Es/No ) is 2 dB. We use this level as we  have • as-
sumed Eb/No = 5dB as presented in [9] with rate = 1/2 coding [1] for the downlink. To make 
a fair comparison between the 3 cell-site diversity system and a system without diversity, we 

first find a good boundary radius rt  for the non-diversity region. In Figure 3.2, the average 

outage probability for a fixed number of interfering signals is plotted vs. 7' t. The upper 

curve corresponds to the case of Lo = 8 and the lower curve corresponds to the Lo = 2 case. 

Lo  is defined in Equation 3.3 and represents the number of active interfering signals from 
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Figure 3.2: Average Outage Probability vs. Threshold Distance of the Diversity Region. 

the reference user's cell-site. The adjacent cell-sites contribute an additional Lo  + 1 active 

interfering signals each to the interference as seen by the user. A fixed number of interfering 

signals was chosen since - different diversity regions have different cell load (users/cell) asso-

ciated with the number of interfering signals. The relationship between active interference 

and number of users is given in Equ.  ation 3.16. From Figure 3.2 it is seen that the average 

probability of mitage decreases with decreasing ri , or in other words, the more mobiles in 

the diversity region the lower the probability of outage. However, the improvement to the 

average outage probability .diminishes with increasing the diversity region (ie. decreasing 

ri ). For further evalulations of capacity, an rt  =  0.8 was chosen. It was chosen since there 

was little improvement in the average outage probability when r t  was decreased below 0.8 

and there was a large increase in the average outage probability when rt  was increased from 

0.8. Thus, we felt rt  =  0.8 was a good value to be examined. It must be pointed out that 

the capacity results obtained will change if different values of r i  are used. 

The data outage statistics for the cases where Lo  = 2 and Lo  =  S are tab.ulated in 
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L, 	Fraction of users 	Pout 	max Pout 	Frac, Area > 1% 	rt 
employing diversity 	 outage  

	

9.4245 	0.7733 	0.0004 	0.0015 	0 	0.5  

	

10.2257 	0.6735 	0.0004 	0.0015 	0 	0.6  

	

11.3677 	0.5556 	0.0006 	0.0023 	0 	0.7  

	

13.0494 	0.4196 	0.0010 	0.0067 	0 	0.8  

	

15.6778 	0.2654 	0.0022 	0.0132 	0.0596 	0.9  

	

20.2327 	0.0931 	0.0054 	0.0325 	0.2185 	1.0 

Table 3.1: Outage statistics for L c  users per cell.  Es /No = 2 dB, A' div  = 3, Lo = 2, and 
standard deviation of lognormal shadowing = 8 dB. 

L , 	Fraction of users 	Pout 	max Pout 	Frac. Area > 1% 	rt 
employing diversity 	 outage 

	

28.2735 	0.7733 	0.0035 	0.0120 	0.0927 	0.5  

	

30.6770 	0.6735 	0.0037 	0.0120 	0.0927 	0.6  

	

34.1032 	0.5556 	0.0044 	0.0120 	0.1060 	0.7  

	

39.1481 	0.4196 	0.0062 	0.0267 	0.2252 	0.8  

	

47.0335 	0.2654 	0.0103 	0.0465 	0.3576 	0.9  

	

60.6980 	0.0931 	0.0197 	0.0940 	0.5099 	1.0 

Table 3.2: Outage statistics for L o  users per cell. Es /No  = 2 dB, K di v  = 3, Lo  = 8, and 
standard deviation of lognormal shadowing = 8 dB. 

Tables 3.1 and 3.2. Comparing the results in Table 3.2 with Table 2.1, we see a significant 

reduction in. the worst case outage and a reduction in the number of  locations with outage 

.probabilities exceeding 1%.. For example, for an L c  of 30, the worst case outage probabilities 

are 1.2% and 7.3% for the 3 cell-site diversity and no diversity cases, respectively. 

In Table 3.3, outage statistics corresponding to various cell loads L c  are tabulated with 

rt  = 0.8 and a = 8 dB. For an one percent average outage probability, the capacity of the 

cell with 3 cell-site diversity is 52 users as compared with a capacity of 25 users with no 

cell-site diversity. The number of users per cell with cell-site diversity is approximately a 

factor of 2 or a 100% increase from the number of users per cell when no cell-site diversity 

is used. 

With respect to Table 3.3 and Table 2.1 of Section 2.1, it is interesting to compare the 

worst case outage probability and the percentage of the service area with outage probability 

exceeding one percent. For example, a cell load of L c = 26 has a worst case outage probability 

of 6.4% for . the no diversity case, while the corresponding figure for L, = 53 with 3 cell-site 
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diversity is 3.8% (ie. almost double the number of users and the worse case outage probability 

is almost halved). Also 34% of the cell area  has  an outage probability exceeding i% in the 

no diversity case, while the corresponding figure for L  =  53 with cell-site diversity case 

only slightly higher 37%. This is to be expected as the cell-site diversity case involves more 

interference for a given cell load due to extra diversity transmissions. This is evident in 

Equations 2.9 and 3.3. 

Table 3.4 the results for various cell loads but looking at 10 % average outage probability. 

The capacity of the cell with the 10% threshold for average outage probability is 326 users. 

This is only 14% over the capacity from the no cell-site diversity case with the sa,me threshold. 

Although this does not seem like a large increase, the number of interfering signals \vith 

diversity is much greater than without diversity. The extra interference introduced by the 

diversity transmissions increases other user's probability of outage. As we have chosen the 

performance threshold as the average outage probability over all locations in the cell, it is 

clear that we have reduced outage probability in some locations but we have also increased it 

in others (due to the extra interference). To summarize the above, the number of transmitted 

signals is greatly increased, but with diversity the number of users is not eqUal to the number 

of transmitted signals. Thus, the increase in the number of users is not as great as that the 

number of transmitted signals. Comparing Tables 3.4 and 2.1 it is evident that that the 

worst case probability of outage is reduced by about 15%. However, a great number of users 

have high outage probabilities. For example, the number of users within the cell having 

greater than 1% and 10% outage probability is about 9% and 18% higher for the cell-site 

diversity case than the no cell-site diversity case, respectively. 

To illustrate the dependence of the outage probability on the position within the cell, we 

present a contour map for the case rt  = 0.8 in Figure 3.3. In the figure, 42% of the users are 

utilizing cell-site diversity. The positions on the boundary are assigned to the non-diversity 

region. For this contour map, the cell load is 39 users per cell. Comparing Figure 3.3 where 

cell-site diversity is employed and Figure 2.5 where  no  cell-site diversity is used, it obvious 

that cell-site diversity greatly improves the outage performance for the cell. The cell load for 

Figure 2.5 is 30 users per cell which is 9 less than for Figure 3.3 while the outage probability 

is much better in the second figure. As seen in . Figure 3.3, the maximum outage probability is 

below 3% while in Figure 2.5 the maximum outage probability is below . 7%. The maximum 

outage proba.bility occurs at the boundary of the diversity region rather than at the cell 

boundary when cell-site diversity is used. This is  to  be expected as the users within the 

diversity region are making use of the maximum signal while the users on the boundary (on 

the no diversity side) have only the reference cell-site's transmission to use and are subject 

to additional interference from the diversity transmissions. 
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L c 	Pc,ut 	max Pout 	Fraction of Area > 1% 
outage prob. 

	

47.8477 	0.0087 	0.0335 	0.3664  

	

50.0226 	0.0093 	0.0352 	0.4427  

	

51.1101 	0.0096 	0.0361 	0.4580  

	

52.1975 	0.0099• 	0.0369 	0.4656  

	

52.6325 	0.0100 	0.0372 	0.4656  

	

52.8500 	0.0101 	0.0374 	0.4656 

	

53.2850 	0.0102 	0.0377 	0.4656  

	

54.3724 	0.0105 	0.0386 	0.4733  

	

56.5473 	0.0111 	0.0403 	0.5038  

	

65.2469 	0.0136 	0.0469 	0.5954 

Table 3.3: Outage statistics for L, users per cell near 1% average outage proba,bility. Es /No  = 
2 dB, K cut, = 3, rt = 0.8, code rate = 1/2, standard deviation of lognormal shadowing = 8 
dB. 

	

L c 	Pcnit 	maxPout 	%  Area > 1% 	% Area > 10% 

	

308.8352 	- 0.0943 	0.1961 	0.8244 	0.5344  

	

317.5348 	0.0972 	0.2005 	0.8244 	0.5802  

	

326.2344 	0.1001 	0.2049 	0.8321 	0.5878  

	

334.9340 	0.1030 	0.2093 	0.8321 	0.6031  

	

343.6336 	0.1058 	0.2136 	0.8321 	0.6107  

	

374.0821 	0.1158 	0.2284 	0.8550 	0.6260  

	

482.8269 	0.1507 	0.2871 	0.8626 	0.6794 

Table 3.4: Outage statistics for L, users per cell near 10% average outage probability. 
Es /No =  2 dB, K di v  = 3, ri = 0.8, code rate = 1/2, standard deviation of lognormal 
shadowing = 8 dB. 
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Figure 3.3: Contour plot of Outage probability for 39 users per cell with 1% contour lines 
and 3 cell-site diversity. 
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The model implicitly assumes instantaneous switching between diversity signals. In a 

pra.ctical system, the switch-over to a diversity signal may not be instanta.neous for vari .ous 

reasons (such as the use of the average signal level rather than the instantaneous signal 

level for a switching decision). The time statistics of the shadowing process have not been 

modelled here. Thus, an analysis of mea.n time between switch-over requires further study. 

Similarly, the effect of switch-over on the data stream also requires further study. Any such 

effect would depend on the actual receiver structure used. 

The capacity of the uplink with cell-site diversity is difficult to achieve with analysis and 

we attempt to lower bound the actual capacity. Using uplink power control the. mobile must 

adjust it tra,nsmitter power in an attempt to ensure that the received powe.r at the c.ell-site 

is constant. Note that the standard deviation of the shadowing process and the transmitter 

power fluctuations are measured in dB, as in the previous section. However, the choice of 

the cell-site which the mobile uses may change according to its position within the cell when 

using cell-site diversity. If the mobile is in the diversity region then we assume that the 

mobile is transmitting to the cell-site from which it is receiving the best downlink signal. If 

the mobile is in the non-diversity region, the mobile uses the reference cell-site at all times. 

It is felt that use of cell-site diversity reduces the interference a.s seen by the cell-site for the 

following reasons. The mobiles in the diversity region will have a reduced variance as they 

are using the best downlink and uplink out a possible Kdi v  choices. Thus, it is probable 

that mobiles which created strong intercell interference are now controlled by the cell-site 

and thus are intra.cell interferers (which create less interference tha,n intercell interferers). 

Mobiles within the reference cell which are controlled by another cell-site ca.n be considered 

as intercell interferers. However, when diveristy is utilized, the attenuation of the channel 

between the mobile and the reference cell-site and the mobile is higher tha,n that between 

the mobile and the 'best'. cell-site, otherwise the mobile would be using the reference cell-site 

instead. This implies that the mean of the received power from this type of mobile will then 

be lower than an intracell interferer due to the difference in the attenuations in the channels. 

From these arguments it seems reasonable to .assume that cell 2sit,e diversity reduces the 

interference as seen by the cell-sites. Thus, cell-site diversity will have a. higher capacity 

for the uplink than the no cell-site diversity. case. Thus the results in Section 2.2 will act 

as a. lower bound on the capa.city for uplink with cell-site diversity. More details of these 

arguments are presented in Appendix C. The actual capa.city increase from the no cell-site 

diversity case is difficult to achieve a.nalytically and we feel that simulation of the system 

would be required achieve the capacity of the uplink with cell-site diversity. 

To summarize the results of this chapter, 3 cell-site diversity increased the downlink 

ca.pacity. For the downlink, the worst case outa.ge  probability is reduced by the utilization 
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of the 3 cell-site diversity. The increased interference due to the extra transmissions does 

increase the outage probability for users outside of the diversity region. This is evident as 

the percentage of users over the 1% and 10% outage probability threshold is increased when 

cell-site diversity is employed. In this report, we have assumed that there are 3 equal power 

signals transmitted from the 3 cell-sites which increases the interference to other users when 

diversity is in use. Thus, the results will act as a lower bound if the system can determine 

which.signal will be the best signal and either reduce the power to the other transmissions or 

not transmit them. This increases the system's complexity but may reduce the interference 

due to the extra signals. For example, in [9] they considered the mobile received the best 

Signal from one (and only one) of 18 cell-sites. Their results show 108 users/cell where 

we obtain 52 users/cell with 3 cell-site diversity. The main differences are they obtain the 

best signal from more cell-sites than we consider and only the best signal is transmitted. 

Therefore, there is no interference from diversity transmissions which are not used which 

we have considered in this report. Thus, we can conclude that it is essential that the best 

cell-site to transmit the signal to the mobile and that the reduction of the interference from 

the diversity transmissions can increase in the capacity. 
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Chapter 4 

Effects of Non-ideal Power Control 

In general, power control can be employed for both uplink and downlink. In a single cell 

system, if each user in a cell has the same downlink power • level, each user is subject to 

the same signal to interference ratio. This is due to the fact that the interference and the 

signal follow a common propagation path (channel). Thus, any power-level variations (due 

to power control) will degrade the single cell system's performance. The situation changes 

slightly if we consider a multi-cell system. In this case, the intercell interference increases 

with the distance between the mobile user and the home cell-site. Therefore, moderate 

downlink power control might improve the overall performance. 

In the uplink, power control is crucial because of the near - far problem. We expect that 

the optimization of the uplink power control might contribute to overall system performance 

more significantly than the optimization of the downlink power control. For this reason we 

only address the issue of uplink power control. 

4.1 Non-ideal Power Control 

Ideally, uplink power control compensates for propagation loss, maintaining a constant power 

level which is equal for all users at the destination cell-site. Due to the difficulty of implement-

ing ideal power control and to the possible advantages offered by non-ideal power control, 

we consider the non-ideal case. We present a general model of power control. Our objective 

is to investigate methods of introducing imperfections to the ideal power control technique 

which improve the system capacity. In this section, we consider three models of non-ideal 

power control. These models can be used with the results of Chapter 2.2 to determine the 

capacity of the uplink. 

The first model is a "jitter" model. In this model, we introduce a jitter to the power 

control parameter, with the intention of modeling fast variations of the propagation path. 

The second model is known as the correlation model. In this model, we address imperfec- 
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tions in estiniating the propagation path attenuation by introducing a correlation coefficient 

between the estimate and the true propagation loss. 

As shown in the following sections, the performance gains offered by these techniques are 

disappointing. System performance is actually improved by reducing the degree of imper-

fection in these forms of power control. 

In the third model, we introduce a parameter K which reduces the variance of the trans-

mitted signal with respect to the ideal power control strategy. System performance is then 

optimized relative to this parameter. We find this model to be promising, and concentrate 

our efforts on it. We derive expressions for the mean and variance of the received interfer-

ing power at the cell-site for both the intracell and intercell interference. In the analytical 

section, we present lower and upper bounds for the uplink signal-to-noise ratio. We present 

numerical results for outage probability and its dependence on coefficient K 

4.1.1 Jitter model 

Regardless of whether the system employs open or closed loop power control, there is always 

a discrepancy from the ideal case. This is due to various effects: uncorrelated uplinks and 

downlinks, power control processing delay. Qualcomm's proposal [1] shows that attempts 

to track Rayleigh fading with very fast power control can only provide a delayed finite-step 

approximation of the channel attenuation. Sophisticated prediction techniques would reduce 

the error. Our model may still be applied, since of its generality. 

If we track the incoming signal level, and not just the mean, we obtain the following 

expressions by modifying Yung's results [8] . The received signal so, from the i — th user at 

the cell-site is given by 

\re; Aio  doi 	. Nre 
so, — 

 (1 -I- xi. ) \/A% 	( 1  + xio)
do, 	 (4.1) , 

where Aio  is the signal "gain" between the i —th mobile and the k-th cell-site, do , represents 

the data bits and takes values ±1 with equal probability, x io  is random variable representing 

the control jitter. The intracell interference  11  and the intercell interference /2  are given by 

\Fes L°a 	1 • 8 	 L°° 8 	fri 	• 
= — E 	E = 	EE 	 (4.2) 

2 i=1 1  + xio n=1 	 2 i=1 n=1 1  + Xio 

KLk a A°2 	 • 
= 

	
'Ç' ¶Ç 	 (4.3) 

2 	- 1 j 	A 2 
k=1 ik 	

_
rzl 	S io In • t h  

Here E, is the symbol energy and Aik  is the signal "gain" between the i — th mobile and 

the k-th cell-site. 4°)  is the signal gain between the same mobile and 0 — th cell site, Loa  
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- number of active interferers in the 0-th cell, Lk. - number of active interferers in the k-th 

cell, K - number of interfering cells, fn,i, fi, are zero mean random variables depending on 

the detection procedure [8]. The dimensionless term s i„ is a random variable representing 

control jitter. 

Suppose that for any ik, the values of xi, are mutually independent. As the control 

adjustment occurs quite frequently, we assume, that (1 + xi,) 1, or Is i, I  < 1. In other 

words, we approximate the probability density function for xi, by a function with a limited 

domain. However, the function is dependent on the actual system jitter performance, and is 

difficult to analyze. We approximate the function by assuming that the jitter is uniformly 

distributed over an interval [-45,+8]. This implies that the mean of the sik 's is zero and 

the variance is o-3 = 82 /3. The value 6  is assumed to be small, in conformance with the 

assumption ixi,1 < 1. 

Since both fn  and fi, have zero mean, both the intracell and intercell interferences also 

have zero mean. Thus, the variance of /1  is equal to the mean of the square, given by 

2 0. 8 

Var(11 ) E [I,2} = 	E[ 
io =1n1

( L 	
4-  

É 	ln,t  )1 
" 	4 ..1= 1  	S i° 

where L oa  is number of active interfering users within the cell. If the xiro  are independent 

and equally distributed, then following Yung's derivations [8], 

Var(I1 ) = Lo  (ki  E3E[ 	(1 +x)2}' 

'where  h  is a factor.depending on the chip 'shape (for rectangular chips, eh  = D and M is 

number of chips per symbol. Evaluating the expectation in the last expression yields the 

following result: 

(4.4) 

(4. 5) 

V ar(11 ) = Lo 

or equivalently 

Var(I1 ) = Lo 

h 	„7, 	1 
.71? 	s 	62  , 

E3 1 	
-

-173 , (veh) 1 

(4.6) 

(4.7) 

where a-3 is the variance of the allowable power control jitter. Obviously, 0 < o-3< -15 , where 

the last equality drives the variance of the the received intracell interference to infinity. 
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Here K is the number of interfering cells and Lk 0  is the number of active users in the k-th 

cell. In terms of the voice activity factor 170„, the number  N3 0  of sectors per cell, and the 

cell load L c , we can rewrite the previous results as follows: 

(phRb) 	(V„„L,  1) 

w 	xi. 	
— 

1 
v sect 	 1 	303 

	 EbLE 	n  E ‘-11k  
( phRb\ 	L c vo 	[( A (0)) 21 

ik=1 Nsect 	Aik 	1 _... 3u2 ' 

Var(Ii ) 

Var(12 ) = 

(4.9) 

(4. 1 0) 

The intracell and•intèrCell interference can be represented by equivalent power spectral 

densities [13] of, respectively, 

(4.11 ) 

(4.12) 

= N01
1 — 3 
	0.3, 

1 N2 = NO2 1 — 3(73' 

1 

II 

(4.13) 

(4.1 4) 
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Therefore o3  = 13- corresponds to the worst possible form of power control. We expect to 

have o.3 <-1j . The intercell variance can be expressed as: 

Var(12) =  E [11 

= 	[ ( -/- Lzk a 

k=i ik:=1 (1 + X 0.1 ./q.  

4°)  fih 	2  

k 	1 
E 	4 LÉ'k 	L(3)‘2 ? (A ) f . 

= —2..E,   
4 	k=1 ik=1 ( 1  + Xik) 2 2g 

K Lka K Lk a   ; iLl i C), )  A i(?)  fik  f ii +EEEE 	 k k  

= E
s M 1 — 3o -î p._ k :Ei  E 	: ) 

21  

• - —,-,.1.....-- 	A k 

K Lk a  [i AM\ 
Xi;, )Ai k  A i, I (k tik)0(ki ,i,,) 

k=1 i k =1 k ,=1 iik =i ( 1  + x ik )(1 -1-, 

.11 	1 
(4.8) 

= 2Var(ii), 

N2 -= 2Var(12 ). 

For our model, these results can be rewritten as follows: 
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From these equations, we see that with increased jitter variance, the total interfering 

power increases. Therefore, the optimum value of u3 is a-3 = O. This trivial result causes 

us not to pursue this model further here. However, the model might be useful for analyzing 

the robustness of systems which try to follow the signal level. 

4.1.2 Correlation Model 

In this model we assume that the transmitted signal exhibits the same probability distri-

bution as the "ideal" signal - but not fully correlated with the actual attenuation. We 

investigate correlation between the estimate of the uplink attenuation and the actual uplink 

attenuation, which may be due to the difference between the downlink and uplink. However, 

for a given correlation coefficient, the transmitted power variance may be smaller to find an 

optimum value, because it will affect both intracell and, intercell interference in the similar 

way as mentioned in section 4.1. 

It is. obviOus that for a decreasing correlation between links, the intracell interference 

increases, while the intercell interference remains at the same level. This model, like the 

previous model, provides trivial results for the optimization of system performance: perfor-

mance improves With increasing correlation between the links. 

This model might be of interest if one wishes to model "delayed" power control or similar 

applications. However, for the purpose of this study, we do not consider the model further. 

4.1.3 Variance Model ( the exponential form ) 

In the variance model, the transmitted signal tends to follow the channel's random changes. 

However, the tracking is not too 'tight' - the variance is compressed relative to that for ideal 

power control. It is shown that the reduced variance of the transmitted signal causes an 

increase in intracell interference and a decrease in intercell interference. The former is due 

to imperfect compensation of propagation losses, and the latter is due to the fact that the 

variance of the propagation path statistics remains the same but the additional variance due 

to power control is decreased. There are many ways to address this problem. The following 

method yields straightforward analytical results and indicates a possible implementation. 

In this model, the output.  signal power is proportional to the inverse of the expectation of 

the incoming power. To introduce "variance compression", we raise the output signal level 

to a power lc (0 < te, < 1). As shown in Equation 4.15, = 1 corresponds to ideal power 

control and n 0 corresponds to no power control. Again, we use results derived by Yung 

[8]. After detection, a user's signal arriving at the cell-site is given by: 
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(4.16) 

(4.17) 

Var(Ii ) = E= 

Var(12 ) E = 

(4.18) 

(4.19) 
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(VIE  [A ] )" 

where E, is the symbol energy,  A 0  is the propagation "gain" of the reverse path and A i0  
is the propagation "gain" of the forward path. In this model we assume that A i. =  A 0 . do;  
represents the transmitted data bit, which takes values ±1 with equal probability. Intracell 

interference is given by 

\re:  Lcia 	Aio   	8  E  
2 100=1 

 (VIE 
 {AM)  11=1 

and the intercell interference by 

1( Lk. 	 8 
= 	

2 E 	
2,  E fnik  

k=1 	(VIE  {AM n=1 

where A i, is the propagation "gain" of the path between the i-th user in the k-th cell and 

the k-th cell-site, AL°)  is the propagation "gain" of the path between the i-th user in the k-th 

cell-site and the 0-th cell-site, and fnik  are zero-mean functions depending on the detection 

method [8]. Loa  is the number of active interferers within the 0-th cell, Lk 0  is the number 

of active users within the k- th cell, and K is the number of interfering cells. Since  11,12  are 

zero-mean, their variances are given by 

E Le ( 
M 	[4 ] )1 

i0=1  
EsLe K Lk0  E [(40)) 2] 

M , 
r>=1 ik=1 

(E ki) 1-n • 

If we introduce lognormal shadowing, E [AM and E {(4°)) 21 are lognormal variables 

with standard deviation o-LN ( typically 01N —es.' 8, see Gilhousen et al, [9]) and mean 
-y -y 

10 log (-1- , 10 log 71-Ty, 	respectively. We then calculate the average of the variances r i , 
rik 

given by Equations 4.18 and 4.19, obtaining 

soi  = (4.15) 
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Eseh  (LÊ- 	 0. 2  (ln \ 2 

eÂI)  2 LN  M i0=1 
Var(Ii ) = (4.20) 

E[Ni ] = 2V ar(Ii ), 

E[N2 ] = 	ar(12 ). 

(4.22) 

(4.23) 

[ E VI = E 4.E' e Loa  

1 0 =1 

) 21  
, 

(

Loa  

2y(1 -n) 

(4.25) 

2 
lnlu)  (1 + n2)) 

-y 
1 2 K Lka ((rik )1) eXP (2eL1V ( 1° ES h 	E r(o) m 	

ik=i 	
.tk 

Var(12) = (4.21) 

where rik  is distance of the i-th user in the k-th cell from the k-th cell-site, riko)  is the 

distance of the i-th user in the k-th cell from the 0-th cell-site, -y is the propagation coefficient 

(typically -y M is number of chips per symbol, and eh is a coefficient depending on the 

chip shape (for a square chip, 4h  = 

If we apply equations 4.11 and 4.12 for 4.18 and 4.19, we can compute the means and 

variances of the equivalent noise power density. 

Combining these equations with the expressions for average variance, we see that with 

reduced power control "imperfection" (je:  increasing te, ), the intracell interference increases 

and intercell interference decreases. 

To compute the signal-to-noise ratio (SNR), the distribution of N1  and N2 must be 

determined. Since there are many interfering users, both intracell and intercell, we apply 

the Central Limit Theorem. Thus, we assume that the distributions for N1  and N2 both 

approach normal distributions. Since the normal distribution is determined by its mean and 

variance, «We compute the Variances of N1  and N2. 

We have 

(4.24) 

which, after algebraic manipulation, can be expressed as: 

E [N1 = (E [Ari j) 2  

+4 (Eseh  ) 2  a2 flnio \2 
e  LN\, 	) — (142 ( 0.2 (In 12, 1— 	

Lon 

e LN‘, 10 142 — 1) E 
i0.1 
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(4.26) 

E [M] = E ik)
n).7)21 

ik 
,(°) 

ik 

(4.28) 

Eseh) 2  
1 2  (172  1) E E 

K Lk, 

k=1 ik= 

2ry 
rikr 	

) 

,(0) 
ik 

Var (N2 ) = 4 
a 

(4.30) 

E [Poi ] = E [4,1 = E, (-1  
ro i  

)ry(1—n) 

il 
il 

II we can write the expectation of the SNR as follows: 

where 

1,2 (In 10 \ 2 (i_„)2 
62 - LN \ 10 	\'` ""/ (4.32) 

V2 = eu2LN(—In1 0 )2(1+,,2) (4.31) 

Since 

II 	* 

Therefore: 

2  Var (NI )= 4 	)14 

1 where 

= edN( h-e) 2 ( 1- 42 . 

Similarly, we have: 

(4.27) 

which, after some algebra, can be expressed as 

p i  2 	K Lka 	 2 fin 	2  2-Y 	 » \ E [M] = (E [N2 D 2  — 4 ( Es '
Ad 	

n ) E (0) k=i 
2-y) . 2 K Lk a  

4  (Essh 	s z 	) 	e2o1N(le1 ) 2 (1-Pc2 ) 

(°) 
k=1 ik=-- 1 

We then obtain 

(4.29) 

	

s2 	 1 	1 

	

SNR = E [N+  N 
°' 	 = E is2

i 
 E 

i 	2 	° 	[NI + N2 .1 (4.33) 
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y (1-c)  
SNR oi = ro , 

il 
il 
ii 

Therefore 

2 
el el,(e) ) (1- n) 2  E [ 	1  

+ NJ • 

We see that, in the worst case, 7-6 ;  is equal to maximum distance within the cell (i.e. the 

user is located at the cell boundary). Normalizing all distances to the worst case, we rewrite 

the above formula for the worst case: 

SNRwc = 	 1  
+ N2 

Assume that N1  and N2 are independent Gaussian random variables with respective 

means mi , m2  given by Equations 4.22, 4.23 and variances cr i2. , 4 given by 4.26, 4.30. Their 

sum is also Gaussian with mean mi  + m2  and variance cr.?.  -I- 4. Under this assumption, we 

readily evaluate the expectation in Equation 4.35. Since this evaluation requires a numerical 

approach, at this stage we estimate it. 

The Taylor series of cosh(.) and sinhO yield the following inequalities: 

	

, x 	sinh x 
cosn — <  	 (4.36) 

• 

	

cosh x 2 	sinh x 
3 3 — x • 

These relations can be used to approximate the mean of the inverse of a Gaussian variable 

as follows (for details see Appendix D) : 

(4.34) 

(4.35) 

(4.37) 

(ml +m2)2 	1 	m1 77)2 n21 m2  3W-1-d') <-E 	 
4 + e 	2  - [N1 + N2] - 3(q. + 

(
(„,, +„,v2 

1 + 2e 2(eFh'2 )  (4.38) 

1 1 

II 

Using the formula 4.38, we can write an upper and a lower bound for the average signal-to-

noise ratio: 

(mi+m,)2

•

(m 4-m22)  4- 	- 3 2+,7.'2) 	 n21 + rrt2  Es -VVI  rn12 	2  e ( el 2 	b- IVR 5_ 	2 	2 , 	+ 2e 2Wi. 4- °2)2  
+ 0.2 	 alai. 	e2 

where 14 is given by Equation 4.27, m1  by Equation 4.22, m2  by Equation 4.23, cf? by 

Equation 4.26, and 4 by Equation 4.30 . 

E [NJ  + 1 	N2 I can also be evaluated numerically, but this requires special attention because 

1  	  
NI +N2 is a singular function. 
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Equation 4.35 gives some idea of how system performance depends on K. However, 

to evaluate the outage probability, more comprehensive formulae showing the dependence 

of outage probability on the coefficient K must be obtained. Given an outage probability 

threshold, these results can then be used to compute the cell capacity as a function of K.. 

We choose an outage threshold of 1%, i.e. the system must be outage free for at least 99% 
of the time. 

The following,equations are based on reasoning similar to our previous derivations. Equa-

tions 4.15, 4.16, and 4.17 can be used to modify Yung's results [8] as follows: 

Introducing lognormal shadowing, we can rewrite the above formula as 

E, No  = 	 (4.41) 
m.

/2 h  
(0) 

•Y(1—K) 	x • _x, 	 IC 	 Xi),  -Xi k tt-To(1-K) 

LO a  

	

( ,,. 	 \--,Lka 
r '  10 	 ro 	 10 	10 

to =1 	r io 	 7.( 0 ) 
s k  

where ro  is the distance of the reference mobile from the 0-th cell-site and ri, is the 

distance of the i-th interfering mobile in the k-th cell from its home cell-site. The corre-

sponding xo  and xi, are Gaussian random variables with zero mean and variance Cl 2LN .  7'k)  
is the distance of the i-th mobile in the k-th cell to the 0-th cell-site. For convenience, we 

denote the first term in the denominator as M.  and the second term as M. 

In the following we evaluate the first and second moments of M and M. Since xi o  and xo  

are independent, identically distributed zero-mean Gaussian random variables with variance 

crY, N , we can write the expectations of M and M as 

Loa  ( ro  \ -41-n) 
E 	-80  E [Nn E 	(1 n) 1 

i0=1 rio 

Loa E ( ro  )ry(1-x) 
_ 	a2 ( 121(19/ \ 2 ( 1 _42 

e  Liv n 10 
io =1 rio 

and 

(4.42) 
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We can also show that 

E [N;2] = E E 
[ 
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— 
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we can rewrite Equation 4.44 as follows: 
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which is the second moment of Nf. 

Following the same procedure for M, we obtain 

E [N;2 ] 

21 
E  Lk°  

(4.48) 
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Utilizing the fact that 

E [M]2 =e201N(1-.+N.2)(h-ely 
(4.49) 

we obtain the variance 

+ (E [N21)2 (e
(0.2L,(1+,2)_2„0.2LN)(1,er 

-1). 
(4.50) 

To evaluate the outage, we must set a BER threshold, above which an outage is declared. 
_ 

Wang [13] considers both 10-2  and 10-1  thresholds. Gilhousen [9] considers a threshold 

of 10. The corresponding 	level depends on the coding scheme employed. Yung [8] AT, 
considers 1.5dB while Gilhousen [9] considers 7dB (for 10 3 BER). We select these levels 

for study. We avoid getting into ,  details of coding schemes, since our objective here is to 

demonstrate the effect of non-ideal power control in the general case. 

If we choose a  fr  threshold of b', the outage probability can be expressed as 

1- 	 ) 	 -27;  
No

frL  
Pout  P (—Eb < 11.)•= P 	< 	P v 

	
< 11) , No   (4.51) 

where .Arf and M are the terms appearing in the denominator of expression 4.42 and 11 is 

the code rate. Since .Aq and M represent power, they are non-negative. Thus the outage 

probability can be expressed as 

P„t  = P (.1\r; M> 	M  . 
b' v2eh 

(4.52) 

Since both terms are formed from many addends, we invoke the Central Limit Theorem, and 

accept the normal approximation of these terms as satisfactory. The lognormal approxima-

tion of Schwartz [11] is impossible since the number of mobiles is larger tha.n the validity 

limit of Schwartz's approximation. More accurate results can only be obtained numerically. 
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Taking this simplification into account, we see that both terms  N and M are determined 

by their means and variances given in Equations 4.42, 4.43, 4.47, and 4.50. Hence the outage 

probability can be expressed as: 

Pout = —
1 
 erfc 	E 	— E [M] bi 	  

2 
	
\ V2( Var [Nn +  Var  [ND 

(4.53) 

where erfc is the complementary error function, M is the number of chips per symbol, v 
is the code rate, 4h  is the chip shape factor, and 11 is the SNR (Eb/No ) required for the 

minimum acceptable BER for reliable communication. The means and variances are given 

by Equations 4.42, 4.43, 4.47, and 4.50. The above formula does not account for diversity to 

emphasize a non-ideal power control. This relatively simple formula allows straightforward 

numerical evaluation. 

Numerical Results 

In [9], the mobile is assigned to a cell-site according to the instantaneous signal power. 

The mobile chooses a cell-site with the largest instantaneous signal power. The performance 

results obtained by this method can be viewed as an upper bound on the capacity. We 

assigned the mobile according to its location and have not considered ha.nd-off. Thus the 

performance results obtained can be considered as a lower bound on the actual capacity. 

For a load of L o  = 30 mobiles in the cell, a threshold of 5 dB, code rate 1/3, and 512 
chips per symbol, voice activity factor Von  .,---- 0.35, the outage probability is plotted in Figure 

4.1 
It is clear that the results are intuitively plausible. Initially the "stronger" the power 

control (larger the lower the outage probability due to the decreased intracell interference. 

However, ,  if the power control becomes too "strong", intercell interference becomes dominant 

and the outage probability—  begins to grow. To get a better view.  , the results are plotted 

logarithmically in Figure 4.2. It is evident that there is an optimum point for the power 

control strategy (te, 0.75 in our model). 

We see that by proper application of power control, the outage probability drops by 

orders of magnitude. 

Analogous results for a different threshold are plotted in Figure 4.3 , 4.4 and 4.5. 

By comparing these cases we observe that the optimum K, (for minimal outage) does not 

move significantly with a change of the threshold. 

However, to make general conclusions about the power control strategy, we must also 

investigate the outage probability for users in positions other than the worst case. W e check 

whether an optimum for the worst case user yields optimal performance for any user in 

the cell. Our findings, plotted in Figure 4.6, show that the optimal N has only a. small 
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Figure 4.1: Outage probability for cell load 30, threshold 5dB, code rate 1/3, M = 512. 
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Figure 4.2: Outage probability for cell load 30, threshold 5dB, code rate 1/3, M = 512. 
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Figure 4.3: Outage probability for cell load 30, threshold 1.5dB, code rate 1/3, M = 512. 
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Figure 4.5: Outage probability for cell load 30, threshold 7.0dB, code rate 1/3, M = 512. 

dependence on distance. Therefore, use of the optimal K. for the worSt-case user provides 

near-optimal performance for any user. Figure 4.6 shows that the impact of non-ideal power. 

control increases with decreasing distance from the cell-site. Given that the performance 

for worst-case users can be improved by other means (e.g. cell-site diversity), power contro l . 

optimization could provide further performance improvements. 

It is evident that the decrease in outage probability obtained through power control 

allows an attendant increase in cell capacity. Cell capacity calculations for 1% outage for 

the worst-case user are given in Figures 4.7, 4.8 and 4.9. For the 7.0 dB threshold, the cell 

capacity can be increased by a factor of 2, for the 5.0 dB threshold by a factor of 2.9, for the 

1.5 dB threshold by a factor of 3.6. 
These results promise a significant increase in cell capacity if non-ideai power control is 

properly applied. For the exponential form of the variance model, the optimal K 0.80-0.85. 
Simulation will yield more exact results. 
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Figure 4.7: Cell capacity (user/cell) for threshold 1.5dB, code rate 1/3, M=512 for the worst 
case user 
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Chapter 5 

Comparison with FDMA and TDMA 

Present analog cellular mobile systems use 30 kHz FM channels with frequency division 

multiple access (FDMA). With 120 degree antenna sectors, the frequency reuse efficiency is 

limited to 14% due to the requirement of 17 dB carrier-to-interference ratio. This leads to 

the capacity of 0.14/(30 x 103 ) = 4.67 x 10-6  users per cell per Hz or 4.67 users per cell per 

MHz. In the currently proposed time division multiple access (TDMA) each 30 kHz channel 

is time shared by 3 users. Thus, the capacity is increased by a factor of 3 to 14 x 10 -6  users 

per cell per Hz or 14 users per cell per MHz. Note that this capacity is identical for both 

the uplink and the downlink. 

In a CDMA system, assume the digital speech rate is R. FEC reduncla.ncy is extra 

corresponding to rate r f ee  coding. Since each code symbol has  M chips, assuming binary 

PSI{ is used (either coherent or differentially coherent), the signal bandwidth (null to null) 

is 

bandwidth = 2RM Ir f  „ 

Then the CDMA caPaCity is 

• capacity = LcIM x rf e,1(2R) users per cell per Hz. 

Note that L,I M is inversely proportional to Es /No  for large L.  Thus, a.ccorcling to 

the above equation, the capacity is inversely proportional to  E6/NO  3.vhere energy per bit is 

Esirf ec • 

Suppose the digital speech rate is R = 9.6 kbps as in [1]. The error correction code rate 

is r f ec =  1/2. Then 

capacity = 2.604 x 10-5 —
L, 

users per cell per Hz. 

Table 5.1 shows a comparison of results. The code rates for downlink and uplink are 

rate = 1/2 and rate  = 1/3, respectively. All capacities are normalized with respect to that 
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Type 	Conditions 	Number of Users 	Relative Capacity 
per Cell per MHz 	 to TDMA 

FDMA 	 4.67 	 0.33  
TDMA 	 14 	 1  
CDMA 	DL,ND, 1% 	 1.3 	 0.09  
CDMA 	DL,ND, 10% 	14.5 	 1.04  
CDMA 	DL,3D 1% t 	 2.4 	 .17  
CDMA 	DL,3D 10% t 	16.6 	 1.18  
CDMA 	UL,IPC,ND,10% t 	1.46 	 .1 
CDMA 	UL,IPC,ND,1% t 	0.54 	 0.04  
CDMA 	UL,ND,1% / 	2.31 	 .165 

DL - Downlink, UL - Uplink, ND - No Diversity 
3D - 3 cell-site Diversity, IPC - Ideal Power Control 

The results presented are for the assumptions presented in the report. 
They do not represent the maximum capacity achievable 

= 0.78, Non-ideal Power control,Eb/No = 7.0dB, worst case user 

Table 5.1: Capacity Comparison. 

of TDMA to obtain relative capacities. The standard deviation of the lognormal shadowing 

is 8 dB and the results for FDMA and TDMA outage probability is assumed to be 10 % 

[13]. The results for 10% outage probability were calculated for comparison with TDMA 

and FDMA. As shown in the table the capacities in users/cell/MHz for the CDMA system 

for the cases evaluated are lower than that of TDMA. The Table 5.1 shows the results for 

the 1% average outage probability (except where noted). For the 1% cases, although they 

are not directly comparable:with the other results ;  they are included to show the sensitivity 

of the capacity to performance threshold chosen. For the non-ideal power control capacities, 

the worst case user was used in the calculation of capacity. 

With a 10% probability of outage, the results for CDMA are comparable with that of 

FDMA [13]. The capacity (in users/cell/MHz) of the downlink with no cell-site diversity is 

slightly better than that of TDMA. When 3 cell-site diversity is employed with the region as 

denoted in Chapter 3, the capacity of the downlink is increased to 18% above that of TDMA. 

n ve must emphasize the point that the 3 cell-site diversity scheme analyzed can be improved 

and thus these results are not the maximum achievable capacity of CDMA using cell-site 

diversity. The uplink capacity is higher than FDMA, but lower than TDMA. However, we 

consider the results for the uplink to be a lower bound to the achievable capacity since we 

did not consider 'hand-off' of the mobile which would improve the results. 
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Chapter 6 

Con.cludin.g Remarks 

In this study, we have derived expressions for the capacity of a CDMA cellular system. 

We have analyzed the combined effects of fading, shadowing and mobile location on the 

service outage statistics. In our capacity calculations, we have assumed an outage probability 

threshold of 1% averaged over all cell locations. Outage statistics for a large number of 

positions were computed, allowing us to examine the dependence of the outage probability 

on the location within the cell. As expected, locations near the cell boundary have the 

highest- outage probability when no cell-site diversity is used. Our approach allows several 

service criteria to be used in computing the capacity, such as worst case outage or an outage 

threshold which must be met by at least 10% of all locations. 

We have examined the impact of 3 cell-site diversity on system capacity by varying the 

percentage of users employing diversity. We selected a geometrical diversity region. The 

diversity region was chosen to closely approximate a region having high outage statistics. It 

was shown that 3 cell-site diversity increases the system capacity and greatly reduces the 

maximum outage probability. We chose to examine a 3 cell-site diversity method which 

required 3 cell-sites  to  transmit a signal to the mobile if the mobile required diversity. It was 

shown that if diversity is not applied properly', one can increase the interference to other users 

without reducing the probability of outage. The use of cell-site diversity greatly reduced thé 

the maximum outage probability over the case when no diversity is employed. Furthermore, 

for the chosen diversity region, there is a large reduction in the probability of outage for 

the diversity region, however there is an increase in the outage probability for location in 

the non-diversity region along the boundary of the non-diversity region and the diversity 

region. For practical implementations a received power threshold would be used instead of 

a distance -measure. It is important to choose the average power level or received power 

threshold carefully, to ensure that the mobiles require it and that the number of mobiles 

requiring it does not exceed a certain percentage. 

In Chapter 4, the effect of non-ideal power control was investigated. Of three power 
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control models considered there, a variance model showed the most promise. An exponential 

form of the variance model was chosen for ease of implementation and analysis. The purpose 

of this model is to reduce the intercell interference at the expense of increasing the intracell 

interference by reducing the transmitter variance relative to the shadowing process. The 

variance reduction is achieved by introducing an exponential parameter K. Cell capacity was 

investigated as a function of  ic.  This model showed that a substantial increase in system 

capacity is possible. Our further analysis showed, that the optimal te. is a function the 

mobile's position. However, choosing an optimal  ic  for the worst-case user achieves better 

performance for any user in the cell. The cell capacity was evaluated using the worst-case 

user's performance, thus the presented results represent a lower bound on the capacity. 

In conclusion, we have developed expressions necessary for the evaluation of CDMA 

capacity given the SNR for the required system BER performance. The combined effect of 

fading and location outage were taken into account in the development of the formulas. We 

used an average outage probability of 1% as the acceptable service performance, although the 

calculations can be applied to other service performance criteria. We considered a 3 cell-site 

diversity strategy, which was shown to reduce the worst case outage probability from the no 

cell-site diversity case. The chosen diversity scheme increased the the capacity of the cell 

and showed that if diversity is not applied properly, the benefits obtained are reduced. An 

investigation of non-ideal power control demonstrated that non-ideal control yields significant 

gains in the capacity of the CDMA system. With the lognormal shadowing model under 

study, a certain level of variance reduction relative to the variance of the shadowing resulted 

in an increase of the uplink capacity. 
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6.1 Suggestions for Further Work 

We demonstrated a promising non-ideal power control strategy which increases system ca-

pacity dramatically. The strategy is easily implemented, but there may be better models in 

terms of higher capacity gains. As mentioned in Chapter 4, cell-site diversity improves the 

effect of non-ideal power control. We feel that the combined effect of cell-site diversity and 

non-ideal power control would result in higher system capacities and is worthy of further 

investigation. 

We feel that numerical simulation would provide results which are difficult to obtain 

analytically. The simulations could be used to verify the analytical expressions given here 

and would provide useful new quantitative results. We are presently contemplating the 

development of a generic simulation tool for use in the evaluation of CDMA cellular systems. 

In this study, we have assigned mobiles diversity transmissions on a geographical basis. 

However, in .practice, the diversity assignments are made using different criteria. A combi-

nation of several diversity assignment strategies may provide optimal system performance. 
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Y-X0  • No 	/Li 	2(L0+1) 10  
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(A.1) 

(A.3) 
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Appendix A 

Density function. of Equivalent SNR 
for Downlink 

The expression for the equivalent SNR for the downlink without cell-site diversity is given 
by Equation- 2.17 which is 

If we let z Y — X0 , then z is normally distributed with mean mz  = my  — ms  and variance 

o-z2  = 4. The equivalent SNR given by Es/No  is then a function of a Gaussian random 
variable. The density function of the SNR can be found by a transformation of a random 
variable. If we define a variable t, where t = Es /No , then 

1 t (A.2) 2(1,0+1)  io  3M 	3M 

We then can solve for z and compute the derivative, to obtain the following: 

Lo  
Z 	 ln 	3IVP'  

A 	2(Lo  1)t Lo  + 1 
dz 	 1 

= 23e))' 

l where A = nlo. By standard transformation techniques for random variable [as an example 1.0 
see [12]]  we can write ft (t) as 

1 	1 (t' —  mz ) 2 )  
h(t) 	exp 	 (A.5) xt ( 1  _ 21,0-17- 	 2o-z2 

where 

13M 	Lo  
= -A- ln (

2(Lo 	1)t Lo + 1 

This can then be put into the form as presented in Section 2.1. 
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Appendix B 

Den.sity Fu.nction for Equivalent SNR 
for Uplink 

Contained in this appendix is the development of the density function of the equivalent SNR 

for the uplink in the presence of correlated Rayleigh fading and log-normal shadowing. 

If X is normally distributed with mean px  and variance 52  then the first moment of me 
is given by 

E [me] = exP{A,Mx 4- —2—  

where A = In 	1°  and the second moment is given by io 

E [(10=4) 2] 	exp (2A(I.Lx 	o-2 A)) . 	 (B.2) 

Given the first two moments the variance is can be computed by subtracting the square of 

the first moment from the second moment 

Var(1O1) = E [(we)] 	[10q2  

(exp{A 2 u2 } — 1)E [10 1)-̀01 2 . 

Now the expression for the equivalent SNR given by Equation 2.37 in Section 2.2 is 

E, 	 3M 
(B.5) 

No 2 	10 u-> :=1 	2 .17.2n_ v+Lc  \---%K 
Ar, ect  L-4=1 L-ik=1 f 

where Von  is the voice activity factor, and Nsect  is the number of sectors in a cell, M is the 

number of chips per symbol, L c  is the number of users in a cell, and K is the number of cells 

which contain interfering users (assuming omni-directional antenna, since we then divide by 

the number of sectors). The term wio  is a Gaussian variable with zero mean and a variance 

0. 2 
Zio  

= 2Cfs2  201t  — 4po-s crxt , 	 (B.6) 

(B.1) 

(B.3) 

(B.4) 
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(B.10)  

wik using the 

where X t , and p are defined in Section 2.2 

and wi, is a Gaussian variable with mean given by 

rik  
mu„k  = 10 log io  

' 

and a variance given by 

2  
= 	

, ,.2 0-2 
	

Cr Zik uuk 
= 2(Grs2  + 0.1 	PCrxerXt)' 

-S 	
tlli, 

We denote U =EiL,_° 1  10->.0 and V = • on E 
'ÇE 1 O ML  then the exp ression  for t 	qhe e u .  i=1 

alent SNR becomes 

Es 	3M 
2 

No  U 

As the number of terms in the summations for U and V are large we can approximate U 
and V as Gaussian random variables. Thus, U is Gaussian distributed with mean m u  and 

variance uu2  and V is Gaussian distributed with mean m„ and variance cr„2 . Let T = U + V 
then T is also Gaussian distributed with mean equal to m u  + my  and variance equal to 

.5%2 + cr.„2 . Thus, 	is a function of a Gaussian variable so the density function ca.n be written No  
as 

3M 	 (t' — (mu  +742  f(t) = 	 exp 
No 	t 2 V/27r(o- 	01,) 	 2(0-,2L + 	 ' 

where 

3M 

2t 

where mu  and m„ are the means of the first and second term in the denominator in Equation 

2.37, respectively and cri2, and 0,2  are their respective variances. The means and variances of 

(B.7) 

(B.8) 

U and V can analytically computed from the means and variances of w io  a.nd 

mean and variance formulas shown in Equations B.1 and B.4. 

1 
11 
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Appendix C 

Bound on Uplink Capacity with 
Cell-site Diversity 

The mobile must adjust it transmitter power in an attempt to ensure that the received 

power at the cell-site is constant. However, the choice of the cell-site which the mobile uses 

may change according to its position within the cell. If the mobile is in the diversity region 

then we assume that the mobile is transmitting to the cell-site from which it is receiving 

the best downlink signal. If the mobile is in the non-diversity region, the mobile uses the 

reference cell-site at all times. Thus, the interference experienced by the cell-site from the 

mobiles in the non-diversity region is identical to the interference discussed in Section 2.2. 

For a transmitter in the diversity region, the mean and variance of the received signal at the 

cell-site are given by the following expressions: 
oo 

777,x0  = 	X0fX0 (X0 )dX0 
0 

Var(X0 ) —
o 
 (X 0 ) 2 fx

° 
 (X)d x 	 (C.2) 

- 	• 	 • 

where X0  is defined • in  Equation 3.1. The variance of a mobile's transmit power coincides 

with the variance of X0  since X0  is the basis for estimating the uplink attenuation. However, 

we assume that the mobile's transmit power X? can be represented as a lognormal random 

variable with reduced variance relative to a user without diversity. Thus, the variance of the 

received power will differ between users in the diversity region and those mobiles outside the 

diversity region. 

The statistics of the transmit power variations are difficult to evaluate analytically. We 

take the following approximate approach. We assume that transmitter power control results 

in a lognormal power variation. The mean of the received power is bounded by 

rik  () < Mi < 10 log 10  

(C.1) 
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and the variance is bounded by 

Cr
2 (nodiv) 	4 (div) 	2  (nodiv) zio  

nwhere cr2zio (nodiv) , 	( odiv) are the variances of the received power in the non-diversity 
2z*k 

region .from intracell and intercell interferers, respectively. We assume as in [9] that the 

mobile is a member of the cell having the nearest cell-site to the mobile's position. Thus, for 

a given position, the closest cell-site determines whether that position is included in intracell 
or intercell interference terms. This assumption slightly overestimates the interference seen 

at the cell-site. In other words, it yields an upper bound on the actual interference level and 

a lower bound for the number of users in the cell. 

(C.3) 



Then: 

m2  
9 X 	x 771 

e- 7,7/ 	x- e 	— e [0°  1 	(X -m)2  

V27r
c/X = 

X cr 2  J-00 X 
e 2•72 dX = 

N/27r0- 2  e-40  

(D.3)  

(D.4)  

II 

Appendix D 

Bounds on SNR 

Let 

SN R - 	1 
 X 	

(D.1) 
+ 2 

where X1 .  and X2 are independent gaussian random variable, each having mean m l , m2  

and variance  o  respectively. Then we can write: 

1 
SNR —X  

where X is normally distributed random variable with mean 777, = 77Z1 7T/9 and variance 
2 	2 	2 

-r 

(D.2) 

E[-1] 
X 

m2 

e- 7.71...,/c. 	x2 sinh (X 274) 
	dX 

\./27ro-2  e.0 	X 74 a 

using 4.37 we can write the following inequality: 

. _ m2 	00  
e_  e cosh (x)  + 2 dX E  [1 ] < 2m e 2e [ 

3 	3 x 	— 0.2 .v2 71. 0.2 Je-+0  

e - T27-17:  12m 2 _ [00 _.2„ 	, m r>  e-e (e --.  + e -e7 ) d-K] 20' e 	--r- — 30-2  ,c, 

	

N/27ru2  [ 0-2 	
e 	dX 

3  L-43  
m2 

00 	(x+no2  , ] r  [... 	 (x-.)2  

	

2me- 177 	m 	e  2«2 dx + f e 2,2  aX 	+   	

	

Je-+0 
r= 	30'2 	'\/27r.  Œ 23a2  11--›0 

m2 Tri, 
 = 30.2 
( 1 + 2e -  272-  ) . 
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Thus: 

1 E [—] < rn 
X – 30.2 	

2.72-) (D.5) 

which is the upper bound. 

For lowerbound derivation we apply exactly the same procedure but instead of using 4.37 

we use 4.36 and get: 

n  1 	m m2  
> 	e -271  . 

X — Cr* 2  
(D.6) 
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