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C'est avec plalslr que l'Université du Québec
vous remet aujourdthui le résultat des &tudes qu' elle a acceptees de con-
duire il y a un an en vue de définir les conditions.nécessaires a 1'8&ta-
blissement d'un réseau interuniversitaire canadien permettant d'inter-

’f .
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' ' Une telle contribution de 1'Université du Québec
s'inscrit dans sa. volonte de faire servir son réseau 1nformat1que, tant
au niveau de l'expertise qu'au niveau de 1'équipement, & 1'ensemble de la.
communautd, Il nous semble &galement nécessaire de pouvoir rendre dispo-
nibles & nos &tudiants, professeurs, chercheurs et administrateurs, non pas
seulement les informations cumuldes au sein de notre propre réseau d'ordi-
nateurs, mais aussi les 1nformat10ns cumulées par d'autres unlver51tes.

Nous tenons 3 souligner 1l'excellence de 1l'assis-

LB/;I

tance apportée 3 M. Joseph B. Reid dans son travail,
des universitds de la Colombie Britannique, de Saskatchewan (Saskatoon)
et de Waterloo ainsi que celle des spécialistes de votre ministére.

en particulier celle:

Vous réaffirmant notre volontd de participer & la

r8alisation de ce réseau interuniversitaire canadien, nous vous prions
d'agréer, cher monsieur, 1'expression de nos salutations les plus distinguées.

Le Vice-président par intérim
- aux Communications ‘
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INTRODUCTION

During the 19605, the use oF telecommunlcatlon circuits for the
transm1351on of data to computers grew rapldly Bell-Northern:
Research estimates the present rate of growth of transmission

of digital information in.Canada to be 24% per yearl. There is

a similar rate of growth in the sale of terminal devices to com-
municate with computers from a distance. Most of these devices
have no computing bower in themselves, they simply allow a person
or a machine to communicate with a computer, Typically, a ter-
minal is a teletybewriter, a cathode ray screen with a keyboard,

or a card reader and a line urinter. The most'extensive computer
networks are Probably'those used for airliné reservations, Fi-
nanC1al networks, for branch banking and for credit checking, are
growing rapldly. The usual pattern of these networks is a large
computer at a central office joined by lines to satellité terminals
in what may be -called a star formation. The few examples of net-
works of computers communicating with computerS‘are,.almost all,
confined to networks of computers of a single manufacturer. Examples
of such networks are the System/360 computers of the Service Bureau
Corporation, Cybernet of Control Data Corporation which includes
Control Data 6600 and 3500 .computers, the network of Univac 1108
computers of University Computing Corporation, Tymshare's Tymnet of
XDS 940 and DEC-10 computers and the Fieldata network of the U.S,
Army .. '

In 1968? D.W. Davies of the National Physical Laboratory proposed to
link computers of a variety of types in Great Britain to a network
of minicomputers which would deliver messages from any computer on
the network to any other computerz. This network has been imple-
mented within the NPL but funds have not heen provided to extend

it to other computer centers, probably because the British General
Post Office is working on a more ambitious plan to prov1de a network

of very high sveed digital circuits throughout the country .
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INTRODUCT ION

Au cours des annes soixante, l'utilisation des r&seaux de t&lé&commu-

nication pour la transmission de données aux ordinateurs a augmenté@

‘rapidement, Les Recherches du Bell-Northern estime que le taux actuel

d'augmentation de la transmission d'information numérique au Ganada

“est de 24% par annéel}"La vente de stations ferminales permettant

de communiquer & distance avec les ordlnateurs accuse un taux dfaug-
mentation semblable., La pluparL de ces d15p051t1fs ne sont pas

congus pour le calcul; ils ne font que permettre 4 une personne ou i
une machine de communiquer avec un ordinateur. Une station terminale
peut &tre, par exemple, un télescripteur, un &cran cathodique muni
d'un clavier ou un lecteur de cartes et une imprimante par ligne.

Les réseaux d'ordinateurs comportant le plus de-famifications sont
probablement ceux utilis&s par les compagnies aériennes pour la réser-
vation des sigges. Les réseaux financiers servant aux opé&rations ban-
caires entre les succursales et aux véfifications de solvalibilité
augmentent rapidement. La configuration habituelle de ces réseaux
consiéte en un gros ordinateur situé au bureau 6entra1 relié par des
c1rcu1ts 3 des terminaux et constltuant ce que 1l'on pourrait appeler
une d15p051t10n en &toile. Les quelques exemples de réseaux d'ordi-
nateurs en communication avec ordinateurs se résument, pour la plupart,
3 des réseaux d'ordinateurs d'un méme fabricant, Citons, par exemple,

lé systéme d'ordinateurs 360 du Service Bureau Corporation, de la

vabefnet de Control Data Corporation qui comprend des ordinateurs

Control Data 6600 et 3500, le ré&seau d'ordinateurs Univac 1108 de la
University Computing Corporation, le réseau d'ordinateurs. XDS 940 et
DEC- 10 de Tymnet. de Tymshare et le réseau Fieldata de 1'armée améri-

caine.

En 1968; D.W. Davies du National Physical Laboratory en Angleterre
proposa de relier divers types d'ordinateurs d un réseau de mini-

. N\ . . .
ordinateurs qui pourrait transmettre des messages d'un ordinateur du



In the United States the Advanced Research Projects Agency of
the Department of Defense started to bu11d a network of large
computers in 1969 (see Appendlces A and B) First tests of
transmission over the network were made in the fall of that
year; .Appendik C shows the comﬁuters connected to ARPANET in
March 1972. |

In June 1969 the Committee of Presidents of'Ontario Universities
establlehed an Offlce of Computer Coordination with the objective
of ratlona11z1ng computer resources in the Province. In 1971,
this Office reported that the objective could best be achieved
by making the comfuting bower of all the universities available
to workers in each university through a computer network (see
Appendix D). A technical ﬁrobosal has been prepareds, tenders
have beer called for the detailed design of the network6, and

a techn1ca1 Sbaff has been assembled,

In 1966, Michigan State University, the University of Michigan

and Wayne State University entered into a program of mutual
cooperation in information processing. This.led to the establish-
ment . in July 1969 of the MERIT (Mlchlgan Educational Research and.
Information Triad) Computer Network Project with funding from the
National Science Foundation and the State of Michigan. This net-

work is now coming into operation7.

A network to share computing loads between four universities in the

West'of England is being developed8.

The proposal to develop a Canadian University Computer Network
(CANUNET), which is the subject of this report, arose from two

separate events.

|
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réseau 3 tout autre ordinateur”., Ce ré&seau a &t mis sur pied dans

le cadre du NPL (National Physical Laboratory) mais n'a pu obtenir

" les fonds nécessaires pour s'étendre 3 d'autres centres d'ordinateurs,

probébiement parce que le General Post 0ffice britaﬁnique consacrait

ses effdrts a4 un projet beaucoup plus ambitiéux, a savoir, dtablir

un réseau de circuits numériques tr&s rapides 4 travers le pays”,

Aux Etats-Unis, 1'Advanced Research Projects AgencyAdu ministére de

la défense a annoncé en 1969 l'etabllssement dfun réseau d!'ordinateurs

‘geants (voir Annexes A et B) Les premiers essais- de transmission’

par le truchement du réseau ont &té effectués au cours de 1'automne

1969. on trouvera a l'Annexe C 1la llste des ord:nateurs religs a
ARPANET en mars 1972.

" En juin 1969, le Comité des Présidents des-UhiVErsités de 1'Ontario

a mis sur pied 1'0ffice of Computer Coordination dont le but était
de rationaliser leé‘ressources offertes par les ordinateurs de la
proyiﬁce.- En 1971, cet organisme déclarait que'l'objectif pourrait
étréiétteint,au;mieux en mettant & la disposition des chercheurs
dans_chaéune des universitds le potentiel offert par les ordinateurs
degfoutes les universités par le truchement d'un réseau d'ordinateurs

(voir Annexe D). Une proposition'techniqué fut préparée a cet effets,

"~ un appel d'offres portant sur. la conceptlon ‘détaillée du réseau fut

.6
lancé et ‘une &quipe de techn1c1ens fut reunle.

En 1966 l‘Unlver51te du Michigan, le Mlchlgan State University. et
le Wayne State University ont amorcé un programme de collaboration
mutuelle dans le domaine du traitement de l‘lnformatlon, Ce programme

donna lieu & la cr@ation, en juillet 1969, du projet de réseau d'or-

dinateurs MERIT (Michigan Educational Research and Information Triad)

qui regut 1'appui financier de la National Sciehce‘Foundation et de

Y C o ara s ‘ 2 z SO s
1'état du Michigan. Ce réseau entre maintenant.en opération .



In Novémber 1970 the Interuniversity Communiéafions Council
(EDUCOM) circularized the universities of the United States and
Canada regarding their possible interest in joining ARPANET.

Dr. Leon Katz of the University of Saskatchewan and Chairman of

_ the Science Council Committee on Computer Applications and Tech~

"nology proposed in December 1970 to the Depaftment of Communica-

tions that a Canadian university computer network should be es- .
tablished as soon as p0551ble so. that Canadian university computers
could communlcate over a Canadian network rather than over north-

south links to an American network.

The Université dii.Québec applied to the Department of Communica-
tions in March 1971 for a grant to initiate work to develop a
university computer network. This report is the final product of

the resulting research grant.

As a reéult of these initiatives from Saskatchewan an& Québec

(see Appendices E and F), the Department of Communlcatlons con-

vened a CANUNET Advisory Committee in August 1971 (see Appendlw G).

A questlonnalre was sent to the directors of the computing centers

of all Canadian universities. The replies indicated widespread
interest in the project, particularly among'the smaller universities
(see Appendices H and I). A secdnd,meeting.df the Advisory Committee
in November 1971 set up four study groups to report on the diverse

aspects of the project (see Appendix J}:

1) Network topology and éommunication‘costs;
2) Network design, apart from communication lines;
3) Utilization of the network;

4) Ofganizational structure.

The reports of these study groups are 1ncluded in this report as

Appendices K,L, Mand N,

o ®E W e = u om s am




Dans 1'ouest de 1‘Ang1eterre on envisage présentement 1tétablisse-

ment d'un réseau qui permettra aux ordinateurs de quatre. universités

de se partager le fardeau du traltement de . 1'1nformat10n8.

Ce sont deux &vénements distincts qui ont donné naissance 3 la
prdposjticn, faisant 1'objet du présent rappbrt de mettre sur pied

un réseau d'ordlnateurs a 1'1ntent10n des unlver51tes canadlennes

, (CANUNET)

En novembre 1970 EDUCOM (Interunlver51ty Communlcatlons Counc11)
adressalt une circulaire aux universités. américaines et canadiennes
pour s 1nformer de leur intention eventuelle de se joindre & ‘
ARPANET. Le Dr. Leon Katz de 1'Université de la SasLatchewan, pré-
sident du Comité& du Conse11 des sciences pour les appllcatlons de
1'1nformat1que et la- technologle des ordinateurs, soumettait au
ministdre des Communications,en 1970, une proposition concernant la
création immédiate d'un réseau d'ordinateurs reiiént les diverses
universit8s canadiennes pour permettre aux ordinateurs des universités
canadiehnes‘de‘communiquef entre eux par le truchement d'un réseau
canadien plutdt que d'emprunter des chaTnes de communication nord-sud

aboutissant au réseau américain,

L'Un1v9r51te du Quebec a sollicité 1'aide f1nanc1ere du Mlnlstere des
Communlcatlons en mars 1971 pour mettre sur pied un reseau interuniver-
51ta1re'd'ord1nateurs. Les présentes constltuent le résultat du

subside accordé pour effectuer des recherches en ce sens.

Devant. les démarches entreprises par la Saskatchewan et le Québec’(voir
Annexes E et F), le Mihistére‘des'Communicatiohé.convoquait une réunion
du comité consultatif Canunet au mois d'aofit 1971 (voir Annexe G). Un

quesfionnaire fut adressé aux directeurs des centres de calcul de toutes
1es unlver51tes canadiennes. Les reponses témoignaient un vaste int&rét
pour le proget, particulisrement parml les unlver51tes de moindre enver-

gure (v01r Annexes H et 'I). Quatre groupes d'étude furent constitués au

cours de la deuxi®me réunion du comit@ consultatif tenue en novembre 1971;




- WHY A'UNIVERSITY'COMPUTER'NETWORK?

The beneflts to Canada of computer networks 1n general have been
ably presented 1n Report No. 13 of the 801ence Council of Canada .
The particular value of a Canadian university computer network was
outlined in a bosition faﬁer from the universities attached to this
report-as Appendik F. The question is discussed. in greater detail
in the reporL of the study group on the utlllzatlon of the network

Appendlxlx These benefits may be summarized as.

1) Access to data banks, It is usually not economical to maintain

a large data bank in direct access storage at more than one

computer. A network will provide rapid access across the country

to data banks on the network. In particular CANUNET can provide

- the communlcatlons network for the natlonal scientific and tech-
nologlcal 1nformat10n service belng developed by the National

Science Library,

2) Speeialization:of computer.centere. Complex systems of programs
| require teams with epecialized technical and programming know-

1edge to maintain and operate them'effectiveiy. Another reason

for specilalization is that the royalty charged for the use of a
proprietary program is usually a flat rafe for the computer on

which it is run and does not take account of the hours of use of

the program, CANUNET will allow each university computer center to

offer its users access to all the'5pecia1ized systems of programs

available in participating Canadian universities, while itself

maintaining only a few. Some examples of large proprietary program

‘packages are listed in Appendix O.




- ces groupes d'8tude devalent faire rapport sur les dlvers aspects

du prOJet (voir Annexe J):
1) Topologie du réseau et frais de communication;

2) Conception du réseau, exception faite des circuits
de communication;

3) Utilisation du réseau;

4) Structure de 1l'organisation,

On trouvera aux Annexes K,L,M et N les rapports de ‘ces groupes
_d'etude° ‘

POURQUOI UN RESEAU INTER-UNIVERSITAIRE D'ORDINATEURS?

De facon generale, les avantages pour le Canada d'un reseau d'or-

dlnateurs ont ét8 démontrés fort habilement dans le rapport no 13

~présenté par le Conseil des Sciences du Canadag. L'1nteret particu-

lier -d'un réseau inter-universitaire canadlen d'ordlnateurs a été -
soullgne dans une prise de position rédigée par les universitds et
qde l'on trouvera sous ce pli, & 1'Annexe F., La question est ana-
lysée plusAa fond dans le rapport du groupe d'étude sur I'utilisation

du réseau & 1'Annexe K. Les avantages peuvent 8tre résumés comme suit:

1) Accds aux banques de donndes. Il n'est normalement pas rentable
delmaintenir un stockage important de données dans la mémoire i
accds direct de plus d'un ordinateur. Un réseau d'ordinateurs
permettrait un accds rapide aux banques>de'données‘affiliées au
réseau d'un bout d-1'autre du pays. CANUNET pourrait entre autres
servir de réseau de communication pour le service national d'infor-
mation scientifique et technique en.développement 3 la:Bibliothdque

scientifique nationale.




3) Access to the most suitable computer for a given problem.
This is of most interest to the smaller universities that

cannot support a large computer.

4j Oppdrtunity to devélop the new technology of packet

switching.
5) Interconnexion of regional networks.
6) Creation of a national computing community;

7) Reduction of cost of data communications due to pooling

of traffic,

If it‘shqﬁld be thought surbrising that intérest in networks of
computéré is much higher among universities'than:in industry, it
might be .useful to recall the early history of computers. The
first developments were at Harvard and the University of Pennsyl-
vania, followed by Cambridge University, Prihceton, University of’
ManChestér, Massachusetts Institute of Technoiogy and University

of London. Other cbmputers were produced by the National Bureau

of Standards in the United States and the National Physical Labo-

ratory_in'Britain. Private industry was represented by UNIVAC
(formed by University of Pennsylvania personnelj, and Ferranti in
associafion with the University of Manchester, and later, by IBM.
In Germany, ZUse was an individual pioneer. The implication is
that uniVefsity'people_reqognize'significant concepts and are pre-
pared to work on them long before they havevféached the stage of

profitability.




2)

3

4)

5

7

Spécialisation des'centres de traitement de 1'information. Les
systemes complexes de programmatlon eX1gent des équipes de tech-
niciens et de programmeurs hautement spec1a115es pour maintenir
et utiliser efficacement ces programmes, Une autre raison mili-
tant en faveur de la sbéciaiisation_est‘que'1es droits d'auteur
imposés pour 1'utilisation d'un programme particulier constituent
habitﬁellement un taux fixe bour 1'ordinateur sur- lequel les.
opérations sont executees, il n'est aucunement tenu compte du
temps d'utlllsatlon du programme pour 1'etabllssement de ce taux

fixe. CANUNET permettra au centre d'1nformat1que de chaque uni-

_ versité, d'offrir 8 ses utilisateurs 1l'acc®s aux divers systémes

de programmes speC1a115es existant dans les universitds canadiennes

part1c1pant a CANUNET,tout en ne maintenant lui-méme qu'un nombre
1imité de programmes. On trouvera & ‘1'Annexe 0 quelques exemples

de .gros packages de programmes particuliers.
Acces aux ordlnateurs 1es mieux approprles pour repondre d un
probleme donné, Cet aspect est part1cu11erement 1mportant pour

les universit8s de moindre envergure qui ne peuvent assumer le

cofit d'un gros ordinateur,

Possibilité de pousser plus a fond les nouvelles technlques de

commutation par paquet.
Interconnexion des ré&seaux régionaux.
Crdation d'une communautd nationale du traitement des données.

Réduction des cofits de communication de données par la mise en

commun du trafic.
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PROPOSED . DESIGN 'CONCEPT

The tollow1ng general criteria for CANUNET were proposed in the

P031t10n Paper of June 1971 (Appendlx F):

"The only constraints which should be placed upon the development

of a master plan at thls time are the follow1ng

a)

b)

d).

e)

£)

the plan must be for a truly national network with a minimum
of one campus in each province invited to participate in some

aspect of its development;

the plan should accomodate'regional-diversity and technological
alternatives within a framework of obJectlves, standards and

conventlons,

the network should be designed to accept various types of

computers and to operate over a variety of lines, and

the computer network must be tran5parent to the using computers

and terminals."

"To these.criteria the Advisory Committee have added the following:

the:network should be designed to be compatible with future

general computer'networks in so far as the outlines of the
latter can be discerned, and preferably, should be designed

as a prototype element of such networks:

design decisions_shbuld be made in terms ‘of the ultimate

~network, rather than in terms of the easiest or cheapest.

communication between a few computers;




Si 1'on trouve plus &tonnant que les milieux universitaires témoignent

- plus d!intéret pour les réseaux d'ordinateurs que n'en témoigne le
- secteur industriel, il serait peut-8tre opportun de se"reppelerelesf

"débuts de 1'histoire des ordinateurs. Les premi8res tentatives ont

e u

&té faites & Harvard et & l'université de Pemnsylvanie, puis &

‘Cambridge, @ Princeton, 4 l'université de Manchester, au Massachusetts

Institute of Technology et a 1'un1ver51te de Londres. -D'autres ordi-

nateurs ont &té prodults par le Natiomal Bureau of Standards aux Etats-

Unls_et par le Natlonal Phy51cal Laboratory en ‘Angleterre. Lfentrepr1~‘

se privée &tait représentée par UNIVAC (constitud du personnel de

1'université de Pennsylvanie)'et par. Ferranti,ide concert avec 1'uni-

versité de Manchester puls, plus tard, par IBM.  En Allemagne, ZUse

. faisait oeuvre de plonnler 1nd1V1due1 C‘est donc dlre que le milieu

unlver51ta1re sait. deceler des concepts 1mportants et est disposé &

st y consacrer b1en avant que ceux-ci aient atteint un seu11 de renta-

blllte‘

CONCEPTION PROPOSEE -

Les cr1teres generaux sulvants ont eté proposes pour la reallsatlon

zde CANUNET dans la prlse de p051t10n soumise. en juin 1971 (Annexe F)

"A'ce stage—C1, les seules contralntes dont il faudra tenir compte

dans 1'e1aborat10n d'un plan d1recteur sont 1es suivantes:

a) .Ce plan devra servir de cadre de référence & un réseau d caract8re

.vraiment national englobant au moins un campus universitaire pour
chacune des provinces qui seront invitées 3 participer d'ume fagon

- “ou d'une autre & la réalisation de ce projet;



"g) a message should be delivered and an ackhowledgement received
from the destlnatlon host in under a second because of the needs

- of conversatlonal computing, e.g. computer aided learnlng,

h) certaln features of the de51gn need not be 1mplemented dur1ng
the stage of experlmental operations, For example, slow lines
may be used in certaln parts of the network,« and the objective ‘

of reliable availability 24 hours a day may_be postponed by

not providing_alternate lines or by using dial-up liheé“initially.

,'A3~mentioned above in section 1, almost all existing networks consist
of an'array oF’lines joihing‘terminals or'aukiliary computers to a
large computer system at the center of a star. The central computer
'system elther performs serV1ces for the termlnals or it forwards
‘messages- from one terminal to another. This star deeign has been

reJected for ‘CANUNET because: ‘

'1)' The line costs of a star network are hlgher (it mlght 1nvolve

rout1ng messages from Victoria to Vancouver v1a Ottawa)
~.2). If the central computer goee down the network is paralysed.
e) If a line goes down its terminal or_terminals are cut off.

: 4),j1t wouid be poiitically difficult to,seiect'a center.




b)

d)

Ce plan devra tenir compte des dlsparltes reglonales et des
alternatlves technologiques dans un cadre d'objectlfs, de

normes et de conventions; .

Le réseau devra &tre congu de facon & pouvoir accepter divers
types d'ordinateurs et 3 fonctionner au moyen d'une varigté

de lignes; et

Le réseau devra 8tre transparent aux ordinateurs et aux ter-

minaux qui en feront usage."

A ces critdres, le comitd consultatif a ajoutd les suivants:

e)

£

2)

h)

Le réseau devra &tre congu de fagpn’a 8tre compatible d d'éven-
tuels réseaux géndraux d'ordinateurs,dans la mesure oll les ca-
ractéristiques ﬁrincipales de ceux-ci peuvent 8tre discernges,
et devra &tre congu, de bréférence, comme un &lément prototype

de tels réseaux;

La conceptlon du réseau devra 8tre pensee en: fonction d'un
réseau ultime plutot qu'en fonction des méthodes de communica-

tion les moins colteuses et les plus faclles entre les ordinateurs;

Le temps d'envoi d'un message et de réception d'une réponse de
1'ordinateur destinataire devra &tre inférieur & une seconde en

ralson des besoins du’ traltement en mode conversatlonnel comme,

'par exemple, l'apprentlssage par ordlnateur.

Certains aspects du réseau pourront &tre complété&s une fois la
période expérimentale terminde. On pourra, par exemple, utiliser

des circuits plus lents dans certaines parties du réseau et le

but d'un service fiable de 24 heéures par jour pourra 8tre remis 2

plus tard en ne prévoyant pas de lignes alternatives au départ ou

'en utilisant des lignes commut@es par cadran.



10..

The networks of . computers df comparable power, such as Cybernet

~and ARPANET, suit the CANUNET requirement‘more eXactly because

they have no center. If a computer or a line goes down, the

rest of the network continues functioning. ARPANET served as

" the model for the CANUNET design because it comnects computers

of differeﬁt_makes.

ARPANET may be described as an electronic post office,'with'ﬁ
delivéry time of less than 0.2 second, It is based on a

"subnet" of identical minicombuters that handle the receiving,
storing, forwarding and delivery of electfonic letters or ''packets',
The miniéombuters, or IMPs (Interface Messagé Processors) are
'igined.by communication lines. To provide reliability, at least
Ewo physically sebarated faths are provided between any pair of
IMPs.'VThe computers that the network serves are connected to the
IMPs,vat_least one to each IMP. These large cOmputersrare called
host<computers. Each electronic letter or packet, consists of a
maximum of 1 008 bits (binary digits), with the address of the des-
tinatiqn at the front end of the packet, and a check sum to verify
the coffectness of transmission at the‘back'end.- A packet may pass
throﬁgh as many as five intermediate IMPs on its way from the source
IMP to the destination IMP, |

The great advantage of the ARPANET store-and-forward design over
specialized star network designs is economy. Each ARPANET line
carries messages betwéen many source-destination pairs intermixed,
just as the post office carries letters fromlmany sources for many

destinations intermixed in the same mail bags. The specialized
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Comme nous 1'avons mentionnéd 3 la section 1, la plupart des réseaux
ex1stants sont constituds de lignes reliant des terminaux ou des .
ordlnateurs auxiliaires 3 un gros systéme d'ordlnateurs situé au
centre_d'une et011e. Le systéme central d!' rdlnateurs exécute des
opératiohs pour les termlnaux ou achemine les messages entre les
terminaux., La conflguratlon en et011e fut rejetée dans le cas de

CANUNET parce que'

1) 1le coit ‘des communications d'un réseau en &toile est plus &levd
(i1 faudrait parfois acheminer des messages de Victoria & Van-

couver en passant par Ottawa).

2) si 1'ordinateur central tombe en panne,. tout le reseau est

paralyse°

'3) 51 une 11gne est bloquee son ou ses termlnaux ne sont plus

allmentes.

4) Il serait difficile, pour des raisons politiques, de choisir

un centre,

Les réseaux d'ordinateurs de'puissance ~analogue tels que Cybernet
et ARPANET, répondent mieux aux exigences de CANUNET parce qu'ils
n‘ontpas .de centre.Si un ordinateur ou une ligne tombe en panne, le

reste du réseau continue & fonctionner. ARPANET a servi de modéle

pour'l'élaboration de CANUNET parce qu'il regrbupe des ordinateurs de

différentes marques.

ARPANET peut &tre décrit comme un bureau de poste &lectronique dont
le temps de livraison est inférieur & 0.2 seconde. Son ossature se

compose d'un sous-réseau de mini-ordinateurs qui s'occupent de la

réception, du stockage et de la livraison de lettres ou de "paquets"
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 star networks resemble private couriers; they prbvide faster

service, but they are more expensive., The transcontinental

‘transmission time with ARPANET can be up to 0. 2 second or

longer when traffic is heavy, whlle it is about 0.02 second
for a dedlcated 11ne., The cost of ARPANET can be shared
among many users, whereas spe01a11zed star networks are usual-
ly underused and hence more exbenéive. The fbllowing graph

copied- from reference 4, shows the relationship between speed

~ and cost, for a transcontlnental network 11nk1ng 20 computers

using various d351gns.
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électroniques, Les mini-ordinateurs ou IMP.(ihterface Message
Processors) sont relids ﬁar des lignes de communication. Pour

plus de sGretd, il existe toujours au moins. deux voies de commu-
nication entre chaque couple d'IMP, Les ordlnateurs desservis

par le reseau sont relids aux IMP 3 raison d'au moins un ordlnateur

par IMP. . Ces gros ordinateurs sont appelés ordlnateurs—hotesu

ChaQue'lettre ou paquet &lectronique comprend, au maximum, 1 008 bits .

(chiffres binaires), 1'adresse de la destination au début du paquet
et une somme dé contrdle & la fin pour vérifier‘l'exactitudé des
informations transmises. Il se peut qu'un paquet passe parfois
par cinq IMP intermédiaires avant d'®tre achemind du IMP source

au IMP dé destination,

Le gfand avantage du réseau ARPANET & commutation de message par
rappoit aux autres réseaux spécialisés a configuration en &toile
est son &conomie. Chacune des lignes ARPANET v&hicule des messages
mélés entre les nombreux couples d'ordinéteurs de source et de
destination de la meéme fagon qu'un bureau_de_poste manipuléilés
lettres- en provenance et en directioh des endroits les plus variés
et daﬁs des mémes sacs de courrier Les reseaux spécialisés en
forme d'et011e ressemblent 2 des courriers partlcullers, leurs
services sont plus rapides mais plus chers. ARPANET peut}mettre
jusqu*‘"O 2 seconde et méme davantage 1orsqué la circulation est

o

dense pour véhiculer un message d'un bout 2 1tautre du continent

tandis que le temps de transmission au ‘moyen d'une ligne particu-

1i8re sera environ 0,02 seconde, ‘Les frais de communication
d'ARPANET peuvent &tre répartis entre ses nombreux usagers; par
contre, la fréquence dtutilisation des réseaux spécialisés est

normalement beaucoup moindre et entraine &videmment un cofit plus

.8levé,: Le graphique ci-aprss, tiré de la référence no 4, illustre
_ graphiq pras, _

le rapport qui existe entre la vitesse et le colit du fonctionnement
d'un reseau transcontinental comprenant 20 ordlnateurs de conceptlons

d1verses.
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. ARPANET and‘ CANUNET

The Study Grouo on Network Design'(Appendix L) has proposed
for CANUNET a design that differs from ARPANET in the following

particulars:

1)

2)

3)

)

The division of functions between the software of the host

‘computers ‘and the node computers (or IMPs) is more clearly

defined, This 51mp11f1es the node computers and their software

without significantly increasing the work of the host computers.

The interface between the host and the node is microprogrammed
to. proV1de maximal efficiency of transfer, using the approprlate
byte width and addressing technique for the host side of the
interface, while leaving the node,computer side of the interface
identical in every case. ' " o

Termlnals may be attached to a node computer through a separate
m1n1computer called a pseudo- host. ARPANET comblnes these

functions in a single minicomputer(TIP &- Termlnal Interface

Processor), which must be larger and faster and have more complex -

software than the CANUNET minicomputers,

The development. of CANUNET is runningoabout four years behind
that of ARPANET, hence CANUNET can profit from the advances in

minicomputers and interfaces in those four years.

THE NETWORK OF ONTARIO UNIVERSITIES and CANUNET

The computer communications network proposed for Ontario Universities
5
by the Office of Computer Coordination s differs from the CANUNET

proposal in three points:
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ARPANET ET CANUNET

Le groupe d'étude sur la conception du réseau (Annexe L) a proposé,

pour CANUNET, une conception qui dlffere d'ARPANET sous certains

aspects particuliers, & savoir:

1

2)

.3

4)

La répartition des t@ches entre le software des ordinateurs-

‘hbtes et des ordinaﬁeurs nodaux (ou IMP) est plus nette. Ceci

51mp11f1e le software et le travail des ordlnateurs nodaux sans

augmenter con51derab1ement le travail des ordlnateurs hBtes.

Lt 1nterface entre l'hote et le noeud se. fait par micro- programme
assurant ainsi un deplacement optlmal des donnees, pour ce faire,
on utilise une largeur de multiplet et un type d'adressage'appro~
priés & 1'hdte d'un coté de 1'interface tandis que le cOté de
1'interface presente d-1'ordinateur nodal demeure 1dent1que en

tous 1es cas.

Des termlnaux peuvent etre liés a un’ ordinateur nodal par le

truchement d'un mini- ordlnateur qu'on appelle un pseudo-hote.

»ARPANET combine ces deux fonctions dans un mini- ordinateur

’unlque (TIP = Terminal Interface Processor), ‘lequel est forcé-

ment plus gros et plus raplde, avec un software plus complexe,

que‘les mini-ordinateurs de CANUNET,

I1 existe un &cart d'environ quatre ans entre la création

d'ARPANET et celle de CANUNET; CANUNET pourrait donc tirer
profit des progrss réalisés dans le domaine:des:mini-ordinateurs

et des interfaces au cours de ces quatre années.

LE RESEAU DES UNIVERSITES ONTARIENNES ET CANUNET

~ Le réseau de communication pour ordlnateurs propose pour 1es'un1ver
5,
'sités ontariennes par 1'0ffice of Computer Coordination d1ffe1e

~de la proposition de CANUNET sous trois aspects:
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1} The Ontario network is designed with a view to its usability
at its first implementation level, which is to enable a distri-
_butéd population of user terminals (both bétch and interactive)
to access host computers of the network (see Appendix P.) The
full development of networking functions including interprocess
communication, data base transfer and conversion, and a unified
language for network utilization will take place over a period
of seven to nine years, CANUNET will start as a computer to

computer network.

2) The Ontario netWork will allow terminals -to be directly connected
tohthe‘node computefs, while CANUNET will leave them attached to
hoSt‘cqmputérs, or to minicomputers that'appear‘to the nodes as
hosts; The Ontario design will require more node software and

larger and faster node computers, -

3) The Ontario node computer is expected, inAthe initial implementa-
tion, to appear to its host as the standard-cbmmunications'con—
troller supplied for that host by its maker. This approach has
.the advantage that a host can be attached to the network with A
minimal changes to the host software. The CANUNET approach is
1td‘seek the optimal division of functions'and’the optimal inter-
face bétween the host and the node coﬁputér, in accordance with

criterion £ of section 3.

6. PROBLEMS OF USING A NETWORK
Network applications may be divided into
1) términai¥to¥computer operations; -

2) computer-to-computer operatioﬁs.




-
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1) Le réseau ontarien est concu en vue de son utilité lors de

2)

3)

sa réalisation au premier niveau qui est d'offrir d une popu-’
lation dispersée de terminaux (soit lourds, soit interactifs)
l'accés aux ordinateurs-hdtes du réseau. (voir Annéxe‘P); Le
développement complet des fonctions du féseau, y compris la
communication entre processus, le transfert et la conversion
de banques de données et un langage unifié pour l'utilisation
du réseau sera &tendu sur une période de sept & neuf ans.

CANUNET débutera comme réseau ordihateur—é-ordinateur.

Le réseau ontarien permettra la liaison directe des terminaux
aux ordinateurs nodaux tandis que CANUNET'entend les 1aiéser
branchés aux ordinateurs-hStes -ou aux mini-ordinateurs qui,
pér‘rapport aux ordinateurs nodaux, constituent des or&ina-'
teurs-hotes. La conception du ré&seau ontarien demande plus

de software nodal et des ordihateuis nodaux plus grands et plus

rapides.

On st'attend & ceé que, dans la réalisatidn:initiale, 1'ordinateur. -
nodalidu réseau ontarien soit percu par son hdte comme le con-
tr6leur standard des communications fourni pour 1'hdte en ques-
tion par le fabricant. Cette m&thode présente 1'avantage suivant:
un:ordinateur-hﬁte peut &tre incorporé au réseau moyennant peu

de modifications du software de 1'hbte. Le principe de CANUNET

est d'en arriver # une répartition et 3 une interface optimales

des fonctions ainsi qu'd une interface optimale entre l'prdinateur;

hote et 1'ordinateur nodal conformément au critére f de la section 3.

PROBLEMES D'UTILISATION D'UN RESEAU

Les applications d'un réseau peuvent se résumer en:

1

2)

communications entre un terminal et un ordinateur et en

communications entre ordinateurs.

f
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Terminal--to-computer operations are similar to those currently
available with multiterminal computer systems that have low and
high speed terminals for input and‘output° A network renders

more computers accessible to the terminal user, at reduced trans-

mission costs and more reliably if the network has redundant lines.

The maJor problem to be resolved here is that of providing the

user w1th adequate information. about the services available, Here

‘the network itself may be used, as it is with ARPANET. The study

group on the ut111zatlon of the network has summarized the problem
as follows: A computer network must supply services which are
tailored to the user who has minimal expert knowledge in order that
sufflclent traffic will be generated to justify the constructlon

of a network" (see Appendlx K). It should be noted that the network

~ should provide termlnal—to—computer operations for terminals connect-

ed to a host, which may already be the. center of‘aonetwork. Further,

- terminals may frequently want large print-outs on the local host

of jobs run on a remote host, or the transfer of files from a remote

. host to the local host for further treatment ~Thus, terminal-to-

computer operatlons lead directly to demands for. computer -to-computer

operations,

~ Computer-to-computer operations may produce an order of magnitude

increase of computing power since they will allow several computers

to participate in a computation, The first problem to be solved

. here is the transfer of files from one computer to another; this

problem is not trivial, Computer -to-computer operations will make
specialization of computer hardware attractive. One computer may
have very fast arithmetic; another, such>vas ILLTAC IV or STAR, may
be particularly suited to array computations;- another may have an
enormously large cheap memory. Some computers mey.oe dedicated

to fast FORTRAN compilations;others to the interpretation of APL,
The problems to be solved, compounded by the incompatibilities of
different makes: of computers, are as great as those of operating
systems.for single computers which were so preoccupying during the
60s.
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Les communications entre un terminal et un ordinateur sont sembla-

}bles d celles qui se font habituellement dans les systémes d'ordi-

‘nateurs 3 terminaux multiples et pourvus de terminaux lents et

rapides pour les entrées et les sorties. Un réseauApermet‘a 1'u-
tilisateur d'un terminal d'accéder a un plus grand nombre d'ordi-
nateurs moyennant un cofit moindre dé transmission et de facon beau-
coup plus siire si le réseau comprend des 1ignes redondantes. Le
principal probléme auquel on doit faire face dans un tel cas est
de fournir suffisamment d'informations 3 1'utilisateur sur les
services qui lui sont offerts. Le réseau lui-méme peut &tre uti-
lisé & cette fin, comme c'est le cas pour ARPANET. Les membres du
groupe d'étude sur l'utilisation du réseau ont résumé le probleéme
comme suit: "Un réseau d'ordinateurs doit pouvoir dispenser des
services qui répondent aux besoins de l'utilisateur affichant le
moins de connaissances spécialis@es de facon & ce que les &changes
d'informations soient suffisamment nombreux pour justifier la mise
sur pied d'un réseau (voir Annexe K). Il serait peut-8tre opportun
de signaler que le réseau doit mesurer les communications entre
terminaﬁxlet ordinateurs dans le cas des terminaux reliés 5.un or-

dinateur-h6te se trouvant déjd au centre d'un réseau. De plus, il

‘arrivera souvent que des terminaux demanderont 3 1'ordinateur-hote

local des imprimés de travaux exécutés par un autre ordinateur-hdte
8loigné ou le transfert de fichiers d'un ordinateur-hdte &loignéd a

1'ordinateur-hdte local en vue d'un traitement plus poussé des données,

'~ Les communications d'un terminal 3 un ordinateur nous obligent donc

‘8 considérer également les communications entre deux ordinateurs.

Les communications entre ordinateurs peuvent augmenter d'un ordre de
grandeur la puissance de calcul &tant donnd qu'elles permettent & plu-
sieurs'ordinateurs de participer & une méme'opéfation, Le premier pro-
bléme auquel on doit faire face dans le cas présent est le transfert de
fichiers d'un ordinateur 2 1'autre; ce probléme n'est pas sans impor-

tance. Les communications entre ordinateurs rendent intdéressante la

- spécialisation du matériel des ordinateurs. Un ordinateur pourra.
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. M the yearly rental cost of ANIK would go down if shared with other

NETWORK TOPOLOGY

It is not possible to propose a definite configuration of communicatiohs

lines for CANUNET without knowing which universities will participate
in the initial network, and the load of messages that will pass between
them. The study group on communications therefore simulated the per-
formance of various terrestrial and hybrid (terrestrial-satellite)
networks for 10, 14 and 18 node topologies (see Appendix M);' three
speeds of lines were assuméd fdf these networks-,‘viz° 4,8 kbit/s,

9.6 kbit/s and 50 kbit/s., Estimates of the cost of lines and modems
at the standard rates of the Trans-Canada Telephone System range from
$14 217 per month for a 10-node network at 4.8 kbit/s to $242 850 per
month for an 18-node network with alternate paths at 50 kbit/s. These
figures exclude the cost of the lines from the local exchanges to the
universities, which could cost up to $300 per month per node. Thus
the maximum cost -of lines for an 18-node fully redundant 50 kbit/s
netwark'is.$250 000 per month, or $13 900 per node per month. This
figuré could probably come down appreciably when the new digital lines
of Trans-Canada Telephone System come into operatiOn.* Cheaper lines

may also be obtainable through the Government Telephone Agency.

A cost‘of_$3 000 000 per year has been established by Telesat Canada
as the minimum rental for an FR channel and a complement of earth
station equipment. The total yearly cost for the hybrid network would

include the cost for the terrestrial networks. As shown in Appendix

customers. For example, if three organizations shared seven stations

pér network then, the yearly rental cost of ANIK would be $1.29 million,

This therefore suggests that the use of satellites will only become

attractive when more than one organization or network share in the.
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,effecfuer’des.opérations arithmétiques de fégon trés rapide; un

_ autre comme 1'ILLIAC IV ou le STAR pourra convenir particuligre-
»_ment.aux calcﬁls-vectoriels' un autre encore pourra disposer
d'une trés grande mémoire de coﬁt minime., Quelques or&inateurs
pourront &tre consacres aux compllatlons rapldes du langage
FORTRAN et 1'1nterpretat10n d'APL, Les problemes d résoudre,
compliqués par 1'incombatibilité des différentes marques d'ordina-
teurs, sont. aussi 1mportants que ceux des systémes d’exploltatlon
a ordlnateur unique pour lesquels on se faisait tant de soucis au

cours des_annees soixante.

TOPOLOGIE DU RESEAU

I1 n'est pas possible de broﬁoser une configuration précise des
lignes de communication bour CANUNET sans savoir quelles univer-
sités pérticiberont au réseau initial et 1a‘quantité de messages

qui seront véhiculés entre elles. Le groupe d'&tude sur les com-
munications a donc simulé le rendement de plusiéurs réseaux ter-

V restres et hybrides (terrestre-satellite) pour des topologies de

10, 14-et 18 noeuds (voir Annexe M); on a ﬁrésumé trois vitesses

de lignes pour ces réseauk, i savoir, 4.8 kbit/s, 9.6 kbit/s et

50 kblt/s, Le coﬁt estimatif de ces lignes et de leurs modems au
taux normal &tabli par le Réseau Telephonlque Transcanadlen varie

de $14 217 par mois pour un réseau & 10 noeuds dont le débit est 4.8
kbit/s & $242 850 par mois bour un réseau # 18 noeuds dont le débit

~ est de 50 kbit/s et pourvu de routes alternatives. Ces chiffres ne
comprennent pas les frais de communication entré le centre de commu-
nication locale et les universitds, frais qﬁi peuvent s'élever & $300
par mois, par noeud. Ainsi, le cofit maximﬁm d'un réseau de communica-

tion @ 18 noeuds, compl&tement pourvu de lignes redondantes et dont
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“rental of an ANIK channel., It should be noted, however, that the

system outlined possesses considerable flexibility and operational
advantages especially in configurations involving more than two
earth stations.

The simulations showed that the performance of the network depends
more on line speeds than on network configuration. The following
table shows the range of total network capacity, and the range of

costs per megabit transmitted for the terrestrial networks. The

' complete table is given in Appendix M.
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- le débit est de 50 kblt/S, serait de $250 000 par mois ou $13 900

par m01s par noeud., Ce montant diminuera probablement de facon

appréciable lorsque le Réseau Téléphonique‘Transcanadien inaugurera

Ses nouveaux réseaux de données. Enfin, il serait p0351ble d'obtenlr

o

des lignes & cofit moindre grice & 1'Agence des Telecommunlcatlons
gouvernementalesq '

: i
Telesat Canada -a &tabli un loyer minimum de $3 000 000 par an pour
un canal FR et un jeu d'équipement pour les stations Lerrestres,
Le coﬁt‘toLal annuel du ré&seau hybride inclut le colit des réseaux
terrestres, Comme on le voit & 1'Amnnexe M, le loyer annuel d'ANIK
baloseralL S 11 était partagé avec d'autres clients, ‘Par'exemple,.
51 Lr01s organlsmes partageaient sept stations par reseau, le 1oyer
annuel d'ANIK serait ‘alors de $1,29 million, Ceci suggere donc que
1'utilisation des satellites deviendra.attrgyante seulement lorsque -
plus;d'un organisme ou réseau partageront le loyer d'u& canal ANIK,
Cepe%dant on doit noter que le systdme gbauchd possede une flexi-
blllﬁe appréciable et des avantages operatlonnels, surtout dans le
cas’ des configurations impliquant plus de deux stations terrestres.

Les éimulafions nous ont permis de constater que le rendement du
|

reseau dependalt plus de la rapidité-: des C1rcults que de la confi-

gurailon du reseau On trouvera dans le tableau ci-dessous la gamme

-de la capac1te totale du reseau et la gamme des coﬁts de -transmission

par megablt pour plus1eurs reseaux terrestres.~;on trouvera le tableau

complet & 1'Annexe M.
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Line Sﬁeéd‘ 100% Network capacity * Cost **
(kbiﬁ/s) v (kbit/s) - _ ;ﬂflMﬁiﬁlm
4,8 1' to .45 : | 2% to 8.78
9.6 47 to 108 ‘ °12,%9 .26
56- . | 302 .to .591 ‘ .11 to . .20

*  100% capacity represents the total input data rate for which

total average delay does not exceed 0.5 sec.

**% Cost per megabit transmitted for a network operating at an
average delay of 0.5 second, 24 hours a day, 7 days a week,

but excluding local lines and node computers,

OPERATING COSTS

The operating costs of a network depend on its capadity and accept-
able message delays but not on the traffic that.it actually carries.
For the terrestrial networks studied, the cost.per‘month per node

for lines (excluding local lines) varies from $1 260 to $2 810 for

a 4,8’kbit/s network, from $1 820 to $3 710 for a 9.6 kbit/s network,
and from $6 510 to $20 000 for a 50 kbit/s network. 1In the develop-
ment plah-of Section 11 we have assumed that line costs for an oper-
ational CANUNET will lie between §5 000 and $10 000 per'node—month,
depeﬁding on the speed of the lines and the rates that aré negotiated,
To this wé have added $1 000 for the operation and mainteuance of the
node computer and $4 000 for staff concerned with network wmatters,

giving a total cost of $10 000 to $15 000 per node-month;
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‘Vitesse de 100% de ‘1a capacité@  Colt **
la ligne ’ . ~ du réseau* : (¢/mégabit)
(kbit/s). | . (kbit/s) A
4,8 1 a 45 - 0.23 & 8.78
9.6 47 & 108 0,12 a1 0.26
50 302 & 591 . 0.11 & 0.20

*. 100% de la capacit® représente le taux total d'entrée de donndes

pour lequel le délai total moyen n'excéde pas 0.5 sec,

** Cofit de transmission par mégabit pour un réseau fonctionnant
4 un délai moyen de 0.5 seconde, 24 heures par jour, 7 jours par
semaine, mais ne comprenant pas le colt des circuits locaux et

des ordinateurs nodaux. .

n

FRAIS D'EXPLOITATION

Les frais d'exploitation d'un réseau sont fonction de sa capacité

et de son temps>de transmission supportable et non du trafic qu'il

- véhicule. Dans le cas des réseaux terrestres faisant 1'objet de.

cette &tude, le colt mensuel des lignes par noeud (exception faite
des lignes locales) varie de $1 260 a $2~810'pour un réseau dont le
débit ést de 4;8 kbit/s, de $1 820 3 $3 710 pour un réseau dont le
débit est de 9.6 kbit/s et de $6 510 & $20 000 pour uhiréseau dont
le débit est de 50 kbit/s. Nous prévoyons; dans le plan d'élabora-
tion de la Section 11, que le cofit des lignes pour un CANUNET fonc-
tionnel se chiffrera entre $5 000 et $10 000 par mois et par noeud,

selon la vitesse des lignes et le tarif que 1'on négocie. Nous

-~

~avons ajouté a4 ces montants $1 000 pour 1l'exploitation et 1'entre-

‘tien de 1'ordinateur nodal et $4 000 pour le personnél concerné par

les questions du réseau, d'oil un montant total allant de $10 000 &

$15 000 par mois, par noeud.
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CHARGES FOR SERVICES

For the same reasons that the post office charges a flat rate

forvtheAdelivery of a letter to anywhere . in the country, it is

proposed that the network should charge each host a fixed amount

for each packet'it transmits to the network, regardless of the

destination. ARPANET will break even if it charges each host

' $1 700 per month plus 30¢ per million bits transmitted, when the
‘load reaches 36% of capacity, (Appendix A). (The load in December

1971 was 9% of capacity). CANUNET mightireasonably operate on

~the basis of a fixed charge per month, of the order of $2 000; plus

a fixed charge per packet tranSmitted, of the'order of 0.1¢,

The questlon of charges for services. rendered by hosts computers
over the network is a separate one which raises many complex issues
of relatlons between the parties concerned. The matter is dealt
with in detail in Appendix N, starting at page 15, and on page 31
of Appendlx K.
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DROITS D'UTILISATION

Péur les mémes raisons que le service des postes impose un taux
fixe pour la livraison d'une lettre n'imporffdﬁ au pays, On pro-
pose que le réseau impose & chaque ordinateur-hOte un taux fixe
pour chaqﬁe paquet qu'il transmettra par le fruchement du réseau,
peu imﬁorte la destination. ARPANET  couvrira ses frais s'il

impose aux ordinateurs-hdtes des droits de §1 700 par mois et

$0.30 ﬁar‘million de bits transmis alors que la éharge atteindra

36% de la capacité (Annexe A). (En décembre 1971, la charge
atteignait 9%). CANUNET pourrait donc raisonnablement imposer &

ses membres des droits fixes par mois de 1tordre de $2 000, plus

un droit fixe par paquet transmis, de 1'ordre de 0.1¢. Les droits
pour SéfVices rendus par les ordinateurs-hotes & d'autres abonnds du
réseau constituent une autre question qui souléve bien des problémes
complexes concernant les relations entre les parties intéressées.

L

On considére le sujet en détails & 1'Annexe N commengant & la page

15, ét d la page 31 de 1'Annexe K.

STRUCTURE DE_L'ORGANTSATION

Le groupe d'étude sur la structure de 1'organisation de CANUNET

est d'avis que les bremiéres difficultés a surmonter pour la
réaiisétion des objectifs de CANUNET sont d'ordie économique et
structurel (Annexe N). Meéme si le réseau peut sembler int&ressant

sur unAplan national, il ne sera pas utilisé si, au niveau régional,.
l'utilisateur individuel n'est pas séduit pér ses attraits &conomiques.
Pour franchir cette barridre &conomique, il sera nécessaire d'obtenir
du gouvefnement fédéral une partie substantielle des frais d'exploita-

tion pour une période de 3 & 5 anms.
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- 10, INSTITUTIONAL FRAMEWORK

The study group on the institutional framework for CANUNET considers .
that thé primary obstacles to he overcome in.achieving the objectives
of CANUNET are organizational in nature and have to do &ith economics
(Appendix N). Even though the network may be attractive on a national
basis, unless it abPears economically attractive to the individual

user, the network will not be used, To_overcome this economic barrier
it will be necesgary to obtain from Federal sources a substantial

part of the operating costs for a period of 3 to 5 years.

On the assumption that CANUNET should proceed.aslquickly as possible

into a prototype development phase, a short-term organization is pro-

posed. A project team should be established under the Department of

- Communications, with work groups to develop the necessary hardware and

software and to establish communications protocol. . The personnel for

these work groups are to be provided by direct secondment of university

personnel or by contract with universities to undertake defined projects.

In addition, it is proposed to encourage the Association of Universities

- and Colleges of Canada to become directly involved in CANUNET by pro-

viding AUCC with sufficient funds to undertake a study of the Rationali-
zation of Computing Resources for Canadian Universities. This activity

should go on regardless of the fate of CANUNET.

As CANUNET develops beyond the prototype stage, a project organization
affiliated with AUCC should be established that would be ultimately
responsible for the bperation; education, application development and
continuéd,improvement of the CANUNET system, This organization should

include an Advisory Council, a Management_Board; and a full-time

Secretariat, Task forces for such special applications as Social Sciences,

Legal Systems, CAI, Physical Sciences and Library Systems should be
set up.
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En supposant que CANUNET puisse s' attaque1 le plus rapldemenL possi-

ble & la mise sur pied d'un prototype, une organlsatlon A court terme

-~est proposée. Une équipe chargée du projet devra &tre mise sur

'pied par le ministdre des communications qui devra &galement cons-

tituer des groupes de travail pour &laborer le matériel et le

.sofiware necessalres et établir un protocole des communications. Le

personnel de ces groupes devrait &tre détaché des universités et les
universités devraient entreprendre certains projets particuliers sous

contrats.

" I1 est également propos& que 1'on invite 1'Association des universités

et colldges du Canada & participer activement & CANUNET en fournissant

. d cette association des fonds qui lui permettront de mener une &tude

sur la rationalisatidn des ressources informatiques disponibles dans
les universit&s canadiennes, Ce projet devrait &tre mené 3 bien peu
importe le sort de CANUNET, =

}Lorsque CANUNET aura dépassé le stage de prototype une organisation

chargee du prOJet et affiliée a AUCC. devra‘etre mise sur pied pour

assumer l'entlere responsablllte du fonct1onnement de l'enselgnement

de 1'8laboration des applications eventuelles et 'du perfcctlonnement

du systdme CANUNET. Cet organisme devrait comprendre un conseil con-

sultatif, un conseil d'administration et un secrétariat i plein temps.'

Des groupes de travail devront &tre constitués pour s'occuper de di-

vers programmes spécialisés: sciences sociales, systdmes juridiques,

épprentissage par ordinateur, scienées»physiques et systémes de biblio- -

thécononie,

" PLAN DE REALISATION

Le diagramme d'acheminement critique.de la figure 2 indique la corré-
lation des activités nécessaires i la réalisation de CANUNET. Les
nombres se rapportent & des &vénements ou 3 des points temporels,
ChaqueAactiVité'se présente comme une fl&che et sa description dans

les paragraphes suivants s'indique par le numéro de 1f&vénement qui
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- DEVELOPMENT PLAN

: The_critiéal path diagram of Figure 2 shows the relationship of the

‘cription in the following paragraphé is denoted by the-ngmber of the

~event fhaf,mustvpreceded it and the number of the event ihat marks

‘are indicated because the starting date is unknown., However, prelimi-

'and interfaces between the node and ‘host computers (IBM Svstem/360,

activities required to develop CANUNET. The numbers reféf to events

or points in time. Each activity is shown as an arrow and its des-

its completion, Following the description of each activity 1s given .
the esﬁimafed minimum and maximum elépsed time for complgtion, the

minimum and mdximum man-months involved, and the minimum and maximum
cost based on the éssumption of using university full time personnel
for the development of hardware and software calculated at $2 000 per man-
month, If commerc1al personnel are used the rate should be $4 000 per man
month, The schedule resulting from the optimistic eétimates of elapsed
times 1s shown by the Gantt chart of Figure 3, ‘while the pessimistic

estimates were used to construct the Gantt chart of Figure 4. No dates

nary work on activities 0-1, 1-2 and 4-10 is under way.

éPEiXﬁEX;Qll Constitution: Obtain commitments from universities to

join.CANUNET, Convene an advisory council, adopt a constitution and

appoiﬁt a managemenﬂboard°

12-18 months, 6-12 man—monfhsb - ‘ 15 - 30 k$.

Activiwy 1-2 SpecifjcationS' Establish specifications for the node

computer the interface between the node and. the communication lines,

IBM System/370, Control Data 6000 series, Sigma 7, DEC Svstem 10,:

Burroughs 6700 are possible hosts). - Call for tenders.

4-6 months, 12-18 man-months, . 24 - 36 kS,

ACLJV1ty 1-3  Host-host protocol: :Define a first versicy of a pro-

tocol for communication between the various hosts.

6-12 months, 18-36 man-months, 36 - Tz nn.
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doit .1a précéder et le numéro de 1'@vénement qui signale son achévement.

Suivant la description de chaque activité, on donne la durée globale

-estimative, minimale et maximale, pour ach&vement, les mois-hommes im-

pliqués'ét le cofit minimum et maximum basé& sur 1'hypothése de l'uti-
lisation du personnel universitaire a plein temps, lequel se chiffre
a$2 000 par mois pour.la réalisation du hardware et du .software. Si
1'on ufilise un personnel commercial, le taux serait de $4 000 par'
mois. Le calendrier qui découle des estimations optlmlstes est démon-
tré par le diagramme Gantt de la Figure 3 tandis que les estimations
pessimistes ont ete_utlllsees pour la construction du diagramme Gantt
de 1a.Figure 4, ’Aucune‘date n'est indiquée gtant donné. que la date de
d_ébut“eist'inconnue° Cependant, on travaille déjd sur les activit8s
0-1, 1;2 et 4-10. \

Act1V1te 0-1 Constitution: Obtenlr des engagements d'adh&sion a

CANUNET de la part des universités. Convoquer un conseil consultatlf

Adopter une constitution. Nommer un conseil d'administration.

12-18 mois, 6-12 mois-hommes, = 15-30 k¢

Act1V1te 1-2  ‘Spécifications: Etablir les spécifications de 1'ordi-

nateur nodal, de 1'interface entre le noeud et les lignes de télécom-

municétiqn et des interfaces entre le noeud et les ordinateurs-hStes
(le IBM Syst®me/380, IBM Syst&me/370, le Control Data s&rie 6000, le
Sigma 7, le DEC Syst@&me 10, le Burroughs 6700 sont autant d'hdtes pos-

sibleé)._ Faire un appel d'offres,

4-6 mois, 12-18 mois-hommes, 24-36 k$

Y

Activitd. 1-3 Protocole hdte-d-hote: Elaborer un protocole provi-

soire des communications entre ordinateurs-hdtes,

© 6-12 mois, ~ 18-36 mois-hommes  36-72 k$

Activité 1-4 Nommer un secrétariat: 1 directeur, 1 programmeur

d'applications, 1 programmoth&caire, 3 coordonnateurs techniques,
i . '
2 secrétaires.
re ,
A :
s'élevant a8 hommes, 15 k$/mois, en permanence

!
-
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Activity 1-4  Appoint secretariat: -1 director, 1 applications

programmer, 1 librarian, 3 technical coordinators, 2 secretaries.

Rising to 8 men, 15.20 k$/month, continuingu’

Activity 1-10 Topology: Design initial network topology on the
basis of known membership of CANUNET, estimated traffic, and rates

negotiated with telecommunications carriers.
i ' :

6 months, 6-12 man-months, _ 12 - 24 X$.

Activity 2-5 Await submissions: Allow manufacturers time to respond

to call for tenders.

4 monthsv

Activity 4-10 Documentation, coordination; Collect specifications,

prices and instructions for use of data bases,'systems,of programs,
and compliters available through CANUNET. Establish a system of docu-
mentétion for these resources. Distribute this dbcumentation to
member universities and update it périodically. Coordinate technical
development of network. Develop standards. Organize accounting.

A continuing secretariat function.

8 men - | 15-20 k$/month

épgjxjgy;ﬁ;ﬁ_ Select node computer: Evaluate tenders and select

suppliers of node computer and interfaces,

© 3-5 months, 9-15 man-months, . 18 - 30 k§.

Activity 6-8 Node software: Program the node computer. Micro-

‘program‘interfaces for IBM System/360 and Control Data 6000,

12-18 monphs, 96;144 man-months + computer time,204 - 324 k§.
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Activitd 1-10 Togologle Etablir la topologie initiale du réseau

e e v e S — —

en fonctlon des participants connus de CANUNET du trafic prévu et

des tarlfs conclus avec les services de té&l&communication.

6 mois, . _ 6-12 mois-hommes, - 12-24 k$

Ac11v1te 2-5 Attendre des soumissions: Allouer aux manufacturiers

le temps de r&pondre.

4 mois

Activité 4-10 Documentation, coordination: Recueillir des spécifi-

cations; des tarifs et des directives concernaht 1tutilisation des
banques de données, des systemes de programnes et des ordlnateurs acces-
51b1es-par le truchement de CANUNET. Elaborer un systeme de documenta—
tion cohgernant ces ressources, Distribuer cette documentation aux
universités participantes et la mettre & jour de fagon périodique.
Coordonner le déVelobpement technique du réseau. Développer des normes,

Organiser la comptabilité. Un service permanent de secrétariat.

8 hommes ' 15-20 k$/mois

Activité 5-6 Choix d'un ordinateur nodal: Faire 1'@valuation des

soumissions et choisir les fournisseurs de 1l'ordinateur nodal et des .

interfaces. S :
3-5 mbis, ' 9-15 mois-honmes 18-30 k$
éFE}X}E?mﬁ_g Software nodal: Programmer 1'ordinateur nodal. Micro-

programmer les interfaces pour 1'IBM Systémé/360 et le Control Data 6000.

‘12—18-ﬁois, 96-144 mois-hommes+temps d'ordinateur 204-324 k$

[

Act1V1te 6-9 Obtention de 6 ordinateurs nbdaﬁx et des interfaces:

Au cours de la période expérimentale, deux petits réseaux de trois

noeuds chacun pourront &tre envisagés, un réseau étant créé dans 1l'est

et 1'autre dans 1'ouest.

6-12 mois de délai | . 180-450 k$
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Activity 6-9 Procure 6 node computérs and interfaces: During

the experimental period; two small networks, with-three nodes in

each, are envisaged, with one network .in the east and one in the

west,

6-12 months lead time 180 - 450'k$n

Activity 7-9 Host software: Modify host operafing systems to.'
interface with node computers (0S/360 and MTS for System/360,
SCOPE and KRONOS for Control Data 60060) . Write ﬁetwork control
programs for System/360 and Control Data 6000 to implement first

version of host-host protocol,

12-18 months, 144-216 man-months+computing time,336 - 576 k.

Activity 8-11 Additional interfaces: Microprogram interfaces

for DEC-10, Sigma 7 and Burroughs 6700.

9-12 months, 18-24 -man-months+ computing time, 36 - 48 k§.

- Activity 9-10 Pilot operation: Operate an eastern and a western-
aActivaty o-10 P P ‘

network with three computers in each, including both makes of host,

over short lines.

6-8 months, 108-144 man-months, - "~ 432 - 816 k§.

— e porn e i w—n p—

Sigma 7. and Burroughs 6700 computers.,

12-18 months, 108-162 mén-months+computer time, 252 --432 k$§.

Activity 10-11 Implementation: Implement network of 18 nodes by

installing an additional 12 node computers one at a time. Conduct

educational campaign on use of network.

Installation of each node: 1-2 months, 2-4 man-months 34 - 83 k§.

Operatiqn, each node-month: B 2 men, 10 - 15 k§.

Activity 11-12 Operation:
Each node: 2 men v ' 10 -« 15 k$.

Secretariat: 8 men ' 15 k$.

< . . .
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CActivité 7-9 Software hotes: Modifier les systémes d'exploitation

des ordlnateurs hbtes pour assurer la liaison avec les ordinateurs
nodaux (0S/360 et MI'S dans le cas du Systeme/360 SCOPE et KRONOS
dans le cas du Control Data 6000). Elaborer le programme de sur-
veillance du réseau pour le Systdme/360 et le Control Data 6000 en

vue de 1'application du protocole préliminaire hdte-i-hdte,

12-18 mois, 144-216 mois-hommes+temps d'ordinateur 336-576k$

Act1v1te 8 11  Interfaces additionnels: Micro- -programner des inter-

faces pour le DEC- 10 le Sigma 7 et le Burroughs 6700,

9-12 m01s, 18-24 m01s—hommes+temps d'ordlnateur,‘ 36-48 k$

Activité 9-10 Fonctionnement pilote: Faire fonctionner deux

. — —— — r— vt

réseaux, un dans 1l'est et 1'autre dans 1l'ouest, comprenant trois

ordinateurs chacun, parmi lesquels on comptera des ordinateurs des

deux marques.

~ 6-8 mois, - 108-144 mois-hommes . 432-816 k$

Activité.9-11 IHbtes additionnels: Refaire 1'activitd 7-9 pour

le DEC-10, le Sigma 7 et le Burroughs 6700.

12-18 mois, 108-162 mois~hommes+temps'diordinateur,: 252-432 k$

éFElX}E?_}Quli Réalisation: Constituer un réseau de 18 noeuds en

installant 12: ordinateurs nodaux, un & la fois. Entreprendre une

campagne d'information sur son utilisation.

Implahtation'de chaque noeud: 1-2 mois, 2-4 mois-hommes  34-83 k§.

Fonctionnement par noeud et par mois: 2 hommes, 10-15 k$.

Activité '11-12 TFonctionnement:

Chaque noeud: 2 hommes, " 10-15 k$/mdis

Secrétariat: 8 hommes, 15 k$/mois
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ACTIVITY | : TIME (months)

0 12 24 36 48 . 60
0-1 Constitution : xxxxxxxxxxxx : : ‘ : : . :
1-2 Specifications - s . XXX S o
1-3 Host-host protocol : R fxxxxx_x ' A
1-4- Appoin’tt'. s'eci*etaﬁfiat’ L ‘ ;'xxxxXxx'xxxx;:xxx
1-10 T’opolo.gy : _ o o L L o
2-5 Await submissions XXXX , : o
4-10  Documentation, coordinationf : xxxxxxxxicxxxxxxxxxxxﬁ_cxxxxxxxxxxxicx %
5-6 Select node computer xxx; : : : :
6-8 - Node software : o KXAXXXXXXXXX
6-9  Procure 6 node computers : ' XXXXXX: )
7-9 Host software %cxxxxxxxxxxxi ' . 5 o
8-11 Additional interfaces : 4 : : XXXXXXXXX ag
9-10 Pilot operation ‘ FXXAXK S;
9-11 Additional hosts xchxxxxxxxxx E %
10-11 Implementation ) : o xxxxxxg::cxxxxx | % =
11-12 Operation - _ o : | : XXXXKXXX §




11-12 Fonctionnement _ XXXXXXXX

ACTIVITE _ _ _ ' ‘ CALENDRIER (mois)
| 0 12 .24 36 48 60

0-1 Constitution xxxxxxxxxxxx o o LR : oo ' .

1-2 Spécifications ;xxxx : E

1-3  Protocole hbte-Z-hbte zxxxxxx ;;:g

1-4 Nommer un secrétariat : $ XXXKXAXX XX KXXNKXKX : : : o

1-10 Topologie fxxxxx

2-5 Attendre des sowniésibns : : XXXX - : : : E S

4-10 Documentation,coordination xxxxxxxxécxxxxxkxxxxx;f_cxxxxxxxxxxx%x : % ':g
~.5-6  'Choix d'un ofdinateur nodal xxx: : : : %’U

6-8 Software nodal ' %x)‘cxxxxxxxxx:: : ;; %

6-9  Obtention de 6 ordinateurs nodax : : : XXXXXX : : : EE

7-9  Software hotes ' icxxxkxxxxxxxf é -

8-11 'Ir.lterfaces additionﬁelles : B ::cxxxxxxxx 5

9-10 Fonctionnement pilote' RXXXXX : i

9-11 Hbtes additionnels | o XREXKXXXAKAK: g o

10-11 Réalisation XXXXXXEXXXXX

.
°
£
.

Y4




| ACTIVITY | - | . TIME (months)

o . 12 . 24 36 48 6 72 84
0-1 - Constitution - mxxxxxxxxxxxxxxx . e . o
1-2 . Specific-'ation.s‘ - P ' "_xn;cx:fci o X : A:_ .
1-3 Host-host pirotocol . ‘ xxxiﬁcxxxx’x# E
1-4 Appoint secretariat ‘ Vxxxxxicxxxxxxxxx . . %
1-10 Topology ' : o - ' xxxixx; : ~
2-5  Await submissions - ' L ixxxx : o o .
4-10 Documentation,coordinatit;n | , xx;cxxxxxxxxxxx;cxxmxxxm;cxxxxxxxxxxxgcxxxxxxxxxxxgcx
5-6 © Select node computer ' XXXXK L | . | . . &
6-8  Node software : » » xxgcxxxxxxxxxxio:cxxxi E a
6-9 Procure 6 nbde comp‘uter'sf : xx;fcxxxxxxxxxxx;cxxx §% '
7-9 Host software » - P ' xxﬁcxxxxxxxxxxx:fo’cxx ' HZ
8-11 Additional interfaces - | ) - XXXXXXXXXXXX g%
9-10  Pilot operation ‘ ' B - o xxxxxxxx% %H
9-11 Additional hosts L T I E D XXXXXXXXXXXXXXXXXX : . e,
.10-‘1‘1' Impl_ementatioﬁ' . | o o } o o o ).cxixxXxxxxxxéxxxxxxxxxxx:
11-12 Operation - s o o o | S | . - " %x



ACTIVITE - ’ o . ' CALENDRIER (mois)

. 0, 12 .24 36 .48 .60 .72 . 84

0-1 .Constitution L XXEXAXXAXXXHKKX KKK L : : - : -
_ -2 Spécifications - xxxxx:fc §
1-3  Protocole hote-a-hdte : : XXXXXXXXXXXX : : : : :g

1-4 Nommer un secrétariat ,xxxxxécxxxxxxxxx -

1-10 Topologie : : : : : XXXXXX ! : T

2-5 Attendre des soumissions | XXXX ' g o

4-10 Documentation,coordination : : : xxxxxxxxxxxxxXxxxxx'xxxxxxxxxxxxxxxxxxxxx;(xxxxxxxxxxx ‘g &

5-6 Choix d'un ordinateur nodal T xxxxx ' i o ag

6-8 Software nodal : o : V xxz:cxxxxxxxxxxx%(xx'x T > : g Z
6-9  Obtention de 6 ordinateurs fnodaux ‘_xx:f(xxxxxxxxxxxxxxx § %

7-9  Software hdtes - : 'xx,:(xxxxxxxxxxm:_cxxx ' : : é "

8-11 Interfaces. addit‘io_lnnel les ° A : xxxxxxxx:f(xxx- a

9-10 Fonctionnement pilote- 'xxxxxxxx; N

9-11 HOtes additionnels ' ‘Avxxxxxxxx:g:xxxxxxxxx.
10-11 R8alisation : : : : | XXXXXXXXXXXKXAXXKXXKXKKXX ¢

11-12 Fopctiomnement ix

g




Cost (k$)

N
: _ _ | . 3
Activity Month 1 -2 3 4 5. 6 7 8 -g 10 11 12
0-1 Conmstitution ; 1 1 1 1 1 1 1 1 2 2 2 1
Monthly total ‘ 1 1 1 1 1 1 1 1 2. .2 2 1
- Cumulative total ' 1 2 3 4 5 6 7 8 10 12 14 15 -
. Month +-— .13 14 15.- 16 17 ' 18 " 19 20 21 22 25 24 -
1-2  Specifications 6 6 6 6. =
~1-3  Host-host protocol 6 6 6 6 5 .6
1-4 . Appoint secretariat I 2 3 4 5 6 7 8 9 10 11 12 18-
5-6 Select node computer: ' : : 6 6 6 &
6-8 Node software \ - ' ' 17 o
7-9 Host software ' ‘ : o : ’ - 28 =
[)
Monthly total 13 14 15 16 11 12 7 8 15 16 17 . 57 E
- Cumulative total 28 42 57 73 84 96 103 111 126 142 159 - 216 g
' Z
=
- 5
Month 25 26 27 28 29 30 31 32 33 34 35 36 Ri=
1-4  Appoint secretariat , 13 14 15 -
'1-10 Topology _ . : - : . - -2 &
'4-10 . Documentationm,coordination - ' - 15 15 15 15 15 15 15 15 15 Lo
6-8 Node software : : 17 17 17 17 . 17. 17 17 17 - 17 17 17. - g
6-9 ~ Procure 6 node computers : - : ' . o . 180 3
7-9 = Host software ‘ 28 28 28 .28 28. 28 28 28 28 28 . 28 Bizh
8-11 Additional interfaces : : _ B . :4 i
9-10 Pilot operation : 72 =
9-11 Additional hosts : ‘ : 21 =
 Monthly total 58 59 60 60 60 60 60 60 60 60 240 114 =

Cumulative total 274 333 393 453 513 573 633 693 753 813 - 1053 1167
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 Cofit (k$)
Activité Mois > 1 2 3 4 5 6 7 8 9 10 11 12
0-1 Constitution | | 11 11 11 11 2 2 2 1 .
~ Total mensuel = 11 1 i1 1 1 1 2 2 2 1 ‘ g
Total cumulatif -~ 1. 20 3 .4 . 5 .6 70 .8 .10 12,14 15 )@
- o
Mois > 13 14 15 16 17 18 19 20 21 22 23 24 o
. . T o
1-2  Spécifications 6 6 6 6 %
1-3 . Protocole hBte-3-hBte 6 6 6 6 5 6 o
1-4 Nommer un secrétariat 1 2 3 4 5 6 7 8 9 10 11 17 t
5-6 Choix d'un ordinateur nodal , : : : 6 6 e : =
6-8 Software nodal ‘ o ' ’ ‘ ' 17 i::(:'
7-9  Software hlte ‘ A ' _ 28 ;ﬁ
. ' : . - , >
Total mensuel ' 13 14 15 16 11 12 7 8 15 16 17 57 =
Total cumulatif ' 28 42 57 73 . 8 96 103 111 126 142 159 = 216 =
=
. ’ | . 3
Mois = 25 26 27 28 29 30 3 32 33 34 35 36 =
- . £
'1-4"_ Nommer un secretarlat S 13 14 15 e . . . - _ - o 4
'1-10" ' Topologie ' ' I } o ‘ : _ o, 2
4-10. . Documentation, coordlnatlon S .15 15 15 - 15 15 15 15 15 - 15 K
6-8 Software nodal o 17 17 17 17 17 17 7 17 17 17 17 =
6-9 Obtention de 6 ordinateurs nodaux , . : _ _ 180 =
7-9  Software hfte - , 28 28 28 28 28 28 28 - 28 .28 28 28 =]
8-11 Interfaces addltlonnelles , ' _ - , : 4. «
§-10 Fonctionnement pilote : ' : ' 72
9-11 HBtes additionnels ) ' : o : 21 =
Total mensuel | " 58 59. 60 60 60 60 60 60. 60 60 240 . 114

Total cumulatif - 274 333 393 453 513 573 633 693 753 813 1053 1167
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_Cost (k$)
Activity Month ~ _ 37 38 39 40 41 42 43 44 45 46 47 48
1-10 Topology E 2 2 2 2 2 _ , :
' 4-10 Documentation, coordination 15 15 15 15 15 15 15 15 15 15 15 15
8-11 Additional interfaces - 4 4 4 4 . 4 4 4 4. - ' -
- 9-10 Pilot operation ‘ : 72 720720 720 72 ) Co S
- 9-11 Additional hosts 21 21 21 210 21 21 21 21 21 21 21 _
10-11 Implementation » 104 114 124 134 144 154 164
Monthly total 114 114 114 -114 114 144 154 164 170 180 190 179
Cumulative total 1281 1395 1509 1625 1737 1881 2035 2199 2369 2549 2739 2918
Month - 49 50 51 52 53 54
4-10 Documentation, coordination 15 - 15 15 15 15 15
10-11 Implementation 174 184 194 204 214
11-12 Operation - : ' 180
~* Monthly total = 189 199 209 219 229 195
.. Cumulative total 3107 3306 3515 3734 3963 4158
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'8-11
-9-10
9-11
10211

4-10

Activité - Mois .
1-10 Topologie .
4-10.. Documentation,coordination

-Interfaces additionnelles -~
‘Fonctionnement pilote-

Hotes additionnels
Réalisation -

Total mensuel
Total cumulatif

‘Mois

Documentation, coordination

" 10-11 Réalisation
11-12 Fonctionnement

Total mensuel
Total cumulatif

(k$)

2°S TAN9Id

3306 3515

Colit
37 38 38 40 41 42 43 44 45 46 47 . 48
2 2 2 -2 2 ‘
15 15 15 15 15 15 15 15 15 15 15 15
R EEE T S ST SRR SRS '
S 72 72 720720 gz o o B
21 21 - 21 .21 ©21 21 21 21 .21 21 31 .

' 104 114 . 124 . 134 144 154 164
114 114 114 114 114 144 154 164 170 ‘180 190 179
1281 1395 1509 1623 1737 1881 2035 2199 2369 2549 2739 2918

49 56 51 52 53 54

15 15 15 15 15 15
174 - 184 194 204 214

' 180

189 199 209 219 225 195

3107 3734 3963 4158
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Cost (k$)

N
: ©
Activity o Month -~ 1 2 3 4 5 6 7 8 9 10 11 12
0-1 Constitution | 1 1 1 1 .1 1 1 1 1. 2 2 2
Monthly total 1 1 1 1 1 1 1. 1 1 2 2 2
Cumulative total 1 2 3 4 5 6 7 8 9 11 13 i5 -
<
o ~Month "~ 13- 14 - 15 16.- 17 - 18 . 19 - 20 21 22 - 23 - 24 o
0-1 Constitution : ' -2 2 3 3 3 2 *
1-2  Specifications : -6 6 6 6 6 - 6
1-3. Host-host protocol : . _ 6 6 6 6 6 6 8
1-4 Appoint secretariat : B 1 2 3 4 5 6 9
; ” o
Monthly total 2 2 3.3 3. 2 13 14 15 16 17 18 =
Cumulative total 17 19 22 25 28 30 43 57 72 88 105 123 =
22
Month - 25 26 27 .28 29 30 31 32 33 34 35 36 5
=== - — - . ; . >
: : ~
1-3  Host-host protocol 6 6 6 6 6 6 =
~1-4  Appoint secretariat 7. 8 9 10 11 12 13 14 15 16 17 18 - |=
5-6 Select node computer - 6 6 6 6 6 _ o
6-8 Node software . - ‘ o 18 . 18 18 &5
7-9  Host software o , SR : 32 32 32 §
- Monthly total 13 14 15 16 0 23 24 .19 20 21 - 66 - 67 68 ::_]
Cumulative total . - 136 150 165 181 204 228 247 267 288 354 421 489 =
%
Month - 37 38 39 40 41 . 42 43 44 45 46 47 . 48 =
— ~
1-4  Appoint secretariat 19 20 : o
4-10 Documentation, coordination g 20 20 20 20 20 - 20 20 20 " 20 20
6-8 Node software , 18 18 18 18 18 18 18 18 18 18 18 18
7-9  Host software | 32 32 32 32 32 32 32 32 32 32 32 32
Monthly total 69 70 70 70 70 70 70 70 70 70 70 70

Cumulative total 558 628 698 768 838 908 978 1048 1118 1188 1258 1328




Activité

0-1

R s
0 00 = A

Constitution

Total mensuel ' V
Total cumulatif

Constitution
Spécifications

Protocole hte-a-hdte
Nommer un secrétariat

Total mensuel
Total cumulatif

Protocole hBte-8-hbte
Nommer un secrétariat

Choix d'un ordinateur nodal
Software nodal.

Software hote

Total mensuel _
- Total cumulatif

Nommer un secrétariat
Documentation, coordination

Software nodal

Software hodte

Total mensuel _
- Total cumulqtif'f.

1°9 AuNDId

SHLSIWISSHd SHSHHLOAAH ‘NOILIVSITVAY Hd LNOD

768

908 -

1188

1258

Colt (k$)

1 2 3 4 5 6 7 '8 9 10 11 12
1 1 1 1 1 1 1. 1 1 2 2 2
1 1 1 1 1 1 1 1 1. 2 2 2
1 2 3 4 5 6 78 9/ 11 -13 15
13 14 15 16 170 18 19 20 . 21 22° 23 24

2 2 3 3 3 2 .

: 6 6 6 6 6 6

6 6 6 6 6 6

1 2 3 4 5 6

2 2 3 3 3 2 13 14 15 16 17 18
17 19 22 25 28 30 43 57 72 88 105 123 .
25 26 27 28 29 30 31 32 33 34 35 36
6 6 6 6 6 6 o | |

7 8 9 10 11 12 13 14 15 16 17 18

6 6 6 6 6

~ ‘ ’ 18 18 18

32 32 32

13 14 15 16 23 24 19 20 21 66 67 68

136 © 150 165 181 204 228 247 267 288 354 421 - 489

37 38 39 40 41 42 43 44 45 46 - 47 48
19 20 ' , 5
200 200 20 20 ° 20 20 20 20. 20 20

18 18 18 18 18 18 18 18 18 18 18 18

32 32 32 32 32 32 32 32 32 32 32 32

69 70 70 70 . 70 70 70 70 70 70 70 70

558 628 698 838 978 1048 1118 1328
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4-10

8-11
9-11
10-11

4-10
10-11
11-12

Activity Month 49 50 51 52 53 54 55 56 57 58 59 60
Topology 4 4 4 4 4 4
.Documentation,coordination 20 20 20 20 20 20 20 20 20 20 20 20
Node software 18 18 18 ‘ N
Procure 6 node computers 450
Host software 32 32 32
Additional interfaces 4 4 4 4 4 4 4 4 4
Pilot operation . 102 102 102 102 102 102 102z 102

. Additional hosts 24 24 . 24 24 24 24 24 . 247 24
Implementation o ‘ : .. 184
Monthly total 70 70 520 150 150 154 154 154 154 154 154 232
Cumulative total . 1398 1468 1988 2138 2288 2442 12596 2750 2904 3058 3212 3444
Month . 61 62 63 64 65 66 67 68 69 70 71 72
Documentation, coordination 20 20 20 20 20 20 20 20 20 20 20 20
Additional interfaces 4 4 4
Additional hosts 24 24 24 24 24 24 24 24 24
Implementation © 109 199 124 214 139 229 154 244 169 259 184 & 274
‘Monthly total . 157 247 172 258 183 . 273 198 2838 213 279 204 294
Cumulative total 3601 3848 4020 4278 4461 4734 4932 5220 5433 5712 5916 6210
_ Month =+ 73 74 75 76 77 78 79 80 81 82 83 &4
Documentation, coordination 20 20 20 20 . 20 20 20 20 A20 20 20 20
Implementation 199 289 214 304 229 319 244 334 259 349 274
Operation : : ' ' 270
Monthly.total 219 309 234 324 249 339 264 354 279 369 294 290
Cumulative total 6429 6738 6972 7296 7545 7884 8502 8781 9150 9444 9739

 Cost - (k$)

775 maoid
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Activité

0
0

-1
-1
-8
-9
-9
-1

0~ N O I

1
9-10
9-10
10-11

4-10.
8-11
9-11
10-11

4-10
10-11
©11-12

Mois -
Topologie

Documentation, coordination
Software nodal

Obtention de 6 ordinateurs nodaux

Software hote o
Interfaces additionnelles
Fonctionnement pilote

‘Hbtes additionnels

Réalisation

‘"Total mensuel
Total cumulatif -

Mois’ -

Documentation, coordination
Interfaces additionnelles
Hb6tes additionnels
R€alisation

Total mensuel
Total cumulatif

o Mois -

Documentation, coordination
Réalisation ’
Fonctionnement

Total mensuel
Total cumulatif

7296

Cott (k$)
49 50 51 52 5% 54 55 56 57 58 59 60
4 4 4 4 4 4
20 20 20 20 20 20 20 20 2 20 20 20 =
18 18 18 : a
450 S
32 32 32 : _ : e
4 4 4 4 -4 4 4 4 4 o
102 - 102 102 102 102 102 102 102 ™
24 24 24 24 - 24 24 24 24 24
) ' ' . 184 ol
. . (@]
70 70 520 150 150 154 154 154 154 154 154 232 =
1398 1468 1988 2138 2288 2442 2596 2750 2904 3058 3212 3444 =
. =
61 62 63 64 65 66 67 . 68 69 70 71 72 E
— =
20 20 20 20 20 20 20. 20 20 .20 20 20 3
4 4 4 - . A =2
24 24 24 24 24 24 24 24 24 -
109 199 124 214 139 229 154. 244 168 259 184 274 E
. - RS S
157 247 172 258 183 273 198 288 213 279 204 294 =
3601 3848 4020 4278 4461 4734 4932 5220 5433 5712 5916 6210 %
g
T
, S A “ i
73 74 75 76 77 78 "°79 80 81 82 83 84 &
. : : Ni=
20 20 20 20 20 20 20 20 20 20 20 . 20 g
199 289 214 304 229 319 244 334 259 349 274 & |
' ‘ 270
219 - 309 234 324 249 339 264 354 279 369 294 290
6429 6738 6972 7545 7884 8148 8502 8781 9150 9739

9444
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12, COST OF IMPLEMENTATION

' ‘pessimistic assumptions in Figure 6. The truth will probably

The cost of implementation under the optimistic assumptions of

section 11-is shown month by month in Figure 5, and under the

lie betweéh the two extremes. The cost of implementation is

summarized under the headings of manpower, hardware, and commu- . -

‘nication lines in Figure 7.

Year -

Yeaf
Year
Year
Year
Year

Year

Tota

SUMMARY COST OF IMPLEMENTATION

FIGURE 7
- " OPTIMISTIC & PESSIMISTIC ESTIMATES
w T
Manpower ‘ Hardware o Lines Total
OPT PES . OPT PES TOPT  PES OPT PES
1 15 15 15 15
2/ o 2pi_ 108 . 201 108
3 785 366 186 30 951 366
4 o1 839 310 500- 1751 839
5502 986, 248 580 490 550 1240 216
6 996 - 570 1290’, 2766
7 1048 566 1910 5524
4358 1716 1020 . 3660 4158

1 - 2394

744

It should be noted that manpower accounts for 45% to 58% of the cost.

A significant part of this manpower will probably be contributed by

universities interested in the project.

9734
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COUT ‘DE REALISATION

Le-coﬁtfde réalisation sous les hypoth&ses optimistes de la section
11 esffdémontré, mois par mois, & la Figure 5 tandis que le cofit
sous les hypothéses peSSimistes est démontr& a la Figure 6. La
Véritéisse retrouvera probablement entre les deux extr@mes. Le
cdﬁt‘de_réalisatiqn est fésumé 3 la Figure 7 sous les rubriques

de main-d'oeuvre, matériel et lignes de communications.

»VFiGURE 7 - COUT SOMMAIRE DE REALISATION
- ESTIMES OPTIMISTES ET PESSIMISTES

xH ,
. o " lignes de
Main-d'oeuvre Matériel communications Total

. OPT PES  OPT PES  OPT ' PES OPT - PES

Annge 1 15 15 - 15 15
Ammée 2 . 201 108 I : 201 108 .-

Amse's 735 366 18 . . 30 . 951 366

Ammée 4 941 839 310 - 500 1751 839

Amnde 5. 502 986 248 © 580 490 550 1240 2116

Amge 6 - © 996 570 0 1200 2766

- Amée 7 1048 © - se6 . - 1910 3524

Total - 2394 4358 744 1716 1020 3660 4158 9734

11 faut‘noter ‘que. la main-d'oeuvre représente 45% & 58% du cofit. Une
partie appréciable de cette main-d'oeuvre sera- probablement fournie

_par 1es universités intéressées au prOJet




13, WHY CANUNET NOW ?

The present proposal fo? CANUNET can be realized with today's tech-
nOlogyvusing the lines of today. It may be argued, however, that
we should wait for the new digitél circuits that the telecommu-

nications carrlers are bu11d1ng and the d1g1tal c11cu1t and message

sw1tch1ng facilities that theéy are plannlng. The reason for. pressing

on now is that the major portion of the work to be accomplished be-

fore a computer network becomes fhlly éffectiverlies in the area of

- the host-host protocol, the documentation of the facilities available s

on the hetWork and the education of users. ARPANET became 0perat10na1
experlmentally in the fall of 1969, but its: ‘load is only now starting
~ to build up because of the work.to be done in this area of user soft-
ware,vdoéumentatiOn an& education. It is therefore important to start

on this area now so that the major problems of using a computer-to-

' Computer'network will have been solved, or at least well defined

thropgh experience, when the digital circuits become available.

These_pfoblems of utilization cannot be effectivély solved theo-
,retically;' It is only when a working network'eXists that a wide
variety-of users, many of whom are not'theoretical informaticians,
can be involved. It is only when a network is really in USe_that'
all the problems of using‘it will become clear and that a consensus

will‘dévéloP on how to solve those probleﬁs.

- It may be that future develobments‘in digital circuits and’switch-
ing equlpment may render the CANUNET proposed here obsolete.
Certaln1y3 CANUNET will evolve as better digital 01rcu1ts become.
avallable, just -as the post office started by us1ng stage coaches,
_then noved to the rallways, and finally to the airlines. In any
case, what is achieved in the way of the documentation and standard-
ization of software and the education of users will not be lost but

. will be transferable to any netWOrk.thatxsupersedesrCANUNET.
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POURQUOI MAINTENANT?

Le présent projet de réseau CANUNET peut 8tre réalisé en utilisant
les technlques que nous possédons 8 1'heure actuelle et les lignes
qui - sont presentement 3 notre dlsp051t10n° On pourrait s'opposer

a 1"etabllasement de ce réseau en faisant va101r qu'il serait préfé-
rable d'attendre que ‘les sociétds de télécommunications aient termind
leurs ‘circuits numériques ainsi que les dlSpOSltlfS de commutation de

messages pour ces circuits qu' ils jentendent mettre au point, Il faut

‘mettre l'accent sur maintenant car la majeure partie du travail a

effectuer avant qu'un réseau d'ordinateurs fonctionne de fagon effi-

cace se Situe au niveau du protocéle de communications. entre ordina-

teur- hﬁtes, de la documentation du matériel dlsponlble et de 1'é&duca-

‘tion des utilisateurs., ARPANET fonctlonne depuis 1'automne 1969

mais sa capacité ne commence qu'a 8tre exploitée @ cause de 1'énorme
travail & accomplir dans les domaines suivants: software des utilisa-
teurs, documentation et &ducation, Il~imp0rte'donc de commencer le

trava11 dans ces domaines afin que les prlnC1paux probleémes afférents

'3 un réseau ordinateur-a- ordlnateur puissent &tre résolus ou du moins

bien définis par expérience 1orsque les circuits numériques seront mis
geriils ; . : :

3 notre disposition,

La theorle seule ne peut resoudre les problemes d'utilisation de
fagon efflcace.. C'est seulement 1orsqu un réseau fonctionnel ex1ste

qu une grande varlete d'utilisateurs, dont beaucoup ne sont pas des

1nformat1c1ens theorlques, peut 8tre impliquée. Ce n'est que lorsqu'un-

réseau’ est vraiment exp101te que les problémes d'utilisation se con-

[y

cretlsent et que les utlllsateurs s'entendent quant d la manlere de

resoudre ces probleémes,

"Certains &vénements dans le domaine des circuits numériques et du

materlel de commutation pourralent fort bien rendre le proget CANUNET

desuet. Sans doute que CANUNET saura s'adapter 3 1'évolution dans



14, CANUNET AS. A PILOT TRANS-CANADA COMPUTER COMMUNICATIONS NETWORK

Report.No. 13 of the Science Council of Canada calls for the develop-
ment of a Trans-Canada Computer Communications Network as Phase 1 of

a ﬁational Major.Program on Computer Applicétions and Technoiogy 8.
CANUNET may be considered to be a pilot project for this national
computer netwoi‘k° Tests of ARPANET and simulations of extensions df.

- ARPANET have not indicated any inevitable limit to its size. Due to
its being a network of identical node computers, without a center, and
with each node able to adapt to changing loads and failures of its
neighboring lines and nodes, it appéars that the network can be extend-
ed indéfihitely by adding nodes and lines. This is another way in which
it is analogous to the postal System. Also, tests and simulations have

shown that the message delivery time between any pair of nodes increases

quite slowly as the load is increased from zero up to nearly the
capacity of the nefwork, at which point the delivery time increases
sharplyl* It is a simﬁlefmattef to increase the capacity of the
network and reduce the message delivery time by adding lines and
incréasing their speed. A1l these considerations apply to CANUNET.
It is most unlikely that CANUNET will be fully loaded with univer-
sity traffic within five years, but ﬁhere is no technical reason
why other traffic should not be added. Other customers that come

\

to mind are:
1) /Ihduﬁtrial and governmeﬁt research laboratories;

"~ 2) Computer utilities;

3) The National Library-and the Nétional Science Library;
4) Ecdnomic data banks, such a; that of Statistics Canada;
5) Legal,data banks;

6) H§spiﬁa15'apd medicai services;

7) Stock exchange quotation services.
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ces domaines tout comme les services postaux ont su mettre

33. -

-

a profit
le chevai la locomotive et 1l'avion. De toute fégbn,ltout ce qui
aura pu etre effectud dans les secteurs de la.documentation, de 1la
normalisation du software et de l'educatlon des utilisateurs ne sera
pas perdu et pourra servir 3 tout systéme qui pouxralt remplacer
CANUNET, | | |

CANUNET COMME PROJET PILOTE D'UN RESEAU TRANSCANADIEN DE TELEINFORMATIQUE

Le rappoft no 13 du Conseil des sciences du Canada préconise 1'8labo-

‘ration‘d'un réseau transcanadien de téléinformatique comme premiére

étape d'un programme nat10na1 majeur sur les applications de 1'infor-
mathue et de la_technologle des ordlnateurSS. On pourrait con51derer
CANUNET,comme le précurseur d'un tel réseau’natlonal_df;nformathue.
Les eséais effectués sur le r&seau ARPANET et les simulations des pro-
longements d'ARPANET n'ont-pas indiqué‘une borne'inéluctable a sa
grandeur. Etant donné que ce réseau est composé d'ordinateurs nodaux
identiques,'sans un- centre et .que chaque nbéﬁd peﬁt;s'adapter aux
charges variables et aux pannes de ses . lignes et de ses noeuds affilids,
tout porte & croire que 1'on peut prolonger le systéme ind&finiment.
par l'éjOut de noeuds et de lignes.,  Sous cet aspect, le réseau s'appa-
rente.enCOre-une‘fois au systéme des Postes. De plus, des essais et

des' simulations ont d&montré que le temps de transmission d'un message

entre deux noeuds quelconques augmente assez lentement lorsque la charge

augmente entre z8ro et la pleine capacité. Lorsque. le réseau a pres-

qu'atteint sa capacité, le temps de transmission monte en fl&che. On

" peut facilement accroftre la capacité du réseau et. réduire le temps

"de transmission en ajoutant des lignes et. en augmentant leur vitesse.

Tdutes-ces'considérations s'appliquent & CANUNET. On croit que les

‘unlver51tes ne pourront utiliser. CANUNET & plein régime ‘avant cing ans;

mais. aucune raison technique n'emp@che le réseau de desservir d'autres

utilisateurs comme



Each:elass of customer could set up its,own’host-to-host protocol,
its Oanergahization and its own charging arrangements, Logically
~ and organizationally it would be a separate'netwerk although using

the phy51ca1 subnet of nodes ‘and lines, in common with other groups
of users, as an electronic post office. When carrylng the load of
these Verious groups of customers the network, or more strictly the
subnethpf nodes and lines, would be ecdnomicallylviable. At this
stage, the operation of the subnet should be turned over to an or-
ganiiation of'telecommunicationS'Cartiers."CANUNET would become

‘a logice1~network of university users of the subnet or electronic
post offlce and the organlzatlon outllned in Appendlx N would continue
to deal with the contlnulng development of Thost- -host protocol, docu-

, mentatlon of resources of interest to unlver51t1es, deve10pment of

standards, and accounting arrangementsrbetween universities.,

15, DECISIONS ‘REGARDING IMPLEMENTATION ‘OF 'CANUNET

~ In this sectlon we list some of the key dec151ons that must be

made regardlng the CANUNET progect

1) Should CANUNET be established, or should industry be left to

‘provide computer-to-computer networks when profit is assured?

Networks will continue to arise and to grow on the hasis of
'What is.economical at the moment for thetpérties concerned.

_Eventually an electronic post office service will be provided
'when it can be shown to be unquestionably more effective than

a,ﬁgltitude of sefarate networks. On the other hand, there is
.;the planning approach of enviéeging the ultimate system, however
"imherfectly, and then steeringvdireetly towafds it. We favor

the planning approach,
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1) 1les laboratoires de recherche de 1'industrie et du gouvernemént;
2) leés services publics d'ordinateurs;

3) 1la Bibliothdque nationale et la Bibliothdque scientifique

nationale;

4) les banques de données &conomiques comme celle de la Statistique

du Canada;

Chaque classe de clients pourrait &tablir son propre prdtocole

‘hBte-a-hdte, sa propre organisation et sa propre comptabilitg.

Au point de vue de concept et d'organisation, ce serait un réseau
disfinct‘quoiQué.cette classe, en commun avec d'autres classes
d'utiiiSateurs,-utiliserait le sous- réseau physique de lignes et
noeuds comme un service de postes electronlques. Le réseéu, ou
plutot 1e sous-réseau de noeuds et lignes, sera. rentable 1orsque
charge du trafic de ces groupes de clients. A ce stade, il fau-

drait confier 1'exploitation du sous-r@seau 2 .une organisation des

services publics de t8ldcommunication. CANUNET deviendrait un

réseau cbnceptue1 de clients universitaires du sous-réseau, ou
servi¢§ de postes €lectroniques. L'organisation CANUNET &bauchée
a 1'Aﬁnexe N continuerait & s'occuper du déVeloppeﬁent permanent
du protocole hote~ a-hote, de la documentation des ressources sus-
ceptlbles d'intéresser les universit8s, de 1'&laboration de normes

et de systemes comptables_1nterun1ver51ta1res.f

DECiSiONS SUR L'ELABORATION DE CANUNET

La prcsente section &numére les Pr1nc1pales dec151ons a prendre au
SUJet du projet CANUNET
1) . CANUNET dévrait-il &tre &tabli, ou devrait-on laisser & 1'in-

“dustrie le soin de fournir les réseaux ordinateurs-a-ordinateurs

i



2)

3)

_ Canada, the next question is:

'Thls question has been dealt with at some length by the study

‘undertaken with the objective of "tuning up" the software/hardware

by contract later. The. prime recommendation of this report is

Should CANUNET‘import;American hardware and.software or should -

the development‘be>done in Canada?

The"oheapest'and most rapid wav to get a pilot CANUNET functioning
is-to buy'ARPANET hardware and software, We favor the choice of

Canadlan development for. the reasons set- forth in Science Council
Reports 4 and 13. 1In-addition, learning from the experlence of

ARPANET and taking advantage of the advances in minicomputers and
interface hardware-in the last four years, we can produce a better
network at a lower cost per node computer, if development costs are
not'included If it is decided that: CANUNFT should be developed in

Should the subnet hardware and’ software be developed at the

universities or by industry?

group on institutional framework (Appendix N) and is mentioned
in the report of the study group on network design (Appendix K).
The former group suggest that the selection of a university group

is v1able»only if a demonstration model of the network is to be
speoifications of the "service' version of the network to be built

that. CANUNET should be regarded as a. prototype and precursor of
the future trans- Canada computer communications network. We there-
fore favor the approach of entrusting the development of the proto—
type subnet to the universities as being. the one that will lead to
the clearest and most orlglnal concepts. The development of the

"serv1ce” version for the trans-Canada computer communi.cations

network can. be left to the organlzat1on that will eventually operate it.
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lorsque la rentabilité de ceux-ci sera assurée?

Des r&seaux continueront de naitre et de croitre en fonction

de ce qui est &conomiquement alléchant & un moment donné& pour

les parties en cause., Un jour un service de postes électroniqués
sera assuré lorsque l'on pourra prouver.que ce systéme est plus
efficace qu'une multitude de réseaux distincts. Par contre, il

y a 1'appfoche de la planification:von envisage 1e.syst§me ultime
quoique iﬂparfaitement et on se dirige droit au but. Quant & nous,

nous optbhs pour la planification,

2) CANUNET devrait-il importer du hardware et du software des
U;S,A. ou 1'élaboration devrait-elle &tre effectuée au

Caﬁada?

L'achat du hardware et du software utilis&s par le r&seau ARPANET
constituerait le moyen le plus rapide et le p1U$ écoﬁomique de
mettre:CANUNET sur pied., Nous pré&conisons une &laboration canadienne
pour'lésAraisons énoncées aux rapports nos 4 et 13 du Conseil des
scienceé. De plus, en tirant profit de l'expérience_d'ARPANET‘et

en se prévalant des pfogrés réalisés au cours des quatre dernidres
années. dans le domaine des mini-ordinateurs et du matériel d'inter-
faces, nous pouvons mettre en place un réseau éupérieur a un qoﬁt'
moindre par ordinateur nodal, abstraction faite des frais de déve-
1oppem¢nt. Le choix d'une €laboration canadienne donne lieu i la

question suivante:

3) Le hardware et le software du sous-réseau devraient-ils &tre

&laborés par les universités ou par 1l'industrie?

Cette question a fait 1'objet d'un exposé assez détailld par le
groupe d'étude sur la structure institutionnelle (Annexe N), et
le rapport du groupe d'étude sur la conception du réseau (Annexe K)

en fait état. Ce dernier groupe propose que le choix d'un groupe
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4)

5)

6)

Should host-host protocol be developed by the universities or hy

software houses?

The answer of the network design study group is that host-host
protocol design and network oriented host software development
properly belong in the universities, The institutional framework

study group'éppears to agree by implication,
How will CANUNET be financed?

The only evident sources of funds in the initial stages are

governments, When the network is operational some revenue

from the universities using it can be expected., It will become
self—supporting only when it carries commercial and government
traffic as well as academic traffic. In view of the necessary

involvement of the telecommunications carriers their financial

participation might be invited at an early stage.

Who will organize CANUNET?

In view of the key role of the Federal government in financing
CANUNET, the Debartment of Communications should control the
project initially through contracts with universities. The AUCC
should be invited to set up a permanent organization to assume

control at a later date,
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uniﬁefsitaire n'est viable que si 1'on entreprend un modsle de
démonSfration'de'réseau en vue de mettre au point les spéoifica_
tions software/hardware d'un réseau "utilitaire" 3.8tre construit
sous contrat par la suite. La préoonisation‘prihcipéle'QUi'se dé-
gage de .cé rapport est & l'effet qu'on doit considérer CANUNET comme
le prototype et le plecurseur du futur réseau transcanadien de t81&-
1nformat1que, ‘Nous croyons donc~que 1'approche de laisser aux uni--
ver51tes ‘le soin d'élaborer un prototype du.sous- -réseau conduira

aux concepts les plus nets et les plus orlglnaux° L'8laboration

'de 1la ver51on utilitaire du réseau transcanadlen de telelnformathue

pourra Btre conflee d l'organisme qui 1'exploltera finalement.

4) Le protocole de communications entre ordinateurs-hbtes devrait-

il 8tre élaboré par les universit&s ou par les maisons qui se

spécialisent en software?

La réponse que donne le groupe d'é&tude sur la conception du réseau

-~

est & 1'effet ‘que la conceptlon du. protocol de communlcatlons entre

ordlnateurs h&tes et 1'@laboration du software afferents au réseau

‘soient’ confides aux universités. On peut dedu1re que le rapport

du groupe d‘etude sur la structuration donne une réponse analogue.
5) D' ot proviendront les fonds pour,CANUNET?

Il sembié que'seul les gouvernements pourront faire les apports

de capltaux nécessaires lors des premi&res &étapes de GANUNET
Lorsque le réseau. fonctlonnera, on peut s attendre a ce que les
universités utilisatrices contribuent  leur quote—part Le réseau
ne dev1endra rentable” que lorsqu'’ 11 servira au commerce et au gou-
vernement tout aussi bien qu'aux universités. Etant donn@ que les
sociétés_de télécommunications seront nécessairement impliquées,

on poorrait solliciter leur appui financier dés les débuts.




16.

CONCLUSIONS

1y

2)

3)

4)

i

The universities of Canada can be linked by an effective
computer network using existing technology and communication
lines. The development of the network will enable C.anadians

to master a significant and rapidly growing technology.

The greatest value of the network will be in establishing é
commuhity. of users across Canada and‘in’pfbviding that com-
munity'with access to data banks; information services and
computing power located anywhere on the network. The develop-
ment of methods of using the network is the area that requires

the most work, and the skills and methods thus developed will

‘ be?transferable to any larger or more effective networks that

mayvarise in the future.

The cost of deve10ping a network with 18 nddés using mainly
Canadian university personnel is estimated to be between 4.2
and 9.5 million dollars, and the time requiied to be between
’4% and 7 years. Governments are the only likely sdurces of

funds of this magnitude,

Although universities must be prepared to péy for membership -

in the network and for the services they receive from it, the
tfaffic they generate is most unlikely to 1oéd the network
fully during the first five years‘Of operatibn. The network
must therefore be largely supportéd bylgovernments as a pilot

project. for future networks, and it should be made available

to commercial and governmental computer centers as soon as it

is functioning effectively.
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6). Qui organisera CANUNET?

..,' N . .
Vu que le gouvernement fédéral sera appelé & jouer un rdle de
premier plan dans le financement de CANUNET, le_Ministéfé des
Communications devrait en étre\responsable au début, Par 1'en~
tremise de contrats accordés aux universités. On devrait invi-
ter 1'AUCC d créer un organisme permanent pour en prendre le

controle par la suite.

CONCLUSIONS

1) Les universit&s du Canada beuvent Btre reiiées Par un réseau
téléinformatique efficace utilisant la technologie et les
iignes actuelles de tél8communication, La réalisation du

: reseau permettra aux Canadiens de maitriser une technologie

51gn1flcat1ve et en &volution raplde.

2) ‘Les plus grandes valeurs du réseau seront d'@tablir une

communauté d'utilisateurs & travers 1e.Canada et de fournir
'3 cette communautd 1'accds aux banques de données, aux ser-
vices d'information et aux services de calcul localisés n'im-
boffe oli sur le réseau. L'&laboration de méthodes d'utilisa-
.ﬁibn_du réseau est le domaine qui demande le pIus_deitravail.
La comp&tence et les méthodes ainsi développées pourront &tre
transférées 3 des réseaux-éveﬁtuels,plus'grands et plus

efficaces.

3) On estime que 1e cofit de réalisation d'un réseau de 18 noeuds

par un personnel provenant surtout des unlver51tes canadlennes

Vse situerait entre 4.2 et 9.5 millions de dollars et que le temps

requis serait entre 4} et 7 ans. Les gouvernements sont les

seules sources probables de fonds 3 ce niveau.
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5)

6)

_should be undertaken by the Department of Communications

‘should continue to deal with matters of interest to universities

Responsibility for the technical development of the network

which should form a project management team at_one location,
inciuding persons seconded by or recruited from universities.
The:development should be done through contracts with Canadian
industry and universities, as’decided byrﬁhe'prpject management

team,

An.brganizatiqn of participating universities, possibly affiliated
to ﬁhe Association of Universities and Colleges of Canada, should
be set up to operate, develop standards for and facilitate the
use of the network. The management of the subnet of nodes and
lines should be turned over to a more broadiy based network

organization as soon as one evolves, The university organization

as users of the subnet.
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5)
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Qu01que les unlver51tes doivent 8&tre dlsposees d payer des
dr01ts d'adhésion au réseau et des taux pour les services
requs, ‘le trafic universitaire est trés peu -susceptible

de charger le réseau au complet durant les cing premidres
années d'operatlon. I1 faut donc que le réseau soit soutenu
par les gouvernements comme un projet pilote pour les réseaux
futures. I1 devra Stre disponible pour les centres de calcul
cpmmeréiaux et gouvernementaux dés qu'il fonctionnera effica-

cement,

L¢>Minist§re des Commﬁnications doit assumer la respénsabili—
té de la réalisation technique du réseau. I1 doit &tablir, 3
Qn endroit unique, une &quipe pour la direction du projet
incluant des personnes soit lib&rées, soit embauchées directe-
ment des universitds. La réalisation doit éfre'accomplie par

le’ truchement de contrats avec l'industrie ét les universités

- canadiennes suivant les décisions de 1l'&quipe de direction.

Une organisation des universités participantes, &ventuellement
affiliée 3 ‘1'Association des Université et Coll&ges du Canada,
dpit:étre 8tablie pour exploiter le ré&seau, pouf €laborer des
néfmés et pour faciliter l'utilisation du_réseéu. Aussit®t

qu'une organisation d'utilisateurs du réseau &volue sur une

‘base plus large, la gestion du sous-réseau de noeuds et de lignes

doit lui &tre confide. L'organisation universitaire doit con-
-

tinver & traiter des questions d'int&r&t .pour les universités

en temps qu'utilisateurs du réseau, ' .
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Computer-to-computer “data communications today
might be compared with people-to-people communica-
tion via telegraph before the day of the telephone.
Sending a message by telegraph was. so slow that the
media could only be used for non-interactive transmis-
sion of essential information. As such, its use was limited.
The telephone provided an ability for people to interact,
thus permitting a whole new -range of -applications.
Considering people somewhat mechanistically, we might
view their use of the telephone as inter-human resource
sharing. To solve a problem, a man will call those people
who have bits of data which he needs and will call on
specialists for opinions, thus making use of other human
resources. This is achieved because the media is appro-
priately responsive for -human requirements and per-
mits interactive conversation, thus eliminating the need
for transmitting excessive detail, much of which may
be unnecessary. Also, ‘with an interactive dialogue,
information does not need to be formatted in a standard
way since details can always be clarified if misunder-
stood. This increase in utility and the many new appli-
cations thereby permitbed have resulted, as we know,
in a vast increase in telephone traffic volume over
telegraph traffic levels.
Communication between computers would most
likely be éffected in an analogous manner if a data com-

.- munication system were made available which matched

the needs of .computers as well as the phone matches
the needs of humans. Such a system would, of course,
have to- have different technical parameters (such as
connection time, data rates, and reliability) than those
required for voice communication; but if it permitted
truly interactive conversations between a large ensem-
ble of computers the effect should be much the same
in permitting remote access to specialized hardware
and software resources, joint problem solving and the
dynamic retrieval of data from remote files. The analogy
with the telephone is just one way of examining the
potential impact of substantially improved data com-
munication: between . computers and the resultant in-
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crease in apblications and trafﬁé that such a change
might bring about. T C T

Intercomputer Differences

Intercomputer communication has many quite sub-
" stantial differences from interpersonal voice communi-
cation. Whereas voice conversation is a rather contin-
uous, constant data rate process, communication with
computers, either from computer consoles or other
computers, requires a burst transmission rate several
orders of magnitude higher than the average rate, even
during a single conversation. Since there has been very
little experience so far with real intercomputer traffic
where two programs are talking to each other, it is
useful to examine the characteristics of computer con-
sole traffic which is both a'.component of, and is also
likely to have the same general parameters as, com-
puter-to-computer traffic. From statistics on.teletypes,
graphic consoles, and remote batch stations, it appeairs
that the ratio of burst rate to average rate is approxi-
mately 100 to.1. This means that if a standard com-
munications line is established for a .computer conver-

sation, the average utilization of that line will only be’

about 1 percent and therefore the cost will be 10 to 100

times.higher than the raw cost of moving the bits. A -

second characteristic of computer-to-computer com-
munications, is that the connect time to establish a
conversation must be short enough that the computers
or the computer users are not, held up unduly when the
need to access a special resource is determined. For
computers the “connect time” should be considerably
less than a second as opposed to the 20 or 30 seconds
commonly experienced for voice communications:
Third, the maximum data rate_required in man-machine
interaction must be considered. It is known that for
useful comprehension by a human, the peak data rate

“for graphical material is on the order of 20 kilobits per -

second, which suggests the required bandwidth for
console-to-computer communications. This also sug-
gests at least a minimum for computer-to-computer
communications. Lo S
Finally, the error rate for intércomputer traffic must

be far lower than required for voice communications or. -
computer console traffic since there.is usually very .

tittle, if any, redundancy inherent in the data. For many
applications the error rate must be less than one in 1012
bits. At the same time, the reliability (up time) of the
data communications system must be very high if the
user is to depend on remote resources. The cost of a

data service providing the characteristics outlined .

ubove must be compared with the cost of duplicating
the computer resources involved. Very simply, if the

monthly cost of adequate communications service ex--.

ceeds or even approaches the cost of a reasonably well-

endowed computer installation, it is not likely to be - -

economical to use that communications: service rather

than duplicate that facility. Arbitrarily setting a thres-
hold at 20 percent of a computer facility cost, it can be
predicted that the communications system should not
cost more than $10K per month per node. '

ARPANET, IMP and TIP

A few years ago no communications system in exist-
ence even came close to providing the type of service
just described. Therefore, the Advanced Research
Projects Agency (arpa) undertook to develop such a
capability so as to make resource sharing between com-
puters possible. The communications system that
resulted is utilized in the ARPANET and currently inter-
connects more than 20 computers at 15 locations around
the country. By early 1972, expansion to 25 locations
is expected (Figure 1). A delay-engineered message
switching system, the ARPANET consists of Interface
Message Processors - (IMPs) at each node intercom-
municating over 50 kilobit per second leased communi-
cation lines and connected to one or more Host com-
puters at each site. The 1MP accepts messages from the
Host, breaks them into thousand bit packets, and sends
each packet toward the-destination over whichever
communication line is currently optimal. Each mvp in
turn checks the error detection code on the packet and,
if it checks, routes the packet on to the next node and
sends an acknowledgment to the previous node. At the
destination, packets are assembled back into a message
and delivered to the Host. .

'In practice, this organization proves to be extremely
responsive, delivering short messages anywhere in the
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country within .1 second and permitting throughput
rates for long messages of up to 80 kilobits per second.
By adjusting the number of communication lines which
are leased, the network can be engineered to have
almost any desired overall average capacity between 2
kilobits per node and 60 kilobits per node. Since each
communication line is being used for traffic between
many pairs of nodes simultaneously, it can be loaded

Dr. Lawrence Roberts is
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cessing Techniques, Ad-
vanced Research Projects
Agency. At ARPA Dr. Roberts
is principally concerned with
new information processing
techniques in the areas of
computer graphics, lan-
guages, computer architec-
ture, man-machine interac-
tion, text manipulation, and
information retrieval. In ad-
dition, he is the developer
of the ARPA Computer Net-
work, a new concept for in-
terconnecting autonomous
computer systems in order
to share hardware, software,
and data resources. Prior to
joining ARPA, Dr. Roberts
headed the computer soft-
ware group at the MIT Lin-
coln Laboratory.
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quite efficiently even though the individual Host-to-
Host conversations have such a high ratio of burst rate
to average rate. The actual cost of the total network
communications system including the cost of 1mPs,
maintenance, and communication lines ranges from
$3K to $6K per month per node, depending on the
overall traffic levels and the facilities required at each
node. For new people entering the network, the Feb-
ruary 1972 network of 23 nodes is currently estimated
to cost $4.8K /node/month: $3.1K for an equal share
of the communication lines cost and $1.7K for the lease
of a minimal 1MP.

If a user wishes to provide direct console access to
the network, a Terminal Interface Processor (T1P)
would be used. The TP, which will become available in
August 1971, will act both as an 1MP and as a simple
host, permitting up to 64 consoles and peripheral de-
vices to intercommunicate with any host in the network
at rates up to 20 kilobits,sec. Thus the TIP expands the
network concept to include nodes without an inter-
active host of their own, but who wish high bandwidth
support for graphic consoles, printers, and large collec-
tions of lower speed devices. Use of a TIP increases the
cost by $1.6K /mo.

Although an equal share of the communication line
cost is currently allocated to each node, this policy will
be changed, as soon as feasible, to one of charging only
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for the bits actually sent from each node. Referring to

Figure 2, it can be seen that the cost of the network

increases almost linearly with capacity, at least for
bandwidths below 16 KB/node. Also, it turns out that
the capacity and cost.of these distributed networks are
remarkably insensitive to the distribution and destina-
tion of traffic, the total traffic being the only important
parameter. Thus, it is appropriate to charge for traffic
initiated at a node, based on the cost of increasing the
total capacity of the network by that amount. From
Figure 2 it can be seen that this will be 11¢/megabit
for the ARPANET. However, since the network cannot
be expected to be always fully loaded to peak capacity,
day and night, it is likely the actual rate will be 30¢/
megabit based on an estimated 86 percent average
loading. The total cost per node would. then be $1.7K/
month plus 30¢/megabit.

A Look Ahead

liooking ahead, assuming the broad availability of a
duta communications service similar to the ARPANET
system, it is clear that' very significant -changes in
computer system organization will take place. Some
of these changes will occur rapidly —within the first
five years—and others will take a decade or more before

people fully accept the concepts. Soon after a network
-with a dozen or more reliable computer services be-
comes available, many iristitutions will find it far more
economic to obtain their computing services from a
selected set of these remote systems, rather than run
their own computer center. For example, take the case
of an institution about ready to upgrade its facility:
One choice would be to obtain a medium scale, general
purpose batch system. This would be admittedly a
compromijse for their large numerical users and time-

" sharing users, but the best single system that they

could afford. Alternatively, they could buy no new
machine and obtain access to several of the systems on
the network through a Terminal Interface Processor.

.This approach permits their large numerical users to

use a-large “number-cruncher,” their statistical and
payroll users to access a large scale general purpose
system, and their interactive users to have teletype or
graphic console access to a good time-sharing system.
Overall the cost of each service is less than it would
have been on a dedicated G-P computer by factors
between two and ten. Also, they can buy just the ca-
pacity they need and expand smoothly rather than
having to pay for an oversize machine for a year or two.
The peripherals cost the.same in either case and the
network cost is negligible compared to the direct com-
puter cost savings. As added benefits, the computer

7
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services they use are probably better run and more
reliable than they could hope to do themselves since the
services must stay competitive; a wider range of soft-
ware is available and can be accessed directly without
translation or transfer; and as new hardware is intro-
duced which is economically useful, they can transfer
jobs to it on a selected and leisurely basis.

The direct use of distributed hardware services just

* described will probably account for most of the initial

use of the network. This growth should proceed about
uniformly over the next eight years—two' computer
replacement cycles. Some additional traffic will be
introduced by the gradual transfer of current data
traffic from other data communication networks to the
computer network due to the economy or reliability,
but the total quantity of this traffic is minor in com-
parison to the new traffic generated by the computer
resource sharing activity. '

Data Base Sharing

. A second major application of the coinputer network is

data base sharing—direct retrieval from remote, one-
of-a-kind data bases. Currently, when large data bases
or files are needed at several computer centers, dupli-
cates are maintained at each center. This difficult and
costly practice can be avoided if the access speed
lirough the network is fast enough so that neither
human users nor computer processes are unduly de-
layed. The ARPANET response speed of one-tenth of a
second for a question and thres-tenths.of a second for a
one-page answer is quite acceptable for a human user
and for a computer program it is no worse than a slow
disc. :

To start with, this response appears adequate; how-
ever, further experience may indicate a need for faster
response in future networks. Data base sharing will not
build up as rapidly as hardware service sharing, how-
ever, since it represents only an incremental saving for
an installation and demands considerable faith in the
network. Copying a 10° bit data base monthly might
cost $2,000—less than the minimum network cost and
thevefore not a prime motivation for joining the net-
work. However, the cost of accessing.the data base
through the network would cost at most $300 even if
aii the data were required, providing a considerable cost
saving and convenience as long as the network con-
+.#=iion had other justification. Of course for very large
1 bases, such as the 10" bit weather-climate data

:se being developed by the Air Weather Service for
bhe- ARPANET, the cost of either copying or storing a
duplicate would immediately justify network connec-
tio.

I most cases very large data bases would not be
developed at all without a network making possible
unationwide access, since the. cost would be prohibitive.
Data- base sharing, therefore, is not likely to grow
zzpidly until the network is reasonably well estabhshed

llL
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lagging the service- sharlng gwwth by pelhaps two
years, but then growing exponentially as everyone
requests access to all the information available.
Software sharing, the third major application, is the
remote use of software subroutines and packages, pro-
grams not available on the users’ primary computer due
to incompatibility of hardware or languages. An ex-
ample of this type of activity might be. the use by
M.I.T. scientists of the Stanford Heuristic Dendral
System, a program for determining molecular structure .
given the mass spectrum. On a computer at M.I.T. the .
scientists would collect and preprocess the mass spec-
trum data. Then, much like using a subroutine, the

Stanford computer would be called, the data sent and- -

the molecular structure, when determined, sent back.
If interaction were required, the M.I.T'. scientist would
be interrogated much as if he were at Stanford, thus
building up the heuristic model based on nationwide
inputs. The M.L.T. computer, upon receiving the re-

_ sponse, would proceed locally with the calculations or

displays desired.
Software sharing like this wﬂl be.required if we are

" to maintain maximum progress as the volume of useful

software continues to expand. Since the annual cost for
software is aleeady larger than that for hardware and,
to some extent, should be cumulative rather than wear-
ing out, the long range importance of software sharing
is clearly greater. However, due to -human inertia and
a strong ‘“not invented here” syndrome associated with
software, it is clear that the cross-utilization of soft-.
ware will take. years to develop. The buildup of soft-
ware sharing activity will most likely begin very slowly,
growing exponentially, but not become a major factor
until the network becomes well established in four to
eight years.

Besides hardware, software, and data-base sharing,
there are many other important networl apphcatlons,
all of which require a large viable network before they
become important in their own right. These include
teleconferencing, publishing, library services, and office
paperwork filing and distribution. Ten to twenty years
from now -these applications may well dominate com-
puter usage and network usage but they are not likely
to be important factors for at least five vears.

Overall, then, hardware service sharing is likely to be
the major factor causing networks to come into exis-
tence since the effective cost of computing can be

‘drastically lowered for only a moderate communications

cost. Then, data base sharing will become the dominant
force expandmg the traffic in thres to four years. Soft-
ware sharing, although very important in the long run,

" will not become a major factor for four to eight years.

The text-oriented services, libraries and office work.
will then come into .their own in ten to twenty years.

-The whole trend should decrease the importance of the
- general purpose computer as stand-alone systems, and

substantially increase the importance of specialized

. systems—ones which can prov:de a specific service at

the lowest cost.
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ARPA Nemork
to C:aO Comrmercial

“Many of our usars have cut thelr COsts
sighilicantly: some would have to inves:

‘a million dolars in additional systems i
they didn't use the network.”

Dr. Larry Roberts, the tall, quuet
spoken, pipe-smoking developer of the
ARPA Network, was talking about his
favorite subject — the first, and so iar
only. large-scale - attempt 1o intercon-
nect many specialized computers ¢f
different makes and offer their capabili-
ties to a multitude of remote users.

“Dr. Roberls’ comments are’ particu-
larty significant right now because
ARPA — the Defense department’s
Advanced Research Projects Agency
— wants the network to hecome a com-

mercial service. The tentative plan calls .

for selling the federal interest “in about
two years,"” Dr. Roberts said. Bios wili
be invited from both specialized com-
mon carriers and communications-ori-
onted computer setvice firms. Between
now and then, he added, ARPA may
continue running the show, or the Arpa-

net may he transferred to another gov-
ernment agom,y That demston w:ll be
made “shortly.”"

Miac 1V, the giant paral!e. processor

‘developed by Burroughs and the Univ.

of lilinois, will remain federal properly
even after the Arpanet goes commer:
cial, Dr. Roberts said. llliac was recent-
lv shipped from the Burroughs piant in
Paoli; Pa.. to Ames Research Center,
Moffett Field, Calif., where it will be in-
terfaced with the Arpanet,
Implementation of the network began

‘late in 1959 with a'“‘research and test”

phase that included-connection of the

first 15 users (nodes). The system went -

operational in the sumimer of 1971. Last

March. there were 21 nodes, and by

ths month or next, there should be a

totai of 26. Dr. Roberts indicated sever- -

al more users were on the way. Appar:
ently, there is plenty of room for expan-
sion because ARPA has simulated a

200-node network. An cven larger

number of users can be accommodat-

ad without much dcff:culty, Dr Robcrlj

added.

A basic charge .

Each user being added currently
pays'a basic charge of $15,500 péf
year. This covers the cost.of the con™

munications subnetwork required at

each node and also aliows the user ¢

BATEaMATION

send 4,500 “kilopackets” of data per

~ month. A packet is 1K bits. if he sends
more than this minimum amount of -

data, he pays 30¢ per kilopacket. The
fee schedule is sot up so that each new

“user pays nothing toward the cost of
daveloping the system previous to the -

time he comes aboard. But if he gener-
ates enough traffic to require ar in-
crease in networlk capacity — i.2., if ke
generates more than 4,500 kilopackets
per month — he pays the related costs.

The current charges per node will re-
main the same regardless of how many
users are added, at least while ARPA is
in charge, said Dr. Roberts.

An Arpanet terminal costs. about
$100K. Typically, it consists of a “"termi-
nal interface processor” (TIP) that con-

‘nects directly with up to 63 console-
type terminals and with the user’s exist- -

ing computer. The terminals can be to-
cal or .remote, and can range from

_ slow-speed teletypewriters up to crt's .
and high-speed line printers. An "inter-.

face message processor’” (IMP), thé
component within the TIP that inter-

faces with the "*host” computer, can be

acquired separately by those users
who don’t need direct access to the
network through terminal consoles. The
IMP's; designed and fabricated by Bo't,

" Beranek & Newman, use Honeywell ’
computers — the 316 IMP has a 500
" kilobit ' per second - throughput. The

nodes are knitted ‘together by three
transcontinental 50 Kb/second long
lines leased from the phone company.

The network transmits a message

between any two nodes within 0.1 sec-

ond. Long messages move al a tate of

80 Kb/second. Transmission downtrng

has averaged 2.3% for eacn-50 Kb finie;

but, because duplicate 'transmisc*m_

paths exist belween every ‘node pair,
the actual downtime rate is under 0.5%.
Undetected errors amount fo 1:10'?

bits “.transmitted. Currently, traffic .
“amounts o about 370 kilopackets/ay,
‘of which one-half to two-thirds'is actual

job data; the rest is test data. The joo
dataisincreasing rapld'y. says Dr. Rob-
erts.

The computers connected to the Ar-
panet include a large number of PDP-
108 and 11s, but "IBM," Burroughs,
Honeywell, Univac, and XDS are well
represented. The IBM complement
runs the gamut from an 1800 at Ranc
Corp., Santa Monica. 10 a 360701 @
UCLA. The cldesl macime Lingoin
Lab's TX-2. (See "Networks: Ant Intvo-
duction,” p. 36.) _

Many of the applcatons are hanly
scientilic. Rand, for example, is madel-

April 1972
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ing weather systems, using the 360/91 i

“at UCLA and a 50 at UC Santa Bar- i

bara. The Univ. of Utah is using the 31
atUCLAto study the digita! redur‘tlon of .

photographs. “Several people, ' says:.

Dr. Roberts, are -accessing multiple

data bases stored inside time-shared '
- PDP-10s at Bolt, Baranek & Newman in

Cambridge, Mass., and at Rand.
A more mundane application in-
volved a computer conversion job at

Stanford Research Institute (SRI) sev-

eral months ago — from an XDS 940 to
a PDP-10. SRI rewrote its existing pro-
grams, then used the Arpanet to test

~them on @ PDP-10 at tire Univ. of Utah.. .-
This was done before SRI's new ma-

chine was delivered. Within a month aft-
er delivery, the physical changeover
was completed and the PDP-10 was
running on a regular basis. Dr. Roberis:

estimates that SRI, by using the Arpa- -

net and the Utah computer, shortened
its conversion job “almost & year.”
Doug Engelbart, who was in charge

“of this program conversion job, has
devetoped a. text-manipylation. lan-

guage, NLS, which ARPA hopes to use

"as the.basis for an interactive “tele-
- conferencing’* system. The basic idea

is to store speeches, scientific. papers,

and similar material in a remotely ac-

services.’

new & m |
pea’tspecmfem;w_.

cessibie data basc so that other re-
searchers can lock at it on-fine and add

" their own comments. People-pcople .

dialogs are also patt of the plan.
ARPA has several other R&D pro-

jects under way or planned. They range. .

from use of multiple computers at dis-

" persed sites to process dilferent parts
© of a single complex problem like simu-
lated deployment of military forces —

to experiments involving new methods

of transmilting data via satellite. The

Univ. of Hawaii, which will be connected
to the Arpanet shortly via satellite, is
undertaking the latter project. The uni-
versity already has developed a data

transrnission system, using terrestrial .

broadcast channels, which permits

much greater utilization of the band-

width during peal periods. -

Its commercial future

Regarding the Arpahet's future as a

‘commercial .data communications
medium, Dr, Roberts believes “there

are many possibilities. Visualize a net-

work in which suppliers and their cus-

tomers are each connected to the net-
work via consoles and/or computers.
Stock market information, simulation
and modeling. services needed by a
company's engineering or marketing
department, access to sgecialized sta-
tistical- data bases, and additional com-
puter support in the form of machine
time and/or specialized .software are
just a few of the services that could be
offered. Although these services are
now available on-line in many areas,
the user frequently needs a different
terminal for each and has to learn a
rumber . of different. communication
protocols. Also. once he begins patro-
rizing a given suppher it's difficult to
change.

"“The network would eliminate these
problems, since each user's terminal
would be common to all applications,
and a commion communications proto-
col wouid be emploved. Also, assuming
more than one supplier of a particular

service was accessible through the net-

work, " the- user could shop- around
before contracting with any of them and
could change supphers easily later on it
a competltor offered bettor prices or

— Phil Hirsch
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APPENDIX D

Volume 3, Number 3 . ‘ November, 1971

“WHY A COMPUTER" COMMUNICATIONS NETWORK FOR
ONTARIO UNIVERSITIES

This statement attempts to review past and
present plans for an Ontario Universities
Computer Communications. Network, including |
the benefits and impact to be expected from
such a Network.

THE PAST: .

In June 1969, the Ontario Government endorsed

the decision of the then Committee of Presidents

to establish a full-time Computer Coordination
Group (now the Office of Computer Coordination

= 0CC), This decision arose from recommendations
contained in the final report of the .loint Ad-
Hoc Subcommittee on Regional Computing Centres,
formed in 1968 by CPUO and the Committee on
University Affairs to study and advise on
questions relating to the establishment of a

+egional computing centre in Ontario. The
~Joint Subcommittee's final recommendations,

which departed from the original notion of
setting up a regional computing centre,
suggested the desirability of investigating
alternative patterns to provide for the
universities' computing needs.

OBJECTIVES:

" The objectives of the 0CC are: first, to
enable the universities to exploit economies
of scale which can be derived from their

~aggregate purchasing power of computing services

in such a way as to negate the effects of
geography as far as possible; second, to ensure:
that the universities are kept informed about
developments in computing technology; and

third, to study and advise on future
arrangements for cooperatlon among the
universities in the provision of computer
services, and on methods of financing such
arrangements.

Most of the activities of the 0CC involve
cooperation and participation by individual
members of the universities in its several
Task Forces and Interest Groups. Currently,
the major area of activity for the OCC centres
on developlng an Ontario universities' computer .

communications network.

Editor: John Butcher
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NETNORK ACTIVITIES:

The Council of Ontario Universities:
gave the 0ffice of Computer Coordination
its support in the analysis and develop-

. ment of plans for a computer communica-
"' tions network, as outlined in the report
of the Task Force on Data Communications.

The 0CC is currently involved in the
first phase, which consists of creating
a threshold service through the estab-
lishment of a minimal working network by
linking together a number of universities
with data transmission lines, develop- '
ing an inter-university tariff structure
and performing a major network system
design. The first two are ongoing
activities which are continuously
monitored.

The first step toward a major system

design, a document entitled ''"Preliminary

Design Specifications for a Computer
Communications Network'', was completed
in July, 1971,

A brief design summary, based on the

above report, was sent to agencies which -

supply products or services, with a view
to seeking an evaluation of the design
and estimated costs, taking into account
existing products and services. The
preliminary design specifications will
be reviewed and modified in view of the
responses by suppliers and |ndependent
expert appraisers.

It is expected that the final design
specifications, financial plans, manage-
ment plans and a detailed cost/banefit
analysis will be submitted to the Council
of Ontario Universities for approval
February 1972, :

The proposed network is planned to be
a distributed, store-and-forward system,
based on Node Control Units (NCUs)
located at each computer site. The NCUs
will be developed around mini-computers
and will use speCial hardware and soft-
ware. The primary functions of an NCU
will be to handle user terminals and to
interface with both a high speed commun-
cations network and large-scale computer
systems.

This network will enable a geographi-
cally distributed population of user
terminals to communicate with a diverse
population of large-scale computer sys-
tems. Further, the network will be

invisible to both the user terminals and
the computer systems. With regard to
reliability, the network is expected to
provide a level of performance as good as,
or better than, that attainable using
direct point-to-point connections.

In planning a network, a number of

other non~technical areas have to be
investigated, including inter-university
computer charging, long-range planning of
computer facilities, standardization and
pulication of software documentation, A
network performance monitoring -and tuning,
and user support and education. All of
these areas are being actively pursued by
_appropriate task forces and interest. '
groups.

The present and planned network, ex-

L pressing in tanglble form-both the in-

dependence and the inter-dependence of

the universities, should offer ﬁlgnlfl“
cant benefits.

BENEFIT AND IMPACT OF A COMPUTER NETWORK
FOR THE ONTARIO UNIVERSITIES: '

Dr. H. Brooks, Chairman of the Committee
on Science and Public Policy of the
National Academy of Science, in an intro-
ductory letter to a National Academy of
Science report - Computational Support
for Theoretical Chemistry - wrote the
following, whtch could apply word for-
word

In the field of scientific computing
generally, we appear to be in a tran-
sition between large-scale general
university computing centers, which
attempt to serve virtually all the
computing needs of a single campus,
or nearby groups of campuses, to a
system of regional computing centres
specialized to the needs of particular
groups of disciplines or types of
computing. In the last few years .
the diversity in types of computing
services that are needed has increased
enormously to the point where a single

- ‘campus computing center can no longer

economically satisfy all its users at
the same time. The improvements in
data communications and input-output
equipment have led to a situation in
which economies of scale for a particu-

Llar class of computing can be better




realized by combining the demands of
a single class of users on many cam-
puses, rather than those of a variety
of users.on a single campus. These
economies apply not only to hardware,
but also to software, programs, and
consulting services to a special
community of users.

pr. C. Smith, Director of Management
Services, State of California, in a paper

‘presented at the 1971 Spring Joint Com~

puter Conference said:

«.owe (the State of California) expect
the colleges to establish and agree.
upon the extent to which they truly
need EDP (electronic data processing)
resources, to determine the best way
to use them, and to mdke cevtain that
they are used in that way. Given the
current state of economic reality, we
ean no longer afford the Lumury of
each department, or even each campus,
acting independently. It has become
imperative to adopt a sound and com-
prehensive approach in deciding what
computers will do on campus and how
it will be done. '

The need to rationalize computing
expenditure while at the same time
creating equal opportunities and greater'
computing power for all university com~ .
puter users, prompted the proposal for
the development of a Computer Communica-
tions Network.

The principal aim of the proposed

Ontario Universities Computer Communica-

tions Network will be to make every local
computer resource, including computer
hardware, software and data, avallable
to any user on the network. The pro-
jected design of the network aims to
eliminate the size.and distance limita-
tions which currently affect the user
communities. The greatest immediate
benefits will be to users at the smaller
or more remote universities who will,
through the network, have available the
combined resources of many computing
centres as opposed to being limited to
the capacity of any sangle computing fa-
cility.

Of wider significance is the fact that

the design of the proposed Ontario. net-

APPENDIX D

work would be consistent with, and would
be an important building block in, a
future national network, such as that
recently. proposed by the Science Council
of Canada.

The economic benefits of computer net-
works were stated in the Science Council's
Report No. 13, August 1971, A Trans-
Canada Computer Communications Network:

a) A network will offer a greater
variety and a greater number of
‘users, thus.....a host of new
computing and information services
will become possible.

b) Economics of shared resources will
become possible. Fivst, copies of
certain information lees are
.eurrently kept permanently in many
computers. When these computers
_ean communicate via. a network, it
will be possible to do away with
many of the copies and use remote
access to shared copies with a
saving in cost. Second, there is
considerable surplus computer
capacity ... (and a network)
could allow a restricted form of
load sharing (analogous to load
sharing on electric power grids),
thus permitting fuller use of our
computer capacity.

e) Eeonomy of speciqlization will be
encouraged. Specialized computer
designs which do certain kinds of
work with greatly improved effi-
etency are being developed. By
permitting wider access to com-
puters, the network will allow
work to be directed to the most

~ suitable machine, thereby encourag-
' ing the use of these specialized
and more efficient designs.

d) FEeonomies of scale will be

 encouraged. Within certain limits,
it appears that doubling the cost
of a computer roughly quadruples
its capacity (Grosch's Law).

Again, qccess by computers to wider

eircles of users will permit this
teehnical fact to be epoowted
more fuZLJ |
i

In brse19 Lhc major impact! of a net-
work will be that the COmputer user will

no longer be subject to the restrictions
A . l
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imposed by the use of any one machine. He

will have available to him a spectrum of

machines and services, enabling him to

make the fullest and most effecient use

of his computer expenditure.
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APPENDIX  E

Minutes -of the lst Meeting held between the University

of Saskatchewan, the University of Waterloo, The Depart-

ment of Communications (Ottawa), the Computer Coordina-

tion Group (Ottawa),Université Laval and 1! Unlversite du
Québec

2050. West St-Cyrille Boulevard .
St-Foy, Quebec 10, P.Q.

Friday, March 19th, 1971, 10.15A.M.

Present:

Messrs," Pierre Ardouin, Comité de coordination d'informatique

Raymond A. Beaudoin, Universit& du Québec
. G.F.A. Beaumont, University of Waterloo
M.P. Brown, Computer Coordination Group, Ottawa
_ Dr. D. Cowan, University of Waterloo
- -Dr. J. de Mercado, Communications, Ottawa
Dr. W.F. Forbes, University of Waterloo
" Blaine Holmlund, University of Saskatchewan
" Dr. D. Morgan, University of Waterloo
Glenn Peardon, University of Saskatchewan -
Joseph B. Reid, Université du Québec: '
Louis P.A. Robichaud, Université Laval
. Dr. C. D. Sheppard, Communications, Ottawa
‘Richard Shirley, Comterm, Montreal
Dr. ‘Larry Symes, University of Saskatchewan

Mr. Beaudoin welcomed the visitors to 1' Universlte du Québec
and invited the representatives of the Un1vers1ty of Saskatchewan
to proceed » :

Mr. Peardon and Mr. Holmlund said that the University of
Saskatchewan, which now feels isolated, strongly support the
concept .0f a Canadian university computer network. Later they
would like to join the ARPA network. The University now has an
IBM 360  Model 50 at its Saskatoon campus and a Model 40 at its
Regina campus. The Model 40 can now send jobs to the Model 50 by
remote job entry. Soon, using a software package designed by Dr.
James Fields of Waterloo, they hope to be able to send jobs in
either direction. Each computer will then be specialized. WATFIVE
will be resident in only one computer. Data banks that will be

acéessible through the network are the catalog of the Prov1nc1al

Library in Regina, and the Library of Congress catalog cards on
magnetié¢ tape in Saskatoon. The Saskatchewan Government Telephone
System is giving support to the network. Two people are working
full time on the software. A - h ' :
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Dr. Cowan said that Waterloo is well supplied with com—
puting power, with an IBM 360 Model 75, Model 50 and Model 44,
and a PDP 11, but they hope to exchange information through a
network. They will probably be a node in the network of
Ontario universities. They are interested in the technical
problems of communication, in linking incompatible computers
and in simulation of networks to determine their usefulness.
They have a mini-network within the university and for a time
they supplied remote computing to Brock University, St. Catharines.
Waterloo could devote their Model 50 to the network. . They have
a technical staff of two full-time, plus four or five co-op
students, who can build interfaces. Two or three are now working
on interfacing. '

Mr. Brown summarized the work of the Computer Co-ordination
Group of the Committee of Presidents of the Universities of Ontario
which was set up in the fall of 1969. 1In October 1970 the proposal
of the Group for the development of a computer-communications net-
work received the unanimous approval of the 14 universities of the
Committee. The Group has studied the ARPA network and the network
being developed by the National Physical Laboratory in the United

‘Kingdom. In December 1970 the preliminary analysis of the Group

was completed and Mr. Shirley was retained as a technical consultant.
A tentative proposal for support was made to the Department of
Communications on March 8, 1971. The reception was favorable, but

Mr. Brown believed more support from the Department could be expected
if the network crossed provincial boundaries. L'Université Laval
have said that they are interested in joining the Ontario network

but 1'Université de Montréal have not yet decided. The Group has
already spent $70,000. and its budget from the Committee of Presidents
is $140,000. for the year 1971-72, The total funding needed over a
two-year period is $1,600,000. -

Dr. Forbes, who 1s a member of the governlng'committee‘of the
Computer Co—ordination Group,_could not predict the reaction of the
Committee of Presidents to a cross—border network,

‘Mr. de Mercado thought that the common carriers,'who have 2,000
men working on setting up a Canadian computer network, would welcome
a university computer network and might donate theé necessary. circuits
for some months, The Department of Communications could help in this
regard. The Department thinks we can do better than ARPA in Canada
and is prepared to go. to bat for the universities if they can agree
among themselves. A proposal from universities across Canada would

"be politically very opportune and could hardly be rejected by Cabinet.
- The addition of the University of British Columbia to the group re-

presented here would give critical mass.
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" Mr. Brown, although confident in the proposal of his
group, thought that more than one technology should be ex-
plored in Canada so- that we should not put all our eggs. in
one basket.; :

~ Mr. Robichaud said a start could be made with- sub—networks
that could be Joined later if designed properly.

Mr. Ardouin said that la'Conference‘des Recteurs et des
Principaux des Universit@s du Québec set up a Comité de Coordi-
nation d'Informatique des Universit&s du Québec two years ago.
On 4 December 1970 le Comité& requested a grant of $33,000. from -
le Ministere des Communications du Qué&bec to support a study of
the 1mplications and means of pooling certain of the computing

" resources of the universities of Quebec. No money has yet been

granted for this purpose.

Mr. Beaudoin mentioned that he is the Chairman of the Commu-
nications Committee of la Conférence des Recteurs, which is con-
cerned with computing, audio-visual aids, and libraries. L'Uni-
versité du Québec recently signed an agreement with le Ministére
des Communications du Québec to set up a Secrétariat de Communica-

‘tions to. study communication questions in Quebec. L'Université du

Québec has its own network linking CDC 3150's at Montreal, Trois-
Rivigres and Chicoutimi and CDC 200 terminals at Varennes and
Rimouski " to a CDC 6400 at Quebec., If 1'Université du Québec is
limited to a purely provincial network it will not be able to serve
1'Université Laurentienne and 1' Université de Moncton. Although le
Ministére des Communications may not support a Quebec network they
cannot object to a national network. :

Dr.'de-Mercado suggested a meeting in Ottawa on April 27 of
representstives of the universites, the Department.of Communications,
the Department of Trade and Commerce, the National Research Counc1l
and the common carriers to develop a plan of actionm.

. Dr.- Forbes suggested that only one more unlversity should be
brought in at this stage, but that. it should be made clear that this
is not an exclusive group. -

Dr.'de Mercado mentioned the University offoitish'Columbie; and
Mr, Beaudoin said Dalhousie University would want to join.
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Dr. Cowan asked what would be the reaction of the Depart—
ment to regional networks.

Mr. Reid said that if regional networks are. to be establisghed,
it is important to agree to standards for the messages to.be ex-
changed between computers so that these regional networks can
later be united.

Dr. Morgan agreed that the message format is the key problem.
He was not clear what type of network was being discussed - dis-.
tributed intelligence, star, distributed star, Davies hierarchical.
The ARPA network is not capable of allowing a process in one com-
puter to communicate with another process in another multlprogram-
ming computer.- co

Dr. Forbes said somebody has to write a proposal. Shonld we
link with the proposal of the Committee of Presidents of the Uni-
versities of Ontario, or should we create another network-?

Dr. Sheppard asked what the trafflc will be on the network

Mr. Roblchaud said a unified nation-wlde network should be
. conceived first. - Then regional networks might  develop, but they
could be unified later without problems if they followed the
national concept.

Mr.’Peardon said that a full-time director and staff would be
needed to coordinate meetings of - the technlcal people of. the parti—
cipating universities. . :

Dr. de Mercado stressed the need of a high level group in order
to gain support.

Mr. Beaudoin proposed that the Department of'Communications
should set up a national advisory board to advise the government in
distributing funds for the network. :

Mr, Holmlund said the network could not be divorced from the
Committee on Scientific and Technical Information of the National
Research Council. We should ask the government to support two people
in each region and the interface equipment;  otherwise regional groups
will develop. He recommended something more positive than an advisorv
committee. Compatibility is-achieved by initiating something.. A
central. group should be charged with standardization and deciding
what interfacing is necessary.
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Mr. Brown supported the positive approach, but asked
that nothing be done that might hold back the development
of the Ontario network.

After some discussion, the meeting dgreed on the follow—

.ing points.

1) that a national advisory committee should be set up
by the Department of Communications to prepare and
to oversee the implementation of a master plan
for a trans—Canada university computer network;

2)  that a staff of two persoms in each region should be
provided to work full-time to oversee the development
of the network;

3)  that the network. should:

a) be a distributed, store-and-forward network;

b) be transparent to the using computers and
“terminals;

c) accept computers of various types;
d) operate over a variety of lines;

4) that the master plan should take account of networks that
exist or are under development, and should endeavor to

incorporate them In the national network.

It was also agreed that a representative from each of the
organizations present will meet Dr. de Mercado in Ottawa on

" March 26 to prepare an invitation to a meeting in Ottawa on

April 27 to draft a proposal. The invitation will be issued

by the Department of Communications to the organizations present,

the University of British Columbia, Dalhousie University, the

National Research Council, the Department of Industry and Commerce,
the Trans~ Canada Telephone Network, CN-CP Telecommunications, and.

Bell Northern Electxic Research.

" Quebec, March 25th, 1971 0

JBR/ amc
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2 June 1971
A POSITION PAPER

ON THE DEVELOPMENT OF ‘A NATIONAL UNIVERSITY COMPUTING NETWORK

To be submitted to the Department of Communications, Ottawa

Introduction

The challenge fac1ng Canadlans (particularly those concerned
with the creation of a nation) in 1871 was to apply state-of-the-art tech-
nology to develop a trans-Canada transportation system -- a railway to carry
the essential nutrients of a growing nation, people-and materiel, to all
parts of the country. How this challenge was met is now hlstory° Nonetheless,
it gives perspective to what is proposed in this document to note that what
was a controversial concept in 1871 became an accepted reality by 1900, and
formed the essential main component of a network of regional railway lines
blanketing the nation.

One of the challenges facing Canadians in the 1970's is to es-
tablish the necessary foundation upon.which a state-of-the-art, trans-Canada
communications system might be developed to carry information, ideas, symbols
of commerce, and national values -- an essential electronic nervous system for
a nation to thrive in the 2lst century., The importance of this development to
the welfare of the nation and to each Canadian has been recognized by the Federal
Govermment and the resources of the nation are being mobilized to meet the chal-
lenge. The Department of Compunications established a Telecommission in 1969
and reports from studies commissioned are now being released. Related to this,
the Science Council of Canada has suggested the development of a TRANS-CANADA
COMPUTER NETWORK! -~ a completely new store-and-forward message switched tele-
communications 'system linking together computers in different physical locations.
This system would make it possible for any computer in the network to be used
through remote terminals,

This possible development is of particular interest to the uni-
versities in Canada who have developed a substantial computing resource both in
terms of equipment and trained personnel., Recently, limited financial resources
have forced thie universities in each province to attempt to rationalize expendl-
tures for computing by developing regional computing networks. The broader goal
of evolving a TRANS-CANADA COMPUTER COMMUNICATIONS NETWORK, and also that of .
developing systems to meet the regional needs of the universities might ‘both be-

nefit from the development of an experimental CANADIAN UNIVERSITY. COMPUTING NETWORK,

1, "Instant World- A report on telecommunications in Canada" Information
Canada, 1971, page 168,
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Potential Benefits of a Pilot Canadian University Computing Network (CANUNET)

2,

puting network as a precursor to the possible development of a TRANS-CANADA
COMPUTER COMMUNICATIONS NETWORK are many and only a few are listed below.

(1)

(2)

(3)

(4)

(5)

The advantages of developing the pilot national university com-

The development and training of personnel, If Canada is to develop large
scale national systems, a supply of highly trained personnel must be avail-
able, - The universities participating in the development of the experi-
mental network CANUNET can provide this training.

Research and development experience, During the past several years, many
theoretical studies of computer networks have been published., In addition,
a number of computer communications networks are being developed in the
United States and in Britain., However, the need in Canada is to gain prac-
tical experience on a broad scale in building and operating computer net-
works, A pilot network using today's technology and available telecommuni-
cation circuits can develop a broadly distributed base of Canadian expe~
rience which will be invaluable in the development of computer networks

of the future, : l

A greater variety of hardware, software, and data banks would be made avail-
able to a larger number of administrators, researchers, and scholars. For l
example, a computer network would enable someone in a small university to
have available the computing power of the larger centers., Similarly, spe-
cialized data banks (such as the proposed NRC bank of scientific and tech- '
nical information, the legal data banks at Queen's, Montreal and Laval,

and the economic data bank at McGill) which cannot be maintained economic-

ally at more than one place could be made available to a larger community '

of scholars by a computer network,

The proposed network would prowde the opportunity to study the economics

of computer networks, Much is yet to be learned concerning the -economics '
of operating a large-scale network, Computers differ in their suitability
for various tasks. If a number of different computers are available in a ,
network, each one might become more specialized in its tasks and a higher '
degree of efficiency may result. In addition, there would appear to be a '
possibility of off-loading local peak loads at area centers particularly

because of different time zones across the country. Further, complex . .

systems of programs require teams with specialized technical and programm-
ing knowledge to maintain and operate them effectively. The transfer of

a system of programs from one computer to another of different characte-
ristics is often surprisingly difficult and expensive, Hence, in many '
cases, it is better to send the data to the programs than to try to operate
the programs wherever the data may be,

The opportunity to develop. new applications, For example, the network would.

make it possible to study the feasibility of a Canadian Universities Library
System. - It would also facilitate inter-university research programs. .
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A Proposal for Developing the Network

' 'The establishment of a CANADIAN UNIVERSITY COMPUTING NETWORK.is a
substantial undertaking requiring a great deal of planning and co- ord1nat1on.
It is, therefore, proposed that the Department of Comnunlcatlons.

(1) Establish a national board consisting of two university members in each
participating province, and other members as deemed appropriate by the
Department of Communications. This body should be advisory to the Depart-
ment and its functions should be policy formulation, co-ordination between
activities in the different regions and evaluation. The national board
may wish to create a small operating. group consisting of full-time personnel -
plus appropriate representation from participating universities.

(2) Appoint a small group to be charged with the task of developing a master
 plan for the development of a university compuxlng network. This group

should visit Canadian universities to make an inventory of not only how
these institutions might participate in the development of such a network,
but also what needs exist at each institution that might be satisfied by
the establishment of a university computing. network. The master plan should
describe the various phases of the overall project and indicate how each
phase might be co-ordinated to realize the ultimate network. Insofar as
possible, the master plan-should give details of ‘time, personnel, equipment,
and costs requ1red for the realization of the system,

;The only constraints which should be-placed upon the development of
a master plan at this time are the following:

(a)  the. plan must be for a truly national network with a minimum of one
~campus in each province invited to participate in some aspect of
its development; :

(b) ~ the plan should accomodate regional diversity and technological
alternatives within a framework of obJectlves, standards and con-
--ventlons, _ 4
(c) the network should be designed to accept various types of computers

“and to operate over a variety of lines, and

(d) - the computer network must be transparent ‘to the using computers and
“terminals,

(5) After recei Et of an approved master plan, ask a number of Canadian univer-
sities, with the appropriate experience and representing various geograph-
ical regions of Canada, to construct a pilot computer network with the
support of the Federal Government. The pilot network might initially com-
prise only a limited number of universities with additional universities
being added as progress pexmits. Nonetheless, the network (CANUNET) should
be considered as a co-operative venture of all the participating provinces
and as many universities as possible should be encouraged to become involv-

-ed in specific research projects that necessarily are a part of thlS pr0posed
development.

Prepared by: Morris P. Brown, Council of Ontario Universities
: Donald D. Cowan, University of Waterloo
Blaine A, Holmlund, Unlver51fy of Saskatchewan
J.M. Kennedy, The Unlvers ity of British Columbia
Joseph B, Reid, Université& du Québec
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MINUTES ‘ '
~ ‘ of the |
' FIRST CANUNET MEETING

Meefing held on Wednesday, August 1lth, 1971.
_Preseht} See at;achedviist,
Meeting

. On behalf of the Departmeht, the Chairman, Mr. D.F. Parkhill
thanked everyone for attending the meeting. A short review on the

"background of the DOC involvement in this project was then presented.

My. Parkhill pointed out that the main objective was to
Prepare a viable plan on which the Cabinet could take action. Hence,
the plan would have to include the technical uncertainties, identify
the development work, give a description of the cost 'and the possible
sources of funding, in addition to the Federal Government, as well as
recommend an organization to build, operate and maintain the network.

Mr. Parkhill suggested that a possibility could be a non-profit
organization, capitalized by its membership, and which would manage the
network. :

The Chairman also noted that some money ($35,000) has been
set aside by the University of Quebec to help defray the costs of
contributions by the participating universities. He also pointed out
that the focal point for this project would be John deMercado, Department
of Communications, and Joseph B. Reid, University of Quebec.

The meeting was then opened to discussion.

General Expression of Opinions

Terry Shepard explained that the main objective of the ARPA
network had been to foster a community of users. Presently the system
consisted of 20 nodes but the ARPA people were now thinking of 200 nodes.
Dr, Shepard stated that Larry Roberts, the "father of ARPA" has expressed
his willingness to come to Canada and discuss CANUNET.

Morris Brown then gave a short resume of his work on the
linking of six universities in the Province of Ontario. He noted that
some preliminary design work has been done but no final plan has yet
been developed. He also identified two problems that this study c¢ould
face:- : ' ‘
' 1) A timing problem, if the Master Plan had to precede a

. pPilot plan; '

2) Problems in'intérfading a national network with prbvincial
- computing networks. '

L.
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Brown also mentioned, that he envisaged that the Ontario project would
involve expenditures of $3,000,000 over 3 years. This would be the

cost of developing and manufacturing the node control units, the system
software, etc., as well as management and operating costs. He also
estimated that it would cost $75,000 to add a node to the network.

Mr. Bonneau talked about the CESIGU (Comité& d'&laboration
d'un systéme d'informatique et de gestion des universités) project
which is studying the possibility of developing a network of Quebec
universities. It was started 3 years ago with the idea of establishing
a common data bank for all universities. They have developed an '
information booklet and he promised to send a copy to the Department
of Communications. Their network would:- :

-~ consist of a computing center to supply all coding
-~ have a computex to supply all the required statistics
and which would: 4

- provide for: the interchange of information
between all universities:

- allow the possibility of using any centre and
its available programs;

- permit IBM or CDC computers to work together
on the same network.

He expressed the hope that by 1972 a final decision concerning
the system will be reached so that an operational network could- be’ in .
existence by next June or July.

, This year's budget is $1,000,000 with a staff ‘of 30 to 40
people. Ten million to fifteen million dollars will be required in
the next five years, 407 to 507 will be from the actual university
budgets and at the end of five years the man power should have grown
to two hundred man months. Mr. Bonneau pointed out that the work has
been divided among the different universities, for example Laval is
considering the financial implication, Quebec the student files, etc.
They hope that before Christmas they will have finished defining their
objectives and agreed upon the network standards.

Mr. Bonneau also mentioned that they have not yet: touched
upon the library problem.

Mr. Parkhill pointed out that the National Network we are
Proposing might not be as technically sophisticated as the CESIGU one.

Dr. Jim Kennedy of UBC stated that no inter university computer

committees exist in British Columbia. He also pointed out that since
UBC is located so far away from the eastern universities, communication
costs are very high. He is anxious to see the introduction of flat
rate (i.e., distance independent) tariffs for communication/computer
networks. He also mentioned that he had a team of experts on tele-

Processing software and hardware, who might be committed to this project.

000‘3
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Mrs. Elizabeth Payne of Dalhousie, said that it is becoming
very clear that thelr computing. centre would not be capable of supplying
the full range of services required by its users. Hence, they would
like to be able to access outside facilities. Current communications
costs however are a major obstacle. Consequently she fully supported
the plea for a distance independent tariff.

Mr. Parkhill said that it might be possible to arrange special

-tariffs for the universities.

Mr. MacRae discussed some of the National Library's efforts

!in the area of large scale networks and pointed out that the National
Library and the National Science Library are integrating their systems.

A budget of $500,000 for this fiscal year has been assigned ‘to these
PYOJects. . ,

Dr. Holmlund of Saskatchewan noted that a regional network is
being investigatéd in his Province and that presently Regina and
Saskatoon are linked up without charge by the Telephone Co. They have
also developed a resource group to meet the operational needs of
Organizations like small hospitals. 1In addition they are also linked
to the Queen's University legal data bank systemn

Conclusion

It was agreed, that in order to initiate the préparation of
the first draft of the Master Plan, that universities should send
written submissions of their problems, their ideas of what the network
should do and what they could offer to the project in terms of equip-
ment and expertise.

The universities will submit their comments to Mr. Reid by

.the 10th of September. He will then generate the first draft report

in time for the next meeting.
The next meeting will be held on FRIDAY, OCTOBER lst, 1971.

Meeting adjourned at 3:45 p.m.

/)
/(419& °...g,.:.t.f. ’(”“ o
//A Guindon, C

Secretary.
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NAME
(1) D.F. Parkhill-
(2)'vE,R. Acheson
(3) Elizabeth Payne
(4) C. Falardeau
(5) D.D. Cowan
(6) B.A. Holmlund
(7) M.P. Brown
(8) I.P. Bonneau
(9) R. Guindon
(10) B.A. Bowen
(11) C. Lemyre
(12) Louis P.A. Robichaud .
(13) Plexrre Ardouin |
(14) L.F. MacRae
(15) C.D. Shepard
(16) .J.B. Reid -
(17) E.A. Seaman
(18) W.C. Brown
(19) J.W. Brahan
(20) C.C. Gotlieb
(21) J.M. Kennedy
(22) leon Katz
(23) Louis Brunel
(24) John deMexcado
(25) John Madden
(26) Judith Wright
(27) Hans von Baeyer
(28) Ron Walsh

_ Asgoclate National Librarian

. Université du Quebec

ORGANIZATION

Department -of Communications _
Government Telecommunications Agency (DOC)
Dalhousie University

Secretary of State Department

i
1
1
University of Waterloo : |
University of Saskatchewan | | o _ '
Council of Ontario Universities

C.E.8.1.G.U. - Québec l
Department of Communications

Carleton University '
University of Ottawa

Université Laval &

Université Laval"~.Comité d'Informatique des
Universités du Quebec

Computer/Communications Task. Force / DOC

poc / Communications Research Centre

" National Research Council

National Research Council

. University of Toronto / Council of

Ontario Universities

University of British Columbia

i
i
i
i
Science Council of Canada / U. of Sask. '
Université du Québec :
Department of Communications '. ‘ '
Computer/Communications Task Force -~ DOC - -
Computer/Communications Task Force ~ DOC l
Computer/Communications Task Force - DOC
i
i
i
i

Dept. Industxry, Trade and Commerce.
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U o | |  université du québec

SIEGE SOCIAL: 2525, BOULEVARO LAURIER, STE-FOY, QUEBEC (10e). TEL.: (418) 651-7220 '

7 September 1971

Several Cgnadian universities have expressed an interest
in working together to establish an experimental Canadian University
Computer Network (CANUNET) and have approached the Department of Commu-
nications in this regard, Two meetings have been held to discuss this
proposal, one at the Université du Québec, in Québec, on 19 March 1971,
and one at the Department of Communications, in Ottawa, on 11 August
1971. A position paper, a copy of which is attached, was prepared by
representatives of some of the interested universities.

The Department of Communications has awarded a contract.
to the Université du Québec to study the feasibility of, and to develop
a plan for creating CANUNET. The University has been given the task of"
forming a study group composed of professionally qualified members to
define by 31 March 1972 an inter-university computer network plan, its
modalities, its costs and its revenue sources, .and to recommend manage-
ment structures and institutional arrangements.

The contemplated network w111 consist of high and medium
power computers of various makes and it must be open ended and capable
of accommodating all Canadian universities. Tt must be ahle to function
over telecommunication lines of various speeds as expansion and traffic
requirements dictate. It should be transparent to user termlnals It
should use existing elements as much as poss1b1e. :

oo /2
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The proJect will, so far as p0551b1e, comprise the
following stages

(1) Investigation of the present 51tuat10n and search
for documentatlon°

(2) Development of concepts and gu1de11nes for the
: vnetwork

(3) Definition of the message format and the tele-
communication protocol, including the necessary
network control.

(4) Evaluation of alternative institutional arrange-
ments, i.e., management structure for operational
network fimancial arrangements, rules for part1c1-
pation, etc.

(5) Definition of the modalities of the implementation.
" (6) Preparation of estimates.
(7) Identification of sources of financing.
The coordinating committee that took place in Ottawa on
11 August proposed that sub-committees be establlshed to work on f1ve

aspects of the project:

(1) Communication costs: what w111 they be and how can they be most
equ1tab1y shared?

(2) Utilization of network: what are the.problems for the user caused
by different operating systems, languages, conventions, packages,
etc,, employed at the various computers of the network? How can
these problems be minimized so that users can be persuaded to take

: advantage of the network .

(3) . Coordination‘between regions: how can the various regional univer-
sity networks now in the discussion stage be connected to form a
Canadian university network,

(4) Network design: the hardware and software specifiéations of the net-
work elements, and, in particular, the message format and telecommun-
ication protocol. o




- (5)

(1)

(2)

(3

(4)

APPENDIX -1

Institutional framework: management structure, flnanC1al arrange-

ments, rules for participation, etc..

The purpose of this letter is to ask for:
Your comments on this study;

A preliminary statement of your university's p0551b1e 1nterest
in the development of CANUNET

The names, appropriate quallflcétioﬂs, and special interests, of

individuals at your university who might participate in the work
of one or other of the sub-committees listed in the previous para-

graph.

The computing resources - hardware, software and data banks - at
your university that could be of use to other unlver51t1es through
CANUNET.

The work plans and funding of the sub-committees will

- be discussed at the next meeting of the coordinating committee on
1 October 1971, Hence, a prompt reply, even though very provisional,
would be very much appreciated. :

. s .»'/-. B . .
JBR/rc o : /' Joseph B, Reid

o Directeur & 1'exploitation
informatique
Un1ver51te du Quédbec
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"[HE UNIVERSITY OF BRITISH COLUMBIA

VANCOUVER 8, CANADA

COMPUTING CENTRE - . September 8, 1971.

M. Joseph Reid

Directeur & 1l'exploitation informathue
Université du Québec

2050 Quest, Boul. St—Cyrllle,

Ste~Foy

Québec (10e).

Dear Joe:

. I have returned from vacation so close to the September 10 deadline
for submissions on CANUNET that there isn't time to prepare a polished
document. In fact, I don't know that I have a great deal to add to what you
already know of my feelings and the "British Columbia Position' as set out
in our correspondence earlier this year and in the minutes of the meeting on
' August 11. Anyhow, here are a‘few random thoughts,

Perhaps I am too much influenced by reading Volume 2 of Berton s book
on the CPR over the weekend and the Science Council's release on Leon Katz's
report yesterday. But I think if we are going to call this. a national pilot
network we should emphasize the national benefits, and be less pre—occupied
with what it will do for this or that university, or this or that scholar in
some corner of the country.

There seems to have been a fallure to grasp this point on the part of some
of the university participants, and this has carried over into the thinking of
the Department of Communications in what I regard as an unfortunate way. In
this respect, the "Position Paper" .scores a good deal better than Doug Parkhill's
memorandum of July 12, 1971 to Mr. Pelletier: the latter lists the benefits '
to the participating universities first, and fails to give enough weight to the
potential beneflts to. Canada.

As a result, We seem to be sliding into a position of approaching DOC .
as if it was the National Research Council with its mandate to foster university
research. This leads to DOC's position, as outlined by Mr. Parkhill, that the
federal government cannot make grants to provide educational facilities, but
could deal with some consortium &f the universities and/or provinces would set
one up.

I think we have somehow got the whole thing turned upside down.

Cont'd cene /
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M. Joseph Reid, Universite du Quebec. - - September 8, 1971.

Let's stop trying to fit DOC into the role of benefactor for a
number of present or projected regional networks, or into the role of
equalizer of regional disparities in available university facilities
and concentrate on (1) what advantages a pilot network offers to Canada
that would justify its support by DOC; and (2) why the universities
are the right group to undertake it. I think most of the points are already
lying around in our other documents =-- if your first draft comes out along
these lines I'll be happy to try to add further points for the next one.

So much for philosophy. I have already indicated that U.B.C. is
prepared to contribute some talent and some CPU time to a national system
over the next two or three years if it looks as if we are going to get
anywhere. I am convinced that within a few years, my duty to the University
requires that I get us hooked into some network that will keep U.B.C. computer
users at the forefront of modern techniques. I also foresee a need for
part1c1pat10n in .a library network of some kind.

At present, we have completed our expansion plans to look after the
university's needs for the early seventies: our Duplex 360/67 has been
running well for nearly a year; and the MI'S time-sharing software is in good
shape.  Thus the group of three or four professionals (with technical assistants)

who have been working on new projects -- including the attachment of remote.
devices and remote computers to our system through a pair of minicomputers
attached to the multiplexor channels -- are available for some new major

effort. Their main contribution could probably be in the area of design of the
. actual network and its software protocols.

Good luck in pulling all this stuff together. I'll be seeing you on
October 1 -~ or will you be in Toronto for the Computer Conference?

Sincerely‘yours,
\ \ e (
‘ \_,L..—V\/\,\.’L.az E ’
JMK:1s - ' . ' /4\J M. Kennedy _ :
- o - Director. '
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COMMENTS ON_THE CAWUIET PROJECT

£ Preliminary Response from The Alberta Universities
Commission Steering Committee on Computer Development

In mid=-1970, on the initiative of the Alberta Universities
Commission, a Stecering Committee representing all post-secondary
educational institutions in the Province was set up to study
cooperative planned development of computing faecilities. The
Commitice is most interested in the proposec CANUNET project,
because availability of computing power outside the Province
would directiy influence development of computing within the
Province, and because post-secondary institutions within the

Province could potentially communicate through the network.

Preliminary contact with the University of Alberta, University
of Calgary, and University of Lethbridge indicate a high degree
of interest in the project, a willingness to participate in its
planning, and a willingness to channel input to the Department

of Communications through the Universities Commission Committec.

It is hoped that this mechanism to provide representation from
the Province of Alberta can be officially ratified at an early

cdate.

The position paper of 2 June 1971, prepared by Brown, et al,
is a statement consistent with the aims and interest of the

Universities Committze at this time.

We are enthusiastic about the CAHUNET concept and delighted
that thez Committee has been financialiy enabled to undertake the

present feasibility study,

A statement from cach of the thiree Alberta Universitics
together with a 1ist of nominees for the preoposed working

commi ttees follows.
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The University of lLethbridge

~The network wi]T hQ doubt be of benefit to the lafge
universities in many ways. For tHe small, emerging instilut?on&
its implementa@ipﬂ may well prove to be-crucial.lnAs'the uses
of computing in edﬁcation diversify and the computing facfiity
becomes a substantial énd essential part of a univefsity's '
educational resources, the small university will be. quite unable
to furnfsh the capital equipment from its 'budget alone and will
consequently be left far behind in the current advances in the
computing art, unless it can share_a']arge-scale’systcm within
the university community. Experience here indicates that the
size of the computer needed is a function more of. .the computer
application than of the size of the insfitution. The difference
then between the. requirements of small and large institutions
lies mainly in the amount of use required of any class of
computing facility. At Lethbridge, the diversity of desired
computing faci]ities is similar to those experienced atylargc
institutions, although the usage of each class of facility will
be relatively smaller. '

At the Univérsity'of Lethbridge, the present technclogy gap

between the small and large institutions is felt keenly. Specialized

résearch in the physical sciences hefe'requires access to computers
up to a CDC 7600 ¢]ass. Computer‘Aided lnstrgction experiments

of interest to;Eddéatioh faculty await access to a specialized CAI
cbmputcr facility. Access to the economics data bank at McGill

and the law bank at Queens will likely be valuable in the near

\
)

future. An advauced management information Syétem and library in-
formation exchange system would contribute to University operatidns.
Experiencé‘at‘the University of Lethbridge using the DDD
-telephone facility and 'ﬁrivate computer utilities indicates that
this route cannot fulfill the requirements. The error rate in
transmission is'excessive while the services offeréd by utilities

suffer from lack of diversity. There is evidence.of "cream skimming"
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in the choice of services provided. Alternatives to the DDD
gervice, such as private line rental, were économitaily un-
acceptabie and are c]earfy wasteful of resources. A rationally
organiZed:network‘appears to be the effective wéy to close the
technology gap. - ‘ ' ‘ ’

In considering the degree of participation by the. telephone
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The University of Alberta

Available Equipment
The Department of Computing Services operatés an IBH 360/¢

computer using the MTS (Michigan Términa] System) to pr0v1dé,

“comprehensive time-sharing service to the Univcrsity and

envivronment. This system could be made available to other

institutions vaa link were provided through CANUNET.

Interest n CANUNET , _ _
The follow1ng list indicates some uses of the network than
can be projected. at the'present tihe | - »
- access to other computlng facilities durlng peak
loading persods
-~ use of other compuilng facilities fon specialized'hardware
and software appllcatlons. ' »
=~ access fé[the*NRC computer for CAl use
- access to Statistics Canada data bases ,
- access to Natiohal‘Science Library and National Library
CAN/SDI bibliographic data basés |
~ access to the ecdhomics data base. at McGill UanprSlLy
- access to thcAlaw data base at Qucens Unxvarsxty
- . direct data link to the TRIUMF prOJecL at Unsvelsxty
of Britjéh Cotumbia

- access to administrative data bases at other Universities.

Resources for Nmbwoyk De's ST gn

The Depaytmeni of(pomputing Sérvices has an active systems
develcpment group whose expertise could be madelavailab]e at
various stages of the~project; In addition the Depaltmont of
Computing Scienpe has a comprehensive research program and a
number of.facu]ty members have expressed willingness to participate
in the work of the CANUNET committees. The resecarch program within

the Department of Computing Science includes ‘information rctrieval
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studies with emphasis upon on-line access to large data banks

obtimum methods of access, and data compression.techniqueé.

Fundamental studies are also being made of operating systems

design. ‘ . '
A list of nominees for the proposed working commi ttees

of the CANUNET design project Is attached.

H
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on.

Canadian University Computer Network (CANUNET)
o by , ‘
The University of Célgary

October 27, 1971
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I Comment On Study
The interést of The University of Calgary in.pafficipating in the
_‘CANUNET project is in its poteniiél.for resourcé shéring,‘
_Wé can enyisage {hree distinct resource types in the following
order of priority:. |
1. Data Bases

2. Software Packages and Operating Systems

3. Hardwéré‘Feétures and Availability
In the.cbntext of fegional computer networks, hardware availability
is the most important factor. In national énd international networks -
data baseé and to a lesser degree software availability are tﬂe over-riding
cdncerns.>: | |
‘Since CANUNET is national in scope we belie&e thaf greater emphasis
Vshould be given to data-basé and SOftware—pédkage access and less imporf
tance beAplacéd on raw-cmnputer power which is in most caées adequately

’

navailaibleﬁt the regional 1eve1. AIn short mdre'emphasis should be placéd
, og the reséprcé and less on'the tool to_exploif it.[_This does not mean
théf‘hardWére networks at the national level are.unhnportant;

It would be an extremely signifiéant achievemént if CANUNET could
make Statiétics Canada data-bases as available-in Véncouver as . they are
in OttaWa'of if bibliographic data-bases residing in the National
Library could be accessed with equél facility in all parts of‘the'country.
Funding of CANUNET will have wider support'if the embhasis is on the
sharing of infbfmation rather than compuier power. :

With\respect to significant.applications-of thé network we see
the following of special significance in the ordéf cited: -

1. Give impetus to use of computers as information processors.
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2. Give direction to developments in communication technology.
. Open new areas of teaching and research.

. Specialization of use - centres of excellence concept.

(32 HT W

. Standardization, data element dictionaries.
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II Statement Of Interest

. Computer Networks have been around for a decade as’ concepts The
time is rlght »for gettlng an experimental project up and running so
that those'ef us in the profession can get some nands-on experience
in their asaociated \prdmises and problems.

We do not see netWOfks and the panacea for ali euf ills. Most:
honeet university contpnter service head_s» will .confess that their pro-
" blems locally are indeed sufficient for the day."_ :AtAthe same fime,
we want to insnre that the'Departmen_t of Computer Services at.The -
University df Calgary participates in any developments in computer
teclﬁwlog'y partiéularly when there ‘deve‘loplinents relate to universities
‘and are natlonal in scope.
To thlS end we are prepared to con51der contrlbutlng such re-

sources (men, money and machlnes) as the beneflts, in tme may Justlfy
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III Sub - Commlttee Representatlves

Wlth respect to The Uhlver51ty of Calgary representatlon on the

varlous sub commlttees we make the _following suggestlons

15

Computer Costs Sub-Committee - Nowakowsky, E.F., CA;

Manager, Department of.Admlnlstratlve Systems

. .Utlllzatlon of Network Sub- Commlttee - Baecker, H. D

BA'MA (Camb) F. B C S. ASSOClate Professor and Admlnlstrative

L Offlcer, Department of’Mathematlcs, Statlstlcs and Computing

SC1ence _

Coordlnatlon between Reg10na1 Sub- Commlttee - Sheehan, B.S:
BE (N.S.T.C. ) M Gﬂ I.T.), PhD (Conn. ) PEng; Dlrector,
Offlce of Inst1tut10na1 Research o

.Network De51gn Sub Commlttee - Marx, C B., B Comm @Alta)

MBA (Alta) CDP.

Institutional Framework Sub-Committee - qurie;.D.H.,

BE (Caﬁt.), BSc (Otago), PhD (Adel.); Director of Information

Services Division.

Additional resource persomnel who have expressed interest in

- participation include:

1'

‘Hallworth, H.T., BA DipT MA (Lond.), PhD (Birm.), V-BPsS;

Professor Department . of Educatioﬁal Psychology, and Academie
Co-ordinator, Faculty of Education Computer Applications.
Wittig, R.J., . Bsc (Calg.); Systems Programmer Department

>f Computer Services. Experleaced in interfacing computers
of various types. | A

Harrison, D.G., BSc (Lond.), ACGI, MICE, PEng; Programmer-
Analyst, Department of Computer ServiCes.'Experienced in

ICES and GENESYS, large application packages in Engineering.

o G OB Eh S5 OB a BB -
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IV Computer Resources at The University of Calgary

(a) Power

- g W e en W=

- e o e

Our’most significant power resource in-terms of an actual

regional and potential national contribution to a coﬁtputer net-

- work 15 ~our CDC 6400 computer which is configurated as 'folloWVS'

~CbC 6400 65K, 10- perlpheral processors 64 ports for inter-
active termlnals 16 ports for batch terminals, 4-604 7-track
tapes, 1-609 9-track tape, 1-6603 dlsk, 6-854 dlsks to be re-
placed b'yl 2-844 disks in June 1972 On-line storage is currently
11m1ted to appllcatlon programs and small user files. Operates
under KRONOS 2.0.

The design of this machine, 10- perlpheral processors lmked
te a central processor, makes it a computer network within itself

We also have a 360/50-which is dedlcated to adm1n15trat1ve

.type use:
_ IBM/360 Model 50 512K, 3 channels, 6 2401 -V 1600/800 bpi tapes,

10- 2314 dlsk drives,.unit record equlpment On 11:ne storage is
llmlted to application programs. Uses 0S w1th MVT option.

A study is under—way to ascertaln the fea51b111ty and desir-

. ab111ty of adding teleprocessing fac111t1es to this system.

In addition The University of Calgary presently has 2. TSSS'
and several other mini-computers some of which now communicate w1th

the CDC 6400.
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(b) Software:

Below is a list of the software which could potentially

be made available provided interfacing problems could be resolved.

OOMPASS (CDC. Assemb ler)
FORTRAN®

BASIC*

TEXT-EDITOR*

ALGOL -

COBOL

- APT

SIMSCRIPT

SIMULA

PERT

MIMIC ' '

SPSS (Statlstlcal Package for the 5001a1 Sciences)
SSp- (Sc1ent1f1c Subroutine Package)

- ECAP

SCEPTRE**

BMD (UCLA Statistics Packages)**

Dartmouth Basic Programs ##*

MACRAN#* '

CalComp. Plotting

SORT /MERGE '
File Manlpulatlon, Storage and Retrleval Ut111tles
ICES

GENESYS

TEXT-PAC

KWIC/KWOC

DATAMAN

SIS 11

%  gvailable on TTY network _

%% soon to be installed or contemplated for installation

In addition to this 1ist we will be looking at scme inter-
active statistics programs and if we can obtain CDC APL and con-

vert our 360/APL libraries these would also be available.

}

\
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(c) Dé.ta*Bése§= : .
"ﬁaté-Bases potentially available at "I'he"University '
of Calgary include: | - p
.:1. ) Biblio‘graphic‘Data-Bases (Engineeringi.(Index, ERIC, SPINO).
‘ 2 ."Scientific Data-Base.é (Cosmic Ray). | |
3. U‘niver_sity Management Data-Bases (Spacé, Studenf Infbmatibn,

Data-Base Dictionaries, etc.).
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V  Computer Resources Elsewhere of Initérest to The University of>Ca1gary |

Resources which: The University of Calgary would like to access
through the network are as follows: | o
1. Access to NRC ¢omputer‘for'CAI-use,,
" 2. Access. to National Science Library and NatidnallLibrary

'CAN/SDI bibliOgraphic data-bases feg. Inspec, ISI, Chem._Titles,‘
Chem;CQndensates, Medlars, Géofref.,'PIP,'BAAPreviews, Marc) |

3. Access to Statistics Canada data-bases.

4. Access to University Administrative data-bases of other Univer-
sities. |

5. Access to Scientific data-bases of other Universities.
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We hope that the views expressed in the Position Papers submitted ‘

by the various institutions can be synthesized into a si;atement of

“objectives which we can fully endorse.
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UNIVERSITY OF SASKATCHEWAN'

DEPARTMENT OF : SASKATOON, CANADA
COMPUTATIONAL SCIENGE September 20, 1971 ‘ :

. l
! ' .

Mr. .Joseph_B. Re1d ;

D1recteur al' exploitation 1nf0rmat1que
Univérsite du Québec

2525 Boulevard Laurier

Ste-Foy, Quebec - -

Dear Joe,

The following is:in response to yodr letter of September 7, 1971,

GENERAL - COMMENTS ON THE STUDY

The University of Saskatchewan supports’ the proaect to study
the feasibility of and to develop a plan for the creat1on of CANUNET. Although
the need for such a national network would appear to be minimal at the present
time, it is reasdhab1e to suggest that planned or not, such a network will
evolve within the‘next two decades. It is, therefore, important that steps
be taken at an. ear]y date to ensure that this evo]ut1on take place in as
orderly a manner: as poss1b1e

There is 11tt1e doubt that a Canadian Un1vers1ty Computing
Network can be des1gned and constructed with presently available technology.
Indeed, there is probably less uncertainty about the eventua] success of the
technological éspeCts of this project than others. A more difficult problem
to resolve is_hbw,Such,a network could be operated‘and managed. The full
support and co-operation of the provinces will be required to make the venture
a success. Being Very reaTistic, this co-operation will be forthcoming only

if there is significant advantage in the national network approach to providing =

computing power. -This, in turn, suggests what is perhaps the most challenging .
planning problem -- how to pace the design and imp]emehtation of the network

to correspond With the generation of need. Unless the latter develops, the
former (design and implementation) becomes an expensive academic exercise.
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Mr. Joseph B. Reid
September 20, 1971
Page 2. a

-t

Thé‘Univérsity of Saskatchewan has, during the past two years,
attempted to develop a modest network between its two campuses. Many of the
arguments now used to support the CANUNET proposal were -used in promoting
the provincial Univeﬁsity computing network. The network has been made
operatable, yet véry 1ittle effective use is being made of the Tink between
the two computing centers. There are many reasons for this situation but ‘
the basic reason appears to be that there éimp1y has ‘not been a persuasﬁve
enough need. A Tlink is now being established between the University centers
and the Provincial Government computing center in Regina. Prospects for
realizing effective utilization of this 1ink appear to be better because
specific needs associated with each institution have been identified and are
to be satisfied by the Tink. - o

Based on the Saskatchewan exper1ence a mean1ngfu1 demonstration
project which will make_use of the national computing network should be clearly
identified at the outset. It is also clear that work will continue toward the
development of a provincial network. It is, therefore, essential that work
proceed immediately to establish the critical network parameters and to provide
guidelines so that provincial networks will be designed in such a manner that
they can be easily integrated into a national system at some future date.

In our view, the plan to be formulated should, therefore, attempt
to specify the fd110wﬁng ' - ' | '

a) A meaningful national computang application that has the potent1a1 .
for 1nvo1v1ng a 1arge number of universities. The 11brary ‘system
might be an examp1e Alternatively, universities which are currently
restricted by 1nsuff1c1ent computing power could be asksd to test out
the network as a means of overcom1ng this def1c1ency

b) The spectf1cat10ns or bas1c parameters that should be adopted by
a11 regional networks S0 that they can be merged 1nto a larger

“network as the need to do so develops.

c) A series of prOJects whereby currently developing regional networks .

| could be influenced by ‘federal financial support to adopt the
prescribed guidelines suggested in b).

- = o

7
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“of Information system has also been deve]ot

APPEIDIX . H5

Mr Joseph B. Re1d~
September 20, 1971
Page 3.

The sub committees suggested by the co- ord1nat1ng committee in
Ottawa on August 11, 1971 appear to cover the_1mportant areas of concern,
It is assumod that these sub- committees are intended to essist.in the
preparatlon of a master plan by gather1ng 1nformat1on for the Universite du
Quebec

POSSIBLE PARTICIPATION BY THE UNIVERSITV OF‘SASKATCHEWAN-'

. The personne1 that we wou]d suggest for the various sub-
committees are as follows:
1. Utilization of Network and,Co-ordination betweeanegions -
Mr. Glenn Peardon, Director, University Systems Study Group. .-
2. Network Design -- Professor D. Cole and Dr. L. Symes.
3. Inst1tut1ona1 Framework -—.Professor B.A. Holmlund. _

Mr. Peardon is. respon51b1e for. activities at this Un1vers1ty
which are rough]y ana1agous to those suggested on a broader scale for the sub-
committee on Utilization of Network and Co-ord1nat1on between Reg1ons. "

Professor Cole has beenxact1ve1y engaged in developing 1oca1 .
computer networks and gives courses 1h network des1gn Dr Symes is
s1m11ar1y involved. _ ‘ “. B

The ‘computing resources that are ava11ab1e at this Un1vers1ty
which may be om interest to other un1vers1t1es are those assoc1ated with
Library System software. For the past. four years a system of programs have
been deve]oped based on the Library of Congress MARC tapes. . Acqu1s1t1on and

cataloguing systems have been deve]oped and are be1ng used by both campuses
and are about to be used by the Prov1nc1a1 L1brary A Se]ective Dissemination
' ,}and is currently being used by
the National Library. Circulation systems are current]y under des1gn .
Interest in these systems has been expressed- by two other. western un1vers1t1es,
The Un1vers1ty fee]s that it could make a s1gn1f1cant co”trlbut1on towards

the deve]opment of 11brary systems.

/4
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Mr. Joseph B. Reid
September 20, 1971
Page 4.

A large scale biological exper1ment of 1nternat1ona1 1nterest
is be1ng carried out under the name of the MATADOR proaect A Targe amount

of data assoc1ated w1th the natura] grass1ands enV1ronment are being co]1ected.'” '

Computer models based upon the data are being designed.

In terms of hardware, we view ourselves as a potential "user"
of the network as opposed to a supplier of power. If a network were available
now, we would probably defer the acquisition of additional computing power for
at Teast one year. - A review of equipment bids is current]y underway for an
up- grade on both- campuses by Ju]y, 1972.

Yours sincere1y, N

PARTMENT OF COMPUTATIONAL SCIENCE

o GH O3 UN O B i @d G D Gu GF S5 W G G e & @
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The Universify of Manitoba

Computer Centre -
Winnipeg 19, Manitoba, Canada

<)

SepTember 24, 1971.

-Professor J.B. Reid,

Directeur a l'eprO|TaT|on |nformaT|que,
Universite du Quebec,

- Siege Social: 2525, Boulevard Laur'er,

STe-Foy, Quebec._~

Dear Professor Reid:

Oon behalf of the UnlverS|Ty of Manitoba [ am rep[ylng To your
request for information on the setting up of CANUNET. While | have
received some feedback from persons in the University, | have not
had enough Time to formally analyze and _prepare these. Thus, tThis
reporT |s as. you suggest, prOV|S|onal S

Personal[y, | feel that The concept of a national network is .
a good one. ‘The actual |mplemenTaT|on from both a management and
technical -point of view is indeed a very lnTeresflng project with
many- comp lex problems to be solved. However, as stated in the
position paper sent to us, the benefits to be received from successful
|mplemen+a+|on of CANUNET will be of great advanTage to computer
users. :

The1UniVersiTy is interested in this projeéf'as!any sharing of
resources can do nothing but help to establish more effective teaching:
and research programs aT a more reasonable cost than |f attempted -on
iTs own. :

| am. suggesT|ng Three names for possible sub- commITTee parTIC|paTion

Two of these are people from my staff who | know have the necessary
technical ‘and systems background to make a valuable. contribution. These
persons are. Bi'll Reid and Doug Reimer. Bill could serve on ‘commi ttees
1 or 4, as numbered in your letter and Doug on committee 2: | personally
would be |n+eresTed in committees 2 and 5. Atftached find brief resumes.

~ The followyng list of resources has been drawn up rather hurriedly
but | think it reflects the services and facilities we are offering our
users. These-could be of interest to other Universities. | have
included a- shorT descr|p+|on of some of the data bases that might be of
interest. .

/2
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‘HARDWARE (that could be of use to users on a network) -

- IBM /360-65, 1 million byte memory, 2311 and 2314 disk storage,
2301 drum storage, tapes, card readers, printers, efc.
- Calcomp Plotter, off-line

SOFTWARE

- Operating System is MVT - HASP, with the standard software
available on most IBM machines plus many programs
accumulated over the years. We also have some purchased
packages such as DYNAMO, 15X, SYMAP, GRID. Again because
of fime | have not been able to get a complete list.
- Terminal Systems - MUM - an editing and remote job entry facility
- ITF - BASIC and PL1 : :
- cafeteria style student terminal (The
, capabilities can be used remofely.)
- TSO and APL planned for this Fall.

DATA BASES
1. Settlement Studies
i) Newstart Data

- Human. Resources data from Northern Manitoba _

- also planning fto get similar data from Saskatchewan,

' Alberta, Prince Edward Island, Nova Scotia and
New. Brunswick ' S :

ii) i Census Data 1961 for all of Canada

i1i1) Settlement Studies Surveys

- wide range of socio~economic data from resource
fronTierﬁcommuniTies
iv)  Indian Affairs Data for 1966 - 196

- yearly census of treaty lndians~OfYCanada

e Sty . it et Y A ot b i A B B S e e e SRS By Gy P e T i e e DV S

v)  Welfare Data on North West Territories

2. Health Sciences .
i)~ Respiratory Survey of Persons in Manitoba (60,000 on file)

i) Cardié—ResQira+orz Lab_Data

i bt B i e e e e Vo it it et st Mt S o i Gttt Bt s B
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iii) Coronary Heart & Diabetic Data for.Indians_in Northern Manitoba

~
ul
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Health Sciences (con't)

iv)  Soil Testing Data, Manitoba

. AgrfculTure

i) . Interlake Fact

- data on population, farm and urban data for Interlake
- District in Manitfoba '

i)  Acreage and Crop Yield Data, Nation Wide

PRk > P ORI T E R AR NS N
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Ty Department of Transport Weather Data (1900 - present)

iv)  Soil Testing Data, Manlitoba

Yours truly,

<}%2,L£. Z§%~ﬁ;k_ﬁ

P.H. Dirksen,

‘bPHD;ka S . -Director,
... Affach. ' T : . . Computer Services.

K
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COUNCIL OF ONTARIO UNIVERSITIES | 102 BLOOR STREET WEST
- TORONTO 181, ONTARIO

CONSEIL DES UNIVERSITES DE L'ONTARIO | (416) 920-6865

Office of Computer qurdinatioh

September 24 1971,

Mr J.B. Reid,
Directeur a l‘expl01tatlon Informathue,
Université& du Québec,
2525 Boulevard. Laurier,
" Ste-Foy, Québec,

Dear Joe;

Thankyou for your 1etter of September 7 concernlng partici-
patlon in CANUNET

I have dlocussed this with the Sub-Committee on Computer:
Services, which is made up of the Directors of Computing
Centres in the Ontario universities. At their September

14 meeting, the Directors agreed that the Office of Computer
Coordination should perform the liaison role with CANUNET.

I understand the Chairman, Mr G.T.Lake, will be contactlng
you soon in thls .regard.

I believe you are generally aware of the viewpoint held by
the C ouncil 'of Ontario Universities concerning CANUNET,'
This can be summarlsed as follows°

- Support in principle.
- A3need to act quickly.

- Concern that CANUNET 1ncorporate more than one
‘kind of network design.

The follow1ng names of quallfled 1nd1v1duals .are offered as
participants 1n ‘the work of the Sub Commlttees

o - o=over-
c.c. Mr G.T.Lake. '
Director, Computing Centre,

Univ. of Western Ontario,
- LONDON, Ont.
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Formerly, the Committee of Presidents of Universities of Ontario / Comité des Présidents d'Université¢ de I'Ontario
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SUB~COMMITTEE.

PARTICIPANT.

Two.

QUALIFICATIONS.

H
]

1. Communications J.Massouras, ~responsibilities include the
' Costs. Mgr., Operations, operation of a data communica-
Computing Centre, tions network linking Queen's,
Un. of Ottawa. Ottawa, York, Saskatchewan and
British Columbia.
~-participation in cost studies
i for Task Force on Data Commun- :
} ications.
, .
2. Utilization of D.S.Macey, ~responsibilities include the
Network. Associate Director, |planning of future . .facilities
' Planning, to meet the needs of users.
Computing Centre, '
- York University.
3. Co-ordination M.P.Brown, -planning and implementation of
between regions., Director, Office Ontario network. -
of Computer :
, Coordination, :
% | Council of Ont. '
Universities. |
4, Network Design. N.Housley, —-technical design of Ontario :
' Network Systems network. '
Engineer, Office
of Computer
Coordination,
Council of Ont.
Universities.
5. Institutional M.P.Brown.
Framework. ’

1t is not possible, at this time, to give a comprehensive answer to
your fourth question concerning resources in the area of hardware,
software and data banks.

A joint program of data gathering has been initiated by the Ontario
Universities and it is likely that a useful summary will be made
. available to you when it is compiled.

I look forward to working with you on CANUNET.

Yoursg truly,

W Qi

M. P. Brown,
Director.

mal,
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The Uni'ver-sity of Western Ontario, London 72, Canada

Computing Centre N September 17, 1971

Mr. Joseph B. Reid,

Directeur a l’ewp101tation informatique,
Université du Quehec,

2525 Boulevard Laurier

Ste. Foy, Quebec.

Dear Mr. Reid:

Your letter of September 7, 1971 concerning CANUNET was

‘discussed at the September 14 meeting of the Committee on

Computer Services of the Council of Ontario Universities (COU).

. As chairman of the Committee I have been asked to reply on be-

half of the 14 provincially assisted universities in Ontario.

We are extremely interested in participating in any computer
communications activity involving universities in Canada. The
universities in Ontario have been actively exploring the possgibil-
ities of a network to serve our own needs for over a year now.

We actively support the proposal for an Ontario universities net—
work currently. being developed by the Office of Computer Coordina-
tion of COU and plan to work closely with them in this area.

It is our understanding that Mr. Maurice Brown, Director of the
Office of Computer Coordination, will be cooperating with CANUNET
to the fullest extent possible and we feel that any role the

universities in Ontario might play in CANUNET should be coordinated

through the Office of Computer Coordination. To this end Mrx. Brown
has been requested to reply on our behalf to the detailed questlons
raised in your letter. -

Further, we endorse the concept of a "National Spine" co~
ordinated by the Federal Government to link regional networks
across Canada, as outlined in the recent report by the Science
Council on this .subject. We believe that development along this
line will permit a rapid but orderly growth of computer communica-

tions in Canada and at the same time permit a variety of techniques - -

to be explored to meet the variations of needs apparent in the
various geographical regions and functional groupingso
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Mr. Reid

Thank you for your invitation to participate in the
development of CANUNET.

Yours truly,

GTL/ft ' _ G. T. Lake, Chalrman,
‘ Committee on Computer Services
Council of Ontario Unlver gitieg

c.c. Dr. J. B Macdonald, Executlve Dlrector, Coun01l of Ontario
: Universities

‘W. F. Forbes, Chalrman, Board for the Offlce of Computer
Coordination
Mr., M. Brown, Director, Office of Computer Coordination COU
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SUBMISSION ON. THE DEVELOPMENT OF A NATIONAL UNIVERSITIES
COMPUTING NETWORK (CANUNET) o '

.~ “This paper is a submission to Mr. J.B. Reid,
University of Quebec on a master plan for the CANUNET Computer
Network. Theselare preliminary views of a number :of people at

the ﬁniversityrof Waterloo'on:

l) {_>Motivation for constructing a Canedian~
| 'ﬁniversities Computer Network; |
'~.2);:5:Present level of computer research belng
f;f?;conducted at the University of Waterloo.
3)02. The resources of the Unlverslty of Waterloo
‘Ei,fWhich.might be aveilable'either for use_in the
'f{}cetwork or in order to'support research-projects
jfassocigted with the network or in'some.conSulting
fieilcapacity.
_ 45 'ErThe areas that‘need to be studied beforeva network
 "#“is started or experiments that shouldite conducted
jf{on a prototype computer network. |
- These four points are discuSsed infﬁore detail'ihothe>

next few paregraphs.

WHY A COMPUTER'NETWORK? - o ST

A computer network is usually considered to be a
collectlon of 1ndependont computer systems whrch are 1ntorconnected

S0 as to permit'resourcegsharlng between any palr of systems.
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Thus it is possible, most importantly, for terminal users at a remote
location. to use a computer as though they were in physical proximity
(terminal toléomputer connection). It is also possible for one computer

to access data,; programs or hardware devices resident in another computer

(computer to computer comnection). We feel that the first kind of connection

will be prevalent for the first few years of netwofk operation. The
utlimate gdal of any computer network is to make resources local to one
computer ayéilable to userslof any computer in the network without a
degradation<iﬁ'éerformancé.‘ It is not clear if we can achieve this géal
and still maintain reaéﬁnable cost/price performance; ﬁowgver, before

this stage is reached, a computer network can provide many useful facilities.

BENEFITS TO. THE UNIVERSITY OF WATERLOO

The Canadian Universities Computér Network (CANUNET)
would have séverél benefits. In particular, the.University of Waterloo

is interested for the following reasons:

_(i)‘_ The CANUNET project will provide'a focus for some
of our research projécté. In parfjéular, we feel
that we can conﬁribufe extensivély'in the software
éndvhardware areas of c0mputer_networks. We also
can provide some contribution‘in égonomic and policy
development aspects_df the network aé two faculty members
h;Qé spenf conéiderable time iﬁ'this area during the

past year.
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(ii) Development of a gomputer network will provide a basis
N ffor the training of 1arge'numbers of personnel.in
computing and communications,ﬁsomething which will
definifely bé of benefit Eo the universities and to

-the country at large.

(iii) A computer network will probably pro&ide closer
liaison between universities and the computing and -
communications industries. Such asseciafion cannot
.help but be of'Benefif to the country as a whole
.and the uniQersitiéé in particular.

(iﬁ), In the long term; when a network is opefational,

N hopefully, | |
(a) a large variety of hardware devices, softﬁare_

| and data baﬁks will be évailable fo.vgriéus
classes of.computer users.,
"~ (b) rationalization.of computing‘resburces will
occur owing to time differences and availability

of different resources around the country.
v) CANUNET will be an experimental‘pfototype which will.

~allow testing of many of the ideas associated with

. future public networks.
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As well as these direct benefits to' the University
of Waterloo, computer networks with their instantaneous. transmission

of data could provide Canada with a strong force for mational unity.

RESFARCH PROJECTS AT THE UNIVERSITY OF WATERLOO RELATED TO
COMPUTER COMMUNTICATIONS NETWORKS: '

The Computer Science and Electrical Engineering Depart-
ments at the;Uﬁive£sity of Wétetioo’aré“Both quite active in research
projects, aééoqiatéd with coﬁputef‘commﬁniéétioﬁs networks. Recently;
the groups iﬁ'fhese tﬁo depaftméﬂts with inferesfiiﬁvthis area have
establishéd'a joint compdter communications feseéréh'laboratory. A
specific gqal of this iébofétofy iélthe coﬁstrucfioq,of a prototype local
area computéf;ﬁetﬁérk (PiAN) Whiéh will ‘allow us £briﬁve3tigate the
many problems*iﬁhereﬁt in connection 6f:éomﬁhters via télecommunications
1inés. The members of the Computer Science Depaftmenﬁ are specifically
interesféd‘in the overall désign bf'sﬁch'é ﬁéﬁWofk and the hardware
and software at each node. The réseéfch‘péfSOﬁnel in E1ectfica1

Engineering are primarily interested in developing communications

- media which will provide for-efficient transmission between computers.

As well as the laboratory, a number of other research ﬁrojects are’

being qonduétedi There is a study currently undérway on the utiliza-
tion of networks, i.e. how do‘we actually use a network once the hardware
is operatibnal; Some work is also beiﬁg‘pérforméd{on operétiﬁg systems

for distributed networks. Hopefully, operating systems can be designed
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which Vill Ee'able to communicate as though the operating system in

each computer were part of an entire network ope?ating system. Significant
work is aléq,going on in méaéurement of computer system and computer
networks.  Some reseafch bofh on actual measurement of.machines and in
construction of models of these measurements has been conducted over the
last two yeafs.. As well, a preliminary software packagé has ﬁeen prépared

which will allow elementary simulation of some network configurationé.

RESOURCES AVAILABLE AT THE UNIVERSITY OF WATERLOO

FOR NETWORK USAGE

”Tﬁé‘folldwing few paragraphs describe in a general way, the
resourcesvﬁhiéh are being directed to network feéearch at the University
of Waterléo._

,AE present, we héve five faculty members'in Computer
Sciencé'aﬁdiﬁhree or.four in Eiectrical ﬁﬁgingering who can ‘devote
ﬁp to an gﬁerage of fifty per cent ofléheir research time towards
network reseéfch. As well, there exiét a numbep,of¢people‘in 0ur 
Computing Qéntre who are knowledgeable in the areaiqf'computers and
‘communicé£i6ns and who‘could be called updh from fime to time to
participafé:ih discussions and to offer advicé Bésed on experiencc.

A short cﬁrricﬁlum vitae for each of>the people in Computer Science
is in»ApﬁehdixlA.. Time constraints‘have prcvgnted us from determining
the interests of the members in thc Eleciricéi Engiﬁeering Department

and Compﬁtiﬁg Centre.
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Support Staffs

- There are also two or three technical staff members who
work in such areas as logic design and programming.  These would

vprobably be:available on a part-time basis.

Egﬁigment:  |
The University of Waterldo‘s‘iBM 360/75 Computer is available

for computational work aésociated with netwqu research. The IBM 360/50
- of the Faéult& of‘Mathemétics iskaﬁailable férvmore fundémental research

and developméhf in computer sysfems and may beﬂuséd for research on a
'stand~alone'basis. It may also.be available for coﬁnéétion to é cbmputer
network and has 1.5 megabyte of core and a shared 2314 disc flle. Presently,
the Faculty of Mathematlcs also owns a programmable communications contloller
which may simplify connectiod_of these machines to a network. There are
also a number 6f mini—computérs which will be devotéd:to computer metwork
research. It‘is intended to use some’PDP—il'é to'ﬁﬁild a.profotype local
area netwofk._'There ére:also, of course, a numbef'of other bieces‘of
equipment‘tO'support reseach in networks and these will be in the

laboratory which was mentioned earlier.

AREAS FOR STUDY _

“Théré are a large number of‘areas‘ﬁhich'shQuld be examined
before, during?and‘aftet the construction of a Canédian Universities
Computer Netﬁo;k. Areas for study are not necessarily presented in any

order of priority.
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Communications: Costs, (distance independent, dependent on message
1ength)'methqd'df communications (i.e. common carriers, satellite,
land lines and exotic media). '

Utilization: What capabilities can a network realize econoﬁically;

how can we use facilities provided by the network; how can a user
effectively'use'facilities remote from his own installation (interesting

problem heré);"

User Support: : ﬁvep when a user Ean geé his terminal comnected to a
systém runnihgfon a remote combuter, there aré mahy barriers due to
physical isblétion. How Hoes the-uéer find out how tbbbegin?‘ What
about incompféhensible messages and feSponses? At the very least,
the network‘éﬂauld prévide.voice aé wéll as data links;‘and some very

practical research needs to be done.

Network Managément:

Apianning and managing the réseavch and dévélopment

prior to network construction;

plénning and managing network construction;

managing the network when it is operatiomalj;

!

accounting, i.e. charging for network services;
. : [ . :

orderly plan for expansion of the network to more
universities. : S

Network Standards:

- message protocols

- Systems compatibility
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NETWORK DESIGN:

- what type.of network design should we use (ARPA,

Davies, Farber, Fraser or other),

SOURCES OF SUPPORT: S - .

-

”fﬁnding;

-1

_provision of communications facilities;

-4

identification of network projects already initiated;’

- preparation of estimates.

POLITICAL SUPPORT: (‘undér‘guidanEe of Departmeﬁf bf Communications)
‘;_identificétion of partiéé interested iﬁ
 :£eﬁw6fk (Science Council, Minisfry of State for Sciencei
ﬁép& Technology, Provincial Govéfnment Defarﬁﬁents and |
:‘aééncies).

ffmeétings to discuss plans.

PRESENT NETWORKS :
— obtain background on other network projects;
7 bbﬁain inside information on successes and

 _f§ilures.
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Fobe
S UNTVERSITY

4700 KEELE STREET, DOWNSVIEW 463, ONTARIO

Steacie Science Library,
Room 030A.
September. 27th 1971.

Mr. Joseph B. Reld

Directeur a l'exp101tat10n Informathue,
Universite du Quebec, .

2525 Boulevard Laurier,

Ste-Foy, Quebec.

Dear Mr. Reid:

Thank you- for your correspondence of September 7th, 19715‘re-
York Univer31ty partlclpatlon in CANUNET.y' :

York Unlver51ty is an advocate of the 'network' concept of
computing and in this regard have cooperated wholeheartedly with the
work of the Sub- -Committee on Computer Services of Ontario Unlversities
and with Mr. M. P. Brown of the Office of Computer Coordination of
the Council of Ontario Universities. As you are aware, the univer-
sities in Ontarlo have agreed that liaison with CANUNET would be
performed by the Office of Computer Coordination and we offer you our
full support under thlS arrangement

W1th-reference to Mr. M. P Brown's correspondence with you on.
September 2Uth,; 1971, concerning participation on the Sub-Committes
I would 1like to endorse his offer of my services on the Sub-Commiz
for 'utilization of the network'. I have participated on Tasx Zorces
in computer charging, cooperative software libraries, cooperative user
training programs, data communications, systems performance measurement

aal

FEEE B¢/
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and also in the .development of a proposal to establish an Ontario

university computer 'network'. My particular interest has been the realnm
of the 'user' and to this end I have maintained communication with’
those planning user functions in the ARPA and MERIT networks in the

" U.S.A. and would envislon this providing us with a basis for aSDeeeing

like problems in CANUNET

continued. oo et
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Mr. Joseph B. Reid; Page 2 e e e
Universite du Quebec. , . September 27th, 1971.

Computlng resources as described in your 1etter are unfortunately
incomplete and unavailable at this time but will be forthcoming in a
joint program initiated by the universities in Ontario.

: I wish you every success with CANUNET and 1ook forward with great
interest to partlclpatlng in its evolution.

Yours truly,

DAVID. S. MACEY ,
- _ Manager of Plannlng,
DSM/1b . N - . Computer Services.
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UNIVERSITY OF TORONTO Toronto 181, Canada

DHAMMHHOFCmuunRSmmkﬁ‘i . : September 17th, 1971.

Mr. Joseph B. Reid :
Directeur 3 l'exploitation 1nformat1que
Université du Québec

2525, Boulevard Laurier

Ste—Foy,‘Qué.

Dear Mr. Reid:

.I have discussed your letter of September 7th,
inviting comments from the University of Toronto on
the CANUNET project, with Dr. John C. Wilson, the
Director of the University of Toronto Computer (entre.

" We are'bf course extremely interested in participating -

in any computer network which might evolve for use by

‘Canadian univers1ties.

Dr. Wilson points out that we are actlvely

._supportlng the proposal for an Ontario network presently

being generated by the Office of Computer. Coordination

. of the . Council of Ontario Universities. It is our

understanding that Mr. Brown, the Director of the Office
of Computer Coordination, will be cooperating with the
CANUNET group to the fullest extent possible, and that

. he is preparing a detailed reply to the questions in-

your letter. Dr. Wilson and I feel that in the interest
of simplicity any role the University of Toronto under-
takes in CANUNET should be through the Office of Computer

~Coordindtion (0CC). We plan to have members of the

University of Toronto Computer Centre work closely with
0CC, and would expect that any answers given by 0CC to

_your questions will represent our views as well,

Yours sincerely,

v ~,..1’< R
§<\/ st ;)k“f

. . c. C. Gotlieb
CCG:mc - ' Professorx

cc: Dr. J. C. Wilson
Mr. Maurice P. Brown
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OTTAWA 1, CANADA

COMPUTER CENTRE
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~computer network. We are cu
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CARLETON UNIVERSITY

September 22, 1971.

Mr. Joseph B. Reid,

Directeur & l'exploitation |
1nformat1que, i

Universite du Québec, l

Dear Mr. Reid: N

‘Thank you for your letter dated
September 7, 1971, asking for our comments on
our interests in the development of CANUNET.
_ [ :
. We are very intexested in such a
network, or for that matter,Jany inter-university
" rently active in
this field and are doing. systems work with
spec1al communlcatlon processors, towards making’
such a: network_poss1ble. ;
- This work is being done in co-operation
with . the Office of Computer Co—ordlnatlon. This
office is a permanently staffed group reporting to

the Council of Ontario Univexysities. The Director

~of this group, Mr. Maurice Briown, knows of our work

and ‘we. are working through his office towards such
netwerks.' »

I believe 1t woulld be best if we would
co—ordlnate any further network activity between
ourselves and you, through the offices of Mr. Maurice
Brown. We do not wish to duplicate any work or cause
any -possible confusion by beibg represented on too
many different(committeesValliworking towards the same end.

| _ _
| o o .

N - Thank you for your 1nterest.1n asklng for
our comments. '
' Yours 31ncerely,

L/,'/V 447%’//// =,
W. Dietiker;,
Co . . . Director, . .
cc. Mr. Maurice Brown, ; Computing & Data Processing.
Mr. George Lake. "
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McGILL UNIVERSITY ' COMPUTING CENTRE
805 SHERBROOKE ST. WEST : {514) 392-5974
MONTREAL 110, QUEBEC, CANADA September 28,_ 1971.

Universite du Quebec
Siege Social

2525, Boulevard Laurler
Ste~Foy, Quebec (10e)

Attentlon° Joseph B. Reid
Directeur a 1'exploitation informatique

Dear Mr. Reid,

Thank you for your letter of 7 September 1971 regard-
1ng CANUNET.

Sometime ago McGill was invited to partL01pate in a
computer network under development in the U.S. I declined since
we can efflclently and economically service most of our potential
computer users, and could not justify the high initial cost and
overhead associated with developing and maintaining such a network.
We, in common with most other Canadian universities, already have
the facility of accessing specialised software and data banks at
other institutions. About six other universities are currently
accessing the -financial and economic programs and data at McGill
through typewriter-like devices using the Bell dial network.

We are pleased to make our computer facilities avail-

'able to all users, since it can be clearly demonstrated that

this enables us to offer a wider variety of services and at a
more economical cost than would be possible if our resources

‘were restricted to the McGill community.

I would be willing to participate with the sub-commitees
concerned with the management and/or user aspects. of the network,
and could provide a member of my staff for the sub- commltee on
network de51gn if so desired.

Yours truly, s
-
(,/,/“% i/ﬂ

W.D. Thorpe
Director
Computing Centre -

WDT/sam
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FACULTY OF SCIENCE - Department of Computer Science

APPENDIX
Bishop's Huiversity |

Fernoxuille, Que. -

September 16, 1971

Mr ., Joseph§B. Reid ‘

Directeur a l'exploitation
1nformat1que

Université du Quebec

2525 Boulevard Laurier

Ste-Foy, Québec

Dear Mr. Reid:

Thank you for your letter describing the plans for
CANUNET. 'Certainly, we are interested as potential users
of the system. However, we will be unable to assist in the
study, since we have no professional computer scientist here.
OQur computing resources are also unlikely teo be of use to
the network - an IBM 1130 - neither do we yet have any data
banks of interest to.others. '

I would be pleased to receive any reports whlch
emanate from the study.

Yours s/pcerely,

%&@Aé@ﬁ/

J.L. Redding

Chairman

Computer Centre
Committee

JLR/mel
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APICS Computer Sub-Committeé '
Mrs. E. Payne

Director, Computer Centre
Killam Library

- Dalhousie University

Halifax, Nova Scotia

October 18, 1971

Mr. Joe Reid

- Directeur 2 l'exploitation informatique

Université du Québec

- Siége Social: 2525

Boulevard Laurier

Ste. -Foy, Québec

Dear Mr. -Reid

. I am writing to you as secretary of APICS (Atlantic
Provinces Inter-University Comm1ttee on the Sciences) Computer
Sub- Comrruttee

The Computer Sub-Committee (see attached member-
ship hst) has asked that you be informed of their interest in

CANUNET and that they support in principle the position paper
submitted by yourself to the Department of Communications.

Yours sincerely

-
(S

" ":, ":.‘.- \/‘—/) e k N
(Mrs.) E11zabeth Payne
Secretary

jd
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APICS COMPUTER SUB—COMMITTEE MEMBERSHIP .

Institulion

Acadia Universily

Dalhousie Medical School

Dalhousie University .

Memorial University of Newfoundland
Mount Allison University

Mount St. Vincent University

Nova Scotia Agricultural College

Nova Scotia Technical College

St. Francis Xavier University

St. Francis Xavier University, Computer Centre
St. Mary's University '
Universite de Moncton

University of New Brunswick

University of Prince Edwald Island

University of Prince Edward Island, Computer Centre
University of the West Indies, Mona, Kingston, Jamaica
Bedford Institute, Atlantic Oceanographic Laboratoly

Bedford Institute, Marine Ecology Laboratory
C.D.A. Station, Charlottetown

C.D.A. Station, Kentville

Defence Research Establishment Atlantic
Fisheries Research Board, St. Andrews, N.DB.
National Research Council, Halifax

N.S. Research Foundation, Dartmouth, N.S.
Provincial Government of Nova Scotia, Halifax
"AIRI (Atlantic Industrial Research Institute)

Special Members

Nova Scotia Institute of ’I‘echnology

Newfoundland Technical Col lege

New Brunswick Institute of Technology
Nova Scotia Eastern Institute of Technology
Holland College of Prince Edward Island

" Dr, C.
- Professor J. Mainwaring

Meinber

Dr. D.A. Bonyun -
Dr. P. Rautaharju
Mrs. E. Payne
Professor A.N. Betz
Mr. K. Hayward
Mrs. Maureen Lyle
Professor S. Smith
Dr. J.H. Ahrens
Dr. R. MacKinnon
Dr. A. MacEachern
Mr. M. Tingley

M. R. Cyr
Professor W.D. Wasson
Dy. D.M, Fellows
Dawson

Professor R.C. Reid
Dr. C.D. Maunsell -
Dr. M. Darwood
Dr. ..M. Dickie
Dr., Carl Willis

Dr. A. Mohammed

Dr. A. Sreedharan

Dr. A.G. Mclnnes
Professor T. Nickerson
Mr. H. Fairclough

Dr. T. Gray

Mr., Bernard Green
Mr. George Williams

-Mr. Gus Collins

" Mr. J. Adams
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COMPUTING CENTRE
SIR EDMUND HEAD HALL

: 'TH}:. UNIVERSITY OF NEw BRUNSWICK APPENDIX  H-16
’ - FREDERICTON, N.B.
CANADA

TELEPHONE: (506) 475-9471

September 21, 1971

Professor Joseph B. Reid
Directeur a 1l'exploitation
informatique -

Université du Québec
2525, Boulevard Laurier
STE~FQOY, QUEBEC

Dear Professor Reid:

Your letter of September 7, 1971 requested comments on the
_proposed CANUNET. In general, I am in agreement with the June 2/71
position paper presented to the Department of Communications. I :
believe that CANUNET would provide invaluable experience and
training for the design and operation of a full-fledged Trans—-Canada
Computer Communications Network.

The University of New Brunswick is now offering, via a com-
munications network, computational services to four other centres
in the Atlantic region involving six post-secondary educational
institutions. We have also been involved with the development of
a Land-Titles data-bank in co-operation with the Provincial Depart-
ment of Natural Resources. Therefore, we are aware of some of the
technical and management difficulties involved.

Tentatlvely, I suggest the following persons for possible

- participation in the work of the proposed sub-committees:

Utilization of Network 7. John DeDourek
Network Design A J Barton Claus.
‘Communication Costs Y __  Hans Larsen

Co- ordlnatlon between Reglons } W. Dana Wasson (myself)

Professor DeDourek, a Computer Science graduate of Case Western
Reserve University, has worked with Cases' system for a number of
years. Professor Claus is Systems Director of our Computing Centre,
while Professor Larsen is an economlst with broad- ‘interests in com-
puters and data—banks

Sincerely yours,

2/%2/

W. Dana Wasson, Director,
Computing Centre

WDW/sc
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SERVICE D'INFORMATIQUE ' ‘ UNIVERSITE DE MONCTON

MONCTON, NOUVEAU-BRUNSWICK, CANADA

le 15 septembre, 1971

M. Jdoseph B. Reid

Directeur & 1' exp101tatlon
informatique

Universit& du Quebec

2525, boulevard Laurier

Ste-Foy, Québkec .

Cher M. Reid, .

C'est avec un tré&s grand inté&r&t que j'ai lu votre lettre
du 7 septembre. La téléinformatique m'interesse pour plusieurs
raisons. La‘princioale est une raison d'économie.

A cause de notre position &conomique desavantageuse nous, a
1'Université de. Moncton, avons constate que la seule facon viable pour
nous de faire de 1l'informatique c'est par télécommunication.

Depuis. plus d'un an nous sommes raccroch&s - par un unité

IBL 2780 (2400 BPS) - & un réseau de communication provincial centré

sur un ordinateur IBM S/360 MOD.50. L'objectif principal de ce
réseau est de donner un service d'ordinateurs au secteur sous- -gradué

.de l'engelgnement unlver51ta1re.

MNous . sommes donc en mesure de juger des kienfaits de la t&lé-
informatique, mais nous constatons aussi les lacunes d un réseau aussi
restreint que le notre.

- -~

Quant & contribuer & CANUNET nous sommes préts a le faire dans

les limites de nos ressources. Ces ressources sont:

(a) Equipement -
= un ordinateur IBM 1620 MOD I, 40K, deux disques
= un unité de té&lécommunication IBM 2780
(b) Personnel - ' '
- Directeur
- Secrétaire
- Opératrice

o /2
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I1. est a Ppeu pr&s certain que d'ici peu ces ressources
s accr01tront. Ainsi nous serons plus en mesure d' apporter une

contribution reelle

 JRC:gd

-~

a

CANUNET .

Bien & vous,

\) //u 7/( o

<

’ ’ J. Robert Ayr

Dlrecteur du . Centre de'Calcul,
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Prof. Joseph R,

2525 Ranlevard
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MOUNT ALLISON UNIVERSITY

SACKVILLE, NEW BRUNSWICK
CANADA

September 29, 1971

Reild

Nirectenr a It evplo1tafwon Informatione
niversite du Quebec

Taurier

STP-Poy, Guebec
Near Prof. Reid:

‘ " In reply to your letter of 7 September 1971,
the itema below correspond to the numbered queries on

page %:
1. No comment, except that we are in favour of
-the idea of the study.
2. -~ We are interested in the development of

~ CANUNET,

ﬁo- 'Nro KiGe Havward Systems Ana?vst Computer
“Centre, Mount A]llson University; B.Sc.
(Honourq Mathematics); Univ. of Windsor:

rs experience as systems programme
16K IBM 1130; the latter year in-
d in the 1nstal]at10n, utilization
odification of a Remote Job Entry

(HASP) system to a %60/50. Tnterests

n the area of compubter network design,
lated to the small computer terminal,

resent configuration includes the
ility of communicating w11h other
f@rq.

you for your attention.
Yours vevv truly,

/ & w% - /

G. W. annah
Asg't Director
Computer Centre
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-WOLFVILLE, NOVA ScoTia

October 1, 1971, t

Mr. Joseph B Reid \
Directeur a 1! exnloltation 1nformat1que
Unilversité du Québec

Boulevard Laurier

Ste-Foy, Québec.

Dear Hr. Reld

, Thank - vou for your letter of September 7. "I am sorry to
be so long in replying but your letter got lost, I'm afraid, in
a pile of other papers. : ~ :

Acadla University is particularly interested in your work.
Because we arew(a) small and (b) remote, we have particular prob-
lems in the area of computing. * We have had experience using the
communications. facilities of the telephone network in worklnﬂ to
Montreal, Ottawa, Quebec City, and Halifax.

: Thero lu one side of the picture which I personallv feel
should not go unconsidered. This is the possibility of using a
computer .communications network at least part of the time for
voice communications between members of various universities.

It is my contention that it is at least as important for human
heings to be. able to talk to one another across this vast land.

as it is for computers. I believe the causes of Canadian iden-
tity and. unity would be served if it were possible for people in
one part of" the country to talk to people in distant parts of the

country for ‘about the same cost as to talk to the next town, A

place to begin..this is between universities -- the mbney anpont on
travel to Learned Societies might be better spent allowing tele-
phone calls.throughout the year. If a computer network is indecd
established with something approximating equalized cost for un-
equal distance, then I believe that provision should be made for
voice as well. " ' EUREE -

. . Dpage 2
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The only people at Acadia who could make any contribution
to your project. are Professor 8. Deleu and myself, both in the
Department of Computer Science. - Professor Deleu's specialty
is hardware. . | g ’ '

Please accept once more my apologies for being so tardy.
I wish you every success. ' '

Youys truly,
. . 77

Y
{z/u Ay e

A4

David A. Bonyun
Director

DAB:11ls
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" DALHOUSIE UNIVERSITY ‘ ‘ -
HALIFAX, N. S.

COMPUTER CENTRE

September 9, 1:9‘7-.1 -.

Mr. Joseph B. Reid

Directeur a l'exploitation informatique
Boulevard Laurier '
Ste-Foy, Quebec (10e)

Dear Mr. Reid: -

Following is the submissionifrom Dalhousie to be used for writing the
draft for CANUNET ' '

It is suggested that the best arguments that can be made for develop1ng such
- a network are: (1) to ascertain if current communications technology is ad-
equate; (2) to determine if such a network could become of practical value
in-terms of cost and performance; (3) to promote the development of a set
of standards for hardware and software systems; (4) to help in determining
guidelines which W111 bring about the maturat1on and ordered growth of the -

Canadian computer mdustry. : '

Da1hous1e is mterested in part1c1pat1ng in such a network for the above
general reasons.. However, specific to Dalhousie are a number of benefits
which could be realized by the network. They are the increased availability
of the following services: B C ' '

(a) mach1ne systems

(b) personnel specialized in areas of computer use and techmques
(c) research :
(d) data banks

(e) software systems

- These benef1ts w111 not be 11m1ted to Dalhousie because some other Canadlan
un1vers1t1es find it difficult to supply a fu11 range of serv1ces to users.
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The contribution’ Whlch Dalhousis can make is basically twofold Flrstly,
Dalhousie currently has in operation a province-wide computer network.

By November 1971, all but one of the universities in Nova Scotia will be
accessing computer facilities at Dalhousie via telephone links. In addition,
on-line services are being prov1ded to federal and provincially subsidized
research institutes in the area. A computer education program is provided
to local high schools and some private businesses acquire computer
services from Da.lhous1e This network has been established-on a com-
pletely voluntary basis with no special funding. Cooperation resulted

when it was determined that better service at less cost per computing -
unit would become available. The network consists of C.D.C. and I.B.M.
computers together with C.D.C., TWX, and Olivetti tetminals. |

- Secondly, the network channels into one centre the expertise of a large
research activity in the area. Halifax is probably second only to Ottawa
" in the extent of research activity located in one area of the country. In.
'~ particular, marine research, chemical research, and electrocardlac -
research a.ppllca.tlons which are highly developed in th1s area depend on.
4 computer fa.c1l1‘c1es a.va.1la.b1e at Da.lhou51e. '

Dalhousi ie cooperated W1th the Unlvers ity of Quebec in: submlt‘cmg the
position paper to the Department of Communications. It agrees that the
paper may stand as an outline for technical.considerations of the network
for presentation tothe Cabinet. Dalhousie would like to point out however,
that it is of the opinion that no unlver31ty should be excluded from partici-.
pation should it w1sh to do .so. - : : :

Smcerely yours, :

£ ) w///)

.:Q// ”76‘/(»«“'! (..L(./;w\ -, ‘

(Mrs! ) Elizab e’EE/Payne
Dlrec‘cor

Jan
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St. FRANCIS XAVIER UNIVERSITY -
ANTIGONISH, NOVA SCOTIA

COMPUTATION GENTRE ' L -

2L September, - 1971

Professor Joseph B. Reid

Directeur & l'Exploratlon lnformathue"
Université du Québec

2525 Boulevard Laurier

Ste-Foy, P.  Québec.

Dear Professor Reid:

R would like ‘to reSpond to your letter of 7 September, l97l
and comment on the issues you rarse

As a small unuver5|ty with limited computer facilities, our
general reaction to CANUNET as presented in'your letter is very favorable.
We. believe that CANUNET could be an exciting solution to the problem of
prov1d|ng adequate computer facilities to a small university, expecially,
those in the Atlantic Provinces, where our universities have limited
financial resources

For the past year, we have used our IBM—ll30 as a Data Link
to the IBM- 360/50 at the University of New Brunswick. Except for the
cost, we have been pleased with this arrangement. CANUNET " could be a
loglcal extension of our current situation. We are very interested in
the development of ~ CANUNET, and would very much like to be an early parti-
cupant in any plans to lmplement or experiment with such a network

Unfortunately, we do not have any computing resources to offer..
However, with all the large computing facilities available, perhaps there
will be a need for a few plain users in various parts of the .country. "It
is conceivable that the inclusion of some smaller unlver5|t|es, like St.
F. X. U., and most Atlantic Provinces universities in your plans, might
prove worthwhile when the inevitable approaches to Government must be made
for funds. - . : -

.. /2




APPENDLX =2

. ST, FraNcis XAVIER UNIVERSITY
ANTIGONISH, NOVA SCOTIA -

COMPUTATION CENTRE L . Page (2)

LETTER: Professor J. B.JReid:

We would be willing to cooperate with your Committee in any way
we can. | am not sure what we can offer. However, | will indicate the
background of Dr, Alexander MacEachern and myself, and say that we would
be willing to participate, in any capaCIty that would be helpful

'xAiekander MacEachern: Doctorate, Computer Scnence -
' (lowa State University);
Special Interest: SOFTWARE.

Ronald MacKinnon: - Doctorate, Mathematics -

A Oklahoma State University);
Director; St. Francis Xavier University
Computer Centre since 1966.

Chai rman; Atlantic Provinces Inter-Univer-
sities Committee on the Sciences,
Sub-Committee on Computers -

(APICS) 1970 - 1972,

I mlght mention that all the Unnversntnes in the Atlantic Provinces
are represented on the APICS Sub-Committee on Computers. It would appear
that this body could serve as the contact agency between your Committee and
the Universities here. We are having our regular Fall Meeting on
‘October 8th, --and CANUNET is one of the items on-our Agenda. Since your
coordlnatlng Commi ttee meets on October 1st, would it be possible to send
us a summary-of your deliberations or conclusnons "by October 8th, so that
we can have a- meanlngful discussion of CANUNET at our forthcoming APICS
Meeting? S

As'Cbairman of the APICS Computer SQb-Committee, I can assure
.you of our continued cooperation in bringing CANUNET to fruition.

Yours sincerely,

NV\JLX ()'* W\(‘c}l\\/\m\ B,

Ronald MacKinnon .
Dlrector, Computer Centre
and

Chalrman, APICS Computer Sub Conmi ttee.

RIM:dr
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Suggested benefits of CANUNET

THE UNIV"R?IF\ OF BRITISH COLUMBIA

UNIVERSITY

"A need for part1C1pat10n in a 11brary network "

OP SASKATCHEWAN

'"A meanlngful national computlng appllcatlon

-that has the potential. for involving a large

number of universities, The library system

~ ‘might be an example... universities which are
* .currently restricted by insufficient computing
_power could... test out the network as a 'means

UNIVERSITY

of overcoming this deflulency "

OF WATERLOO

"A focus for some of our research projects.
training of large numbers of personnel in

computing and communications.

Closer liaison between universities and the
-computlng and communications industry.

A large variety of hardware devices,
- software and data banks will be available,
. Rationalization of computlng resources,

‘Testing of many of the ideas associated. with
- future public networks, :

'SA strong force for national unity,"

THE UNIVERSITY OF NEW BRUNSWICK

“Myould prov1de invaluable experlencc and ‘training

“ for the design and operation of a full-fledged

,Trans -Canada Computer Communications Network.,"

UVIVERSITh Dh MONCTON

"la seule facon V1ab1e pour nous de f11re de’

' lflnformdthue c'est par télécommunication,"

"ACADIA UNIVLRQIIY

- x"nartlcularlf 1nterestod... because we are (a)
- small and (b) remote.' S
“""The p0931b1]1ty of using a. computer communica-

tions network,.. part of the time for voice

.communications... should not go uncon91d01ed...

. The causes of Canadian .indentity and unity would

be served if it were possible for people... to

-talk to people in distant parts... for about the
“same cost as to talk to the next town,"

g
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ST. FRANCIS XAVIER UNIVERSITY

"could be an exciting solution to the problem of
providing adequate computer facilities to a small
university,"

DALHOUSIE UNIVERSITY '

"to ascertain if current communications technology
is adequate.
"to determine if such a network could become of
practical value in terms of cost and performance,
"to promote the development... of standards for
hardware and software.
"to help in... the maturation and ordered growth
of the Canadian computer industry.
"increased availability of:

machine systems

personnel specialized in areas of computer

use and techniques

research

data banks

software systems.'

Compiled from letters received up to 19 October 1971

JBR/rc
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MINUTES
of the
SECOND CANUNET MEETING

Meeting held on Monday, November 1st, 197i=
Present: .See attached list,
Meeting: |
- The Chairman'stated that the'purpose of the heeting was.
to try and divide and assign the workload for the Canunet study. . He

also restated the p051tlon of the Department of Communlcatlons
toward thls proiect which is that CANUNET:

a) would provide for more effective use of computer ‘
resources in Canadlan Unlver51tles,

b) would prov1de an excellent vehicle for gaining :
experience and expertise for larger undertakings. like the Trans—\

. Canada Computer Network

The followlnq documents were distributed:

1. Aqenda

Documents for "Canunet Advisory Commlttee Meetlnq
(vellow booklet)

3. Minntes of the First Canunet Meeting;
4. A Forward Look on ARPA by L. Roberts.
5. Letter by Mrs. E. Payne of Dalhousie:
6. Updated Report'of a Network Working Group for ARPA,

7. . Comments on the Canunet Proyect From Unlver51tv oF
Alberta, ~ ‘

Professor Joe ‘Reid, from the "Unlver31te du Quebec"‘ then
gave a resumé of’ his aCthltleS since the last Canunet Meeting. These
are summarized bv the documents contained in the yellow booklet,

Mr. Brown from the Council of Ontario Unlver31t1es gave a
description of his current activities. He stated that in the Ontario
study, they, so far, have solicited various written quotations from
approximately twenty sources with a closing date of 20 October, 1971.
As a result of these proposals, they are presently reviewing the
design criteria and the possible uses of the network. Bv mid-
December they are confident of producing a design plan. By then, a
firm idea of the cost and architecture of the network should have
emerged. These flndlnqs will be submitted to the Counc11 in

‘ February 1972

) -/2
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Mr. Brown also said that the time estimate of 3 years is
likely to be compressed to only two.  Also, the initial cost

estimate of $3 million for the project seems at the moment to be high.

The initial plan will be for a 6 node pilot network at a cost of
$6,000 per node per month. Mr. Brown promised to distribute what
1nformatlon he ‘could on the project as it became available.

Dr. Kirstein then gave a resumé on the U.K,'s activities
in .this area. He stated that several organizations are involved
with different projects. They are also trying to propose an ARPA-
llke network among various Common Market countrles in Europen

He dlscussed briefly the &PO plans for a: natlonal c1rcu1t
sw1tched digital network to be operational in 1978.

Dr. Klrsteln also has presented a proposal to link certain
U.K. universities into the ARPA Network and this is now being
considered. : o , ~ : a

It was then proposed that the study program for CANUNET
be broken’ dOWn and’ ass1qned to the following four study groups.

.,\Communlcatlon Studles
. Utilization of Network
, Network Design -

o Instltutlonal Framework

S W N

It was agreed that each.of these groups would have a
chairman and co~cha1rman and they would be exnected to prepare
their reports by the end of January 1972.

“The suqqested membershlp of these groups at the time of
the meetlnq was._ .

Communication Studies

DOC - Chairman: J. deMercado ‘ :
Univ. of Quebec -~ Vice-Chairman: J. Fortier
Univ. of Toronto -~ E. Newhall - .

Utiiization of Network

Univ. of Waterloo ~ Chairman: D. Cowan
Univ. of Toronto

D.o.c. = :

Univ, of Alberta

Univ. of Calgary '

Univ. of British Columbia -
+ National Library

‘Queens University

York liniversity

eess/3
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Network Design

Univ.
Univ,
Uniwv.
Univ.
NRC

Univ.

of
of
of
of

of

British Columbia - Chairman: J. Kennedy

Saskatchewan -~ Vice~Chairman: D. Cole

Calgary
Alberta

Quebec

Dalhousie University
D.0.C.
Council of Ontario un1vprs1t1es

Institutional Framework

Univ,
‘Univ.

Univ.

28 February, 1972

of
of

Saskatchewan - Chairman: B. Holmlund
Quebec ~ Vice-Chairman: ‘L, Brunel

Queens University

Council of Ontario Unlver51t1es
Univ. of Calgary .

D.O.C. :

of Manltoba

St. Francis Xav1er Unlver51ty

It was agreed that draft reports would be c1rculated for
approval by the different committees and be finalized for general '
approval by the end .of January.

_ It was aqreed that the University of Quebec would make
up to $10,000 available to each of these study groups to cover the
cost of travel for group participants and any other expenses agreed

to by the Unlver51ty and the Department

The next meeting is tentatlvely scheduled for Monday,

L7
. o
.
| .~'Guindon,
_ Secretary.

/[A’/«« et *“ e
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(1)

(2)

(3)
(&)

(5)"
(6)

(7)

(8)
(9)
. (10)

(11)

(12)
(13)

(14)
(15)

(16)

(17)
(18)

NAME
D;F..Paﬁkhi1i
N.D. Bfewerf
J.M. Kennedy
D.Do Cawaﬂ .;

Joseph B. Reid
Joo.‘Fortier»i
Paul Dirlksen

C.C. Gotlieb

Louis P.A. Rdbibhaud'

W.De. Thorpe

C.D. Shepard ~

E.A. Seaman -
M.A. Maclean -

L.F. MacRae

Alex Curran
Peter>Kirstein

Blaine Holmlund

Dr. Jq‘deﬂe:cado

ORGANIZATION

Department of Communications, 100 Metcalfe
OTTAWA, Ontario :

Depariment of Communications, 100 Metcalfe
OTTAWA, Ontarieo

Computing Ccmi:er9 Univo of British Columbia,

'VANCOUVER, 8, B.C.

Department of Computer Science, Unlv. of
Waterloo, WATERLOOD, Ontario

'University of Quebec

University of Quebeec
University of Manitoba

Department of Computer Science, Univ. of
Toronto, TORONTO, Ontario '

Centre de Traitement de 1'Information9'

. -Université da Laval

McGiil University, P. 00 Box 6070,
MONTREAL 101, P.Qs

Department bof Communications, Computer/
Communications Task Force, 100 Metcalfe
OTTAWA, Ontario ‘

Department of Communications, Communications
Research Centre o

. Department of Communicacionsg C@mmunications

Research Centre
National Library

Bell/Northern Reseaxrch, P.0. Box 35119
OTTAWA, Ontario

Institute of C@mguter Science, 44 Gordon Sq.,

LONDON

Univ. of Saskatchewan, SASKATOON, Saslk.

‘Department. of Cqﬁmun{catipns

ceeee [2




- (19) René Guindon

(20) Eleanor Douey

(21) ElizabetH'Payne

(22) Ron MacKinnon

(23) Tom Croil

(24) Dale Bent

(25) M.P. Brown

(26) W.C. Brown

f(27) C. Lemyre

(28) R.L. Walsh "

(29) Paula Skippon (Miss) -

(30) Joao Da SiIVa

PEIDLY

Department of Comnmunications

Quic/Law Project, Queen's University,
KINGSTON

Dalbousie University, HALIFAX, N.S.

St;‘Francis'XaVier University,
ANTIGONISH, N.S. .

Department - of Cdmmunicationsg Computer/
Communications Task Force, 100 Metcalfe
OTTAWA, Ontaxio

Alberta Universities Cowmigsion

Council of Ontario Umiversities,
TORONTO, Ontario

National Research Council

University of Ottawa, Electt.'Eng. Dept.‘

- Department of industry,lrgéde & Commerce

Secretary of State Dépto, 130 Slatek St

' Department of Communications







APPEIDLY K

- UTILIZATION OF COMPUTER NETWORKS

A PRELIMINARY STUDY OF
THE METHODS OF USING COMPUTER NETWORKS

AND OF

* APPLICATIONS WHICH MIGHT BE AVAILABLE OVER

A COMPUTER NETWORK

A Report Prepared for

THE CANUNET COMMITTEE

"By
D.D. Cowan
N.D. Brewer

“C.C. Gotlieb
L.F. MacRae

March, 1972..
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UTILIZATION OF COMPUTER NETWORKS

Summary

Thé‘following report is one facet of the study to determine

the feasibility of constructing a Canadian Universities Computer Network

‘(CANUNET). . There are two parts to this report; the first;part examines

the problems inherent in implementing various applications on a computer
network, and the second part surveys the specialized computer applications
presently under active development in Canadian universities.

The first pért of the report called "Mechanisms for Utilization

of Computer ‘Networks' presents an overview of the. services which would be

reduired in ‘a computer network to support Various,applications; ProbleﬁsA-
inherent in these various services are discussed in some detail. 1In
particulaf,tnetwork utilizétion is examined whenvfheltransactions”afe
between usé;s at terminals gnd computers and when the transactions are
primarily bethen two or more computers. This paperfalsq looks at the
problémé.offdocumentation on a_computér network, i.e. how do we nbﬁify
the user of the'availéble applications and how do we pro§ide himbwith
eﬁough information to use these applications?

Many of the.problems of ﬁerminal‘to computer transactionsihave
been.examiﬁed;and at least partially solved in‘multiterminal time%sharing
and multiprogramming computer systems. Applicatiqns which are primarily
orientéd toward this typé of transaction should have a reasonablé'chance
of success.oq a computer network. Aﬁplications in which the main -

requirement is for large scale computer-to-computer transactions are.
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- not likely to Be successful at this time on a computer netwo;k, since
most of the p?oblems are not really well understoﬁd.. Research in
various aspects of computer—to;compute; transactions’should be under-
taken aé one aspect of the CANUNET project. Topilcs such as high volume
data tranéﬁiséion between combuters and centralization of bulk storage'
capability neéd/a more'thoréﬁgh investigation béforé any définitive
statéments can be made. Of course, no applications on a computer network
can be generally successful unlesé adequate documentation and'training are
available. Research on metﬁods of distribution,: standards of documentation
and user éducation is very important, |

‘The second part of the report is "A Preiiminary Survey of

Sbecializéa Computer Applications' in Canadian universities, and was"
prepared for the network utilization committee by Mr. T.A. Croll. This
section of thg report is a result of a survey conducted‘by Mr.'Croil
in April 1971 for the Computer Communications Task.Fdrce'ﬁf the
Department of'Communications. This part identifiés thg major applica~
tion areas, ‘the universities most actively involved in their develop~-
ment énd the time when these applications will likely be operational.
It also i&entifies which applications are likely to bé of value when
offered over a computer network. Since the time available was rather
limited, this survey can only be considered as a preliminary document.
There are at least two further phases of this investigation which are
suggested.- first, the potentiai supply of applitétions should be more
clearly-defiﬁéd, in particular, it should be determined if an épplica—_

tion should be offered over a network, whether the authors of the
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application wish to make it available over a network and finally an

estimate of raisingvan aﬁplication to a "network standard" of

documentation énd service should be obtained. Second, some attempt

should be‘ﬁade to forecast the potential<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>