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1 Introduction 

In 2018, NRC received the WaterSAT Imager Spectrometer Experiment (WISE) instrument from 

the Canadian Space Agency (CSA) with a request to assess its performance and to make it 

available to the Canadian remote-sensing community in preparations for the eventual 

deployment of a Canadian satellite-based hyperspectral instrument dedicated to remote sensing 

of coastal and inland waters (Qian et al. 2017). The development of the WISE instrument was 

undertaken as a Technology Readiness Level development task by the CSA to design and test 

a new, light-weight, small volume, high performance instrument based upon the CASI-1500 

heritage with an UV/blue enhanced spectrometer and fore-optics (Qian 2020). With the 

acquisition of the WISE instrument by the Flight Research Laboratory (FRL) and our associated 

involvement in remote sensing studies related to coastal and inland waters (WISE-Man – 

University of Quebec at Rimouski, Lake Erie Western Basin Algal Bloom – University of 

Waterloo), significant importance is now placed on the UV/blue region of the VNIR 

Hyperspectral Imager (HSI) sensor data. In the past, airborne HSI acquired by FRL has typically 

been validated against near-coincidentally acquired ground reflectance measurements of 

uniform in-scene calibration and validation (cal/val) targets. The acquired at-sensor data, once 

spectroradiometrically calibrated using lab acquired calibration data, is normally converted to 

reflectance using the MODTRAN5 Atmospheric Correction (AC) model. When required, the 

radiometric calibration can be refined by relating the at-sensor radiance levels as derived from 

inverse application of the AC model to the original radiance results in a process referred to the 

In-Flight Radiometric Calibration (IFRC) within ATCOR-4. An assessment of at-sensor radiance 

levels performed with the Compact Airborne Spectrographic Imager (CASI-1500) instrument 

identified issues with the spectroradiometric calibration of the hyperspectral imagery at 

wavelengths below 450 nm that will contribute to the challenges in the generation of robust 

atmospherically corrected imagery (Soffer et al. 2019). As FRL HSI projects previously 

undertaken did not make use of this portion of the VNIR spectrum, efforts were not made at the 

time to identify the source of this issue and to identify methods to resolve the issue. Preliminary 

assessment have indicated that similar issues exist within the UV/blue region of WISE imagery.  

This report outlines an effort to produce a quality assessment of the spectroradiometric 

calibration of the WISE, CASI-1500 and µCASI hyperspectral imaging systems using a lab-

based methodology. The absolute accuracy of radiance levels generated following the standard 

spectroradiometric processing of the HSI imagery of a known, stable and uniform radiance 

source was initially assessed. Secondly, the ability to correct for variations in the pixel 

sensitivities across the entire HSI field of view was evaluated in terms of noise and the resulting 

signal to noise levels. As these evaluations are normally performed at a single spectral radiance 

level, the linearity of the systems were evaluated over a wide range of input radiance levels 

typical of those encountered in earth observation airborne HSI data sets. Finally, the 

effectiveness of a standard approach used to correct errors in the absolute spectroradiometric 

calibration of earth observation HSI imagery was assessed. 
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2 Background 

Inland and coastal waters are, in general, optically complex, and often optically shallow, i.e. 

where the light reflected by the bottom makes a significant contribution to the water-leaving 

signal (IOCCG 2000). Given the significant absorption that occurs within a water column in the 

red and near infrared (NIR) portion of the electromagnetic spectrum, the relevance of light 

interactions in the upper ultraviolet (UV) through green spectral region is of increased 

importance in earth observation (EO) remote sensing applications that seek to characterize 

bottom structures (bathymetry, vegetation beds) or determine water column quality via optical 

properties (phytoplankton), non-algal particles (NAP), coloured organic dissolve matter (CDOM), 

detritus, total suspended solids (TSS)) (Ogashawara et al. 2017). This contrasts with terrestrial 

applications in which surface reflected energy in the green through NIR portion of the VNIR 

spectral region often dominate multi and hyperspectral analysis techniques. This is due in part 

to challenges encountered in the UV/blue related to the acquisition and calibration of remote 

sensing data sets of adequate quality in terms of absolute at-sensor radiance. This spectral 

region is subject to relatively poor sensitivity levels in typical of state-of-the-art solid state 

detector systems. This is compounded by challenges in the conversion of such data to surface 

reflectance through the application of atmospheric correction (AC) models which are heavily 

impacted by atmospheric scattering at these wavelengths. 

Significant efforts have been undertaken at NRC-FRL to validate reflectance (Level-2 - L2) data 

products produced from our airborne and Unmanned Aerial Vehicle (UAV) hyperspectral 

imagery making use of field spectrometry (cal/val) measurements (Arroyo-Mora et al. 2019; 

Arroyo-Mora et al. 2018; Kalacska et al. 2016; Soffer et al. 2019). These efforts included the 

development and assessment of field spectroscopy methodologies including quality assessment 

techniques and the calibration of the field reference panels used as the underpinnings to 

produce high quality field reflectance measurements (Soffer et al. 20191). In this process, 

imagery that has been spectroradiometrically calibrated to units of spectral radiance (Level 1 – 

L1) using laboratory acquired calibration data is converted to a reflectance data product making 

use of an AC model prior to the validation process (ATCOR-4) (Richter and Schläpfer 2019). 

The ATCOR-4 modelling process, which is based upon MODTRAN5 AC code, requires 

numerous parameters be entered to model the transmission of the radiance through the 

atmosphere (downwelling, upwelling, and in-scattered) and the instrument response itself. 

In addition to potential errors in the absolute sensor spectroradiometric calibration data and 

processing (ITRES Research Ltd. 2017), discrepancies between the resulting L2 results and the 

“ground truth” reflectance can also be due to 1) inaccuracies in the determined ground truth 

(contamination in downwelling irradiance due to local in-scattering surfaces, fluctuation in the 

downwelling irradiance due to changing atmospheric conditions (aerosols, H2O, clouds etc.), or 

2) errors in the application of the AC model. In the work presented by Soffer et al. 2019, the 

CASI-1500 L2 comparisons indicate that although the reflectance levels derived in this fashion 
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from the airborne results strongly resembled that of a number of cal/val targets (asphalt, 

concrete, grey tarp, black tarp) between 450 nm and 1050 nm, a discrepancy of increasing 

magnitude occurred at wavelengths less than 450 nm (down to 375 nm in the CASI-1500).  

Since previous research interests at FRL made use of wavelengths greater than 450 nm, the 

issue with the reflectance data quality below 450 nm was noted but no significant effort was 

spent on understanding the source of the error and its rectification. With the acquisition of the 

WISE instrument and its interest in aquatic applications, accuracy of spectral results below 450 

nm are now critical due to its importance in such work (Ogashawara et al. 2017). 

Multiple issues related to the generation of reliable reflectance imagery derived from VNIR HSI 

in the UV/blue spectral regions are known to be of concern. First, the ability to accurately 

spectroradiometrically calibrate the instrument in this spectral region is noted. Silicon-based 

sensors typically used in VNIR hyperspectral systems have inherently poor response to incident 

photons at either end of the spectral region (i.e., < 450 nm, > 900 nm) (Janesick 2001) resulting 

in low signal response with extreme susceptibility to small errors in the data conditioning 

(electronic offset (EO), dark current (DC), scattered light (SL), frame shift smear (FSS), second 

order diffracted light (SO)). Secondly, the optical design of the spectrometer for these ‘VNIR’ 

systems typically compound this issue as the design tends to be optimized for the central region 

of the spectral range (~700 nm). Of primary concern here is the blazing wavelength for which 

the diffraction grating is designed and optimized. For the WISE instrument the grating and the 

entire optical system was ‘blue shifted’ in its design in order to improve the spectroradiometric 

response in the UV/blue spectral region critical to aquatic applications. Finally, this poor 

responsivity is compounded by significantly decreased radiance levels in most in-lab calibration 

sources. Blue enhanced sources are available but they tend to introduce problems in the 

UV/blue portion of the spectrum, specifically sharp spectral features, which make them less 

suitable for use as a spectroradiometric calibration source (D'Amato 1998). The calibration 

challenges of hyperspectral data in the UV are further compounded by the relatively low bottom-

of-atmosphere (BOA) downwelling irradiance levels in this spectral region (Slater 1980). It has 

been noted that over blue ocean waters atmospheric contributions dominate the overall 

observed at-sensor radiance levels with only ~10% coming from the target of interest, the water 

column (Ilori et al. 2019). Although the radiance exiting shallow and optically complex typical of 

coastal and inland waters are likely to be more significant than those of blue ocean waters, even 

a small discrepancy in the estimated atmospheric contributions to the observed at-sensor 

radiance levels, including that of path radiance, will have a profound impact on the AC process. 

The initial absolute spectroradiometric calibration of the three HSI instruments was performed 

by the instrument manufacturer using a Labsphere Luminance Radiance Source (formally 

SphereOptics) (ITRES Research Ltd. 2010). The sphere is equipped with port reducer (slit) 

designed to increase the sphere efficiency and output uniformity which is increasingly 

challenging to maintain with larger sphere and larger exit ports. This sphere is in turn calibrated 

by Labsphere which is traceable to SI units though the NIST radiance standard. According to 
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the instrument manufacturer and calibrator, the uncertainty of the integrating sphere used to 

perform the calibration of the HSI instruments under evaluation in this study is ±2.0% (private 

communication, ITRES Research 2020). No indication has been provided with respect to the 

increase in uncertainty following transfer to the HSI instrumentation.  

It is assumed that errors in the estimation and application of suitable offsets values applied in 

the data conditioning, even if miniscule in the regions of poor input radiance and system 

responsivity, may lead to significant errors in the absolute radiance determined following 

radiometric scaling. It is conceivable that such errors may appear as a non-linearity that are 

negligible for high signal levels and most noticeable for low signals, similar to what has been 

observed. The methodology used in the calibration of the HSI equipment uses a single point 

calibration approach. Such an approach makes the assumption that the calibration curves which 

are generated for each pixel, passes linearly between the calibration point and the origin but 

only after any offset contributions have been precisely removed. In other words, if an input 

radiance level of zero is observed on a given detector pixel following the removal of offset 

contributions, an output of 0 digital numbers (DNs) would be expected. The offsets, as 

previously listed, include a SO correction to reject second order scattered light. In the CASI-

1500 and µCASI a model is used estimate the SO contribution that is applied in the data 

conditioning. The WISE instrument incorporates a physical filter to reject SO from the diffraction 

grating and is therefore is not addressed in its calibration process. For the µCASI, whose design 

is based upon a focal plane array (FPA), FSS is not an issue in the readout process and the 

physical structure used in the charge coupled device (CCD)-based system to estimate the SL is 

not available. Through the acquisition and analysis of a suitable lab-based dataset, the 

instrument manufacturer carried out a system characterization with a test known as a photon (or 

light) transfer curve analysis (Janesick 2001), and has indicated that there is no concern with 

the linearity of the system. This process, however, looks at the raw data prior to offset correction 

and radiometric scaling so would not reflect a non-linearity should it be introduced by the 

calibration procedure itself. Given the sensitivity issues, as discussed earlier, in the UV/blue 

spectral region of these instrument, minute errors in the offset estimations are capable of 

introducing significant errors in the radiometric calibration process. This concern applies to not 

only the processing of the remotely sensed image but also to that of the calibration data set 

itself. An examination of a sample dataset can provide a clear illustration of the potential issue. 

A spectral radiance of 1.0 µW/cm²/sr/nm at 393 nm, acquired at a typical integration time of 50 

ms, would generate a radiance induced value of approximately 100 DN. The combined offset 

applied to this pixel was identified to be 900 DN. An error in the combined offset of only 10 DN 

would therefore result in an error of 10%.  

The ATCOR-4 IFRC approach is typically implemented as a two-point calibration approach to 

refine the original spectroradiometric calibration results. Based upon ground reflectance levels, 

two radiometrically distinct surfaces with known ground reflectance levels are identified and 

used to correct for residual errors in the derived image at-sensor radiance levels (Richter and 
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Schläpfer 2019). This approach also assumes system linearity but does not necessarily assume 

that the calibration curve extend through the origin. Evaluation of results determined when 

attempting to refine the calibration through this methodology has suggested that non-linearity’s 

in the spectroradiometrically calibrated data may in fact provide a possible explanation for the 

observed errors in the calibration results typical of low signal levels in the UV/blue. With this in 

mind, despite the fact that the instrument manufacture’s laboratory tests suggest a linear 

system, an independent test of the system linearity following calibration is necessary. 

Following acquisition of HSI imagery for the WISE-Man campaign in August 2019, sample 

spectroradiometrically calibrated imagery (L1A), including that of an image of a land-based 

cal/val site in support of the WISE-Man 2019 project was assessed. A preliminary assessment 

of the spectroradiometric calibration was carried out and issues of concern were identified. The 

reflectance of the three cal/val targets within the imagery  (black tarp, asphalt, grey tarp) 

following AC with ATCOR-4 were compared with those determined using near-coincidental field 

spectroscopy measurements acquired as described in Soffer et al. (2019). Significant errors 

were apparent over most of the spectral range when the comparative spectra were visually 

compared. Following application of the IFRC refinement process applied using any two of the 

three cal/val targets (the third target is retained for use as a validation point) the generated 

surface reflectance spectra closely resembled the in situ results over much of the spectral 

region. Despite the fact that the black tarp had a reflectance value of between 3% and 4%, 

validation of even darker targets appeared to be required. This is necessary in order to 

understand why the reflectance levels of dark pixels derived within the HSI imagery, such as 

shadows and water, as well as the UV/blue spectral region of even much brighter pixels, were 

significantly lower than expected. Since ground validation data was not acquired of such dark 

targets, other approaches, albeit less accurate, had to be identified to assess the quality of 

those dark pixels. The reflectance of a deep dark shadow (DDS) pixel from within the WISE-

Man cal/val image was examined (Figure 1A) for this purpose. Evaluation of the IFRC 

generated reflectance of the DDS revealed ground reflectance levels that were negative over 

much of the spectral range. In order to assess this result, the at-radiance spectra for these 

pixels were examined following the original calibration (LO) as well as following IFRC correction 

(LC) prior to correction to reflectance. For the DDS pixel, it was assumed that the downwelling 

direct irradiance incident on the ground surface is negligible which would generate an at-sensor 

radiance result as if the ground reflectance of the pixel was equal to 0%. The at-sensor radiance 

levels would in such a case be comprised entirely from path radiance LP (Arroyo-Mora et al. 

Under Review). Inverse execution of the AC model applied using a ground reflectance level at 

0% would therefore provide an estimate of the at-sensor radiance levels for the DDS pixel. 

Figure 1B shows significant overestimation of LO over most of the spectral range and significant 

underestimation of LC with respect to the anticipated path radiance LP as generated by the 

MODTRAN5 AC model implemented within ATCOR-4 for a ground reflectance equal to 0% with 

other parameters set to match the WISE instrument and the flight conditions. Although it is 
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noted that the shape of the LO follows that of LP over much of the spectral range, any correlation 

appears to disappear for wavelengths less than 420 nm.  

These preliminary findings suggest two possibilities. First, the significant correction that is 

determined by the IFRC process that results in the generation of reasonable reflectance spectra 

for the three cal/val targets indicate that there is a radiometric calibration error of significance in 

the WISE instrument that appears to be, or at least close to, linear in nature for pixels with 

significant signal levels. Secondly, when low signal levels are encountered, that linear correction 

appears to be overcorrecting the radiance values resulting in negative radiance suggesting. 

Such a result suggests a non-linear radiometric correction for low signal levels. It is essential 

that the source of this issue be understood and rectified in order to reliable perform any analysis 

of the data that make use of pixels subject to weak spectroradiometric signals. The assumption 

here hasn’t characterized the signal-to-noise ratio (SNR) to evaluate if the instrument has the 

required SNR for low albedo targets (e.g., shadow and water pixels) (Arroyo-Mora et al. Under 

Review). 

Although the work described here was initiated to better understand possible calibration issues 

identified within the WISE imagery acquired for the WISE-Man project dataset, the experiment 

ultimately was designed and performed to evaluate the spectroradiometric calibration accuracy 

of the entire suite of VNIR imaging spectrometers operated by FRL. The process is equally 

applicable to the SASI imager as well but as yet not been carried out. Three separate data sets 

were acquired of an illumination source of know spectral radiance with each of the three VNIR 

imaging spectrometers, the WISE (SN: 2606), CASI-1500 (SN: 2511), and µCASI (SN: 6501). 

First HSI measurements were acquired of a recently calibrated integrating sphere to assess the 

absolute spectroradiometric calibration accuracy. A second data set was acquired in which the 

integrating sphere exit-port is viewed across the entire HSI field of view (FOV) so the 

effectiveness of the spectroradiometric calibration could be assessed as a function of spatial 

pixel (column) of the imager. A third data set was acquired at various sphere intensity levels in 

order to assess the system linearity across a wide range of input radiance levels.   

The processes applied to the HSI instrument data acquired and assessed in this study have not 

previously been validated. With its simpler structure, the Spectra Vista Corp. (SVC) HR1024i 

portable spot (non-imaging) spectroradiometer results are therefore viewed as being of 

significant importance within this study, providing significant insights into the capabilities of the 

implemented experimental procedure. Unlike the spectroradiometric calibration of the 

integrating sphere that was performed using a transfer radiometer in an entirely different 

physical configuration (orientation) and environment, the HR1024i radiance measurements of 

the sphere were acquired in a configuration (vertically orientation) and physical environment 

identical to those performed with the three HSI systems. Previous work performed with the 

HR1024i had provided significant insights into the stability impacting the accuracy and precision 

of the system performance (i.e., temperature and integration time instabilities) that are critical to 
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the successful acquisition of the data sets required in this effort and their interpretation. As 

these have yet to be published, they have been summarized in Appendix A. 
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Figure 1. (A) WISE imagery of a location with a deep dark shadow (DDS) used to perform a preliminary assessment of the 

spectroradiometric calibration of the WISEMan imagery. (B) Radiance spectrum of the DDS with the original spectroradiometric 

results (Blue), the refined results following in-flight radiometric calibration (IFRC) refinement (Red), and the Modtran5 simulation 

performed in ATCOR-4 for a target with 0% ground reflectance (Green). 
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3 Methodology 

The procedures described here not only relate to those performed to assess the validation of  

the spectroradiometric performance of the HSIs but also to outline the external procedures used 

to prepare the supplemental equipment, specifically the integrating sphere and portable 

spectroradiometer, with which this laboratory work was performed. 

3.1 Calibration of the Integrating Sphere Exit-Port Radiance 

In order to assess the absolute accuracy of the spectroradiometrically corrected data of our 

three VNIR imaging spectrometers, a stable source of known radiance levels was required. A 

Hoffman LS-65-8C Luminance Standard Sphere (Appendix B) (hereafter referred to as the 

‘integrating sphere’ or simply ‘sphere’) suitable for this task was available. This source had been 

used in previous assessments and significant confidence had been established based upon 

those results in the short term stability (periods of seconds to hours), repeatability, linearity, and 

uniformity of the radiometric output of the sphere (Soffer, unpublished). The output radiance 

level of the integrating sphere is controlled by a curved Vernier slit caliper used to control the 

input light levels to provide a known value as provided by a photopically corrected silicon 

detector monitor incorporated as part of the integrating sphere instrument control unit. The 

curved slit design of the Vernier allows for the precision with which the adjustment of the 

aperture size, and therefore input radiance levels, is controlled to increase with decreasing size. 

Concern existed that the interior of the Barium Sulphate (BaSO4) coated sphere or the quartz 

halogen bulb used as the illumination source, could have been subject to spectrally dependent 

deteriorations resulting in changes to the spectral radiance output of the exit port over time. As 

the absolute spectral radiance of the sphere had not been calibrated since 1993, it was 

therefore important that the sphere be re-calibrated to account for these potential issues.  

The integrating sphere was sent to the NRC Photometry and Radiometry Lab, custodians of the 

Canadian radiometric standard, to have the current spectral radiometric output of the sphere 

exit-port calibrated with the monitoring photodiode set to 100.0%. The sphere calibration was 

performed using a transfer radiometer (Photo-Research PR-715 Spectroradiometer) between 

380 nm and 1068 nm at 2 nm spectral sampling intervals. This transfer radiometer is in turn 

calibrated using a lamp/reflectance standard prepared according to, and traceable with respect 

to, National Institute of Standards and Technology (NIST) protocols. The traceability to SI units 

is through an international comparison of irradiance lamp standards for wavelengths between 

300 nm and 690 nm as well as through measurements using the NRC absolute radiometer 

between 700 nm and 1600 nm.  

Although it was known that the sphere would be used in a vertical orientation (exit port pointing 

in a vertical, upwards looking, direction), the configuration of the NRC calibration could only be 

implemented with the sphere in a horizontal orientation (exit port pointing in a horizontal 
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direction). In order to ensure that the integrating sphere remains operationally stable, the 

Vernier and power setting of the integrating sphere required to provide a 100.0% output reading 

during the lab use of the sphere were noted and compared against those noted during the 

calibration process. 

3.2 Calibration of the HR1024i Portable Spectroradiometer 

The Spectra Vista Corp (SVC) HR1024i portable spectroradiometer (SN: 2047) (SVC 2019) was 

acquired by the FRL in 2011. Since then, measurements obtained with the instrument have 

been used as the baseline for airborne and UAV cal/val work performed by FRL (Soffer et al. 

2019). The HR1024i spectroradiometer covers the spectral range from 340 nm to 2550 nm. The 

incoming radiation, introduced into the system through an interchangeable fore-optics (a 4° FOV 

fore-optic is used in this work), is divided between three spectrometers. The first covering the 

VNIR spectral range (340 nm to 1023 nm) with a linear silicon CCD array detector, the second 

covering the SWIR1 spectral range (971 nm to 1900 nm) using a single element, temperature 

controlled, Indium gallium arsenide (InGaAs) detector, and the third covering the SWIR2 

spectral range (1900 nm to 2500 nm) also using a single element, temperature controlled, 

InGaAs detector.  

In addition to the field work, the instrument has been used to perform precise laboratory 

directional reflectance measurements of the reference panels used in the field work (Soffer et 

al.). The expertise developed in these efforts, both in the field and in the lab, was developed 

using the instrument to perform relative measurements acquired over relatively short periods of 

time (seconds to a few minutes). Such work either sought to determine a surface’s reflectance 

through comparative measurements with a panel of know reflectance or attempted to determine 

uniformity of a surface through comparison of multiple measurements. Although the lessons 

learned in the application of such work are applicable to the acquisition of the robust 

measurements require in this current work, absolute spectroradiometric calibration of this 

instrument has not been maintained on a regular basis with two years of lab and field 

campaigns since it was last calibrated.  

The spectroradiometer was therefore sent for recalibration by instrument manufacturer 

immediately prior to the data acquisition performed in this work in order to assess our ability to 

compare absolute spectroradiometric results of a recently calibrated instrument with those 

expected. The HR1024i calibration was performed using an Optronics Laboratory OL 455-

12SA-2 Integrating Sphere which was in turn calibrated by Optronics Laboratory “relative to 

standards supplied by the National Institute for Science and Technology”. The uncertainty of the 

OL 455-12SA-2 was stated as < ±2% relative to the NIST photometric scale. The total 

uncertainty of the HR1024i calibration will also include a contribution from the transfer process 

from the sphere to the radiometer that are not provided with this calibration.  
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3.3 Integrating Sphere Measurements with Portable Spectroradiometer and HSI. 

3.3.1 Laboratory Setup 

The setup within the FRL dark room for the acquisition of the imaging and portable 

spectroradiometer measurements of the integrating sphere is depicted in Figure 2. The setup 

was configured so that the spectroradiometers were in a nadir (downward) viewing orientation in 

order to operate the sensors in their normal orientation. The integration of the computer 

controlled XY translation stages as well as the manually controlled lab-jack (z-axis) provided 

assistance with determining the optimal initial positioning of the sphere within the FOV of the 

portable spectroradiometer and HSI instruments with the ability to precisely reposition it at a 

later time. The spectroradiometer was outfitted with a 4° FOV fore-optic for all measurements. 

With a nominal lens-to-port separation distance of 17.0 cm, the size of the spot being viewed at 

the sphere exit port will be 1.0 cm, well within its 4.0 cm diameter. The assertion that the FOV fit 

cleanly within the integrating sphere exit port (without edge effects) was verified by a series of 

measurements made with the lens-to-port separation distance varied between 10.0 cm and 43.0 

cm to ensure that the spectroradiometer measurements remain consistent ( < 0.1% variation) at 

all tested separation distances. Similar comparative measurements were performed with the 

sphere translated over a range of ±1 cm from the identified central location in the x and y-axis to 

similarly ensure that the measured radiance levels remained unaffected by the exact location 

being viewed within the integrating sphere exit port. With a nominal FOV of 40° for the CASI-

1500 (hereafter referred to simple as the CASI) and WISE and 34.4° for the µCASI, the exit port 

of the integrating sphere filled only a small portion of the entire imager FOV. As such separate 

measurement scenarios were required to acquired data to perform an 1) absolute validation 

assessment and 2) a relative sensitivity validation assessment (uniformity or flat field 

correction). A third scenario is provided to acquire a data set to assess the linearity of 

spectroradiometrically calibrated data. The lab procedures are provided in Appendix D. The 

entire process was performed first for the portable spectroradiometer and then repeated for 

each of the 3 imaging spectrometers. Included in the procedure is an additional absolute 

radiance check made with the HR1024i immediately prior to and immediately following the data 

measurement sequence performed with each HSI in order to confirm the radiometric 

stability/repeatability of the integrating sphere output over the duration of, and between, each 

data acquisition sequence.  
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Figure 2. The integrating sphere observation set up. The HSIs (CASI (shown (G), WISE, µCASI) are interchangeable mounted on 

platform (E) above the integrating sphere (C) which is mounted in an upward-looking orientation (exit port (D) facing up). The 

portable spectroradiometer (SVC HR1024i (F)) is mounted on an arm extending off a video tripod similar to our field deployment 

setup. In this configuration the various radiometric sensors are nadir-viewing, consistent with the orientation in which they are 

normally deployed on the aircraft or in the field. The integrating sphere is mounted on a lab-jack (B) allowing for the distance 

between the sphere port and the sensor optics (z-axis) to be manually adjusted in a controlled manner. The lab-jack in turn is 

mounted on a computer controlled XY translation stages so that positions can quickly and accurately be positioned and reposition 

between the HSIs and HR1024i (x-axis) or across the FOV (y-axis). 

3.3.2 Primary Comparison – Absolute Validation Assessment 

The primary measurement was designed to validate the HSI instrument spectroradiometric 

calibration at a single pixel located centrally within the FOV. Care was taken to ensure that the 

image slit was viewing the sphere exit port close to its central position in the along-track (x-axis) 

direction by ensuring that location produce a maximized port image width. As previously noted, 

the integrating sphere calibration by NRC’s Photometry and Radiometry Lab was performed in a 

horizontal orientation to accommodate their calibration configuration. To evaluate whether the 

radiometric output of the sphere exit port varies as a function of its system orientation, an 

additional measurement was performed in the FRL dark room of the sphere in a horizontal 

orientation using the HR1024i to assess the stability, and if necessary, to account for variability 

in the sphere radiometric output due to its orientation.  

The spline function within Matlab was used to resample to the spectra of the resulting data sets 

to a common wavelength grid, that of the HR1024i, in order to allow the absolute radiance levels 

to be quantitatively compared with that of the NRC calibration. A graphical comparison was 

performed of each of the resampled data sets against the original data ensured that no 

unexpected spectral features were introduced into the resampled data (results not provided). 
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With the acknowledged temperature sensitivity of the HR1024i VNIR detector (Appendix A), 

adequate time was provided to allow the system to stabilize to the temperature at which the 

HR1024i calibration was performed.  

3.3.3 Secondary Comparison – Relative Sensitivity Validation Assessment 

Earlier investigations performed with CASI airborne data sets assessing the quality of the 

derived reflectance levels suggested that the reduction in the radiometric accuracy at the blue 

end of the spectrum may increase in significance near the edges of the FOV (Soffer et al. 2019). 

This data set seeks to quantify the quality of the calibration data set/process to perform 

uniformity corrections across the entire FOV of the HSI under test by comparing the noise (as a 

function of wavelength/channel) generated across a simulated flat field against that which would 

be generated from a perfect uniformity correction. The noise determined as a function of each 

spectral channel in the along-track results will have been determined for a single pixel. Noise 

levels will therefore have originated from the system read noise and shot noise, common to all 

pixels, with zero contributions due to pixel-to-pixel sensitivity issues (assuming the responsivity 

remains stable throughout the period of data acquisition) or variation in the radiometric input 

(assuming stability of the radiometric input). Assuming input radiance field across the entire 

instrument FOV, increases in the noise levels derived in the cross-track data with respect to the 

baseline (along-track) nose levels will be attributable to less than perfect compensation for pixel-

to-pixel sensitivity variations to photons incident on the system.  

Assuming that the input radiance and responsivity of an individual pixel (i.e., that examined in 

the primary comparison) remains unchanged over the data acquisition period, the baseline 

noise levels (that attainable if perfect uniformity correction is achieve) can be estimated as that 

derived from multiple scan lines (integration periods) of that individual pixel.  

Ideally a data sets of a horizontally uniform source that covered the entire HSI FOV would be 

used to acquire the necessary data. This would normally be accomplished using a large 

integrating sphere (500 mm diameter) with a large exit port (20 cm wide) as is implemented by 

the instrument manufacturer when performing calibration procedures. Such systems are costly 

to purchase and the larger the sphere/exit port, the greater the challenge in maintaining 

radiometric uniformity across the exit port. As such a system was not at our disposal, a 

simulated flat field data set is produced with the 150 mm diameter Hoffman LS-65-8C 

Luminance Standard Sphere by ‘stepping’ the integrating sphere exit port (40 mm) across the 

HSI FOV using the translations stage upon which it is mounted. Each step is made with 

significant overlap in the exit port image with that of the adjacent step in order to avoid edge 

effects. A single row region of interest (ROI) (one pixel per column – 1500 columns) is then 

assembled from the pixels centrally located within the exit port image of each ‘step’. In order to 

provide coverage to the edges of the FOV using the translation stage, it was necessary to 

reduce the lens-to-port distance to 14.0 cm from that used for the absolute calibration 

assessment (17.0 cm). This was accomplished making use of the vertical adjustment on the lab-
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jack platform upon which the sphere was mounted. The monitoring photodiode response for 

these measurements was maintained at 100.0% throughout this measurements sequences. 

With the significant variability in the radiance levels as a function of wavelength, the results are 

more easily compared when displayed as the coefficient of variation (standard deviation/mean) 

(CoV). The equation for the baseline situation (single spatial pixel), for each spectral channel, is 

therefore defined as: 

𝐶𝑜𝑉𝐴𝑇 =  
𝜎𝐴𝑇

µ𝐴𝑇
=  

√
∑ (𝑥𝑠𝑙 − µ)2𝑠𝑙=𝑁𝑆𝐿

𝑠𝑙=1
𝑁𝑆𝐿

µ𝐴𝑇
 

where AT refers to the ‘along track’ results, sl is the scan line number from 1 to NSL, xsl is the 

radiance value for pixel sl, and σAT and µAT is the standard deviation and mean signal computed 

over the NSL scan lines. For the cross tract full FOV results (1 pixel per spatial location), the CoV 

is defined as: 

𝐶𝑜𝑉𝑋𝑇 =  
𝜎𝑋𝑇

µ𝑋𝑇
=  

√
∑ (𝑥𝑝 − µ)2𝑝=𝑁𝑃

𝑝=1

𝑁𝑃

µ𝑋𝑇
 

where XT refers to the ‘cross track’ results, p is the pixel number from 1 to NP where NP = 1500 

for the WISE, 1496 for the CASI, and 1865 for the µCASI, xp is the radiance for pixel p, and σXT 

and µXT is the standard deviation and mean signal computed over the NP pixels.  

It is also useful to examine this results when inverted to be viewed as the Signal to Noise Ratio 

(SNR = 1 / CoV). As an assessment of the impact of the uniformity correction itself, the SNR is 

also determined for the WISE and CASI prior to the spectroradiometric correction but following 

the offset correction. 

SNR is a specification of primary concern to end users for Earth Observation HSI data. The 

theoretical SNR that is often provided as a system specification describing the capability of a 

HSI system is commonly determined from system noise floor and gain levels. In practice, this 

will result in SNR levels comparable to those generated from the along-track data (SNRAT = 1 / 

CoVAT) for the radiance levels as provided by the integrating sphere set to 100.0%. Comparison 

of SNR levels generated from the cross-track data (SNRXT = 1 / CoVXT) with respect to SNRAT 

provides an opportunity to investigate the impact of the uniformity correction process on the 

resulting SNR levels. In practice, a real data set is likely to include a combination of both cross-

track pixels and along-track scan lines resulting in a spectral SNR curve that is likely to fall 

somewhere between these cases. 
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3.3.4 HSI System Linearity Assessment 

The system linearity assessment methodology takes advantage of the inherent stability and 

linearity of the Hoffman Integrating Sphere and it’s built in monitoring photodiode. The 

monitoring photodiode built into the sphere wall provides feedback, in terms of its spectrally 

broad photonic response, to be monitored and adjusted to precise relative radiometric levels. 

The exit port output radiance levels are continuous controlled through the adjustment of the 

curved Vernier slit through which the light enters the sphere. Such an approach ensures 

radiance adjustments are made with a single bulb operated at a constant current level with the 

supplied precision power supply. This ensures that the colour temperature of the filament, and 

therefore the spectral radiometric output of the bulb remains consistent.  

Prior to application of the system linearity test to the HSIs, the linearity of the integrating sphere 

radiometric output as a function of wavelength was assessed using the HR1024i. With the 

equipment configured as described for the absolute validation assessment, measurements were 

acquired with the sphere output radiance adjusted to numerous levels between 130.0% and 

0.005%. The exact reported levels were recorded and visually monitored to ensure that the 

reported level remain constant during the each data acquisition period. This process was 

repeated for the three HSI instruments with the sphere positioned centrally within the instrument 

FOV. The integrating sphere control unit has a precision setting that increases the precision of 

the photodiode readout as the radiance levels decreases. It is important that the sphere output 

be set and recorded using the maximum precision possible for the radiance level being used (1 

digit of precision for the brighter sphere levels (i.e., > 70%), 2 for the moderate settings (i.e., 

20.00% to 70.00%), and 3 for the low levels (i.e., < 20.000%)). 

The linearity of the systems were assessed by dividing the radiance levels derived from the data 

acquired at the various sphere output settings against that derived from the 100.0% 

measurement. A perfectly linear system would therefore provide a value equal to the ratio of the 

recorded sphere output i.e. 50.00% / 100.0% = 0.50. In order to simplify viewing the spectral 

curves at all levels, the results were then normalized against the anticipated value which would 

then results in a value of 1.000 for a perfectly linear result. 
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4 Results and Discussion 

4.1 Primary Comparison – Absolute Validation Assessment 

The integrating sphere exit port radiance calibration was performed by the NRC Photometry and 

Radiometry Lab on February 5 and 6th, 2020. Additional details of the calibration process are 

provided in the calibration report (Appendix C). The final calibration results provided were an 

average of the results obtained on the two days (Figure 3A - blue line) with the setup being 

entirely reconstructed each day. As previously noted, due to limitations in the positioning of the 

NRC Photometry and Radiometry Lab’s radiance calibration system, the sphere calibration was 

performed in a horizontal orientation rather than the vertical orientation that is necessary when 

using it as an absolute radiance source with the HSI equipment. An assessment was therefore 

performed to quantify the changes making use of HR1024i measurements of the sphere exit 

port made in both orientations with the monitoring photo diode set to 100.0% in each. The 

resulting spectrally dependent relationship (Figure 3B - red line) was fit with a 5th order 

polynomial fit (Figure 3B - blue line) in order to ensure that the noise contributions evident at 

either end of the spectral range are not introduced when the results were used to modify the 

calibrated horizontal absolute spectral radiance to derive the expected vertical absolute spectral 

radiance (Figure 3A – red line). The spectral nature of the variations, which ranged from +3.0% 

(350 nm) to -1.3% (1050 nm), suggests that the changes are due to a variations in output of the  
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Figure 3. Hoffman LS-85-8C Integrating Sphere exit port absolute radiance. (A) Absolute radiance as provided by the NRC 

Photometry and Radiometry Lab (horizontal orientation) (blue line) in comparison with a derived radiance curve adjusted to a 

vertical orientation (red line). (B) The spectral relationship between the HR1024i measurements acquired of the sphere exit port 

radiance in a vertical orientation as compared to in a horizontal orientation with the original data (red line) and 5th order polynomial fit 

(blue line).  
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bulb/filament itself rather than a change in the amount of light entering the sphere through the 

Vernier slit. This approach assumes that the HR1024i is insensitive to orientation effects, 

something that is unproven at this time. 

Calibration of the HR1024i portable spectroradiometer with the 4° FOV fore-optics was 

performed by SVC on February 5th, 2020. Both the absolute radiance and wavelength 

calibration were performed at a reported VNIR detector temperature of 36.6°C. Since no 

adjustments were performed to the HR1024i instrument optical, detector, and detector readout 

electronics during the 2020 calibration effort that would impact the system performance, a direct 

comparison was performed of those results with that of the previous calibration (February 9th, 

2018) in order to comment on the long-term stability of the instrument. Wavelength registration 

variations within the VNIR portion of the system were limited to 0.0 to +0.3 nm and relative 

changes to the radiometric sensitivity were found to be between 4.2% and -2.5% in the VNIR. 

Despite having been involved in numerous field and lab measurement campaigns in the period 

between calibrations, these relatively small changes in the system response are not suggestive 

of long-term stability issues within the system. 

The absolute radiance derived from the HR1024i measurements of the sphere exit port radiance 

are compared with those determined in the NRC calibration (Figure 4A), with both acquired in a 

horizontal orientation. Although the relative difference between 450 nm and 670 nm align to 

within ±2%, the discrepancy varies from +3.5% (400 nm to 440 nm) and to -12.5% (975 nm).  
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Figure 4. (A) Comparison of NRC calibration sphere exit port radiance (horizontal orientation) with that derived from the HR1024i 

measurements. (B) Repeatability/stability of 12 HR1024i measurements of the sphere exit port radiance (vertical orientation) over 

the entire HR1024i spectral range. 
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The NRC sphere calibration results are provided with the expanded uncertainty (k=2) as 

provided in the calibration report. As the complete uncertainty was not delivered with the 

HR1024i derived radiance levels, a ‘best case’ uncertainty is included with its results. The stated 

known 2% uncertainty for the sphere with which the HR1024i was calibrated was combined with 

the measurement uncertainty of multiple pre and post measurement sequence measurements 

made with the HR1024i of the sphere in the vertical orientation (Figure 4B). A total of 12 

measurements contributed to this uncertainty as in addition to the pre and post measurement 

sequence HR1024i measurements made with each of the three HSI instruments, three 

additional pairs of HR1024i measurements made when the equipment setup was rigorously 

assembled for other purposes. A relative measurement uncertainty of 0.15% to 0.33% is 

observed over most of the VNIR spectral range rising to 0.8% at the extremes providing a clear 

indication of the stability and repeatability of the measured sphere exit port measurements. 

Despite the lack of a complete uncertainty with the HR1024i calibration, this is significant in that 

it indicates that the uncertainty in the measurement process when the equipment configuration 

and data acquisition protocols carefully implemented, are dominated by the calibration of the 

calibration of the equipment, sphere, and HR1024i. 

Absolute radiance data was acquired on Feb. 28th, Mar. 3rd and Mar. 12th, 2020 for the CASI, 

WISE, and µCASI instruments respectively. The absolute radiance produced following 

spectroradiometric calibration applied using standard processing techniques is compared to 

both the NRC sphere calibration results, following application of the orientation adjustment, and 

to the average HR1024i results. As is apparent in the relative difference results, all three of the 

instruments are better aligned with the HR1024i results than they are with the NRC calibration 

for wavelengths greater than approximately 450 nm. Considering only that wavelength range for 

now, the WISE results (Figure 5A) indicate a significant discrepancy over much of the spectral 

range that grows to as great as 20% (875 nm) with respect to the adjusted NRC calibration 

results and 12% (720 nm) with respect to the HR1024i results. Both the CASI (Figure 5B) and 

µCASI (Figure 5C) comparisons are, in general terms, better aligned than the WISE. The CASI 

relative difference varies from as little as -3% (525 nm) to great as -10% (> 850 nm) with respect 

to the NRC calibration and from 0% to -3% with respect to the HR1024i results. For the µCASI, 

the corresponding numbers are +2% (475 nm to 550 nm) to -9% (850nm) and +5% (560 nm) to 

-3% (680). This does not take into account the significant increase in the relative difference 

seen for wavelengths greater than 900 nm in the µCASI results which sees a rise to as much as 

17% in the last channel. The µCASI data also exhibits a discontinuity in the relative difference 

results in the 550 nm to 575 nm region. A spectral leveling filter adhered to the surface of 

imaging detector chip is believed to transition at this wavelength. For wavelengths less than 500 

nm, the relative differences for each instrument are similar regardless of the reference spectrum 

considered. For the WISE and CASI, the errors grow exponentially in the lower blue channels, 

starting at 430 nm and 500 nm respectively. The fall-off in accuracy for the CASI is much more 

significant, falling to -55% in its first channel (376.3 nm) whereas the WISE only falls off to -22% 

in channel 12 (coincidentally also 376.3 nm) and -43% in its first channel (361.5 nm). This is 
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consistent with the concerns previously raised with respect to the accuracy CASI radiance data 

at in its UV/blue wavelengths (Soffer et al. 2019). Despite the poor overall absolute calibration of 

the WISE, these two factors, the wavelength at which the roll-off starts in the absolute error and 

the magnitude of the absolute error in the UV/blue) are an indication of the expected enhanced 

blue performance of the WISE instrument with respect to the CASI. Despite the fact that the 

magnitude of the issue is not as significant and starts at a much lower wavelength in the WISE, 

these results suggest that the magnitude of the error is still significant enough to call into 

question any results below 400 nm. 
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Figure 5. Absolute radiance of the sphere exit port radiance as derived from the spectroradiometrically calibrated (A) WISE, (B) 

CASI, (C) µCASI (solid green) in comparison with the vertically adjusted NRC calibration results (solid blue) and the HR1024i 

average results (red solid). The relative differences computed with respect to the NRC calibration (blue dotted) and the HR1024i 

(red dotted) are plotted on the secondary y-axis.  

Even though the accuracy of the FPA-based µCASI below 435 nm is influenced by a significant 

spectral anomaly (±10%), there is no evidence of the blue end roll-off in absolute accuracy 

although it must be recognized that the instrument does not operate below 400 nm. The lack of 

roll-off in the blue absolute radiance accuracy in the µCASI results suggests that the issue is 

unlikely to be related to an error in the common calibration source used with all three 
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instruments. Rather it must be considered that the issue may be related to detector architecture 

and the accuracy of the applicable estimated offset corrections such as the FSS that influence 

the CCD frame transfer-based devices (WISE and CASI) and not the FPA-based µCASI. 

Likewise the increasing error noticed in the red end (> 900 nm) of the µCASI results may also 

be due to differences in the system architecture, specifically the manner in which the scattered 

light is estimated. 

4.2 Secondary Comparison – Relative Radiance Validation 

The ‘stepped’ imagery used to produce the cross-track measurement data set is shown for all 

three imaging spectrometers in Figure 6. It has been assumed that the integrating sphere 

output and the responsivity of the imaging spectrometer under test was stable over the period of 

data acquisition (WISE: IT = 48 ms/scan line x 541 scan lines ~ 26.0 s; CASI: IT = 48 ms/scan 

line x 435 scan lines ~ 21.9 s, µCASI: IT = 10 ms/scan line x 582 scan lines ~5.8 s). For the 

three channels used in the provided RGB images, the variability in the observed intensity levels 

are indications of imperfections in the uniformity correction. Variations in the observed colour 

suggest that imperfections that are spectrally dependent. In the calibrated WISE image, the 

‘strapping’ structure used to bind together separate portions of the large CCD array resulting in 

decreased pixel sensitivities can be identified in three locations in the calibrated image (from the 

right hand side - start of the 3rd step, start of the 5th step, middle of the 9th step). In the CASI 

image, not only are their significant intensity and colour shifts apparent, but a significant step is 

visible between the right and left hand sides relating to the transition between the two CCD 

output ports and related readout electronics. For the µCASI, no intensity or spectral non-

uniformities are apparent, possible being masked by the higher overall noise levels inherent 

within its data. Due to the extreme levels at which the imagery can be stretched, the magnitude 

of the non-uniformities generating these visual observations are challenging to interpret from 

these visual cues.  

For each of the HSI instruments, the uniformity correction in the cross-track direction can be 

seen to be less than ideal when compared with the along-track results. For the WISE system 

(Figure 7-A1), the discrepancy appears most significant in the blue end (< 600 nm) whereas for 

the CASI it is more significant in the red end (> 600 nm). Assessment of the WISE results in 

terms of the generated absolute mean radiance levels produced using the two data extraction 

methodologies (along and cross-track) appear visually similar. When viewing the results in 

terms of the derived CoV, the cross-track results are significantly greater (worse) than those of 

the along-track results over then entire wavelength range. For the CASI (Figure 7-B1), a small 

but noticeable difference is observed in the absolute mean radiance levels, perhaps due to the 

intensity step between the right and left hands side pixels. The difference in the CoV between 

the cross-track and along-track results are more significant in the CASI results than those of the 

WISE between 600 nm and 980 nm and less significant for wavelengths < 600 nm. For the 

µCASI (Figure 7-C1), although the absolute mean radiance levels do not change significantly, 
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the degradation in the CoV due to the less than ideal uniformity correction with CoV results 

considerably larger than those produced by the WISE and CASI systems for wavelengths 

greater than 500 nm.  

 

 
 

Figure 6. The stepped imagery (red ~ 650 nm, green ~ 550 nm, blue ~ 450 nm) acquired to generate the cross-track statistics are 

shown for the (A) WISE), (B) CASI, and (C) µCASI. The display look up tables for these images were established using a 2% linear 

enhancement of the centrally illuminated area. 

For both the WISE and CASI the imperfections in the pixel-to-pixel corrections reduce the SNR 

level by more than a factor of 2 over much of the spectral range (WISE - Figure 7-A2, CASI 

(Figure 7-B2). The improvement in the µCASI SNR is much less significant (Figure 7-C2). 

Although the emphasise in the WISE design was to improve the system responsivity in the 

UV/blue channels as compared to the CASI, an improvement across the entire wavelength 

range was expected. This is consistent with what is being observed here. Blue channel 

improvements in the WISE over the CASI SNR derived from the along-track data set rise more 

than 900% at 375 nm (CASI ~ 2.2, WISE ~ 21.3), 230% at 400 nm (CASI ~ 12.5, WISE ~ 41) 

and 45% at 450 nm (CASI ~ 62, WISE ~ 90). For the channels near the SNR peak (~740 nm) 

the improvement remains near 45% (CASI ~ 255, WISE ~ 370). Corresponding SNR values for 
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Figure 7. For the (A1) WISE, (B1) CASI, and (C1) µCASI, the absolute spectral radiance mean (solid lines) and CoV (dotted lines) 

generated for a single column (along-track) (red) and for the multipart ROI covering the entire FOV (cross-track) (blue) are provided. 

The CoV results for the three instruments are collected into a single chart (D1) to simplify visual comparisons of the results. 

Corresponding SNR results are provided in (A2) WISE, (B2) CASI, and (C2) µCASI. For the WISE and CASI instruments, the SNR 

cross-track data prior to spectroradiometric correction is also provide (green). 

the µCASI are comparable to the WISE at 401 nm (21.8), comparable to the CASI at 450 nm 

(67) but does not compare in wavelengths greater than that peaking at ~ 100 and falling off 

much more significantly at wavelength > 700 nm. It is recognize that the sphere radiance levels 

that was approaching 12.0 µW/cm²/sr/nm for the wavelength at which the peak SNR was 
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observed, decreased to 0.73, 1.23, and 2.73 µW/cm²/sr/nm for the three reported wavelengths 

respectively. The implication here is that the decrease in the SNR spectrally is due to a 

combination of decreased sensitivity in the instruments themselves and the decrease in input 

radiance levels. It is also of note that the SNR of the WISE instrument prior to radiometric 

scaling (offset correct only) (green curve - Figures 7A2) is noticeable lower than that of the 

CASI (Figure 7B2) indicating that the range of pixel sensitivities in the WISE instrument is 

greater than that of the CASI.  

4.3 System Linearity Assessment 

The results generated from the HR1024i linearity data are used to validate the quality of the 

employed methodology. Although linearity of photodiodes are known to be extremely good, the 

photodetector employed in the integrating sphere has a broad spectral response (in this case 

with a photopic spectral response function). It is conceivable that the reported broadband 

response may not reflect changes that occur in narrower waveband regions. For example, a 

change that occurs at one spectral region may be compensated for by a corresponding change 

at another spectral location resulting in a spectral change that is not reflected in the broadband 

readout. As well, changes that occur outside or at the edges of the photopic response function 

of the photo diode will either not be reflected at all in the readout or contribute in a 

disproportionate manner. The HR1024i normalized linearity results (Figure 8A), although 

significantly impacted by noise for data obtained below the 0.500% level, are seen to provide 

average spectral values approximating 1 for sphere readouts as low as 0.005%. Although it 

cannot be stated definitively that this indicates the radiometric output of the sphere exit port is 

linear as a function of the photodiode detector readout, it does indicate that the calibrated 

results derived from the recorded levels are. Since it is extremely unlikely that a non-linearity in 

the sphere output would be compensated for by a corresponding and opposite non-linearity in 

the HR1024i response resulting in a spectral normalized linearity of 1.0, the assumption is made 

that the sphere output radiance is indeed linear between 100.0% and 0.005% as reflected in the 

photodiode readout across the entire HR1024i VNIR wavelength region. 

A number of similarities are apparent in linearity results produced from spectroradiometrically 

calibrated WISE (Figure 8B) and CASI (Figure 9A) data. For the WISE, the results appear 

linear to a sphere setting as low as 1.000% at which point nonlinearities (deviations from 1.0) 

begin to become apparent in the normalized linearity spectra, starting at the blue end, moving 

toward higher wavelengths with decreasing signal strength. For the CASI, a similar trend is 

apparent starting in the 5% data set. In addition, a similar response is observable at the upper 

wavelength end. Closer evaluation of the data identified that the non-linearity apparent at the 

spectral extremes is in fact an artifact of the manner in which the data was conditioned. The 

signal level at which the non-linearity becomes apparent is the level at which the noise inherent 

in the signal begins to rival the recorded signal levels following correction of the offset 

contributions. Since the output dataset following spectroradiometric calibration is recorded as an 
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unsigned integer, negative values generated at low signal level subject to negative noise levels 

of a larger amplitude will be truncated to a value of zero. Inclusion of such truncated values in 

the determination of the mean results in an artificial increase in the reported mean levels that in 

turn lead to the apparent non-linearity visible in the WISE and CASI normalized linearity plots. 
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Figure 8. Non-Linearity assessment results for the (A) HR1024i portable spectroradiometer and (B) WISE HSI. Row 1) The radiance 

data following spectroradiometric calibration for each observed sphere setting. Row 2) The normalized linearity levels for all sphere 

measurement levels. Row 3) The normalized linearity levels with the lowest integrating sphere settings removed for clarity. 

For the µCASI (Figure 9B), saturation is apparent in the 100.0% integrating sphere setting 

radiance results between 480 nm and 700 nm. The 75% measurement normalized by 1/0.75 

was therefore used as the reference spectra for this data set. No evidence of a nonlinearity is 

apparent in the data with sphere setting as low as 0.05%. Noise levels significantly greater than 

the other instruments made measurements acquired at sphere levels less than 0.05% difficult to 

be interpreted. Further analysis of the data would have to be undertaken to understand why the 

µCASI is not impacted in a manner similar to the WISE and CASI by signal levels driven 

negative by noise contributions.  
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Figure 9. . Non-Linearity assessment results are provided for the (A) CASI and (B) µCASI HSIs. Row 1) The radiance data following 

spectroradiometric calibration for each observed sphere setting. Row 2) The normalized linearity levels for all integrating sphere 

measurement levels. Row 3) The normalized linearity levels with the lowest integrating sphere settings removed for clarity. 

For each instrument, two ‘calibration points’ to be used in the application of a 2-point linear 

calibration refinement process avoiding the problematic low level input levels were selected 

(HR1024i - 100.0% and 5.00%; WISE - 100.0% and 25.0%; CASI - 100.0%; µCASI - 10.00%, 

and 75.0%). Radiance levels generated from the original spectroradiometric calibration (LO) and 

following application of the 2-point calibration refinement (LC) are provided in Figure 10 for an 

example wavelength. The results are provided first in terms of radiance on the left hands side 

charts (column 1) then in terms of the residual errors on the right hands side charts (column 2). 

The residual errors are computed as the difference between the determined radiance values (LO 

or LC), and the expected radiance level defined as the 100.0% (75% for the µCASI) integrating 

sphere radiance scaled by the integrating sphere photodiode response for each of the 

measurements. 

The quality of the original HR1024i calibration is apparent in the example data (λ = 402.8 nm) 

provided in the residual error levels provide in Figure 10A. Not only are the LO residuals small 

but in addition there does not appear to be any improvements in the LC residuals (peak residual 
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= 0.0025 µW/cm²/sr/nm for a nominal radiance level of 0.95 µW/cm²/sr/nm). What small 

residuals remain could potentially be the baseline non-linearity of the experimental setup. In the 

case of the WISE results (λ = 402.5 nm) (Figure 10B), a significant improvement is apparent in 

the LC residuals over those of LO with the peak residual dropping almost an order of magnitude 

from -0.12 to 0.017 µW/cm²/sr/nm. The refinement process has an even more significant impact 

on the CASI channel results (λ = 401.6 nm) (Figure 10C) with the LC residuals dropping just 

over an order of magnitude from -0.485 to 0.046 µW/cm²/sr/nm following correction. It is 

important to realize that the peak LO residual is dominated by issues related to low signal levels. 

Finally for the µCASI results (λ = 403.1) (Figure 10D), the residuals computed at 403.1 nm drop 

from -0.084 to 0.012 µW/cm²/sr/nm. Although issues remain in the low signal level results, the 

residual errors for the LC data points with healthy signal levels (LO > σLO) approach zero. 

The discussion in the previous paragraph only assesses a single channel. A complete 

appreciation must evaluate what is occurring across all channels (512 for the HR1024i, 288 for 

the three HSI instruments). This can best be achieved by looking at the spectral gain and offset 

derived from the 2-point calibration refinement process (Figure 11 – column 1) with the gain 

plotted on the primary y-axis and the offset plotted on the secondary y-axis. Following 

application of the gains and offsets on a channel by channel basis, the impact of the correction 

process can be observed in a comparison of the spectral plots of the root mean squared (RMS) 

residuals of LC against that of LO (Figure 11 - column 2).  

Gains and offset generated for the HR1024i (Figure 11A1) approximate values of 1.0 and 0.0 

respectively, those expected for a perfect calibration, across the entire spectral range. 

Subsequently the spectral RMS residual errors (Figure 11A2), do not indicated any 

improvement by the application of these parameters in the refinement process as is apparent in 

a comparison of the max and mean spectral RMS residual provided in Table 1 for the original 

(LO) and corrected (LC) data. 

In comparison, the WISE spectral gains and offsets (Figure 11B1) deviate substantially from 

their ideal values. The gain rises sharply for wavelengths below 425 nm to as large as 1.702 in 

the first channel. For wavelengths greater than 460 nm, a concave down shape is apparent 

peaking at 1.134 at 684 nm. For wavelengths less than 650 nm, the offsets parameter maintains 

a value near 0.0 µW/cm²/sr/nm (-0.01 to +0.03 µW/cm²/sr/nm) indicating that the system 

response provided in the original spectroradiometric calibration is linear as it trends through the 

origin (0-0 point) based upon the two data points (IS settings 100.0% and 25.00%) used to 

generate the refinement parameters. The offset however rises between 600 nm and 725 nm 

then maintains a value of between +0.07 and +0.10 µW/cm²/sr/nm indicating that there is an 

offset contribution that is not being properly adjusted for in the original calibration process. The 

location of this rise, at roughly twice the wavelength of the first channel, and the fact that the 

offset remains relatively constant at wavelengths beyond that, is suggestive of a second order 

diffracted light issue. The impact of the radiance refinement is apparent in the large difference in 
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the RMS residual error (Figure 11B2). The significance of the improvement are evident in the 

improvement in the WISE maximum/average spectral RMS residual values provided in Table 1.  
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Figure 10. Non-Linearity assessment results for an example wavelength of approximately 402 nm with respect to the 100.0% 

measurements (75% scaled to 100% for the µCASI) for the (A) HR1024i, (B) WISE, (C) CASI and (D) µCASI instruments. The right 

hand charts (column 1) show the radiance value generated from the original spectroradiometric calibration (LO) (■) and following a 

two point calibration refinement (LC) (▼) compared with that of a perfect linear results (black). The left hand charts (column 2) show 

the corresponding residual errors for the (LO) (■) and (LC) (▲) data. 
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Figure 11. Spectral gains (blue) and offsets (red) as computed within the 2 point calibration refinement process, as defined in Figure 

10, are provided for the HR1024i (A1), WISE (A2), CASI (A3), and µCASI (A4). The RMS residual error of the originally calibrated 

radiance data (Lo) (blue) and following calibration refinement (Lc) (blue), defined as the average RMS error with respect to the 

HR1024i measurement of the integrating sphere set to 100.0%, are provided for the HR1024i (A2), WISE (B2), CASI (C2), and 

µCASI (D2). Note the different scales used in the HR1024i (A1, A2) charts. 

 

Table 1: RMS residual statistics extracted from spectral data as shown in Figure 11 column 2. 

 
HR1024i WISE CASI µCASI 

RMS Residual Max (LO) 

(µW/cm²/sr/nm ) 
0.00535 0.2307 0.1000 0.2173 

RMS Residual Mean  (LO) 

(µW/cm²/sr/nm ) 
0.00213 0.1293 0.0417 0.0340 

RMS Residual Max (LC) 

(µW/cm²/sr/nm ) 
0.00536 0,01905 0.0356 0.0835 

RMS Residual Mean  (LC) 

(µW/cm²/sr/nm ) 
0.00215 0.0096 0.0118 0.0139 
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The CASI gain (Figure 11C1) deviates only slightly from unity (±0.025) within the central portion 

of the spectrum (500 nm to 940 nm). The gain at the red end (> 940 nm) drops but only slightly 

to 0.995. At the blue end of the spectrum the gain deviates exponentially to as great as 2.4 in 

the first channel (375.3 nm) consistent with the problems previously noted in the blue end. This 

is significant greater than the 1.3 reported for the WISE channel at the nearest channel (375.9 

nm), once again reflecting the WISE’s improved sensitivity in the blue channels. Whereas the 

offset is relatively small (0.0 -0.022/+0.032 µW/cm²/sr/nm) between 395 nm and 1000 nm, the 

extreme channels appear to be influenced by increasing noise levels with a slight drop-off 

apparent at the blue end. While the improvement introduced by the refinement process is 

nowhere near as substantial as with the WISE, significant improvements are still realised in the 

blue and to a lesser extend the red end. The residual RMS results (Figure 11C2) indicate there 

are two spectral regions (525 nm to 560 nm and 780 nm to 865 nm) in which the calibration 

refinement does little to improve the accuracies. The overall improvement is once again evident 

in maximum/mean RMS residual parameters provided for the CASI instrument in Table 1. The 

spectral RMS residual is noted to have a similar shape to that of the WISE (a rise in the 

residuals between 675 nm and 725 nm) despite the fact that a similar feature is not apparent in 

the CASI offsets. 

The most apparent item of note in the µCASI spectral gains/offsets and RMS (Figure 11D1) 

residuals is the substantially higher noise levels. Although more significant noise is noticeable 

over the entire spectral range, there is a significant increase above 750 nm. Despite this, the 

gains and offsets are observed to track nicely within the noise envelopes with the ideal values of 

1.0 and 0.0 µW/cm²/sr/nm. The exception to this is a spectral feature located just below 450 and 

a drop off above 900 nm apparent in the gain values. Improvements in the RMS residuals 

spectra (Figure 11D2) are small in comparison to those witnessed in the WISE and CASI 

systems. The exception to this is once again the spectral region above 900 nm. The apparent 

improvement seen in the maximum/mean provided for the µCASI in Table 1 is driven by the 

improvements achieved in that portion of the spectrum. 
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5 Conclusions 

A methodology has been developed, implemented, and, to a preliminary level, validated using 

equipment currently available at FRL to assess the quality of the FRL operated VNIR HSIs in 

terms of 1) absolute spectroradiometric accuracy, 2) relative accuracy (uniformity correction), 

and 3) system linearity following spectroradiometric calibration. The principal equipment 

essential to the implementation and validation of this methodology were the Hoffman LS-65-8C 

Luminance Standard (6”) Sphere, the SVC HR1024i portable spectroradiometer, the computer 

controlled Newmark XY translation stages, and a platform capable of mounting the HSI 

equipment in a nadir viewing orientation. 

As previous investigations of airborne CASI data had suggested, significant absolute 

spectroradiometric calibration errors were identified in the UV/blue portion of the VNIR spectral 

range within not only the CASI (< 500 nm), but also the WISE (< 425 nm) with errors in channel 

1 as large as 55% (376.3 nm) and 45% (361.5 nm) for the two instruments. In addition, the 

WISE system has a spectrally variable error in the absolute calibration results over the 

remainder of the VNIR spectral region with errors between 0% and -12%. This compares with 

an absolute calibration error of 0 to -3% for the CASI. For the µCASI, the blue end radiometric 

problem is not apparent suggesting that the origin of the absolute calibration error is not due to 

an error inherent in the calibration source used by all three sensor systems. With the exception 

of a couple of narrow spectral features (400 nm to 435 nm and 560 nm to 580 nm) and a rising 

error in the red end (> 900 nm), the absolute accuracy of the µCASI is good (± 2%). With the 

relatively good radiometric calibration accuracy of the CASI and µCASI, it is believed that the 

error in the WISE results is due to a shift in the system response that has occurred since its 

calibration. 

The assessment of the uniformity correction show significant issues remain in the process for 

both the WISE and CASI systems. These issue results in the reduction of peak SNR levels from 

370 to 150 in the WISE and 250 to 100 in the CASI. Although the SNR levels are much lower for 

the µCASI, the impact of the deficiencies in the uniformity correction are much less significant 

with peak SNR levels dropping from 100 to 80. Since these results were generated from a 

single intensity measurement, it is unclear if the relatively impact would be the same at other 

input levels. 

Concerns with the initial assessment of the WISE and CASI linearity were subsequently 

discovered to be due to the manner the data was conditioned having an impact on extremely 

low signal level data encountered in the UV/blue portion of the spectrum. Ultimately it was 

concluded that no issues were identified in the linearity of any of the HSI instruments. With the 

linearity of the systems confirmed, the utility of using a linear 2-point calibration refinement 

similar to that commonly applied to the refinement of airborne hyperspectral imagery was 

assessed. The mean RMS residual error of the linearity assessment data sets are shown to 
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significantly improve following application of the refinement process. Due to the large absolute 

calibration error in the WISE results, the impact is significant, reducing the mean RMS residual 

error to 0.0096 µW/cm²/sr/nm from 0.1293 µW/cm²/sr/nm. For the CASI the impact, although far 

less significant, remained substantial over large portions of the VNIR spectrum reducing the 

mean RMS residual error to 0.0118 µW/cm²/sr/nm from 0.0417 µW/cm²/sr/nm. The impact on 

the µCASI was almost non-existent with the exception of wavelengths greater than 800 nm, 

reducing the mean RMS residual error to 0.0139 µW/cm²/sr/nm from 0.0340 µW/cm²/sr/nm. 

The results generated by this methodology have consistently identified the improvement in the 

WISE system response as compared to the CASI within not only the UV/blue spectral range but 

over the entire VNIR spectrum. 

Validation of the methodology came in the form of application of the processes to data acquired 

with the HR1024i portable spectroradiometer. The HR1024i did not provide the same integrating 

sphere exit port radiance levels as provided by the NRC calibration. However, the decision was 

made to use the radiance spectrum generated by the HR1024i as the reference as the data of 

the sphere had been acquired in the same configuration, environment, and time as the HSI data 

against which it was compared. Although the comparison numbers identified in this report will be 

influenced by this decision, the conclusions in general will not be impacted. Repeated 

measurements of the sphere exit port radiance with the HR1024i have quantified the 

stability/repeatability of the measured output as much less significant that the uncertainties 

associated with equipment. In addition, the HR1024i was able to confirm the linearity of the 

sphere exit port radiance as a function of the reported photo-diode readout. 

Repeated implementation of the described methodology with the FRL HSI instrumentation, 

when combined with a spectral stability check, is capable of providing a rigorous assessment of 

the system health and stability. Such efforts will provide critical insights into the quality of the 

data products being generated for FRL clients as well as providing a critical assessment of 

when the systems need to be sent out for new calibrations. Although the methodology has not 

been applied at this time to the SWIR HSI sensor operated by FRL, no reasons have been 

encountered that would suggest it would not be applicable. 
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Appendix A: HR1024i Operational Considerations 

The HR1024i portable spectroradiometer is designed primarily for use as a field spectrometer. 

Use of this instrument in the field along with the operational issues that are inherent in that 

environment results in absolute accuracies that are significantly less than that required to 

perform the lab assessment being reported here. Previous use of the instrument in the lab to 

perform panel characterization measurements have identified a number of issue that must be 

carefully considered to acquire and assess the data acquired here. It must be noted that all 

previous use of the instrument at FRL, both in the field and in the laboratory, made use of 

relative measurements in which the stability of the instrument response between the 

comparative measurements was of primary concern. In many of the measurements performed 

within this work described here, absolute measurements are being evaluated. In this case, the 

stability between the system response at the time of the acquisition of the absolute calibration 

data set and the time of the test data is of concern. 

In this appendix, a number of issues are identified and addressed below in terms of their 

potential implications on the data set acquisition and assessment.  

 Ensure that the HR1024i was provided adequate time to thermally stabilize.  When 

viewing HR1024i results in absolute radiance terms, this issue must be considered in a 

more restrictive manner than simply allowing adequate time to stabilize. The reported 

temperature of the VNIR detector, which is not temperature controlled, during the data 

collection is best acquired at an identical temperature to that at which the calibration 

data was acquired in order to provide the most accurate results. As the temperature 

varied from the calibration set point, spectrally dependent variations occur that are not 

only noticeable across the VNIR detector channels but also within the extreme spectral 

channels of the SWIR1 detector. The impact on the SWIR1 detector data is interesting 

as unlike the VNIR detector, it is temperature controlled to a constant temperature. 

Evaluation of the reported detector temperature over numerous data sets, acquired both 

in the lab and in the field, are -4.7 ± 0.1°C for the SWIR1 detector (-9.8 ± 0.1°C for the 

SWIR2 detector). It has been suggested that the impact on the SWIR1 results could be a 

secondary effect related to the fact that the reported VNIR detector temperature reflects 

the ambient temperature within the instrument and therefore may impact the readout 

electronics resulting in minor changes to the conversion sensitivities. With the low 

sensitivity and subsequent low raw signal levels encountered, the extreme SWIR1 

channels would be particularly sensitive to such variations. Although not specified within 

their calibration report, SVC reported that that the VNIR temperature of the data sets 

used to produce the calibration data was 36.6° C. SVC does provide a proprietary 

algorithm to correct for discontinuities between the overlapping VNIR/SWIR1 channels 

that are found for our instrument in the 370 to 1013 nm range. This effectively is 

supposed to correct for temperature sensitivities by making use of the temperature 
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stability and supposed signal stability found within SWIR1 channels. Our evaluations 

show that the results, produced by the application of this process, are inadequate for the 

accuracy/precision requirements of the work being performed here. Note that tying the 

VNIR temperature to that of the absolute calibration measurements was not an issue 

when using relative HR1024i measurements as is normally done during the field 

reflectance measurements or panel characterization measurements performed in the 

lab. In those cases, the issue of importance is that both the reference and target scans 

be acquired at similar temperatures (< ± 0.2), which is something that is confirmed for 

within the standard processing approach. 

 Ensure that the HR1024i FOV was completely within the integrating sphere exit 

port. The FOV of the fore-optics in use is nominal 4. Ensuring that the instrument FOV is 

completely within the sphere exit port is of particular concern since observations of the 

exit port were performed in the near-field and its impact on the sharpness of focus is 

unknown. The computed diameter of the nominal 4° FOV at the nominal lens-to-port 

vertical (Z) separation distance of 17.0 cm is 1.2 cm. This is significantly smaller than the 

4.0 cm diameter of the exit port hopefully allowing for the less than ideal focus 

encountered at this separation distance. With these concerns in mind a pair of tests 

were performed to confirm that the measured response did not vary as a function of the 

separation distance nor due to minor changes in the XY (horizontal position). First, one 

time measurements were performed with HR1024i vertical separation varied between 10 

cm (FOV 0.7 cm) and 43 cm (FOV = 3.1 cm). Each measurement was ratio’d against the 

10 cm measurement. Noticeable changes in the spectral ratio were not apparent as a 

function of separation distance even at 43 cm implying that (1) the FOV, even at the 

greatest separation distance, was located wholly within the exit port uninfluenced by 

edge-effects; and (2) the radiometric uniformity of the exit port did not introduce 

observable variabilities as the FOV within the exit port increased with distance.  

 Assessment of physical configuration for optical coupling effects. Optical coupling 

is a phenomena in which inter-reflectance occur between two surfaces facing each 

other. In this case those inter-reflectance would result in additional radiance being 

returned into the integrating sphere thereby impacting the apparent output radiance of 

the sphere. This phenomena is readily apparent in the increases observed in the sphere 

monitoring photodiode readings if one places their palm opposite the exit port and slowly 

decreases the separation. As this effect will be a function of the square of the separation 

distance, then if the separation test described above should also provide an indication of 

the level of optical coupling experienced in this configuration. As indicated above, 

observable changes were not observable in the relative radiance measurements nor 

were they apparent in the sphere monitoring photo diode readings as the separation 

increased. 

 Centering of HR1024i within and radiometric uniformity of sphere exit port. 

Following a preliminary effort to visually align the HR1024i FOV with the centre of the 

exit port at the nominal separation distance of 17 cm, the XY translation stage was used 
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to translate the sphere beneath the HR1024i. The location at which the HR1024i 

measurement began to be impacted by edge effects on either side of the centre position 

was noted as the ‘edge’ position. The centre position was then adjusted to the midpoint 

between the two positions. This was repeated iteratively for both the X and Y axis to 

arrive at a final centre alignment. Once the location was identified it could be accurately 

re-established throughout the period of a measurement sequence using the XY 

translation stages. An examination of the horizontal (x and y -axis) relative radiance 

profiles (xy position measurement divided by the centre point measurement) with those 

impacted by edge effects excluded, did not exhibit any non-uniformity’s that rose above 

the residual noise levels. Despite this apparent independence of the absolute radiance 

levels with respect to observed position within the exit port efforts were made during the 

commissioning of each instrument configuration to centre the HR1024i FOV within the 

exit-port and to carefully re-centre it before each measurement. 

 Ensure that the integrating sphere exit port radiance remain unchanged with 

respect to that observed during the NRC calibration. Once established, the 

integrating sphere monitoring photodiode at any setting was found to remain stable to 

within the most significant readout digit (0.1% for 60.0% to 132.0%, 0.01% for 20.00% to 

60.00% and 0.001% from 0.005% to 20.00%). In addition, each time the sphere was set 

to 100.0% in order to perform an absolute calibration measurement, the Vernier aperture 

setting was recorded.  For all recorded measurements made in the vertical orientation 

with the Integrating sphere located below the HSI instrument under test and the 

HR1024i, the Vernier position was identical at .803” ± 0.001” (TBC). Not only is this an 

indication that the radiometric output of the sphere remains stable but that the setup can 

reliable be recreated without impact to the observed radiance levels. In addition the 

integrating sphere stabilized power supply voltage level which was found to remain 

unchanged (15.752 ± .001 V) during all measurement sequences and in fact has remain 

unchanged since its original 1993 calibration. It can be inferred from this later 

observation that it is unlikely that a colour change in the bulb or sphere wall reflectance 

(yellowing) would have occurred while retaining the same photodiode output. It is not 

known what the Vernier setting was at the time of the 1993 calibration so a similar 

statement cannot be made with respect to changes since the original calibration. 

 Long-term stability of the HR1024i. The long-term stability of the HR1024i was further 

assessed by comparison (wavelength and radiometric sensitivity) of the 2018 calibration 

results with the current 2020 calibration. The minimal shifts in the channel wavelength 

registration (0.0 to +0.3 nm) and variances of between -2.5% and 4.2% in the 

radiometric sensitivity response for the VNIR portion of the detector suggest remarkable 

long term stability for an instrument that has seen significant use both in the lab and field 

environments. The changes to the radiometric sensitivities in fact look similar to the 

relative spectral shape witnessed when temperature fluctuations of the reported VNIR 

detector temperatures of an otherwise stable source is encountered. It is thus 

conceivable that the small changes could be further explained due to the differences in 
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the VNIR detector temperatures that was reported as 35.2°C during the 2018 calibration 

as compared to 36.6°C for the 200 calibration. Further assessment which would require 

the development and verification of a temperature compensation would have to be 

performed to confirm this as the manufacturer supplied methodology does not provide 

the required accuracies. 

 Integration time instabilities. The HR1024i can be configured to either automatically 

set the integration time or to have it manual set. The automatic setting option is 

commonly used in order to assure that the integration time applied is optimal for the 

target radiance levels encountered. An unexplained scenario has been found to arise in 

which the integration time settings will change in automatic mode despite the fact that 

the observed radiance levels remain unchanged (i.e., change from 100 ms to 70 ms 

while watching the stable integrating sphere). In such a circumstance, relative 

measurements, which should results in a spectral ratio of 1, have been noted to have 

multiple spectral anomalous across the VNIR spectral region. It is of considerable 

interest therefore that these or similar anomalies are not apparent in the linearity results 

derived with the HR1024i and reported on in this report. 
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Appendix B: Hoffman Luminance Standard Sphere Spec Sheet 

 

  



 

National Research Council Canada Page 44 

Appendix C: NRC Spectral Radiance Calibration – Hoffman Engineering Spectral 

Radiance Standard 

  



 

National Research Council Canada Page 45 

 

 



 

National Research Council Canada Page 46 

 
  



 

National Research Council Canada Page 47 

 

  



 

National Research Council Canada Page 48 

 

  



 

National Research Council Canada Page 49 

 

  



 

National Research Council Canada Page 50 

 

  



 

National Research Council Canada Page 51 

 

  



 

National Research Council Canada Page 52 

 

  



 

National Research Council Canada Page 53 

 

  



 

National Research Council Canada Page 54 

Appendix D: Data Calibration Procedure 

Setup 

1. Setup the Integrating sphere beneath the IS platform mounted on the IS Rack in an 

upward viewing position mounted on the lab-jack which in turn is mounted on the XY 

translation stages with the long axis (X) aligned perpendicular to the line image direction 

the imaging spectrometer are to be mounted in. Lab-jack should be fully retracted 

(minimum height) at this time. 

2. Install the imaging spectrometer under test in a nadir (downward) viewing position on the 

IS platform with lens protruding though the platform viewing hole.  Bolts are to be use to 

secure the CASI and WISE sensor heads to the platform. Use the rotational control on 

the platform support (yellow apparatus) to ensure that the sensor is nadir viewing. 

3. Set up the Hr1024i on the tripod mounted arm with the bottom of the lens at 

approximately the same height as the imaging spectrometer lens. Use the 3-axis trip 

head to ensure that the HR1024i is in a nadir viewing position. 

4. Swing the tripod arm so that the HR1024i abuts against the front edge of the platform 

while adjusting the position of the fore-optics in the Y axis so that it is aligned with the 

centre of the imaging spectrometer FOV. 

5. Turn on the HR1024 making measurements in order to monitor the VNIR temperature as 

it stabilises. Ideally the measurements should be made at 36.6 °C, the temperature at 

which the HR1024i calibration data was acquired at SVC. This may take 2 hours or 

more. Steps 6 through 13 below can be performed while the HR1024i stabilization is 

occurring. 

6. Turn on the imaging spectrometer under investigation. Provide a minimum of 10 minutes 

before initiating any measurements.  

7. Start the imaging spectrometer software and set the configuration to full (288 channels) 

with an integration time similar to that used during airborne acquisitions. 

8. Turn on the integrating sphere. Stabilization will not take long (a couple of minutes 

maximum) and will be ensured by monitoring the integrating sphere monitoring  

9. Once the integrating sphere monitoring photodiode stabilizes, turn off lab lights and any 

other illumination sources in the lab, and adjust the integrating sphere Vernier to provide 

a readout of 100.0%. 

10. Note the setting of the Vernier caliper to ensure that it remained unchanged from that 

used during the NRC integrating sphere calibration. 

11. Determine the X stage position that aligns: 

o The centre of the HR1024i FOV with the centre of the integrating sphere exit port 

(use the HR1024i locating laser to assist with this); 

o The centre of the imaging spectrometer with the centre of the integrating sphere 

exit port (providing the widest image of the port when scanned). 

12. Measure and record the lens-to port distance for both the: 
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o HR1024i; 

o Imaging spectrometer under test.  

13. Position the integrating sphere below the HR1024i. 

Absolute and Relative Validation Assessment Data Acquisition Process 

14. Darken lab. 

15. Reset the sphere Verner to provide a 100.0% on the monitoring photo-diode. 

16. Take a HR1024i reference scan immediately followed by a target scan.  

17. Position the integrating sphere below the imaging spectrometer. 

18. Start image acquisition.  

19. Record the integrating sphere photodiode monitor readout. 

20. Once the pre-image data has been acquired, ensure that at least 512 scan lines of the 

integrating port are acquired (1 frame) and then stop data acquisition. 

21. Record raw image file acquisition name. 

22. Adjust the Y-Axis to position: 

o -26000000 (extreme limit of the Y-stage) for the CASI and WISE imaging 

spectrometers; 

o -20000000 for the narrower FOV µCASI.  

23. Raise the integrating sphere using the control knob on the lab-jack until only 2/3rd of the 

port image remain within the display. 

24. Start data acquisition. 

25. Monitor and record the integrating sphere photodiode monitor readout periodically during 

the following step. 

26. Once imagery of the integrating sphere port filling at least one page is viewed on display, 

adjust the Y-axis by step of: 

o  -625000 for the CASI and WISE; 

o -500000 for the µCASI. 

27. Stop data acquisition. 

28. Record raw image file acquisition name. 

29. Return Y-Axis to position 0. 

30. Lower lab-jack to original position. 

31. Adjust the X-Axis back to the position the integrating sphere beneath the HR1024i. 

32. Record the integrating sphere photodiode monitor readout (if the setting has changed 

from 100.0%, do not adjust, simply record the new value). 

33. Take a HR1024i target scan. 

34. Perform a preliminary validity check of acquired data by ensuring that the ratio of the 

final target scan to the initial reference scan approximates 1.0 across the entire spectral 

range ensuring that the integrating sphere remained stable. If the ratio does not 

approximate 1.0, consider repeating steps 13 through 34. 

35. Return the X-Y-stage to home position (0, 0). 
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Linearity Validation Assessment Data Acquisition Process 

36. Position sphere below instrument under test (spectroradiometer, WISE, CASI, µCASI). 

37. Turn lights off. 

38. For each setting/measurement level, set sphere output using the Vernier control to 

provide the following values on the monitoring photo-diode: 

o Recommended settings used for this first attempt: 130.0%, 120,0%, 110.0%, 

100.0%, 75.0%, 50.00%, 25.00%, 10.00%, 5.000%, 1.000%, 0.500%, 0.100%, 

0.050%, 0.010%, 0.005%, 0.000% 

o Note that the precision provided above, are those achievable on the sphere 

controller when properly using the precision control adjustment. 

o Note that for the µCASI, the system saturates over a portion of the spectral range 

at setting of 100.0% and above; setting above 100.0% can be ignored. 

39. Acquire data: 

o For the spectroradiometer, a single reference scan followed by a single target 

scan at each sphere setting levels. 

o For the 3 HSI instruments, all data can be acquired in a single file in order to 

reduce data acquisition time, with a full frame of imagery acquired at each 

radiance level once it is achieved. 

Shut down 

40. Turn on lab lights. 

41. Close software programs and turn off equipment. 

42. Install lens covers. 
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