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Foreword 

After each general election, the Chief Electoral Officer (CEO) is required to submit a report 
to Parliament outlining recommendations that, in his view, will improve the administration of 
the Canada Elections Act. In developing his recommendations report after the 2019 election, 
the CEO wishes to explore certain themes related to the way in which political actors 
communicate with electors in the digital age. 
 
Over the past two decades, political communications have changed drastically. 
Communications around elections—and in general—are increasingly digital, taking place 
through text messages, on social media platforms, in online ads and in other formats. Many 
of these are enabled by big data and are highly targeted. There is every indication that this 
trend will continue into the future and that the significance of digital communications for 
electoral democracy will continue to grow.  

The regulatory regime in place under the Canada Elections Act, however, dates originally 
from a time when broadcast television was the dominant advertising and communications 
medium. The Act is based on certain core values, such as transparency and fairness, that 
continue to underlie the way elections are delivered in Canada, but legislative improvements 
may be needed.  
 
With a view to soliciting input from a diverse audience of stakeholders and experts to inform 
the CEO’s recommendations to Parliament, Elections Canada has prepared a suite of three 
discussion papers on interrelated topics that are central to this question.  
 
• The first paper, The Regulation of Political Communications under the Canada Elections 

Act, aims to foster discussion about whether existing provisions in the Act meet the 
challenges that have arisen in recent years, largely due to new communications 
technology.   

 
• The second paper, The Impact of Social Media Platforms in Elections, looks more closely 

at social media and digital advertising platforms and aims to promote discussion on the 
impacts that these platforms may have on elections and democracy. 

 
• The third paper, The Protection of Electors’ Personal Information in the Federal 

Electoral Context, aims to encourage discussion on how fair information principles could 
be applied to political parties, taking into account their unique role in Canada’s 
democracy. 
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Introduction 

Social media platforms—websites and Internet applications that permit users to create, share, 
discover and interact with content, and that facilitate the development of social networks1—
have become major sources of information and means of interaction for Canadians. 
Similarly, digital platforms that run data-driven advertising, including social media sites and 
search engines, have come to dominate the Canadian advertising landscape. 

Social media and digital platforms have also become a central component of our electoral 
environment. They are considered valuable tools in reaching Canadians, efficiently and 
inexpensively, and are credited with spurring people to participate in elections in many ways, 
whether by updating their voter registration, donating to a political party or cause, or 
accessing information about political options and when, where and ways to vote. 

In the wake of digital interference in elections around the world, however, governments, 
security agencies and others have begun to take a closer look at platforms and what they 
allow users to do.2 Like many countries, Canada has recognized that digital interference 
threats are now part of the election delivery landscape, and has taken measures to reinforce 
safeguards and to detect and mitigate potential digital electoral interference.3 

This evolving digital environment raises questions about the need for greater regulation. 
These questions stretch beyond the mandate of Elections Canada, but they affect the electoral 
ecosystem in which the agency operates and could have a significant bearing on Canadians’ 
trust in our democratic system.  

Social media and digital platforms have grown with little transparency or external oversight, 
transcending borders and serving as the backbone of the digital economy.4 There is growing 
debate about whether and how to regulate the digital information sphere and the platforms 
that shape it.5 This debate has been fuelled by divergent views on how regulation should be 
implemented and rightful concerns about regulating political expression.6 The platforms 
themselves have acknowledged potential harms and have taken steps to mitigate them.7  

This paper seeks to add to this debate by focusing on how platforms and their use impact the 
electoral process. It describes, at a high level, the unique characteristics of social media and 
data-driven digital ad platforms as they were at the time of the 2019 general election.8 It 
addresses the impact these platforms have on the electoral landscape in which Elections 
Canada operates—notably in the areas of access to reliable information, transparency and 
trust in the electoral process—and seeks input on how best to adapt to this evolving reality. 
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Organic and Paid Content on Platforms 

During the 2019 general election, citizens used a wide swath of digital and social media 
platforms to create and engage with a range of content, from memes to leaders’ debates. 
Regulated political entities, including candidates, political parties and third parties, were also 
active on several major platforms, as were media outlets and civil society groups. Elections 
Canada used organic content and digital ads to explain where, when and ways to register and 
vote, and participated in some platforms’ special initiatives to increase election awareness 
and voter registration.9 

The social media market in Canada is large, with approximately 25 
million active social media users. The market is dominated by a handful 
of major proprietary platforms, the most popular being YouTube (85% 
of Internet users aged 16 to 64 report using it in the past month), 
Facebook (79%), Instagram (53%), Twitter (40%) and Pinterest (35%). 
Canadians are also active on LinkedIn (29%), Snapchat (28%), Reddit 
(25%), WeChat (9%) and TikTok (9%), among others.10 

Digital and social media platforms differ from other spaces where Canadians encounter and 
interact with people, information and ideas. To have a productive discussion about how 
platforms shape the digital information sphere and impact the democratic process, and to 
think about addressing regulatory gaps therein, it is important to understand platforms’ 
functionality and architecture. The following section draws on scholarship to describe how 
digital and social media platforms curate, moderate and disseminate organic and paid 
content. 

Organic content  

Organic content on social media platforms—content that the poster (i.e. an individual or 
organization) does not pay the platform to publish or distribute—is subject to relatively few 
regulations in Canada.11 It is subject to existing criminal and civil laws around expression. In 
the pre-election and election periods, it is also subject to some Canada Elections Act (CEA) 
provisions that forbid the impersonation of Elections Canada and political entities, the 
publication of misleading information for the purposes of affecting the election outcome, and 
some types of false statements about candidates and people associated with parties. 

Otherwise, the governance of organic content largely falls to the platforms themselves. 
Before the 2019 general election, many platforms committed to taking measures to safeguard 
electoral integrity, such as by offering enhanced security for political campaigns’ accounts 
and by setting up dedicated contact channels for political entities and Elections Canada to 
report election-related incidents to the platform. Some platforms also signed on to the 
government-led Canada Declaration on Electoral Integrity Online, a voluntary pledge to 
remove fake accounts, bots and inauthentic content.12 
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Platforms govern organic content by defining what is possible, permitted and promoted. They 
determine what actions are available to users, such as by offering buttons that let users “like” 
or “share” content with a click.13 Most platforms display engagement metrics (numbers of 
likes, shares, follows, etc.), identifying the popularity of content and offering users real-time 
feedback on the “performance” of their posts.14 Through the creation and enforcement of 
policies such as terms of use and community standards, platforms moderate accounts and 
content and remove what they deem unacceptable.15 Platforms also promote some content 
over others, through recommendation algorithms.16 

Recommendation algorithms exercise strong influence: they determine what each user sees, 
sees first and does not see in their timeline (Facebook News Feed, YouTube queue or 
equivalent). Though algorithms differ from one platform to another, change often and are 
largely unknown to users and outside entities, researchers have a general idea of how they 
work.  

Many recommendation algorithms assign a relevancy score to each piece of content, based 
on each user’s personal and behavioural profile (described below), to predict how a given 
user will respond to each item.17 They then use this information to rank content in each 
user’s timeline, placing content that generates engagement—clicks, video plays, likes, 
comments or shares—at the top.18 

By promoting content that generates strong reactions, algorithms generally reward and 
increase the reach of content that is provocative, entertaining and shocking.19 Research 
suggests that these effects of recommendation algorithms, coupled with the human drive to 
emotional response, can impair users’ ability to detect and access reliable information. For 
instance, a study of engagement on Twitter found that posts exhibiting “indignant 
disagreement” received nearly twice as much engagement as other types of content; each 
moral or emotional word used in a tweet (such as “greed,” “evil” or “shame”) boosts its reach 
by 20%.20 Another study found that users are more likely to believe and share articles with 
emotional headlines, even when they have not read or evaluated the article.21 A third study 
showed that Twitter users are 70% more likely to share untrue news—often sensational and 
novel—than factual news.22 While content creators in other media may also skew their 
content toward the sensational to get better reach, the tendency is more strongly reinforced 
on social media platforms, because they offer real-time feedback (likes, shares, retweets) on 
how audiences are reacting.23 

Users may also have difficulty assessing the validity of information on these platforms 
because content is, for the most part, presented without obvious clues about its source, 
authenticity, quality, or the interests of those who created or shared it.24 Unable to examine 
the facts and motives behind every post they see, users can take cognitive shortcuts; they tend 
to believe posts that come from friends, that are repeated or that are accompanied by 
photos.25 Users’ challenges in assessing information are compounded when an individual 
they trust, such as a political leader, posts or shares inaccurate or misleading information.26 
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“If there’s one fundamental truth about social media’s impact on 
democracy it’s that it amplifies human intent—both good and bad. At its 
best, it allows us to express ourselves and take action. At its worst, it 
allows people to spread misinformation and corrode democracy. I wish 
I could guarantee that the positives are destined to outweigh the 
negatives, but I can’t.” Samidh Chakrabarti, Facebook’s Product 
Manager for Civic Engagement27 

 Data-driven digital advertising  

The digital display advertising market in Canada is significant: in 2019, 53.5% of the total 
amount spent on advertising was spent on digital ads, representing $8.8 billion.28 As with 
organic content, during the 2019 general election, Canadians encountered political content in 
the form of digital ads. This section provides a high-level description of how data-driven 
digital advertising services function, particularly in the Canadian electoral context.  

Most social media platforms deliver data-driven advertising; they use automated software 
that lets advertisers exploit user data to target and optimize ads. Other companies, notably 
Google, also offer data-driven ads, displayed on search engine results pages and websites.29 
In recent times, virtually all digital ads have been data-driven,30 with Google and Facebook 
accounting for almost three-quarters of the Canadian market.31  

Ads are generally subject to more regulation than organic content. In the pre-election and 
election periods defined by the CEA, certain ads are subject to spending limits,32 reporting 
requirements and taglines disclosing who paid for them.33 Before the 2019 general election, a 
new CEA provision came into law: it requires platforms and websites reaching a defined 
threshold of visitors and running regulated ads posted in the pre-election or election period to 
create ad registries.34 

Ad registries must make regulated ads public and provide information on who paid for each 
ad.35 Major platforms responded to this new requirement in various ways: Google announced 
it would ban all issue and partisan ads in Canada;36 Twitter announced it would accept such 
ads in the election period only;37 and Facebook and some other platforms continued to accept 
these ads and published them in ad registries.38 

How data-driven digital advertising services work 
Data-driven advertising services deliver, optimize and price ads in ways that are different 
from those of traditional advertising channels, such as broadcast television. Their features, 
designed for commercial purposes, are very powerful, enabling advertisers to target 
consumers precisely and optimize their ads based on detailed real-time feedback on their 
performance with targeted segments of their audience.39  

At the heart of digital advertising is data: platforms may hold tens of thousands of attributes 
on a single user.40 This includes data that users provide directly, inferred data and 
behavioural data.41 It can also include psychographic data42 and highly detailed personal 
information purchased from data brokers.43 
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Platforms use these rich data to group users into segments for ad buyers—one reportedly 
offers 29,000 segments based on characteristics that include ethnic affinity, income, support 
for breastfeeding and smart device usage.44 Some platforms allow advertisers to upload email 
addresses, phone numbers or postal codes to target known individuals.45 Some also permit 
advertisers to target users who resemble a known audience, based on characteristics that the 
platform “thinks” are salient, but that are not made explicit to the advertiser or ad targets.46  

Leveraging their detailed user data sets, machine-learning algorithms then optimize ads 
automatically and instantly, zeroing in on who is most receptive to their messages, when and 
in what format.47 Using these tools, advertisers can profile consumers based on their 
susceptibility to various appeals, tweaking ads through multiple iterations in an attempt to 
find the most influential persuasion strategy for each individual user, such as appeals to 
authority or identity, favourite colours or images.48 These ad services with machine-learning 
capabilities enable advertisers to continually iterate ads, often running thousands or tens of 
thousands at the same time, many to small audiences, in an effort to see which ads “stick.”  

The pricing model for data-driven advertising is also unique. Many ad services on platforms 
offer a real-time bidding system, where multiple advertisers compete to reach particular 
audiences. For example, if company A wishes to advertise to skiers, and company B to 
women in Alberta, when a female skier from Calgary logs on, the platform weighs the 
companies’ bids and serves the woman the winning bidder’s ad, based on calculations it has 
completed in microseconds.49  

In choosing bids, some platforms consider factors other than price, such as relevancy—the 
likelihood that users exposed to the ad will watch, click or share it.50 As one platform puts it, 
“we subsidize relevant ads in auctions, so more relevant ads often cost less and see more 
results.”51 Platforms’ data-driven advertising services also let advertisers optimize campaigns 
to achieve specific behaviours: for example, if an advertiser optimizes for “shares,” the 
platform shows ads to people who are the most likely to share, at a lower cost.52 

Data-driven advertising services are popular among advertisers precisely due to the services’ 
use of data and ability to optimize ad delivery at a relatively low cost to the advertiser.  

Users are often not aware of how and why they see particular ads, nor are they aware of the 
impact that their clicks, likes and shares will have on the ads they will see in the future. 
Likewise, advertisers themselves may lack information on how these data-driven ads 
function. For instance, due to the ad-pricing models that many advertising services use, 
advertisers may not know how much a competitor is being charged for the delivery of their 
ads, and may be charged more or less than their competitors, depending on the content of the 
ad and who they are seeking to reach with it.53 This raises questions about how level the 
playing field is for political actors purchasing digital ads. 
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The Impact of Platforms in Elections and 
Potential Regulatory Solutions 

Over the last several years, a public discourse has emerged related to the effects of the new 
digital information sphere and its use (and abuse) by individuals, political actors and those 
who would seek to interfere with democratic electoral processes the world over. 

Drawing on Elections Canada’s observations of the 2019 general election,54 as well as our 
review of the legislation and understanding of the advice of experts and evidence from other 
jurisdictions, the following sections consider these effects in terms of their impact on three 
critical components of the electoral ecosystem: transparency of messaging; access to reliable 
information related to the electoral process; and trust in the electoral process. To facilitate 
discussion, we provide examples of potential avenues for regulation throughout the text.  

Transparency 

Transparency of the electoral process promotes the accountability of political actors. This 
happens in two ways:  

1. Transparency permits regulatory and enforcement bodies to determine whether people are 
breaking the law and to hold them accountable by using the available compliance and 
enforcement tools.  

2. Transparency also allows citizens to hold political actors accountable in the court of 
public opinion and at the ballot box.55 

Transparency of the source of advertising 
The CEA requirements for taglines and ad registries both provide information to electors 
about who is responsible for ads they may see on platforms. It should be noted, however, that 
these transparency requirements apply only to advertising according to the CEA definition.  

In the context of the Internet, the differentiation between what constitutes advertising—and is 
thus subject to the tagline and registry requirements—and what does not is set out in 
Elections Canada Interpretation Note 2015-04, “Election Advertising on the Internet.”56 In 
short, where a message on the Internet has—or would normally have—a placement cost, it 
constitutes advertising, but where there is no placement cost (such as when a user uploads a 
YouTube video for free to their channel), it does not constitute advertising.57  

The important point is that the current transparency requirements in the CEA apply only to a 
subset of the messages placed on the Internet, and this only during the election or pre-
election period.58  
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Transparency of the content of advertising  
In addition to transparency in terms of who is responsible for advertising, the CEA contains 
certain requirements having to do with the transparency of the ad content. 

At the time when most public messages took the form of television and radio ads broadcast 
widely, political ads tended to be seen by larger audiences. Now, platforms allow political 
actors to microtarget advertising within and across a number of platforms, meaning that some 
of their messages are seen by very small audiences. The new CEA provision requiring the 
creation of ad registries was introduced to address this new reality. 

Even with the various ad registries created for the 2019 general election, however, the public 
had no easy way to search across registries to see all the ads run by a given political actor 
across all platforms, or to see all the ads targeted to a particular audience. Individuals and 
civil society organizations seeking to review all the ads run by an advertiser are required to 
find and look through each platform’s ad registry—including platforms they may never have 
heard of. Further, the public still has no practical way to see all the non-advertising content 
that political entities distribute through various platforms: organic messages that do not cost 
money to produce (e.g. a Facebook post on a candidate’s page), or messages that do cost 
money to produce but do not meet the CEA definition of advertising (e.g. a YouTube video).  

Experts have proposed stricter requirements for ad registries, such as having to offer data that 
is easily searchable and machine readable.59 Some experts propose that parties themselves 
should maintain registries of their ads on all platforms, or indeed of all their messaging.60 
Others argue for the creation of a centralized database for all political ads from all sources.61  

Transparency of ad targeting criteria 
The CEA obligation for ad registries does not include a requirement for platforms to disclose 
advertisers’ targeting criteria. Mandatory disclosure of this information, which some experts 
have argued for,62 could improve citizens’ understanding of the way parties approach the 
electorate and how they promote themselves to people with different perceived interests.  

Transparency about how platforms moderate and curate content  
Platforms’ practices related to moderation and curation remain largely unknown to users. The 
fact that each user has a unique personalized timeline and that much organic content cannot 
be found by searching the respective platform means it is hard to get a handle on trends and 
anomalies in the content users see, or to measure its effects. 

Platforms regularly shut down inauthentic accounts and remove content that does not meet 
policies; in some cases, they announce takedowns of major information operations.63 Yet 
because platforms do not give detailed information about moderation or curation decisions, it 
is difficult to know what decisions platforms are making, the basis for those decisions, and 
whether platforms are applying their rules and policies fairly and consistently. 

In considering the impact of platforms on the access to reliable information, many experts 
point to recommendation algorithms as a place to bring more scrutiny.64 One study 
conducted during the 2019 general election found that after a user clicked on a single post 
critical of a candidate, one platform’s algorithm delivered dozens of posts in the same vein, 
filled with disinformation, conspiracy theories and inflammatory memes.65 Experts have 
proposed various measures to increase platforms’ accountability for algorithms. Some, such 
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as the Algorithmic Accountability Act introduced in the United States Congress, propose 
fostering government oversight of algorithms, such as reviews of training data (data the 
algorithm “learns” from), design bias and discriminatory outcomes.66 

The challenge of achieving meaningful transparency 
Some experts point to challenges in achieving enough transparency to deliver democratic 
outcomes. In the 2016 US presidential election, for example, the Trump campaign ran 50,000 
to 60,000 concurrent ads each day,67 making public scrutiny practically impossible. In 
Canada, spending limits68 reduce the number of ads, but there are likely still too many to 
allow for meaningful scrutiny: a study of all political and partisan advertising in the ad 
registry of a single platform, Facebook, during the 2019 general election period found 44,725 
ads.69 The notion that transparency leads to accountability presumes that civil society has the 
capacity to review and critically evaluate tens or hundreds of thousands of ads. 

This challenge may suggest that transparency alone is not enough to preserve the objectives 
of the CEA in this area. As well as challenges created by the sheer volume of content, there 
are challenges related to its quality. These are discussed in the next section. 

Questions to consider:  
 What changes, if any, should be made to the CEA’s existing ad registry requirements? 

o Should the registries be expanded to include content that is not an ad, such as 
organic posts?  

o Should registries be required to provide other kinds of metadata beyond who 
posted the ad, such as its cost and/or targeting criteria?  

o Who should be responsible for maintaining them? Why? 
 What regulation, if any, should there be around the targeting of political ads? 

 Should the use of algorithms in data-driven digital advertising be regulated? If so, 
how?  
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Civic literacy and fact checking interventions 

Many governments, civil society groups and social media platforms have launched digital, 
news or civic literacy programs, some with a fact-checking component.  

Platforms regularly announce or adapt their fact-checking initiatives and policies in 
response to particular events such as elections or the COVID-19 pandemic. At the time of 
writing, one of many notable initiatives is Facebook’s “fact-checking program,” which 
involves collaboration with contracted fact checkers. In some cases, this reduces the reach of 
some types of content deemed inaccurate and/or displaying accurate content on topics that 
are often presented inaccurately.70 Twitter has considered labelling harmful misinformation 
by public figures with clear warning labels, while Reddit relies on volunteer moderators to 
fact check content.71 

In addition, many governments fund research and civic journalism to address the 
“substantial decline in civic and accountability journalism … [and the undermining of] the 
century-old business model of newsroom journalism”72 attributed to the rise of content-
aggregating and digital advertising platforms. Canada’s federal government has funded 
digital, news and civic literacy programming.73 

While literacy and fact-checking initiatives go some distance toward addressing the threat of 
disinformation and misinformation online, critics of these initiatives have noted that such 
efforts may not be enough. Critics argue that those who would benefit most from civic 
literacy lessons are least likely to receive them.74 Likewise, many users who are exposed to 
inaccurate information are unlikely to see the relevant fact-checked version. Further, such 
individual interventions do not address structural aspects that fundamentally affect what 
information users see and their ability to assess its veracity.75 Lastly, platforms’ fact-
checking efforts rely on volunteers and partnerships with third parties, some of whose 
commitment to correct information has been called into question. For example, one platform 
faced criticism for granting fact-checker status to a site accused of spreading slanted and 
inaccurate information.76 

Access to reliable information related to the electoral process 

To participate meaningfully in the electoral process, voters need access to reliable 
information. They need to be able to access accurate information about when, where and 
ways to register and vote, as well as reliable information about their political options so they 
can meaningfully weigh their decision and cast their vote. 

Reliable information about voting  
To be able to exercise their democratic right to vote, voters need at a minimum to know how 
to do so. This requires accessing accurate and reliable information about when, where and 
ways to register and vote. Part of Elections Canada’s mission is to ensure that Canadians can 
exercise their democratic right to vote; having accurate information about registration and 
voting, and ensuring that this information is properly communicated, is at the core of the 
agency’s function. 
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Malign actors who want to supress votes may spread inaccurate information on the voting 
process. This sort of information is also sometimes spread by well-meaning people who do 
not have the intention of suppressing votes.  

In contrast to what they can observe in traditional media, outside observers cannot see 
everything that circulates through social media because of the scale, speed and targeting of 
individual users that those platforms make possible. This means that false or misleading 
information about how to vote can spread widely on social media, undetected by entities 
concerned with ensuring that voters can exercise their democratic right. 

During the 2019 general election, Elections Canada monitored closely for inaccurate 
information on the voting process. We detected few instances, and those we did see seemed 
to have little reach. Most such content appeared to be posted by Canadians making honest 
mistakes; a few such posts made by media or candidates were later corrected by their author. 

On election day Elections Canada saw, on a few platforms, variations of 
a post stating that supporters of some parties should vote at a later date. 
While they may have been intended as a joke, these posts had the 
potential to suppress votes, particularly among those already facing 
barriers to voting. The agency flagged the posts to the platforms for 
their consideration and removal, given that such posts violate 
platforms’ community standards.77 

In recent months, in the context of elections in other jurisdictions, notably the United States, 
many platforms have made further commitments to monitor for and remove inaccurate 
information about when, where and ways to register and vote.78 We may see continued 
success in limiting this type of inaccurate information if all platforms monitor proactively for 
it and remove it.  

However, the move toward closed and private social media spaces presents challenges for 
detecting harmful information spreading online. Similarly, the abundance of languages 
spoken in Canada presents challenges for monitoring public spaces online, meaning that 
harmful information could spread widely online without being detected and addressed. 

During the 2019 general election and since then, Elections Canada has observed that 
discourse on social media platforms related to voting is often focused on the perceived 
integrity of the electoral process itself. Some of this discourse includes false or misleading 
claims that the election process had been interfered with or otherwise lacks integrity. 
Unreliable information on the integrity of the electoral process can harm public trust in the 
process and confidence in the results it delivers. That topic is discussed in more detail in the 
section on trust below. 
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Private social media spaces and messaging services 

As concerns about privacy and the use of social media platforms have grown, there has been 
a shift to more private and group-oriented communication online, such as WhatsApp or 
Facebook Groups, as well as growth in the use of ephemeral (short-lived) communications 
such as those offered by Instagram Stories and Snapchat.79 Canadians are increasingly 
sharing information in closed social media groups and in private messaging apps.80 

Critics argue that the shift to closed spaces and private communications presents challenges 
for social media platforms because they may not have the capacity to monitor for content 
breaking “the social network’s rules against hate speech, harassment and other ills” that 
could spread in these spaces.81 Nor can outside observers have access to these private 
spaces to know whether policies are being enforced. 

Apart from monitoring, platforms could make, and are making, other interventions in private 
messaging. For instance, in April 2020, WhatsApp introduced new limits on the forwarding 
of viral messages to reduce the spread of potentially harmful, inaccurate or misleading 
information in private conversations.82 This action was taken in response to misinformation 
about the novel coronavirus spreading on the platform. WhatsApp began experimenting with 
forwarding limits in 2018, after rumours that spread virally on the platform were linked to 
mob violence in India.83 

Reliable information about voters’ options 
For voters to be able to make a considered voting decision, it is important for them to know 
the range of political options on offer and to have reliable information they can use to make 
their choices. For voters to be able to know, as fully as possible, what their options are, 
political actors need a fair opportunity to make their platforms known and a level playing 
field on which to compete. 

The CEA contains various provisions that support the objective of fairness. Some of these 
provisions address the uneven impact that can result from the use of money: spending limits 
and refunds for a portion of some parties’ and candidates’ election expenses, for example, 
reduce the potential for political actors with more money to dominate the electoral discourse. 

The CEA also includes measures to ensure that electors have the opportunity to hear from a 
range of candidates and parties. For example, the CEA accords all candidates and parties 
access to the lists of electors so they can campaign84 and allows candidates access to multi-
resident buildings and public places for canvassing.85 It also provides free broadcasting time 
and requires paid broadcasting time to be provided at low and equitable rates to ensure that 
all registered political parties have an opportunity to make their platforms known to 
Canadians.86 These provisions benefit voters by helping to ensure that they know and can 
evaluate their options so they can make an informed choice. 

Malign actors can use social media platforms to impede voters’ ability to make a considered 
choice by spreading false or misleading information about opponents or by using deceptive 
tactics to suppress voices or divert electors’ attention.  
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Malign actors can misrepresent their opponents and their policies to dissuade voters from 
supporting them. Elections Canada did not monitor for this type of inaccurate information 
during the 2019 general election, since the agency’s role is not to assess the accuracy of 
political claims. (We note that political entities tend to monitor their opponents’ campaigns 
and hold one another accountable for honesty and integrity.)  

While the CEA has narrow prohibitions on certain types of false statements about candidates 
and people associated with parties, and on using a pretense or contrivance to influence 
electors, regulating how political actors describe their opponents can be difficult, as it risks 
limiting legitimate political expression. That said, the volume and speed at which false 
claims may spread on social media provide a challenge that did not exist before with 
traditional media.87 

In extreme cases, malign actors use false identities, bots or paid trolls to “game” platforms’ 
organic content and ad algorithms, artificially amplifying or suppressing voices to achieve 
strategic goals.88 Intelligence agencies, researchers and platforms themselves continue to 
detect coordinated digital interference in elections by a range of actors, including states.89 
While platforms have added authentication requirements for users and political advertisers, 
malign actors have found ways to circumvent them by hiding behind fabricated or stolen 
identities or rented accounts.90 Platforms continue to remove billions of fake accounts each 
year; estimates of fake regular monthly users on popular platforms range from 5% to 20%.91  

Harassment of political actors and voters on social media can also impact candidates’ and 
voters’ participation in the electoral process and voters’ ability to hear from a diversity of 
candidates. There are indicators of networked online harassment during the 2019 general 
election, which researchers say can prevent some politicians—disproportionately, women 
and people of colour—from experiencing an equitable opportunity to inform voters of their 
policy platforms, as their messages may be drowned out or they may be driven offline or out 
of a race92 as a result of threats to their safety. To illustrate the vitriolic messages that female 
politicians receive, a member of Quebec’s National Assembly read into the record some 
messages she had received; they included “kill yourself” and “if I were your son or daughter, 
I would be ashamed of you.”93 

In the 2016 US presidential election, malign actors posing as African-Americans worked 
actively to depress that community’s vote through suggestions that voting does not matter 
and that no candidate had their interests at heart.94 This is an example of a foreign state–
sponsored effort to affect or narrow voters’ choices by influencing which voting option they 
choose and why. 

Malign actors can also use platforms to deliberately “flood the zone” with dubious and 
contradictory content: “[g]iven our finite attention, flooding social media with junk is a way 
to suppress the free exchange of ideas.”95 “Flooding the zone” means that voters who are on 
social media may end up being distracted or diverted away from relevant content that 
contributes to making informed decisions.96 

Research shows that the architecture of the platforms may impede a fair hearing of diverse 
viewpoints by reinforcing polarization and affecting the information voters consume. 
Choices made by users and algorithms create a spiral that feeds one-dimensionality and 
manifests itself in online social networks that are divided along ideological lines.97 
Viewpoints can go unchallenged and spread further among users in “filter bubbles”—in 
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which “algorithms inadvertently amplify ideological segregation by automatically 
recommending content an individual is likely to agree with”98—and “echo chambers,” online 
environments where members are largely exposed only to opinions confirming their own.99  

Questions to consider:  
 Should there be regulation to require all digital and social media platforms to delete 

inaccurate or misleading content on where, when and ways to vote? If so, what sort of 
regulation? 

 How should Elections Canada work with other stakeholders (platforms, regulated 
actors, civil society groups, researchers) who may be involved in this field?  

 Should digital and social media platforms have legal obligations to report publicly on 
any accounts or content they have removed? If so, exactly what information should 
they be required to report publicly? 

 Should further measures be taken by social media platforms to reduce the spread of 
potentially harmful inaccurate and/or misleading information in private spaces? 

 What are the risks for elections administrators such as Elections Canada in using 
digital and social media platforms to reach electors? What mitigating measures could 
be adopted to manage these risks? 

Trust in the electoral process 

The final element of the electoral ecosystem affected by digital and social media platforms is 
trust. Without trust in the electoral process, electors are less likely to cast a ballot, believe the 
results are true or consider election winners legitimate.100 One of the primary objectives of 
the CEA is to ensure that Canadians have trust in the results of elections and the process that 
led to those results. Canadians may not succeed in electing the representatives or government 
they all want, but it is nonetheless crucially important that they have trust in the process by 
which those representatives and that government are elected. 

The CEA seeks to contribute to this environment of trust by creating an open and public 
process for elections according to clear and consistently applied rules. A primary role of the 
Chief Electoral Officer, stemming from the creation of this office a century ago, is to 
standardize the application of the rules for federal elections across the country, which 
contributes to reinforcing the trust of Canadians in the electoral process. 

The 2019 general election was Canada’s “most online” election, with social media platforms 
offering a means for millions of Canadians to voice their support for or opposition to 
candidates or parties.101 Inaccurate and misleading content online can reduce citizens’ trust in 
the electoral process.  

Canadians generally have a high level of trust in Elections Canada and the electoral 
process.102 However, recent research shows that Canadians’ trust in governments, media, 
leaders, corporations and even not-for-profit organizations is declining.103 During and since 
the 2019 general election, Elections Canada observed expressions of distrust in the election 
process and its outcome. Given that the erosion of trust occurs over time, these early 
indications are cause for concern. 
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While scrutiny and criticism of Elections Canada’s administration of the election is 
legitimate and welcome, a distinction must be made between unsupported expressions of 
distrust on one hand and constructive feedback on the other. The agency benefits from users 
who contact the agency through social media to deliver feedback on Elections Canada’s 
services. The agency does not consider such feedback to have the potential to negatively 
affect the public’s trust in the electoral process or election results. 

That said, unsupported expressions of distrust containing false or misleading information or 
based on incorrect assumptions have the potential to harm trust in the electoral process. 
Elections Canada observed such posts on social media falling into three categories:  

• posts deliberately misrepresenting or exaggerating real but isolated incidents  

• posts containing outright fabrications 

• posts seemingly based on confusion about the electoral process 

A notable example of posts in the second category was a fabricated story posted on the first 
day of advance polls, where a user alleged that they had witnessed ballot tampering 
(“smudging” of pencil marks) and “chaos” at a Toronto-area polling place. In this instance, 
Elections Canada immediately looked into the matter and determined that the allegations had 
no basis in fact. In the days that followed, the agency observed the original story and many 
variants of it spreading to several platforms. Elections Canada staff learned anecdotally that 
the fabricated story was also being shared on a private messaging app and in person at 
community gathering places. Later, a journalist covered the false allegation,104 ultimately 
debunking it but nevertheless demonstrating the wide reach of social media. This incident 
demonstrated how quickly and easily fabricated information can spread among platforms and 
to other channels.  

In the third category, the agency detected posts alleging that Elections Canada must not have 
counted votes cast at advance polls, since it did not provide voting results right after advance 
polls closed; some users evidently did not realize that these ballots are counted and reported 
on election night. 

The posts cited above expressed distrust based on specific concerns noted by users. Elections 
Canada also saw expressions of distrust that were more vague; in these posts, users made 
general accusations that the agency is “corrupt” or that the election process is “rigged.” 

While Elections Canada kept a close eye on these sorts of expressions of distrust featuring 
false or misleading information about the integrity of the process, the agency did not flag 
these posts to the social media platforms, as the posts did not violate the platforms’ policies 
at the time. 
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Social media posts such as these—which are not based in fact—raise concern as they can 
harm trust in the electoral process. Some experts examining the general decline in trust in 
institutions seen in many Western democracies have posited that social media platform use 
contributes to this trend by reducing citizens’ access to reliable information and increasing 
their access to inflammatory content.105 

Questions to consider:  
 What additional role, if any, should Elections Canada play to build trust in elections 

and democracy? What role should other actors play in this area? 
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