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ABSTRACT

A block demodulator for the noncoherent demodulation of M-ary FSK sig-
nals multiplexed in frequency has been built and tested. The various users’
signals are separated and demodulated with the use of the discrete Fourier
transform. The demodulator is capable of handling 16/M users. The bit er-
ror performance in the presence of system noise has been measured for
M= 2-, 4-, 8-, and 16-ary FSK with a symbol period of 50 us. The measured
implementation loss depends on the specific channel location within the
demodulator’s bandwidth, varying from 0.2 dB for the best channel alloca-
tions to 2.6 dB for the worst. The effects of frequency offsets and ad-
jacent channel interference are characterized with both a rectangular and a
Kaiser-Bessel (a = 1.4) window. For small frequency errors the rectangular
window still performs well, but for larger offsets or large differences in
power levels between the users the Kaiser-Bessel window is better.
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GLOSSARY OF TERMS

ap transmitted data

A A/D input scaling factor

b digital register length excluding sign bit

e cumulative truncation error at kth DFT output
e(n) quantization or truncation error sequence
E{+} expected value of

Eg transmitted symbol energy

Egy received symbol energy

ENBW equivalent noise bandwidth

f. center frequency of IF signal

f)y  center frequency of the k h prr output

f, FSK tone frequencies

fs sampling rate

F{+} Fourier transform

g(t) baseband pulse shape

G(£f) Fourier transform of the baseband pulse shape
Io{e) modified zeroth order Bessel function of the first kind
L  number of frequency hops per transmitted symbol
my mean value of the truncation error

M number of unique FSK symbols for a single user
N number of samples per symbol

N, noise spectral density

P, bit error probability

Py symbol error probability

PL  window processing loss

r code rate of error correction encoder

r(t) complex envelop of the received signal

r(n) sampled version of the complex envelop of the received signal
R(ty,t9), R(r), R(n) autocorrelation function

Ry  bit rate

R, coded bit rate

Ry, hopping rate

Ry symbol rate

R(k) discrete Fourier transform of r(n)

sp(t) transmitted symbol

S(f) power spectral density

SNR  signal-to-noise ratio

T sampling period

Ty, Dbit period

T. coded bit period

T, hopping period

Ty,  symbol period

(ix)






up, () complex envelop of the transmitted symbol
u(n) unit step sequence

U, < decision variables

v(t) received IF signal

w(t) continuous-time window function

w(n) discrete-time window function

W(E) frequency response of the window sequence w(n)
z(t) complex envelop of the received noise process
o chamnel attenuation

§(n) unit impulse sequence

Af  half of the FSK tone spacing

¢ (n) discrete-time noise process

® random phase angle

o variance
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CHAPTER 1
INTRODUCTION

1.1 INTRODUCTION

Block demodulation, in which several signals are demodulated by a com-
mon processor is a requirement for some multiple access communication sys-
tems. One application where block demodulation is needed is for satellite
systems which use spread spectrum communications and processing onboard the
satellite to provide protection against interference. These systems would
use frequency shift keying (FSK) for data modulation and the various users’
signals are multiplexed in frequency. In this report, a block demodulator
designed to provide demodulation for several FSK signals multiplexed in fre-
quency is described. The demodulator makes use of digital signal processing
techniques and is implemented with commercial microprocessors and digital
electronics.

Frequency-hopping spread spectrum is often used to provide interference
rejection capabilities for data transmision systems [1]-[3]. It is cur-
rently being studied for use in satellite communication systems which may be
required to maintain reliable communications even under adverse conditions
with intentional interference present. For such a situation, rather than
having the satellite simply act as a repeater and hence retransmit the in-
terference as well as the desired signals, it is desirable for the satellite
to recover the transmitted data onboard and retransmit a "clean" signal.
The system should be capable of handling several signals at once, and to
keep the size, weight and power consumption to a minimum, block demodulation
1s necessary.

Block demodulation generally makes use of Fourier transform techniques
to separate signals multiplexed in frequency. Also, for the noncoherent
demodulation of FSK signals, the Fourier transform is equivalent to the op-
timum matched filter and therefore the various signals can be both separated
and demodulated with one Fourier transforming block. This requires that the
symbol timing of each of the received FSK signals be synchronized with each
other. As well, frequency synchronization between each of the users and the
receiver is required since the receiver cannot separately synchronize itself
with each of the individual users.

The Fourier transform can be performed with a variety of technologies.
One implementation of a block demodulator makes use of a surface acoustic
wave (SAW) device for the Fourier transforming operation. Charge coupled
devices have also been considered for the implementation of a block demodu-
lator. Use of the discrete Fourier transform has not previously been
seriously considered due to the limited processing speeds of digital elec-
tronics of the day, but with current digital technology, digital signal pro-
cessing and the discrete Fourier transform should now allow the
implementation of a digital block demodulator which can handle a reasonable



number of users with data symbol rates on the order of tens

of kilosymbols
per second.

1.2 PROJECT OBJECTIVES

For the onboard-the-satellite processing of frequency division mulFl-
plexed signals, block demodulation is required. Digital block dedeulat%on
which wuses the discrete Fourier transform is studied in this proqect with
the intention of demonstrating that the current digital technology 1s
ble of the processing speeds required for onboard processi?g of
frequency-hopping signals. Thus a digital block demodulator for FSK signals
is to be demonstrated, and the performance characterized. Because 1In a Feal
system, maintaining perfect frequency synchronization between the various
users would be very difficult, the effect of frequency misalignments b?tween
the users and the receiver will be considered. Nonuniform receiver window-
ing can be used to lessen the effect of frequency errors and interference,
and thus the choice of a receiver window is to be addressed. As well, the

demodulator design should address the effects of quantization and truncation
inherent in the digital processing.

capa-

1.3 OUTLINE

Chapter 2 begins with an introduction of spread spectrum techniques and
applications, with an emphasis on frequency-hopping systems and their inter-
ference rejection capabilities. A typical frequency-hopping system for
satellite communications which employs onboard processing is then discussed
in more detail to show the need for block demodulation. Following this the
report focuses on noncoherent demodulation of FSK signals, and an analysis
of the

discrete Fourier transform-based demodulator is presented to show

that the performance is equivalent to that of the optimum analog matched
filter demodulator.

Receiver windowing is then introduced and its effects
characterized.

In chapter 3, the design and implementation of a digital block demodu-
lator is presented.

c The implications of the sampling rate are discussed.
The algorithm for calculating the DFT is analysed and simulation of the ef-

fect of both windowing and the finite register length of the microprocessor
on the frequency response of the DFT is presented for several window func-
tions.

In chapter 4, the performance measurements for the block demodulator
implementation are presented. The performance with two different windows 1is
measured in the presence of system noise

, and frequency errors. The effect
of co-channel and adjacent channel interference is measured.

The results of the measurements are summarized in chapter 5. A compar-
ison with a SAW-based demodulator previously tested [4] is then given, fol-
lowed by suggestions for further studies related to the work presented in
this report.



CHAPTER 2
FREQUENCY-HOPPING SYSTEM CONCEPTS

2.1 INTRODUCTION

In this chapter, spread spectrum systems are discussed with an emphasis
on techniques for the reception of frequency-hopping spread spectrum sig-
nals. The material presented is meant to give a theoretical base for the
block demodulator discussed in chapter 3, designed to be part of an
onboard-the-satellite signal processing system for spread spectrum satellite
communications.

2.2 SPREAD SPECTRUM TECHNIQUES

In spread spectrum communications, the transmitted signal bandwidth is
made much greater than the minimum required information bandwidth by modu-
lating a conventional information-carrying narrowband signal with a broad-
band encoding or spreading waveform as shown in Figure 2.1. The receiver
multiplies the incoming signal with a replica of the spreading waveform,
which collapses the transmitted signal back into its original bandwidth and
allows conventional demodulation to recover the transmitted information.
Spread spectrum is used in applications which may include interference re-
jection, secure communications, covert communications, or multiple-access
Systems.

V—=-Y

DATA |_ sl MODULATOR x BPF |—#{ DEMODULATOR
]g)URCE
WIDEBAND STORED
ENCODING REPLICA OF
WAVEFORM ENCODING
WAVEFORM

Figure 2.1 : A general spread spectrum transmission system.



The various forms of spread spectrum are distinguished.by the charac-
teristics of the encoding waveform used for spectrum spreading. The two

most common spread spectrum techniques are frequency-hopping and direct se-
quence.

In a frequency-hopping system, the spreading waveform is generated'by a
frequency agile oscillator whose output rapidly switches frequencies 1in a
known pattern. Figure 2.2 1illustrates the spectrum use over time with.a
frequency-hopping system. Effectively, the total transmission bandwidth 1is
divided into several channels, each with a bandwidth equal to the bandwidth
of the signal before spreading. The transmitted signal occupies only one of

these channels at any given time and "hops" from channel to channel in the
pattern of the agile oscillator.

Frequency f

—
Time

Figure 2.2 : Spectrum use

X over time for a frequency-hopping sys-
em.

With a direct sequence system, the spectr ing i i
) um spreading is achieved by
modulating the information-carrying sig i . .

nal with a pseudo-noise (PN) sequence
whose bit rate is much greater than the data symbol rate. The transmitted
bandwidth is then determined by the bandwidth of the PN sequence. A PN se-
quence 1is a deterministic binary sequence which has properties very similar
to those of a random binary sequence. Thus the sequence is apparently ran-
dom, but may be duplicated by others who know the key (the method used to
generate the sequence).
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The subject of this report is a demodulator suitable for a
frequency-hopping spread spectrum receiver. Before discussing the details
of frequency-hopping systems, it is worthwhile to note the motivation for
using frequency-hopping in digital communication systems.

2.3 FREQUENCY-HOPPING APPLICATIONS

Frequency-hopping spread spectrum systems were initially used in mili-
tary applications to provide protection against interference produced by an
enemy trying to disrupt radio communications. As well, frequency-hopping
may be used to provide covert communications which avoids enemy interference
by making it difficult for the enemy to detect the transmission. When data
security is required, frequency-hopping may be used to provide some degree
of message privacy. The multiple access capabilities of spread spectrum
have prompted the consideration of frequency-hopping systems for civilian
applications of mobile radio and satellite communications.

2.3.1 Interference Rejection

Consider the environment depicted in Figure 2.3 in which an enemy
(jammer) intercepts the transmitted signal and attempts to interfere with
the information recovery at the receiver. If the communicator is using con-
Ventional narrowband digital communications, the jammer may then be able to
mimic the communicator’'s signal and confuse the receiver. This can be done
if the jammer has knowledge of the chanmel frequency and bandwidth and the
type of modulation being used by the communicator. Even with knowledge only
of the channel frequency and bandwidth the jammer can severely disrupt a
narrowband transmission.

TRANSMITTER ———<: T L :)——— RECEIVER

?/

JAMMER

Figure 2.3 : A hostile communications environment.



Knowing this, the communicator may resort to frequency-hopp%ng tec@nl-
ques in which the carrier frequency of the transmitted signal 1is rapidly
changed over a wide bandwidth in an apparently random, oOT pseudo-random Pat-
tern known only to the transmitter and intended receiver. A narrowbénd jam-
ming signal will only affect the recovered information during the instants
in which the transmitted signal hops into one of the few channels occupied
by the jammer. As long as the hopping bandwidth is made large enough then
the percentage of time for which the transmitter occupies a jammed channel
will be low, and if there is suitable encoding or redundancy introduced into
the data transmission to correct errors made when they do occupy the same
channel, the integrity of the recovered data can be maintained. This forces
the jammer to spread his signal energy over a wider bandwidth to increase
the probability that at least some of his energy is interfering with the
data transmission. Assuming the jammer has an average power constraint on
his jamming signal, as the signal is spread to cover more channels, the jam-
ming energy in each of those channels will be less, so that although the
percentage of time for which the jammer interferes increases, the effect of
that interference is less. Thus introducing an element of apparent random-

ness into the method of data transmission results in a lower susceptibility
to interference.

2.3.2 Covert Communications

A system designed to make the detection of the transmitted signal dif-
ficult for an enemy makes use of low probability of intercept (LPI) signals.
Because the

transmission rapidly hops from channel to channel in a
frequency-hopping system, over time the signal energy is spread over a very
large bandwidth and the power level will be
bandwidth, making detection less likely.
spectrum may in some

low in any given narrow
Therefore frequency-hopping spread

suitable for covert communications.
There is a conflict in trying to design a system which has both jamming re-

jecFion capabilities and LPI properties, because high transmission power is
desired for the former and low power is required for the latter.

situations be

Thus sys-
tems are designed to provide one capability or the other, but not usually
both at the same time.

2.3.3 Secure Communications

Spread spectrum systems have an inherent degree of data security as a

result of the pseudo-random spreading waveform. An eavesdropper must have
knowledge of the code sequence used to

. generate the spreading waveform in
order to intercept the transmitted data. If a sophisticated eavesdropper
has the capability of determining the pseudo-random code sequence by observ-
ing the communicator’s signal for a suitable length of time, the communica-
tor and intended receiver may agree to change the code pattern at set
intervals. As well, they may use codes which are not periodic, making it
very difficult for the eavesdropper to predict the sequence without
knowledge of how the code is produced. The transmission is truly secure toO
the extent that the code sequence is secure.



2.3.4 Multiple Access Systems

With a frequency-hopping multiple access system, many users may share
the same entire frequency band at the same time because the encoding
provided by the spreading process allows the desired signal to be dis-
tinguished from all other users and other interference. The advantage this
type of system has over the conventional forms of multiple access such as
frequency division multiple access (FDMA) and time division multiple access
(IDMA) is the inherent frequency diversity of a frequency-hopping system.
This is desirable in a selective frequency-fading environment typical of
mobile radio channels.

The system considered in this project uses frequency-hopping to provide
Protection against jamming for satellite communications. Rather than acting
as a simple repeater, the satellites will have onboard processing to recover
the transmitted data and remodulate the recovered data for the downlink

transmission. This avoids retransmitting any jamming signals and allows
multiple-users’ signals to be separated and routed to different downlink an-
tenna beams. Thus the frequency-hopping systems further discussed in this

report are suitable for such satellite communications with onboard process-
ing.

2.4 FREQUENCY-HOPPING SYSTEMS

Frequency-hopping systems may be distinguished as either fast hopping
or slow hopping systems, depending on the rate at which the carrier fre-
quency hops. Fast hopping is the case when there is one or more frequency
hop for each transmitted data symbol and slow hopping is the case when two
Or more data symbols are transmitted per frequency hop. In a hostile en-
vironment, fast hopping is used to avoid follower jamming. A follower
jammer intercepts the transmitted signal, determines which channel is cur-
rently in use and jams that particular channel. To be effective, the jam-
ming energy must reach the receiver before the transmission hops to a new
channel. A fast hopping system is studied in this project. Because it
would be difficult to maintain phase references at the receiver for each of
the possible channels in a fast frequency-hopping system, noncoherent demo-
dulation is generally used. Typically, noncoherent M-ary frequency shift
keying (NCFSK) is used.

Figure 2.4 shows a block diagram of a frequency-hopped transmitter in
which M-ary FSK is used for data modulation. The binary data from the in-
formation source have a period T s and a rate Ry, bits/s. Error-correction
(EC) encoding may be used which produces data at a rate R, = Rp/r bits/s,
where r is the code-rate of the EC encoder. The encoder output is converted
to M-ary symbols which determine which one of M tones is generated by the
M-ary FSK modulator. The carrier frequency is hopped at a rate Ry = LRy,
where L is an integer greater than or equal to one for a fast hopping sys-
tem, When L is greater than one, there is time diversity built into the
system because each symbol is repeated over L different hops.



OTHER Y;;?
USERS
T, = Ty Tg = T.*LogoM
Re = Rp/x Rg = R,/LogoM
pata | Tb | ERROR | T, | BINARY | Tg | M-ARY

SOURGE|——#{CORRECTION{——a TO M-ARY |—-s  FSK
Ry | ENCODING | R, |GCONVERSION| Rg |MODULATOR

PSEUDO-RANDOM Ty = Tg/L
CODE FREQUENCY
GENERATOR SYNTHESIZER| g = R, L
L = INTEGER
> 1 FOR FAST
HOPPING

Figure 2.4 :

A frequency-hopping transmitter with M-ary FSK modu-
lation.

In the system shown, different users are separated by conventional FDMA
before the carrier frequency is hopped. For practical reasons, this would

be the case for a satellite uplink when the satellite employs onboard pro-

cessing because each user then has the same hopping pattern.

In such a case
there

is only one dehopping synthesizer needed on the satellite, whereas if

frequency-hopping multiple access is used, each user has a different hopping
pattern and the

satellite would require a dehopping synthesizer for each
user.

At the receiver, shown in Figure 2.5, the signal is dehopped using a
locally generated hopping waveform. ! gnal 1s dehopp g

: The various users, multiplexed in fre-
quency, will each have a noncoherent FSK demodulator and decoding to recover

the transmitted data. Furthermore, diversity combining is used for the case

of L>1. The remainder of this chapter deals with the processing of the
dehopped waveform to produce demodulated data for each of the users.



TO DEMODULATORS
FOR OTHER USERS

M-ARY NCFSK
DEMODULATOR/ M-ARY TO ERROR ___.pINARY
DIVERSITY » BINARY [ ™|CORRECTION DATA
COMBINER CONVERSION DECODER OUTPUT

FREQUENCY
SYNTHESIZER

PSEUDO-RANDOM
CODE
GENERATOR

Figure 2.5 : A receiver for a frequency-hopping system with M-ary
FSK.

2.5 DEMODULATION OF DEHOPPED MULTIPLE-USER M-ARY NCFSK SIGNALS

For each symbol period, the transmitted FSK signal before hopping will
have the form

sp(t) = JZES/TS cos[2n(f, + apAf)t] (2.5-1)

where a; is data dependent and takes on the values *1, %3, ««., *(M-1)
determined by
ag = 2m - M - 1, (2.5-2)

Eg is the transmitted symbol energy, Tg is the symbol period, and 2Af is the
frequency spacing of the FSK tones. For orthogonal NCFSK this spacing is an
integer multiple of 1/Tg. The signal sp(t) can be expressed as

sp(t) = Re[ug(t)exp(j2nf, t)] (2.5-3)
where u,(t) is the complex envelop and is given by

up(t) = JZES/TS exp(j2mrapaft). (2.5-4)

The symbol energy is given by
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TS
Eg = I sp2(t) dt
0

T
=1/2 j S Ium(t)|2 dt. (2.5-5)
0

The power spectral density of the NCFSK signal before hopping is of in-

terest and is derived by first finding the autocorrelation function.  The
long term transmitted signal is

@

s(t) = E: g(t-nTg)Re{u, (t-nTg)exp(j2nf .t + jO,))  (2.5-6)

=-00

where g(t) is given by

1, 0=t =<Tg
g(t) ={ (2.5-7)

0, otherwise

and O, 1is a random phase uniformly distributed over (0,2n) and independent
from symbol to symbol. The autocorrelation function is [5]

Rg(t,t+r) = E{s(t)s(t+r))

M
Eg

-]
- ﬁf; cos{2n[ (M-2m+1)Af + f.17) E: g(t-nTg)g(t+r-nTg)
m=]1 ——

e (2.5-8)
where E{¢} denotes expectation. Since Rg(t,t+r) is a function of t and in
fact is periodic in t with period Ty, s(t) is a cyclostationary process and
the autocorrelation function must be averaged over one period before pro-
ceeding to find the power spectral density of s(t). The average autocor-
relation function is

1 (s
Rg(7) = 3= Ro(t,t+r) dt

=70
By o
- MTSZ zglg(r)*g(-r)cos{Zn[(M-2m+1)Af + £,]7) (2.5-9)

where * denotes the convolution operation. The power spectral density is
determined by the Fourier transform of equation (2.5-9), the result being
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M

ES
Ss(f) = . }: |GLE - (M-2i+1)Af - £,]]|2 + |G[f + (M-2i+1)Af + £.]|2
T

s m=1

2M
(2.5-10)

where G(f) is the Fourier transform of g(t). From the definition of g(t) in
. ) 2 .
equation (2.5-7), |G(f)| is

|e(£)]2 = T¢2sinc?(T4E) , (2.5-11)
which is shown in Figure 2.6. Thus the power spectral density of an NCFSK

signal is the superposition of the squared magnitude of the spectrum of the
baseband pulse shape centered on the FSK tone frequencies.

[6(£)|2 = T42sinc2(T4E)

e N\

T L
-4/Ty  -3/Tg  -2/Tg  -1/Tg

4/Tg

Frequency

Figure 2.6 : The squared magnitude of the Fourier transform of the
rectangular baseband pulse g(t).

When the received signal is simply a uniformly delayed and attenuated
version of the transmitted signal corrupted only by additive Gaussian noise,
an  optimum processing algorithm can be derived which minimizes the
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probability that the recovered data is in error.

The form of this optimum
processing is discussed in the next section.

2.5.1 The Optimum Receiver

When there is no time diversity (i.e. L =1 and Ry = Rs) and the only
degradation is additive Gaussian noise, over a single symbol period the re-
ceived signal after dehopping will be

v(t) = Re{[up(t)aexp(jO) + z(t)]exp(j2nf t))}

= Re{r(t)exp(j2nf t)) (2.5-12)

where a is the channel attenuation, 6 is a random phase uniformly distri-
buted over (0,2m)

resulting from the noncoherent hopping and dehopping,
z(t) represents the

variance N,. The

and
equivalent lowpass additive noise with zero mean and

optimum receiver [6] computes the M decision variables

T
Up = ” y r(t)uy*(t) dt\ (2.5-13)
0

or equivalently,

Tg .
Uy = v(t)up*(t)exp(-j2nf t) dt\
0

(2.5-14)

T
= \I ° V(t)JZEs/Tsexp(-jZmet) dt\
0

where £ is the mth FSK tone frequency given by

fp=fc - M+ 1 - 2m)Af, m=1, 2, «oo, M. (2.5-15)

A noncoherent demodulator for deho
ed M- i
general case in which there is time diverzgt axy FSK signals for the moee

y is shown in Figure 2.7. The
dehopped signal 1is passed to a bank of SK
M
fos energy detectors tuned to the F

e © utPutS of the ener d t d t
. . etecto 1 a
the end Of each hopp]ng perlod and : ] . i gy rs a]:-e samp e

he deci-
sion device chooses the symbol corres :
ponding t ini i
the largest amplitude at the end of a symbo% erEEi combining ourput e

The diversity combining may make u .
ing on the function f£(s). ; se of soft or hard decisions, depend-

I isi : . .
lene are based on f soft decision combining is used, symbol deci-
L

Un = ) Uk (2.5-16)

k=1
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ENERGY SAMPLE AT SAMPLE AT
DETECTORS Ty, INTERVALS T, INTERVALS
£1 Jr—-_—. £ el & /I -
J/ l DECISION
£y — a £() ,ﬁ /(._. DEVICE: M-ARY
| CHOOSE  |—#SYMBOLS
| . | ; . |« | rarcEsT oUT
| Y . l "
SOFT DECISIONS: HARD DECISIONS:
£(¢) £()
1 .
0* — e
—> THRESHOLD
[+]
ENERGY DETECTORS:
cos2nf_t
m Th
| NE
0
t = Th
V(t) o + Je *Unnke
Th
| HE
0
-sin2rf t

Figure 2.7 : A noncoherent M-ary FSK demodulator with diversity
combining.
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where Uy, 1is the sampled output of the mth,energy detector after the kth
hop.

With hard decision combining,

after each hop a decision is made for
each energy detector output as follows:

1, Umk > c
Unk' = (2.5-17)
0, Umk < c,
where ¢ 1is an appropriate threshold level. The final symbol decision is
based on
L
Up=) Um' . (2.5-18)
k=1

When the received signal is degraded only by additive white Gaussian
noise, the optimum demodulator makes use of soft decision combining, but
when there is intentional jamming present at the receiver input, soft deci-

sions may no longer be optimum and the performance with hard decision

com-
bining may be closer to the optimum.

Indeed the optimum combining function
f(+) changes as the form of the jamming signal changes, and there is no sin-
gle f(+) which is optimum for all jamming signals.

The implementation of the energy detectors in Figure 2.7 can be
achieved directly as shown in the figure, using 2M analog mixers and in-

tegrators, and M summers and local oscillators for each user. For block
demodulation in which several signals separated by FDMA are

demodulated at
the same time,

: if either M or the number of users is large the direct im-
plementation is cumbersome because of the number of components required, and

alternatives are studied which make use of spectral analysis techniques.
The spectral analysis receiver is equivalent to the direct implementation
but wben the num?er of frequencies to be processed is large the spectral
analysis receiver will be much less complex than the direct implementation.
A spectral analysis system makes use of surface acoustic wave (SAW) devices
or digital signal processing to generate the decision variables.

2.5.2 The Spectral Analysis Receiver
With a spectral analysis receiver, the isi i i

, decision variables are obtained
by inspecting the sPectrum of the received signal at the appropriate fre-
quencies. The decision variables given in equation (2.5-14) may be rewrit-
ten as ‘

TS
Un = ljo V() {2Eg/Teexp(-j2nt, t) dt‘

(1]

J v(t)w(t)]2Es/Tsexp(-j2nfmt) dt\

-
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- [2E./T,

F{v(t)w(t))’ (2.5-19)
£ = £,

where w(t) 1is a rectangular time function with unit amplitude on the time
interval 0 < t < Tg and zero amplitude otherwise, and F{+} denotes the
Fourier transform operation. Thus, the decision variables are samples of
the magnitude of the Fourier transform of the input windowed over the symbol
period.

SAW devices can be used in the implementation of a spectral analysis
receiver. SAW devices can be used to perform a chirp transform in which
output time represents input frequency, and the frequency domain samples or
decision variables are obtained by sampling the chirp transformer output at
the correct instants in time [4]. A block demodulator implemented with a
SAW chirp transformer has been investigated [4] and the results indicated
this approach gives very good performance.

An alternative implementation of a spectral analysis receiver is to use
digital signal processing techniques and the discrete Fourier transform.
With the ever increasing processing speeds available for digital components,
a discrete Fourier transform-based block demodulator is a viable alternative
to the analog implementations. A digital implementation of a Fourier
transforming block demodulator is the focus of this project.

2.5.3 Digital Demodulation Techniques

With digital processing, it is convenient to generate a low pass
equivalent of the received signal. A complex baseband representation can be
obtained as shown in Figure 2.8 [7]. The received bandpass signal is split
into two arms and one arm is multiplied by 2cos(2rf.t) while the other is
multiplied by -2sin(2nf t). The inphase and quadrature components of r(t)
are obtained by filtering the products with identical low pass filters. The
complex baseband signal is sampled over the symbol period with a sampling
rate f;. The sampling rate must be at least twice the highest possible sig-
naling tone frequency (M-1)Af. Sampling will produce N = £.T; samples in
one symbol period, and the sequence of complex samples is represented as

r(n) = r(t) , n=20, 1, eee, N-1 (2.5-20)
t = nT

where T = 1/f5 is the sampling period.

Replacing the integral with a summation in equation (2.5-13) results in
the decision variables
N-1
*
E: r(n)uy,” (aT)

n=0

U, =
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2cos2nf t ——I

PHASE
SHIFT
-n/2 RADIANS
re(t)
X LPF
INPHASE
COMPONENT
-2sin2nf t r(t) = r(t) + jrg(t)
v(t) COMPLEX ENVELOPE
— r.(t)
LPF 2
QUADRATURE
COMPONENT
v(t) = Re{r(t)exp(j2ﬂfct))
Figure 2.8 :

Generation of a complex baseband signal representa-
tion.

N-1
- }: r(n)J2Es/Tsexp(-j2wamAfnT)
n=0
N-1
= }: r(n)j2Es/Tsexp(-j2wamAfNTn/N)
n=0
N-1
= E: r(n)JZEs/Tsexp(-j2wnk/N) (2.5-21)
n=0

]lld]C]O"SIy chosen such that/k ; Iling rate and tone spacings are
\'7arj'ab. les are scaled samp] ES‘ £ i & for al]— an, then the dECiSiOH

the equiv 1 gni tude of the discrete Fourier
transform of h alent OWp

ass received signal, and equation (2.5-21)
can be rewritten as
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Up = {2E,/T¢ |R(K)|, k = Napaf/fg (2.5-22)
where R(k), k = 0, 1, s+++, N-1 denotes the N-point discrete Fourier
transform of the sequence r(n) and is defined as [8]

N-1
R(k) = }: r(n)exp(-j2nnk/N). (2.5-23)
n=0
The discrete Fourier transform produces N frequency domain samples evenly
spaced from -f5/2 to f£g/2 at the locations
0, £f /N, *2f /N, ..., £(N-1)£ /2N, £./2. Because the spectrum of the

sampled sequence is periodic with period fg, any spectral component loccated
at -f /2 will be identical to that at +fg/2.

4 H(E)

1 —
-£5/2 0 £:/2 £

Figure 2.9 : Frequency response of ideal anti-aliasing filters.

If the low pass filters used in generating the complex baseband signal
are ideal anti-aliasing filters with frequency response shown in Figure 2.9,
the performance of this digital demodulator will be identical to the perfor-
mance of the optimum analog demodulator described by equation (2.5-14). The
performance 1is expressed in terms of the probability that the receiver
decides in favour of the incorrect symbol. The probability of a decision
error is derived by assuming that uj(t) is the transmitted symbol [6]. Then
the sequence obtained by sampling the equivalent lowpass received signal is

r(n) = ul(nT)aexp(je) + &(n) (2.5-24)

where ¢(n) are samples of the noise process z(t). If z(t) is obtained by
passing white Gaussian noise through the filters with frequency response
shown in Figure 2.9, then it has a power spectral density and autocorrela-
tion given respectively by

S, (f) = Ngrect(f/fy) (2.5-25)

and
sin(nrfy)
R, () = £4Ng ety (2.5-26)

and the sampled sequence ¢£(n) will have an autocorrelation and power
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spectral density given by

Re(ny,ng) = £5N,6(ny-ng) (2.5-27)
and

Sg(£) = £N,. (2.5-28)

Thus the noise samples will be mutually uncorrelated with zero mean and
variance equal to Nyfg = N /T.

The receiver calculates the decision variables

N-1

E: [uy (nT)cexp(jO) + f(n)]J2Es/Tsexp(-j2ﬂamAfnT)

n=0

Uy =

2aEg N-1

N-1
T, }Z exp[j2n(ay-ap)AfnT] + }: [2Eg/To¢ (n)exp(-j2rayAfnT)

n=0

n=0

(2.5-29)
The phase factor

exp(j8) is neglected because it is irrelevent due to the
noncoherent detection.

For orthogonal tone spacings, using equation (2.5-2)
and the facts that T = Tg/N and for orthogonal tone spacing 2Af = i/Tg where

i is an integer, the first summation in equation (2.5-29) simplifies to

N-1 N-1
E: exp{j2n(aj-ay)AfnT] = E: exp[-j2n2(m-1)A£fT n/N]
n=0 =0
N-1
= }: exp[-j2x(m-1)in/N]
n=0
Nvm"l
= { (2.5-30)
O, m = 1

Then the decision variables can be expressed as

2NaEg
T

Ul =

+ N

it
(2.5-31)

Um‘ |Nm| m = 2, 3’ ...’ M

where the noise terms (Nj} given by
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N-1
Ny = }: JZES/ng(n)exp[-j2w(2m-M-1)in/2N] (2.5-32)
n=0

are mutually uncorrelated and identically distributed Gaussian random vari-
ables with zero mean and variance given by

op? = 2NESE Ny /T,. (2.5-33)
If the symbol and noise energies are redefined as

Eg' = NEg/Tg

(2.5-34)
No' = £5N,
then the decision variables become
Uy = (2aE.' + N
1 l s ll (2.5-35)
Up = [Npl m=2,3, ¢ee, M
and the variance of the {Np)} terms becomes
on? = 2E4'N,’. (2.5-36)

With these definitions the derivation of the probability of a decision error
is identical to that for the optimum analog receiver found in [6] and the
final result is

M-1 o2E. "
- _1yn+l (M-1)! S n 2.5-37
Ps E: GO D rten D 19%P| TN, nl | ( )
n=0
Noting that
E.' NE, WNE
S5 = (2.5-38)
NO ! TS fSNO NO

the error performance of the digital receiver is thus identical to that of
the optimum analog receiver. It is convenient to express the error proba-
bility in terms of bit errors instead of symbol errors because it is easier
to measure the bit error probability Py. For the optimum orthogonal NCFSK
receiver, the bit error probability is [6]

M
Py = 200Dy

Pg

exp(-Egp/Ng) n _
T T amn }: -1 m'(M m) ! 7eXP (Egy/mNy) (2.5-39)
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where Eg, = a2Es is the received energy per symbol.

A digital implementation of a multiple-user NCFSK demodulator with
diversity combining is shown in Figure 2.10a. In this example the received
signal is sampled at an IF frequency and a complex baseband representatio?
of the received signal is generated with digital components after sampling
by multiplying the samples with the sequence exp(-j2rxf.n/fg') where £, 1s
the IF sampling rate, and filtering the resulting real
quences with identical digital lowpass filters.
plex sequence is resampled at a lower rate

and imaginary se€-
After filtering, the com”

£, in order to reduce the
. . ;i : °
computational load of the discrete Fourier transform which follows. Befor

the discrete Fourier transform is performed, the complex sequence may be

multiplied by a time varying window function w(n). The motivation for this
is discussed in the next section.

The diversity combining and decision sec-
tions are the same as for the analog receiver discussed in section 2.5.1.

Figures 2.10(b-g) 1illustrate the process of generating the comple*
baseband equivalent signal with sketches of the frequency spectra at various

points in the demodulator of Figure 2.10a. Figure 2.10b is an example ©

the frequency spectrum of a narrowband signal centered on a frequency fe-
After sampling, the spectrum is periodic with a period equal to the sampling
frequency as shown in Figure 2.10c. Multiplication by exp(-j2wfcn/fs')
results in a frequency shift of the spectrum by the amount £, (Figure
2.10d). 1If the digital lowpass filters both have the frequency responsé
shown in Figure 2.10e, then the their outputs will be the inphase and quad-
rature components of the complex baseband signal with the combined spectr“m
shown in Figure 2.10f. The windowing and discrete Fourier transform coul

be performed directly on the filter outputs, but it is clear Ffrom Figur®
2.10f that there is a large frequency band which contains no relevent infor~
mation about the received signal. The number of terms needed in calculatind
the decision variables expressed in equations (2.5-22) and (2.5-23) is equa

to N, the number of samples in the sequence used to represent‘ the receive

signal. Figure 2.10g shows that N ean be reduced with no loss of informad~
tion by resampling at a lower rate, thus reducing the amount of computatio®
needed to calculate each decision variable.

The complex baseband signal can be generated before sampling using anéd’
log components as shown in Figure 2.8, This eases the digital processiné
load, which is importént when the symbol duration (or ho ii eriod for the
case with time diversity) is short and the amount of pgi %tgl processing
available for each symbol (hopping) period is limited.  os well  there 1%
less demand on the analog-to-digital converters. as i . : d, campling
rate 1is lower because the conversion is done’ e require
disadvantage is that phas? matching of the lowpass filters and other analoB
devices used .in generating the inphase and quadrature si . 1 components is
much more ?ifflcult than for the equivalent digital i igna omp phase
matching 1is required to maintai gital implementation.

channels. n the 90° phase quadrature between the two
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2.6 RECEIVER WINDOWING

Under some circumstances it may be desirable to multiply the received
signal by a time varying window rather than the implied rectangular windoV
with the duration of the hopping period [9]. Windowing, which can be used
in both the analog receiver of section 2.5.2 and the digital receiver of
section 2.5.3, 1is discussed in this section in terms of the digital re-
ceiver, but in either case the effect of windowing is the same. To see the
effect of windowing on the response of the discrete Fourier transform (DFT)

defined by equation (2.5-23), it is convenient to think of the DFT as a bank
of N contiguous filters with unit sample responses given

hp(n) = [u(n) - u(n-N)]exp(-j2rnk/N)

= w(n)exp(-j2nfynT), k =0, 1, e+, N-1 (2.6-1)

where u(n) is the unit step sequence, w(n) is a rectangular window functiof

of length N, agg fie = k/Tg = k/NT is the center frequency of the xth DFT
filter. The k™! filter's frequency response is then

He(£) = W(E - £}) (2.6-2)
where W(f) 1is the frequency response of the window sequence w(n) and is
given by

N-1
g - E: w(n)exp(-j2nfnT). (2.6-3)
n=0
th h of th
zgzswindzw? ape e DFT filters is determined by the Fourier transform of

When there is no explicit windowin f
X , the D i is that ©
the rectangular window, and the magnituge is [15? filter response is

sin(rfNT)
sin(=xfT)

W(f) =

(2.6-4)

Figure 2.11 shows t?e rectangular window with N = 16 and the lo magnitude
of its transform. This illustrates the criteria for o:tho oiali%y of the
NCFSK signal tones. For orthogonal signaling, the receised signal energy
uen ;e de??iiédtﬁzly intthefDFT filter associated with the transiitted fre”
quency. plot of the DF

window, there are nulls in the respo§s£r§22222§ :isgﬁzze e ;2? ;::t32g¥};5
from the center of the main lobe, which is therefore thger mui g tone spac’
ing for orthogonal NCFSK signals. When various ones e requ reted ne TPNA.
the signaling frequencies for each user are orthogo aii separad 2 oi hose
of other users. For a block demodulator, crosstalkg nally space i ore
is detected by DFT filters other than the correct1O;ZSWh;ZZuitgnihen ther®
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is not perfect frequency and timing synchronization between each of ?he
users and the dehopping synthesizer of the receiver. This interchannel.ln'
terference can be significant when there are large differences in re(.:elVed
power levels between the users. Because it is unlikely that tbere.w1ll bz
perfect synchronization between the users, nonrectangular windowing 18 use

at the receiver to improve the tolerance to crosstalk.

There are several figures of merit used in characterizing windows,
three of which are the 3 dB bandwidth of the main lobe, the level of the
highest sidelobe, and the processing loss or equivalent noise bandwidth of
the window. With a time varying window, the DFT filter shape is no longe’
the optimum for detection of sinusoids in the presence of white noise, ?nd
the processing loss is a measure of the loss in signal detectability with
the time varying window with respect to that for the optimum rectangulaf
window. The processing loss (PL) is the ratio of input signal-to-nois®

ratio to output signal-to-noise ratio with a complex sinusoidal sequence at
the input with frequency f) matched to one of the DFT filters

This
ratio is also equal to the window’s equivalent noise bandwidth Eég%w) given
by .

N-1
Nz w2 (n)
n=0
ENEW = PL - (2.6-5)
N-1 2
}: w(n)
n=0

The processing loss then is the increase in transmission power required with
windowing above that required with rectangular windowing to maintain the
same bit error probability under ideal conditions (perfect synchronization/:
For the rectangular window, the processing loss is by definition O dB.

The maximum sidelobe level determines the amount of interchannel inter”
ference that can be tolerated with a given window. For the rectangular
window with N = 32, the highest sidelobe level is 13.2 dB below the peak ©

the main lobe. By tapering the edges of the window, the sidelobe leve s
drop at the expense of an increased width

cessing loss of the main lobe and a higher pr°~

For a given set of assumptions on the number of users, the number of

signaling tones per user, the tone spacing, and the probability density
functions characterizing the

time and frequency misalignments between the
various users and the dehopping synthesizer onboard the satellite, there may
be an optimum window that minimizes the average crosstalk-to-signal ratio
[9], which is for a given user the average total crosstalk energy detect®
bi g;; fifttzecDiz filtzis divided by the average signal energy detected
the er corresponding to the transmitted th
window would no longer be ed symbol. Of course

optimum for g slightly different set o
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assumptionS, making the choice of a window difficult. The Kaiser-Bessel

amily of windows defined as

Io[gﬂ41 - (1 - 2n/N)2 }

I,[an]

n=20, 1, ¢+, N-1 (2.6-6)

w(n) =

hi; good sidelobe properties and the tradeoff of sidelobe level versus ma?n-
cree width can be directly manipulated with the parameter . As a is in-
Shoased, the sidelobe levels drop and the ma?n lobe widens. Figure 2.12
hi :s a Kaiser Bessel window and its transform with N = 16 and a = 1.4. The
CEE est sidelobe level is 29.9 dB down from the main lobe peak, and the pro-
KaiSIng loss is 1.17 dB. Table 2.1 summarizes the properties of the
teréer‘BeSSel window for N = 32 as a is varied from 1.2 to 1.8. The charac-
¢ elstics for the rectangular window are included for _comparison. Because
is frequency spectrum of the the continuous time version of the vlndow w(t)
w(n?°t strictly bandlimited the sidelobe levels of the discrete time version
cre will be higher due to aliasing. As the number of samp1e§ N is in-
. ased the sampling rate is effectively increased and the amount if alias-
Sig deCr‘eases, lowering the sidelobe levels. As N becomes very large the
WinEIObe levels approach those for the continuous time version of the
Withow' Comparing the maximum sidelobe level'for N = 32 listed inhTable.Z.l
1 that from the plot for N = 16 for the Kaiser-Bessel window, the maximum

€ .
vel is indeed 0.4 dB lower for N = 32.

Thus  in choosing a window there is a tradeoff between the amount of

CrOSStalk b levels, and the
that i d determined b the sidelobe e ’
can be rejectR o Zated. If processing loss is not

Mount of

a s Processing loss that can be tole

Major factor, thengthe FSK tone spacing limits how wide the main lobe can
levels can be lowered.

e
®Xpanded and hence how much the sidelobe

been discussed, all of the major

tical aspects of NCFSK block demodulation have been addressed, and the
can focus on the implementation of a digltal block deTodulator as
d in the next chapter. Before proceeding 1t is worthwhile to sum-
he ideas presented in this chapter.

th, Now that receiver windowing has
eore

Yeport
presEnte
mariZe ¢

SUMMARY

In thig chapter frequency-hopping §ystems have Eiez giicuzzsgr;?

suj &l to show the motivation for this project. In _sec o éh S
table applications have been presented which 11}ustrate e ne

€sire or using frequency-hopping in a communication system. After

Present tion 2.4, the focus of
ntin s _ ing system in sectio A, 0

one dis oy Cypical frequercy hope ngteZhniques for frequency-hopping re-
i tral analysis receiver was em-
in section 2.5 and 2.6. The SPec

t because Oof its practicality for systelns With ds::ezaieazzegz
red Plexed in frequency and receiver windowing was introduce Los @ means o

teosting possipl between the various users. wo competing
sch e interference implementing a Fourier transforming

(o] s
logies were presented for

Cussion narrowed to demodulatio
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HIGHEST PROCESSING 3 dB
WINDOW SIDELOBE LOSS BANDWIDTH
LEVEL(dB) (dB) (+ 1/Tg Hz)
Rectangular -13.2 0 0.88
a=1,2 -27.3 0.91 1.19
Kaiger- o = 1.4 -31.3 1.17 1.25
Bessel
a=1.6 -35.6 1.36 1.31
a=1.8 -40.4 1.57 1.37

Table 2.1 : Comparison of window parameters.

de,

th:zdui§t°r» the first being a SAW-based analog demodulator. It was shown

transfo ¢ performance of a digital implementation using the discrete Fourier

S W-ba M in theory is equivalent to the optimum analog demodulator and as a

to 4o :ﬁd demodulator has been built and tested [4], it would be worthwhile
¢ same for a digital demodulator. The implementation of a digital

blo
ck
demOdulator is presented in the next chapter.
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CHAPTER 3

AN NCFSK BLOCK DEMODULATOR
3.1 INTRODUCTION

In the past, NCFSK demodulators for jamming-resistant frequency-hOPPing
systems have been implemented primarily with analog technologies as

described in section 2.5.2 because the hopping rates required for such sy$”
tems have severely limited the time available for processing during each

frequency hop. With VLSI technology it is now conceivable to build a digl-
tal block demodulator which is

able to process a reasonable number O
dehopped multiple-user NCFSK

signals in real time. The objective of thi®
project is to demonstrate the feasability and to determine the performanc®

of the digital approach. The design of a digital block demodulator i

presented in this chapter and measurements of it's performance are presente
in chapter 4.

3.2 DEMODULATOR CONFIGURATION

To facilitate comparison with other demodulator implementations, no
diversity combining is included in the demodulator design, and therefore the
hopping rate Ry is treated as the symbol rate R,. The hopping rate is set
to 16 k hops/s, which might be a typical value for a jamming-resistant sys”
tem which is fast enough to avoid follower jammers yet slow enough to allo¥
synchronization at the receiver. 1In the design of the demodulator, perfect
time synchronization between the various users and the receiver is assumed

The effect of frequency misalignment is considered and measured in sectio?
4.5 of the next chapter.

The symbol period is 62.5 us, but to allow for finite switching time®
of the hopping and dehopping synthesizers, the demodulator operates only on
the last 50 ps of the received symbol, leaving the first 12.5 ps for the
symbol frequencies and phases to settle to their final values. Thus the ef
fective SYTbOI period is Ty = 50 us and the minimum orthogonal tone spacing
is (50 ps) = 20 kHz. To allow for receiver windowing as described in the
zgezéous chapter, the FSK tone spacing is set at twice the minimum value of
z.

The input to the demodulator is th :,ed FSE
signals multiplexed us assumed to be synchroniz

in frequency with cngg O
multiples of 40 kHz. Y random phases and tone spacing

For the purpose of this stud . of
Yy, the most i i tation
the digital demodulator is with readily convenient implemen

available high d microproces’
sors. Although a custom VLSI implementation on a gh spee p

e

single chip would be mo%

advantagous in terms of size, weight and power consumgtion Ehich are all

very impoitant when considgring deployment onboard a satellite, the {nten”

tion here is not to necessarily produce a digital demodulator suitable for
final deployment but to show

that such a goal is feasible. Thus the desig”
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mak,
meni: use of TMS32020 digital signal processors produced by Texas Instru-
. These microprocessors are designed for high-speed and

Numerjc-{ . .. ,
Tlc-intensive digital signal processing applications.

referggcg of th? M possible tone locations for all of the users will be
must 0 as a signaling bin. If there are D users then the demodulator
equatizrocess C = DM bins to produce C decision variables as.described by
the TMS;Z(Z.S-ZI). The 62.5 ps symbol period and the instruction time of
urin 020 set a limit on the number of calculations that can be performed
Proceg each symbol period and hence limit the number of bins which can be

ssed which in turn limits the number of users which can be accomodated

Y the block demodulator.

ns, which limits the

The instruction cycle time of the TMS32020 is 195
single microproces-

P

Soz?essing to 320 instructions per symbol period for a

ure 2 lof the received signal is sampled at an IF frequency as shown in Fig-

inclu&i , the 320 instructions must be used to perform severa} functions

o pasng sample retrieval, multiplication by the sequence ?xp(:Jancn/fs'),

Sequen, s filtering of the two resulting sequences, multiplication of each
ce by a time window, calculation of C decision variables, D(M-1) com-

Par

allis°n5, and D symbol outputs. If a single microprocessor cannot handle

the of the required processing, there are several options available to meet
P lest of which is to use analog com-

Tocessing requirements, the simp
lex baseband signal. Alternatively,

pOHEn

t

the prs to generate the equivalent comp

mi Ocessing can be broken down into steps, each carried out by a separate
For example one microprocessor

c°\11dprocess°r in a pipeline structure.
be i i he complex baseband representation while a
A third option is to use

Sec,

Par2§g could perform the actual demodulation.

°peratil Processing in which N microprocessors are used, each in turn

Final1 Ng on every Nth symbol period with a maximum processing time of NTg.
Y, any combination of the above three techniques may be employed.

In “order to keep the implementation fairly simple, analog components
®d to generate the baseband signal and only two TMS32020s are used in
to perform the demodulation functions. This means that for each
iod there is a resource of 640 instruction cycles available for
! retrieval, windowing, DFT calculation, and decision making. As will

°Wn in this chapter, this is enough instructions to process 16 signal
» Which means the’demodulator can produce data for up to eight binary

Ky
user_sers’ four 4-ary FSK users, two g-ary FSK users, or one l6-ary FSK

ed on 10.7 MHz with a

an IF signal center
3.1 illustrates the

demodulator input is

Ndy{ .

0 azigﬁh of approximately 16x40kHz = 640kHz . zl%uier toput. Also shown in
s of : { ¢ the demodulato .

the 16 signaling bins a FSK users. For reasons

is the tone allocation for four 4-ary

Leh : f rati
th Will becom ¢ in section 3.4, for the purposes of generating
su: Complex basebasd :Egi;init is better to label the center frequency. fo
whi o t.at it corresponds to a center frequency of one of the signaling bins,
Ir In this cage will not correspond to the true center frequency of the
lo Signal, Th i ting the inphase and quadrature components the
us in generat s 10.68 MHz. The equivalent lowpass

cal oges
Scillator frequency is set to f. =
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640 kHz

CHANNEL CHANNEL

CHANNEL CHANNEL
FOR USER 1 FOR USER 2

FOR USER 3 FOR USER 4

1 2 3 415 6 7 819

10 11 12{13 14 15 16

t t t—t —— t t $ { 1t t t t t

- f
10.7

40 kHz 0 Mtz

Figure 3.1 : IF signaling bin locations at demodulator input, and
bin allocation for 4-ary FSK users.

bins are then located as shown in Figure 3.2. This sets the requiremeﬂts
for the sampling described in the next sectionm.

1 2 3 e

16

l . t i i 4 M " ) I 4 + + l
-280 ‘—200 ‘ -120 ‘ 40 ‘ 46 ' léo [ zbo ' 280 \
-240 -160 -80 0 80 160 240 320
Frequency (kHz)
Figure 3.2 :

Equivalent lowpass bin locations with a local oscil-
lator frequency of 10.68 MHz.

3.3 SAMPLE GENERATTION

From Figure 3.2,

the highest possible tone frequency in the cOmplex

baseband signal is 320 kHz so the minimum sampli inpha®®€
and quadrature arms is 640 kHz. pling frequency for the p

Sampling at the minimum rate over 50 ”:
results in 32 complex samples. A 32-point DFT produces frequency domaid
samples sgaced by 640/32 = 20 kHz. Thus the set of decision variables woul
consist of every second DFT output, correspondi 's in the
given by equation (2.5-23). ponding to the even k's in

£

;*¢\\

© 8 4
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signal it is important to know the spectral

sg:zacﬁeristics of the signal so that appropriate lowpass f%l?ering can be
SPecty efore sampling without affecting the signal but limiting the noise
5 tﬁm to frequencies less than fg/2 to avoid noise aliasing. In .S?ction
sincz(Te spectrum of an NCFSK signal was shown to be a superposition of
the s,sf shapes centered on the FSK tone frequencies. If the.bandw1dth of
eitherln? (T4f) shapes is taken as the bandwidth between the first nulls on
2T ;lde of the main lobe (see Figure 2.6) then their bandwidth is
qu&grat 2 kHz, the IF signal has a bandwidth of 632 kHz,'and the inphase and
bangy ure components of the equivalent baseband signal ea?h have a
ldth of 336 kHz. This suggests that the minimum sampling rate is
knowlez' This sampling rate would be required %f t@e receiver h?s no
contjp ge other than the bandwidth of the incoming signal ?nd sampling is
SWitCh?O“S through the symbol switching transients but for this demodulaFor,
rou ;ng instants are known and there is no need for sampling to continue
reCeig dthe.transitions. Since there is no diffeFence between sampl}ng Fhe
with t§ signal over one symbol period and sampling a sum of pure sinusoids
QUenc e symbol frequencies, the minimum sampling rate is twice the fre-
Y of the highest possible tone frequency, as previously stated.

OWpas e creates unresolvable requirements on the
desirez fi%ters in the inphase and quadrature arms. In order Fo pass the
the £1 signal to the samplers without removing significant signal energy,
i lters should have a bandwidth of at least 336 kHz, but to avoid alias-

oise power in the sampled

ng
seQuethe noise spectrum and hence increasing the n
Nce the filters should have a bandwidth no greater than 320 kHz. Thus

n
rorsgzpling at the minimum rate one is forced to compromise the system’s er-
creaSerfOrmance by using filters that either remove signal energy or in-
8voig the noise energy. There are two alternatives that may be used to
to this problem. The obvious solution is to increase the sampling rate
whicﬁ least 672 kHz. The lowest convenient sampling rate above 672 kHz
© Produces an integer number of samples when the sampling is carried out
samples and the deci-

€Xactly 50 us is 680 kHz. This rate produces 34

Variables would be samples of a 34-point DFT. Unfortunately determin-
lculations than needed

When sampling an analog

S
ampling at the minimum rat

& jllator frequency to 10.7 MHz
Yesyy.s. Other option is to set the local oscilla q
ting i i ing located as shown in
F € 1n i ignal bins being

the equivalent baseband sign les of the output of

8ure
: .3 the alternate 16 samp
he DFT . In this situation, the A on L e the output of

The Orresponding to the odd k'

ther:a?dwidth of theginphase and quadrature arm signais wouldAbe 3%? gﬂz agd
s no 1 icti i ents on the filters. s allude o

Previou onger conflicting requlzsﬁ O e next ootion, determining the

o sly ¢ .
e jough and as will be o lculations than determining the even

o
outPuutputs of the DFT requires more ca : 50 avail.
Ble in.,. The only way to process the 16 signaling bins wit e 0

ormalnstructions is to use the even outputs of the PFT and accept tbe hpe;-

ndwgce degradation brought about by filters which do not mezt 1zt~ the

e nod requirements for passing most of the ?igﬂal energy an miting
lse Spectrum so that there is mo noise aliasing.
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16

L AR B B e e I TR
300 1-20 1 -140 1 -60 1o} 60 1140 ! 220 | 300
-260 -180 -100 -20 20 100 180 260

Frequency (kHz)

Figure 3.3 : Equivalent lowpass bin locations with a local oscil-

lator frequency of 10.70 MHz.

Another degradation associated with sampling is that due to quantizad”
tion errors resulting from the finite number of bits used to represent each
sample. Before discussing quantization errors, it is useful to know the
manner in which signed numbers are represented for processing. The TMS3ZO?O

uses fixed-point arithmetic with two's-complement number representatio?n in
which all numbers are treated as fractions.

With two's complement represen”
tation [8] the

: the sign is determined by the leading binary digit and the
rest of the digits represent the magnitude in a manner depending

on the
sign.

When the leading bit is a 0 the number is positive and the magnitude
is given directly by the other bits. When the leading bit is a 1 the numbe*

is negative and its magnitude is determined by subtracting fr two the mag”
nitude of the bits following the leading bit,y ubtrac g om

Table 3.1 shows the two'$
complement number system for four bit numbers.

When the samples are quantized by the analog-to-digital (A/D) convert’
ers the amplitude of the analog inputs to the A/D converters must be suit”
ably scaled such that the unquantized samples do not exceed the range of the
numbers which can be expressed with the number of bits used in quantization‘
If the quantized samples are represented with (b+l) bits (i.e. one bit for

the sign and b bits for the magnitude) then the analog input must be g,caled
such that the unquantized samples are within the range

-1+ 27b2) < r(ary < (1 - 2-b /2y,

If the analog signal contains a Gaussian no
cannot be met unconditionally.
equation (3.3-1)

(3.3-1)

- ise process, equation (3.3—11
The scaling factor should be set such the

is met with a high 113 . ; gnal
gh probabilit t sif
only rarely exceeds the dynamic range of the A/D CZn§Zr§2it the inpu

rag®
the signal amplitude still covers a fair range of bits Tﬁit Son e:zz the
need for automatic gain control (AGC) to keep the analo 'si nai 12551 of the
A/D 1inputs constant over long time pPeriods as the reciivei signal Strength
varies. For the demodulator measurements described in the n tgcha ter, g
wiil achizvzidbidﬁoniForing the A/D converter input volta;e iﬁvels zn an ©
c oscop usting a vari

that the A/D convertersgwere raiZi; :Zzizzizgr at the demodulator input

-
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FRACTIONAL TWO'’S COMPLEMENT

NUMBER BINARY EQUIVALENT
7/8 0.111
6/8 0.110
5/8 0.101
4/8 0.100
3/8 0.011
2/8 0.010
1/8 0.001
0 0.000
-1/8 1.111
-2/8 1.110
-3/8 1.101
-4/8 1.100
-5/8 1.011
-6/8 1.010
-7/8 1.001
-1 1.000

esentation.

Table 3.1 : Two's complement number repr

nd the signal to the nearest quantiza-
not exceed the dynamic range of the
ror e(n) for each sample will be in the

. Assuypi
tion levlenil1ng the A/D converters rou
A/p and the analog signal does

Conve
range rters, the quantization er

p-(b+l) < e(n) < 9- (b+l) (3.3-2)

he error sequence e(n) is commonly

a
itude of the error samples are

n
nal
treat Ysing the effect of quantization t

e
as additive noise [8] and the magn

Charg,
t :
as OWEr}zed by a uniform distribution over the range of equation (3.3-2
8iven b in Figure 3.4. The error samples have zero mean and variance o,
9-2b
0el = 5 - (3.3-3)

It

is
angd unc§SSumed that the error samples are uncorrelated from sample to sample
Sequene. Lelated with the sequence of exact samples r(nT). Then the error

Ce
has an aytocorrelation given by
Re(n) = 026 (n) (3.3-4)
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Pe(n)(e)

|
|

Figure 3.4 : Probability density function for amplitude of error
samples.
: out
and the signal-to-noise ratio due to quantization at the demodulator inpu
is [8)]

SNRq = 10+log)((A20,2/a,2)

= 6b + 10-logy(12) + 10-log(ay2) + 20+logyg(A) (3.3-3)

where arz is the variance of the signal without any system noise at the a/?
converter inputs and A is the scaling factor introduced to keep the Signa_
plus system noise within the dynamic range of the A/D converters. The vari
ance of an FSK signal with an amplitude normalized to Unit?
(i1.e. Eg/Tg = 1/2) is found from the autocorrelation function given by equ?
tion (2.5-8) with 7 = 0. The result is o,2 = 1/2. If there are eigl
binary FSK signals with equal amplitudes at the demodulator input, the?n p
must be less than 1/8 to keep the composite signal magnitude always les
than one. If there is an additional factor of 1/3 included because of the
p?ssible signal variations due to system noise, then A = 1/24 and fof

given user the signal-to-noise ratio due to quantization is

SNR, = 6b - 19.8  (dB). (3.3-6)

where 0,¢ is equal to 1/2 for an FSK signal with an peak amplitude of 1. 1f
there are only two FSK signals at the input then with the same assumption®

SNRq = 6b - 7.8 (dB). (3.3-7)

A convenient quantization level for which A/D converters are readily
available is eight bitg,

« «ht
for which case b = 7 and SNR, = 22.2 dB with eigh
users and SNRq = 34.2 dB with two users.

both Assuming the the total noise P?W:_
guelto SZr quiatiZagion and system noise is just the sum of the two indiv
ual powers e effective loss in -to-noi tin
quantization is signal-to-noise ratio resulting
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(3.3-8)

SNR; + SNRq}

loss (dB) = lO-loglo[ SRR
q

em noise ratio. For ex-

Wher -
© SNR; is the A/D converter input signal-to-syst
eight bit quantization

izziit;f SNRj is 16 dB for a given user then the
Present in "a loss in signal-to-noise ratio of 0.9 dB with eight users
demodu1 or a loss of 0.07 dB with two users present. Measurements of the
preSentat°r performance will be carried out with only two te§t signals
generat at the input because there is only enough equ?pment aYallable to
Very ¢ € two FSK signals. Therefore eight bit quantlzat?on w111.impose a
with mall loss on the performance, but if the demodulator 1s‘put into use
Quantithe. possibility of having the maximum eight input slg?als, smaller

R Zation levels would have to be considered if the eight bit quantiza-

lon : X
loss ig higher than can be tolerated.

Userslf in the future the number of signal bins and hence the number.of
itsg ncan be increased due to faster electronics the number of quantization
the ineeded to meet a given SNR, requirement would be larger not only due to
Crease in the number of users but also due to the increase in noise

Po
zer at the A/D inputs. For example if the demodulator processes 32 signal
s O A would be 1/16 due to the

n“mberr Up to 16 binary users, the scaling factor ;
muge 1 Of USers alone. Because the tandwidth of the IF and baseband filters
acto € doubled the noise variance at the A/D inputs also doubles and the
Wbuldrb of 1/3 used to allow for noise fluctuations_in the previous examples.
zatig, o, Changed to 1/(3(2) resulting in & ~ 1/(48[2). For eight-bit quanti-
With the signal-to-noise ratio would be SNR, = 13.1 dB and t?e }oss in SNR
ow al %d be 4.7 dB. This illustrates

6 dB si . . u
gnal-to-system noise ratlo WO : ‘

bang the effect of quant{zation on an individual user varies with the filter

Widths and the number of other users present at the demodulator input.

put illustrating the

he demodulator in
equivalent baseband

Figure 3.5 15 a block diagram of €

prOces M

Sin les of the

Te g used to generate the complex samplés

in§£ESentatiOn of gthe input IF signal. There is a bandpass filter at the
. to limit the amount of noise power passing to the mixers. This 1is

oS wband process. The signal is

ry to make th ise process a narro
o SPLit into two chaZne?: eazh being mixed down to baseband followed by
and:iz filtering and A/D’ conversion. The lowpass filter; have a lhdg
t 5o ‘9th of {dth of 355 kHz and are phase matche
2 336 kiiz and a 3 dB bandv’ 90 degree hybrid, mixers

OvVer th . r splitter,
ang e 1 dB bandwidth. The power SP are to keep the phase differ-

Owpas i h
ence s filters have been selected with ¢

Stwee to the ideal 90 degrees. The A/D con-
Srterg n  the two channels close g daret] e irouit  boards

are TDC1 ircuit boards ma
ter & wideband 232§igi§;:§u;;plifier at the analog input wi?h a p;;entiome-
d.¢ ® control the d.c. offset of the amplifier output which allows ?ny
tor, OfEset resulting from the analog mixers to be cancelled. This is im-

ecause one of the signaling tones is 1ocate§ directlzh on1 2t§z ii:
Woulq aseband signal and any d.c: offset resulting f;omIF ei: it nThe
°°mplexe equivalent to a co-channel interfering tgn:hizhtcsntains zll'of he
digital Samples are passed to & circuit boar

electronics for the demodulator.
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Figure 3.5: Block diagram of circuit used for generating the complex baseband samples.
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F.
tgure 3.6 : Block diagram of the circuit interfacing the A/D con-

verters and the TMS32020s.

F
Plex lgure 3.6 is a block diagram of the circuit used for passing the com-

c°mplzzmp1es to the TMS32020s. The A/D converters generate eight bit two's
first_ ®nt samples which are stored over a symbol period in first-in
ave out (FIFO) memories. An alternative to this configuration would be to

¢ microprocessors obtain the samples directly from the A/D convert-

e

! b 3 3 .
FIF0s 4t the FIFO interface saves valuable processing time. Without the
Sors 0 us would be required for sample retrieval because the microproces-

w .
the %uld have to monitor the A/D converters and retrieve the samples as
There is only 1.56 us between

samplizre produced over the symbol period.

r°gram§-instant5 which is not enough time to successfully use Iinterrupt
Procegg ing in which the TMS32020s carry out other tasks in the demodulation
While . JYch as windowing the samples which have already been retrieved
.o Waiting for the next sample input. with the FIFOs all 64 real samples
nstéuCti complex samples) are obtained by the TMS32020s with 64 successive
ons which takes only 12.5 #S.

g 1is required to convert the
converters to the

Fi
Sigh 8ure 3.6 also shows hardware scalin
to do this is to add

ls"bi- i; two's complement samples produced by the A/D
°rm used by the TMS32020s. The simplest way
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. . i i '7 a).
eight zeros onto the end of the eight-bit samples as shown 1n E}gurem31e;ent
This is referred to here as the direct conversion because Fhe ; Zo Es not
value of the sample remains the same after conversion. This metho

, ; 020
used for reasons to do with the fixed point arithmetic used by the TMS32

A in
and the possible growth in magnitude of the processed data while computl &
the DFT.

8-Bit
A/D Output

MSB LSB

"

M et M
M e W
W e K
W e N
W ———
5 ————
e ¥

X XXX XXX

00
LSB
USB —
———
16-Bit Input
To TMS32020s
(a)
8-Bit
A/D Qutput
MSB LSB
I I I I I i
XXXXXxXxXxx00000000
MSB
LSB
S— —— —

16-Bit Input
To TMS32020s

(b)

Figure 3.7 : Hardware scaling for converting 8-bit samples to a
16-bit format (a) direct and (b) divide by 64.

Parseval's theorem states that

N-1

N-1
k=0
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Using equation (3.3-9) to compute an upper bound on the magnitude of a sin-

%ie output of 32-point DFT shows that if the real and imaginary parts of
maqu sequence each have a maximum magnitude of one then the maximum squar?d
ignltude of any particular DFT output is bounded DY 2048. With 16-bit
1 Xed point two's complement arithmetic, all numbers must‘have a magnitude
es§ than 1 - 2-16 = 1. One method that can be used to avoid overflow is to
iVlde each of the input samples by 2048 = 45.25. With'binary r?pFesentions
s Is more convenient to divide by powers of 2, or in this case le%de each
ample by 64 which can be achieved with simple hardware shifts. This can be

a : -
ccomplished while converting the eight-bit A/D outputs to the 16-bit format
3.9 are circuit diagrams of the

as ShOWH s .
Fi 3.7(b Figures 3.8 and
d . gure 3.7(b). g
sﬁta interface between the A/D converter boards and the two TMS320295. Also
ovn in Figure 3.9 are circuits for generating a 640 kHz clock signal for

t L3
he 4/p converters and determining which of the resulting samples represent

0
"6 50 s symbol period.

Once  the micro rs have obtained all 32 complex samples, window-
igicﬁnd the DFT mustp;:c:zi;ormed. There are many algorithms ?v?ilat;e
DFT Breatly reduce the number of calculations required for de;ertlanﬁriei
traﬁszhese algorithms are collectively referred to as ghe dason Fourler

acto °rm  (FFT) and the choice of which algorithm to use depends

IS, as discussed in the next section.

3.4
DFT ALGORITHM

This section deals with the algorithm used to compute the 16 even order

out:
PUts of the DFT given by
2 3.4-1)
R(k) = Z r(nyexp(-j2mmk/32), k=0, 2, *=+, 30 (3.4-

£ n=0

comt?e R(k)s are computed directly with equation (3.4-1) then 256i::3triziil
muliieximultiplications and 496 complex additions wouig bz t;:&?al inee 1o

P $ -3 . : 3 is considere
ceal orion by e Jin/2 with i an 1ntegi§m;iex multiply requires four

Tea] °Perations are required. Since eacb .
two multiplications and two real additions an

Teal adqj tion of equati ]
o n Ljoons, the direst evaiz:l additions. Obviously this number of

®Pergpy . iPlicati 1504 r

(gzra long Cannitlgzscai:ged out with only the 576 available é?z?iugﬁ:og;

compl: the total available 640 instructions gustu:zduszgizﬁ oconsiderably
X sa i must be

Tedy mples) and an FFT algorithm

Ces the required number of operations.

o Comon T atgorinn whien G very wiefil G ST o

ton-in- ithm. e firs )

0 n-f or

iwzithm [8] ange?¥i?czs(ziiiiiig by dividing the input sequence {r(n)} into

s

ubsequences so that

each complex add requires
on (3.4-1) requires 1024
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15 31
R(k) = E: r(n)exp(-j2nnk/32) + E: r(n)exp(-j2nnk/32)

n=0 n=16
15 15

= 5: r(n)exp(-j2mnk/32) + exp(-jkw)E: r(n+16)exp(-j2wnk/32)
n=0 n=0
15

- }: [r(n) + (-1)Kr(n+16)]exp(-j2ank/32) . (3.4-2)
n=0

Since k is even and can be expressed as k = 2p, equation (3.4-2) becomes
15

R(2p) = E: [t(n) + r(n+l6)]exp(-j2anp/16)

n=0
15
N 5: x(n)exp(-j2anp/16)

n=0

-X(P), p=0,1, «oo, 15 (3.4-3)

and the R(k)s can be obtained from the 16-point DFT of the sequencz
(x(n) = r(n) + r(n+l6)), n = 0, +++, 15. If the 16-point DFT is evaluat®
directly, computing the R(k)s requires 128 complex multiplies and 256 €%

plex adds or 512 real multiplications and 768 real additions, or roughly
half of the computations

0
(3.4-1) required for the direct evaluation of equati®

If the odd values of k are of interest then k = 2p+l and equatioﬂ
(3.4-2) becomes

15

R(2p+l) = 5: ([r(n) - r(n+16)]exp(-j2nn/32) }exp(-j2anp/16) ,
n=0

p=0,1, «os, 15 (3.4-4)

so the R(k)s for odd values of k can be obtained from the 16-point DFT of
the sequence ([r(n) - r(n+16)]exp(-j2nn/32)]), n=20, +s+, 15. 1t waf
pointed out in section 3.3 that using the odd ordered ﬁFT outputs would ime
prove the demodulator error performance because the bandwidth of the inph2®
and quadrature channel filters could then be selected so that almost al

the signal energy would be passed to the A/D converters while

the avoiding
the aliasing of the noise spectrum.

It is apparent from equation (3'4—m_
that computing the DFT outputs for the odd values of k requires 14 more co

plex multipies or 56 more real multiplies and 28 more real additions tha?
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r
tiguired for the even values of k, due to the exp(-j2wn/32) factors. Unfor-
ately these extra operations cannot be accomodated with the available in-

Str :
OutuCtlonS and the degradation associated with using the even ordered DFT
PUuts must be accepted.

the 3§qua§ions (3.4-3) and (3.4-4) illustrate how the DIF algorithm breaks
quired‘Polnt DFT down into two 16-point DFTs resulti?g in a re?uctlon of re-
Yoke computations. Using similar steps the desired 16-point DFT can be
intg down into two eight-point DFTs each of which are then broken down
Figur Ero fo?r‘Point DFTs which are further broken down into two-point DFTs.
ing ih3-10 is a signal flow graph of the 16-point DIF algorithm for comput-

e even ordered DFT outputs given by equation (3.4-3). This algorithm

Ye .
dulres only 10 nontrivial complex multiplications and 80 complex additions
h is a considerable

or .
Tedy, real multiplications and 180 real additions whic ) :
(3 aciion in computation when compared to the direct calculation of equation

ilar computational

There ~are many other algorithms which result in sim

Savy
POWans (8], [10], and [12]. The greatest savings always result when N is a
toof two, If for example N is 34, using the DIF technique allows the
t DFTs, but no further and

bepgs

°th221nt DFT to be broken down into two 17-poin .

Borjit algorithms must be used to compute the 17-point DFTs. There are al-
fms which do reduce the computations required for a 17-point DFT but

e .
7 do not produce nearly enough computational savings to meet the process-
Thus the idea of sampling at a higher

n 3

raieregulrements of this demodulator. ; : B

Cauge © avoid noise aliasing as described in section 3.3 cannot e3;se T;-

sampliOf the increase in computation required for N greater than . ;

the prol  Yate will be left at 640 kiz and N at 32, and the first stage o
IF algorithm will be used. We are then left with finding an algorithm

whi . ;
°h efficiently computes the 16-point DFT given by equation (3.4-3).

e°au§he DIF algorithm described above is referred to asla ;ad%x ZOaifoiiggz
¢ the DFT i i down into severa asic opera
T is successively broken do } whieh P

Called
two. butterflies (radix 2 butterflies in this case
Po1 ipli i d in Figure 3.10.
One 0t DFT and a complex multiplication, as illustrate o Eignal 20
which the basic calculation

iternatiVe algorithm is a radix 4 DIF algorithm wit

®Presentation as shown in Figure 3.11 in

% rady i four-point DFT and three complex
ML) Y onr 4 butterfly which consists of a P T A of montrivial

licatj . s : thm reduces the 1
multipl ions. Using a radix & algorl::lgmthe U of additions vhen com-

Pareq les at the expense of increasi n eo
to radj i i 3.11 the total number of calcula-
soix 2 algorithns. Frof e g 8 complex multiplies and 112

a
8raph
1

tiong

incl i . . i
Comp] uding the first radix 2 DIF stage mul .
casp ®X additions or 32 real multiplies and 240 real additions. n some
P duces the processing time

Yeduycs . tly re
b the Syane sumber of multipllesl%i;iiez which allows multiplies to

Since the TMs3 ardware mu .
ing tpg° Vith a siigig ?i:tiuztion cycle, reducing multiplies W:;le increas-
® number of additions does not improve the processing speec.
algo From the total number of real operations it app?arz thit E?ihradlg i
ong Tithm shoylg take less time to compute than the radix a gi m,ti u
Tequj t consider more than just the total number of mathematical operations
'*ed.  The pumber of memory references nust be considered because each
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x(0) = r(0) + r(l6).

N/ XX

I \\'Ilﬂ"mw.

x(4) = r(4) + r(20) \\\VIII.”‘A .
oo e RS2
“j;;::jj;jj; W mw
zie) = r(8) + r(24) ZA’A“"A“' . !

x(9) = r(9) + r(25)d “""“. it . ”I

%(10) = r(10) + r(26) I"“"V‘\ \vl.v‘
x(11) = r(11) + r(27) ¢ ’I'XX\\\ W ‘V‘V"AA‘»
x(12) = r(12) + r(28) IIIA\\‘ J A".A A

%(13) = r(13) + r(29) 4 \ W ’AA Y.
x(14) = r(1l4) + r(30)§/ “ e “’

x(15) = r(15) + r(31) ¢ X ol / §}w6 '

W = exp(-j27/16)

Radix 2 Butterfly:

.
><w'

-1

Figure 3.10 : Signal flow graph for the DIF algorithm.

Q 5 v
x(1l) = r(l) + r(l7) . 'AM.
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r(0)
r(l)
r(2)
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Radix 4 Butterfly:

W = exp(-j2n/16)

¢ the radix 4 DIF algorithm.
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memory reference requires an instruction cycle with the TMS32020. The toté%
number of memory references is the sum of the number of intermediate and‘fl
nal results which must be stored in memory and the number of calculatlon;
which begin with a load from memory. For example the calculati?n °o
(x + y)Xz where x, y, and z are real numbers requires one instruction ©
load x from memory into the accumulator, a second instruction to add Yy Fo
the accumulator, and a third to store the intermediate result x' =x + 7Y n

. R . . . i t
memory before the multiplication can be carried out since there 1is no direc

path from the output of the accumulator to the input of the multiplier on
the TMS32020.

An upper limit on the number of stores required for an algorithm is ob-

tained by simply counting the number of nodes or intermediate and fini
variables on the signal flow graph where any two nodes connected directly

with a single line and a multiplier of %l or *+j are considered as a Singlz
node. An upper limit on the number of calculations which begin with a loa
from memory is similarly obtained. These limits would give a reasonable
estimate of of the total number of memory references required when the Sizﬁ
of the DFT is large (i.e. N is large) and the algorithm is implemented with
a program which repeatedly loops through the same subroutine to perform eacs
butterfly, but when processing time is of prime importance each butterfly i
explicitly included as a seperate section of code and many of the memoLy
references can be avoided because several of the intermediate variables

not need to be stored in and and reloaded from memory if they are used im”
mediately in the next calculation.

From Figure 3.10 the radix 2 algorithm requires no more than 90 comple*
stores and 90 complex loads or a total of 360 real memory references Wh%lf
from Figure 3.11 the radix 4 algorithm requires no more than 56 complex in
termediate stores and 56 complex loads or 224 real memory references. Af
mentioned these are only upper bounds and the real number of memory refe’’
ences may be considerably less. Thus to see which algorithm can be i

t
plemented with the fewest number of instruction cycles, the algorithm mus
be expressed as a program or flow chart so that each operation, be it
mathematical

Op?ration or a memory reference can be counted. Prelimin‘?ry
programs were written for both the radix 2 and radix 4 DIF

algorithms Wlts
the windowing of _the input sequence included. With these programs it Wi,
estimated that 463 instruction cycles would be required for the radix 2 2
gorithm and 478

L instructions cycles would be required for the radix 4 al”
gorithm and hence the radix 2 algorithm should ta

ke up less processing tif?
Other forms of radix 2 and radix 4 algorithms were considered and they 27~
resulted in roughly the same instruction requirements as for the DIF 313
goritth: Unfortunately allocating 64 instructions for the input and b6,
instructions for the windowing and the DFT does not leave enough instry®
which may reqY4
m must be found-

tions for Fhe decision section of the demodulator software
up to 125 instruction cycles and a more efficient algorith

There exist DFT algorithms derived with the use of number theory Whic?
reduce the required number of multiplies while keeping the number of addin
tions about the same as required for a radix 2 algorithm [12] and [13]- Ae
algorithm for N =16 originally described in [14] and reproduced in Figurs
3.12 from [12] requires 20 nontrivial real multiplies and 180 real additio”
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N6 y - %3

Io=x(0) + XS) 1= A+ x(12) 1y = x(2) + x(10)
o X2) = (0L e M6) 4 a(4) 1 = ¥(6) ~ x(14)
1 = x(1) + v(Y), to = X(1) — x(9), te = x(3) + x(11)
Ly = X(3) = x(11), tyom (3) + (13, 12 =(5) = x(13)

hy=x(N+x(15), na=xT) -3 ne=10-+10
he=1t3+ 1t L~= skl hy=1+1
Lo =1:~ 1. Lag = 1y H 15, Ly = lo — I3
l2y = Iy -+ 1. Tyy == Iy + Iy f1y = Iy — I3

lag = 1y » 1 I2e = 112 = No

m =1 x {1;~ F 153) my =1 x (17 = &3)
my =1 x (1,5~ 1) my=1x(t - 1)
my =1 x {x(0) - x(8)). nig = (Cos 2u) x (1 = 1))
me = (cos2u) x (1, — 1.). Mma = (cos 3u) x (fry + 120)
niy = (Cosu + cos 3u) x 1,4, m, = (€os Ju — cosu) X {1
myg =jx (fzo0 = lis) Doy =fx (s = 1y)

Myy = x (x(12) — x(4)), myy = (= jsin2u) x ({19 + {2y)

My, = (= jsin2u) x (14 + 1), s = (= sin3u) x (f; + 1;5)

My = j(sin 3u — sinu) x a3, My = ~ j(sinu + sin 3u) x I
Sy = nmy + mq, 5y =My = My, Sy = Ny F My,
Sq = N1y — Mgy, S = My + Dy, Sp = Ny — Ny
$a = My — My, Sy = Mg — My, So =3¢ + 59
$10 = S5 — 57, Sy = Se + Suy S12 =S¢ — Sy
S13 =0y, + g, Sps = My = Mya, Sys = Nty + N
Si6 = Mys — Myq, Sy = 813 + s S = Sy — S
1o = Sy o+ Sre S0 = $18 ~ Sie

X(0) = mq, X(1) = 5o + 8y, X(2) =5, + 53
X(3) =51, — 5200 X(4) = m, + myo, A(5) = 511 + 510
X(6) = 53 + 544 X(7) = 810 = Si X(8)=m,
X(9) = 5,0 + Spa X(10) =5, — 84, X(I1) =5,1 - S10
X(12) = my - myy, X1 =5,+50 Xl4)=5-5
X(15) = 54 = S1v

Flgure 3,12 . Small N DFT algorithm for N =16 [12].

Flgure 3.12 : Small N DFT algorithm for N = 16 [12].
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(including the additions required for the first DIF stage). The reductiol
in computation provided by this algorithm is enough to meet the requirements
for the demodulator. The algorithm is implemented in a TMS32020 assembler
language program listed in the appendix. The windowing is combined with the
DFT in this program, and the total number of instruction cycles required for
the windowing and the DFT is 424, which leaves 152 instruction cycles for
the decisions and outputs described in section 3.6. The window function cant
be changed by simply changing the windowing coefficients stored in program

memory. The DFT program has been tested with various

window functions 85
described in the next section.

3.5 DFT PERFORMANCE AND RECEIVER WINDOWING

A software simulator was used to test the DFT section of the program in
the appendix. The simulator uses 16-bit fixed point arithmetic and acts ex”
actly as the TMS32020 would except the speed 1is much slower. Befor®
presenting the simulation results it is worthwhile to discuss the effect o
the fixed point arithmetic on the DFT calculations. With fixed point calev”
lations, errors occur in additions or subtractions only when there is ovel”
flow in which the magnitude of the result exceeds the range of fraction®
which can be represented (approximately one) with the number of bits usedA
As mentioned previously, the input samples are effectively scaled by 1/6
when converted from eight-bit samples to the 16-bit representation used
the TMS32020. This prevents the occurence of any overflow in the DFT calew’

1itions and the only errors in the calculations result from the multiplic?’
tions.

Pe(n)(e)

-2-b e

Figure 3.13 : Probability density function for two’s complement
truncation error.

When two 16-bit numbers are multipli i is &
tiplied the resulting product

32-biz nuﬁber. With Fhe TMS32020 the 32-bit product is eventuilly tru.ncatet

to 16 bits when it is stored in memory. As with the quantization noise 2

the input the error due to truncation can be treated as additive noise
error samples

W
characterized by the probability density function shown iz
Figure 3.13 [8]). The difference between the input rounding quantizatio® at
this truncation noise is that for two's complement truncation the resulting
errors have nonzero mean. The truncation error after each multiplica ’

t
will have a mean mg = -2'b/2 and variance ae2 = 2‘2b/12 with b = 15 in chi?
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and since for this partic-
thm corresponds to two
1 after multiplication
rors for the

iizi.alThi§ variance is for rea} multiplications, ]

Yeal p %OFltbm e§Ch multiplication shown in the algorl

will bu t}g%lcatlons the variance of the complex signa :

Tea] ¢ 2. /6, where it has been assumed that the truncation er
and imaginary parts of the product are uncorrelated.

since there are no multiplies
£ X(0), X(4), X(8) and X(12)
due to truncation. The out-
multiplies associated with

in thzor the algorithm given in Figure 3.12,
ese ca1<.2u1ations leading to the DFT outputs o
Puts Xparthular outputs have no additive noise
ei (2), x(6), X(10) and X(14) each have two . :
1T calculation, while the odd ordered outputs each have six multiplica-
cazzs associated with their calculation. The vaggance of_%%e complex trun-
out on noise at the DFT outputs is then 0, 2°4P/3 or 2 depending which
meaﬁut 1s being considered. The truncation noise at each out?ut will have a
Value depending on how the various contributing multiplication outputs

are - . 3 .

ea added or subtracted. From Figure 3.12 the worst possibility is that Fhe
€ach and imaginary parts of the truncation noise at a particular output will
be 4mg, and therefore the worst case mean square value of the trunca-

° noise is

ti

2 2
E{Ieklz = X2t 2 (4mg)

- 9x2"2b (3.5-1)
th
ek 1is the cumulative error due to tr at the k D§T60§§pgﬁé
Scal DFT inpuc sequence is (6x6&)'1cos(2ﬂfknT) where the factor éa s ch
Dpp ;8 before sampling to avoid A/D converter saturation and 1/ kths EF;
outq 'PUt scaling to avoid overflow in the calculations then the o
Valy With no quantization or truncation errors will have a mean sq ? e
n°ise °f [32(6x64)-1)2 - (1/12)2 and if the worst case signal-to-truncat gn
Worsy Yatio is taken as the ratio of the mean square signal level over the
Case mean square truncation noise level then

Whe
o uncation

If the

»2b
SNR, = 10-<logio|l— 5
¢ 1 9(12)2
- 6b - 31.1 dB . (3.5-2)

For

b < ; i is 58.9 dB. 1If the
: 15 i d to truncation
i A iitijzauio allow for the possibility of

ng f .
eight actor of 1/6 is changed t iy o
- i input the signal-to-nolse
i Outeiz'beszgnZIZB a: dt?: egemodulator g ffect of truncationiig ;?z

. . , an -
tion of the DFT is negligible compare he efgzc; gg Sgihetgot it
ation of the A/D converters (recall that SNR, = 'tﬁ oot FSK o nats
the . 2t the demodulator input and SNRq = 22.2 B wi

émodulator input) .

Qalcula
qUantiz

nrectangular windowing. If

Th :

th €  previ i i t valid for no . s

w1e Windoy COZ;;?S' analysis 1S Ti one then the multiplication by Fhe
Sow ‘ficients are no" & T will result in additional truncatlon

S€quence at the input to the DF'
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errors. Then each output will have at least 31 and possibly up to 37 multi-
plications associated with the calculation of the real and imaginary parts:
The worst error will be associated with X(0) because the mean value of the
real and imaginary parts of the output error due to truncation will each be

31m,. Then the worst case mean square value of the truncation noise rati®
is

E{leklz}max = 31x20,2 + 2(31lmy)?2

= 485.7x2°2b (3.5-3)

and the worst case signal-to-truncation noise ratio with two FSK input sig
nals is

SNRy = 6b - 48.4 dB . (3.5-4)

For b =15 and nonrectagular windowing equation (3.5-4) results o
SNRF = 41.6 dB. Using equation (3.3-8) with an input signal-to-system n°1?e
ratio of 16 dB and SNR, replaced by SNR¢, the loss in signal-to-noise rati®

due to truncation noise is 0.0l dB which is still small when compared to ehe
effect of the input quantization noise.

In order to test the DFT algorithm a BASIC program has been writte?
which generates 32 complex samples of a sinusoid with phase and frequency a8
input variables. The samples are quantized to eight bits and then converté
to 16-bit samples so that the output samples are identical to those that
would be presented to the microprocessors by the A/D converters with a pur®
sinusoid at the demodulator input. A few extra instructions were added
the DFT section of the program in the appendix such that the square maghd”
tude of the DFT.output X(0) is calculated and stored as an output by the
simulator. Using the TMS32020 simulator |X(0)|2 was calculated with the
modified DFT program with the frequency of the sampled input sinusoidal se”

quence varying from -320 kHz to +320 kHz. The results for various windOWing
functions are presented in Figures 3.14 - 3.18 and Table 3.2.

A comparison of the theoretical window parameters given in Table 2.}
and the s%mulation measurements shows that the eight-bit A/D quantization'
the 16-bit register length of the TMS32020 and the 16-bit representatio?l of .
the window coefficients have very little noticable effect on the windo¥
parameters and the measured DFT filter shapes. The measured 3 dB bandwi
of the main lobe is identical to that predicted in Table 2.1 for all of ehe
windows. The sidelobe levels are as predicted in theory for peak 1eV®
less than 30 dB down from the peak of the mainlobe. but as the predicte
levels drop below 30 dB, differences begin to ari;e due to the quamtization
and truncation effects. For the Kaiser-Bessel window with « = 1.8 the ;
ference between the predicted and measured highest sidelobe level is onky

0.9 dB which is the largest difference for all of the windows Llisted in
Table 3.2.

Now that the sampling, windowing and DFT sections of the demOdUlatoé
implementation have been discussed and their nonideal effects characteri ¢
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gure 3,18 : TMS32020 DFT frequency response with a Kaiser-Bessel
window, a = 1.8.

HIGHEST 3 dB
WINDOW SIDELOBE BANDWIDTH
(dB) (+ 1/Tg Hz)
Rectangular -13.2 0.88
a=1.2 -27.3 1.19
Kaiser- @ = 1.4 -31.1 1.25
Bessel
a=1.6 -35.2 1.31
a=1.8 -39.5 1.37

Table 3.2 : Comparison of measured window parameters.
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. . - i £
the only function left to describe is the decision and output section ©
this particular implementation. This is the subject of the next sectilon.

3.6 DECISIONS AND DATA REGENERATION

From equation (2.5-22) the decision variables are just scaled version®
of the DFT outputs. Because the scaling is the same for all of the deCiSloZe
variables the factors .]2ES/Ts can be ignored and the decisions will be mé
based directly on the DFT outputs. The demodulator then must determine f?r
each user which of M DFT outputs has the largest magnitude. Since the decl”
sion variable with the largest magnitude will also have the largest square
magnitude, it makes no difference in the error performance whether the demo:
dulator compares the M magnitudes or squared magnitudes. Therefore the pro
cess of finding the square roots can be avoided and the decision section o

the program will make comparisons of the squared magnitudes of the DFT out~
puts.

To simplify the decision section it has been assumed that M is the Samz
for each user and separate programs have been written for M = 2, 4, 8, an
16. For binary decisions the demodulator simply computes for each user the
difference in the squared magnitudes of the two DFT outputs of interest:
From the sign of the difference the demodulator determines for each use’
whether the transmitted symbol was a one or a zero. For M greater than
the demodulator compares two of the decision variables, makes an intef’
mediate decision and then compares the larger of the two with a third deci
sion variable, repeating the process until all of the decision variabl®®
have been exhausted for that particular user. In this manner the demoduld’

tor determines which frequency was transmitted for each user and hence whic
symbol was transmitted.

. £
For each symbol period, if there are eight binary users a total ;e
eight bits are required to represent the recovered data for all of *

users. ?imilarly for four 4-ary users eight bits are required to represens
the two bits per symbol for all of the users, for two 8-ary users six bit

are required and for a single 16-ary user four bits are needed for the dem;;
dulator output. The demodulator will use an eight bit code to present t

recovered M-ary symbols in parallel as a single output. The TMS32020 aSsez;
bler language program listed in the appendix contains the section of co

. . e
used for decisions and generating the output code for 4-ary FSK users. Th

decision sections of the demodulator software are similar for the

caSeS 06
M=2, 8 or l6.

The maximum number of instructions required is for M =

in which case the decision and output section may require up to 125 ins tTYC
tion cycles to execute.

The maximum number in instruction cycles requlres
for the demodulator software is made up of 64 cycles for input, 424 cyel

for windowing and the DFT, 125 cycles for decisions and output, and 6 Cyclez
for loop and branch control for a total 619 instruction cycles. This 1eav35
21 unused cycles in the 125 us processing period, which is not enough cyclé
to eliminate the noise aliasing problem as discussed in section 3.2.

. . 5
Figure 3.19 1is a block diagram of the circuit which takes the outpu®
from the two TMS32020s and presents the output codes to the indivi
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Each user will have a logpM bit shift register
binary data and syn-

Figure 3.20 is a circuit
block diagram of Figure
included which allow a given
tput connectors on the demo-

dec
Whizﬁer for each wuser.
chroni;e necessary converts the M-ary symbols to
diagran Sf the data with a local data rate clock.
; the electronics used to implement the
user'g o or testing purposes switches have been
dulag u?put to be routed to one of the two ou
Or circuit board.
The fori
hag beer, majority of the hardware used for the demodulator implementation
presented in the circuit diagrams of Figures 3.5, 3.8, 3.9, and

The only hardware that has not yet been mentioned is the simple in-
nd the two TMS32020s which

terf

is :ﬁiwgetveen.Program read-only memory (ROM) a

function c in Figure 3.21. The ROMs used are erasable so that the windowing

Coefficie an be changed simply by reprogramming the ROMs with the new window
nts. Thus the description of the demodulator implementation is

complete .

3.7
SUMMARY

digital block demodulator has been
theory presented in chapter 2.
ers for the demodulator was

quantization effects were

Th
diScusS:d ?esign and implementation of a
€  choj in this chapter, drawing on the
ice of a symbol rate and other paramet

dige

u

ara:i::-in section 3.2. The sampling and
ized in section 3.3 followed by a discussion of DFT algorithms in

Sectio

n .

presentei'é' Simulations of the DFT responseé with various windows were

&en qj¢ in section 3.5 and the demodulator decision making and output have
cussed in this final section, complet The demodulator

hag been t ing chapter 3.
Next chapteSted and the results of various measurements are presented in the
er.
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CHAPTER 4

EXPERIMENTAL RESULTS

4.1
INTRODUCTION
The .
in the przh§ory and design of a digital block demodulator has been presented
vious two chapters. A demodulator has been built based on the
tion of

Ms320
2 .
0 microprocessor as described in the chapter 3, with the inten

oth de .
SAW‘baszgnStratlng that the digital approach is a viable alternative to the
proack, block' demodulator and of determining the performance of this

. In this chapter performance measurements of the digital block

emodul
s at
Oor are presented. In most cases the measurements are presented as
probability that a bit re-

1t o

generzizg Eurves which are plots of the measured

at the de y the demodulator is in error versus the measured ratio of Egr/No

sian nOimodulator input. Measurements have been taken with additive Gaus-

synchroni::t?t the demodulator input both with and without perfect frequency

ave been dlon bgtween the users and the demodulator. These measurements
one with a rectangular and a Kaiser-Bessel window to demonstrate

the
eff :
ect of receiver windowing. As well, the effect of an interfering

tone
h i
as been investigated.

suitable FSK signal genera-

rements,
is the subject

In
order to carry out these measu
ting the FSK signals

torg
ar .
of e required. The method of genera

e
next section.

M-ARY FSK SIGNAL GENERATION

d be capable of switching between the

The pgk signal generators shoul

e 12.5 ps allowed for by the demodula-
£ the demodulator performance presented
¢ due to the nonideal signals at the

is
chapter would be pessimisti R
S were ava a e or

Inpye

testin TWwo Wavetek model 5155A frequency synthesizer

genera§ the demodulator and they formed the basis for two independent FSK

More ors. The synthesizers have a quoted switching time of 1 us which is
testing the demodulator.

th A

an sufficient for the purpose of

1lows the output fre-
input. Figure 4.1
ing the synthesizers.

sazg synthesizer has a parallel interface which a
a p1 be determined by a binary coded decimal (BCD)
Binary d ock diagram of the circuit used for programm
Pseyqy. . -@ 1s generated by 2 data error analyser whose output is a
fandom bit stream. For M # 2 this data must be converted to M-ary

Symboy
to S which consist of logyM bits in parallel. A ROM lookup table is used
enerate the BCD code required to program

t the synthesizer's output. The ROM has
petween Vgc and ground so that the re-
jous users for the various values of
een included so that there is

Que
g ¢

ta
the coir:he symbol as an input and g
Sever sponding symbol frequency &
Qiyeq . PPuts which can be switched
" Yequency offsets between the var
€ generated. As well, switches have b
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CLOCK DIVIDE WAVETEK
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RATE CLOCK
16 kHz l
M-ARY FSK
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Figure 4.1 : Block diagram of the FSK signal generation circuits.

the option of generating frequency offsets of 4 kHz and 8 kHz correspondlni
to 10 percent and 20 percent errors in the FSK frequencies, as required fﬁe
the measurements of section 4.5. Figure 4.2 is a circuit diagram of t
electronics for programming the Wavetek synthesizers.

. -
The two FSK signal generators are incorporated as part of the measufs_
ment system used to determine the demodulator performance. The overall sY
tem is described in the next section.

4.3 MEASUREMENT SYSTEM CONFIGURATION

The demodulator performance has been determined with various degrada
tions simulated at the demodulator input. Figure 4.3 is a block diagram che
the system used for determining bit error probabilities as a function © a8
ratio of Egy/No- The two data generators and synthesizers use the :ee
clock signal so that the symbol switching instants are synchronized bet
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the two resulting FSK signals and the requirement for time synchronizathn
between the users 1is met. The outputs of the two FSK signal generators
designated as user A and user B are added together with system nois§ ti
simulate what would be the dehopped IF signal at the receiver. This signéd
is then operated on by the block demodulator which generates estimates ©
the transmitted data for each user. The two recovered bit streams co”
responding to user A and user B are fed back to the data error analyser®

which compare the recovered data with the data which was transmitted an
generate the bit error rate averaged over a period of time.

For each wuser the effective received energy per symbol Eg . is deter”

mined from the measured average power output Cp and Cp of the frequency syn”
thesizers. The energy per symbol is given by

Eqr = CoTg (4.3-D

where Tg 1is the symbol period which is effectively 50 us in this case. It

was found that the nonzero switching time of the synthesizers has no noticé”
ble effect on the measured signal powers.

The system noise is generated with a 50 ohm load connected as the inpu®
to several cascaded amplifiers. The output of the final amplifier stage was
observed on a spectrum analyser to make sure there were no oscillations 8%
to verify that the noise spectrum is indeed flat over a wide range of fr®

quency. The observed spectrum appeared constant at frequencies UP to
20 MHz, beyond which the spectrum dropped off. The noise power SPectral
density in the region of 10.70 MHz is estimated by passing the noise signé
through a bandpass filter with a center frequency of f, = 10.70 MHz. 1f the

input to the filter with a frequency response H(f) is white Gaussian nois®

with a power spectral density N,/2 then the average output power is
0

N = N, I |H(EY 2 af
0

= NoB|H(£,) |2 (4.3-2)

where B is the noise equivalent bandwidth of the filter defined as

(o]

I |H(£) |2 af
0

B = , (4.3-3)
|H(£L) |2

The noise equivalent bandwidth of the filter has been determined with th®
use of numerical integration and found to be B = 1.13 MHz, and the midban_
insertion loss at f, = 10.70 MHz has been measured as 1.6 dB. Using equ?
tions (4.3-1) and (4.3-2) the ratio of Eg,./N, is determined as

10~log10(Esr/No) = C‘dBm - N|dBm + lO-loglo(TsB) - 20-10g10|H(fc)|
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=C - (4.3-4)
lam = Nlapy * 15-9 9B

The bit error probability has been measured with various values ?i
Egr/No. The results with perfect frequency synchronization are presente§ 1
the next section. Before proceeding to the performance characterizatlon;
the power consumption of the demodulator is of interest. The demodulatos
circuit board requires a single 5 volt power supply, and the A/D convertel

0
require *5 volts. The current drawn from each supply has been measured °
determine that the demodulator consumes 9.6 watts of power.

4.4 PERFORMANCE WITH SYSTEM NOISE

. or
For noncoherent reception of M-ary FSK signals the ideal demodulatx_
performance with system noise and no synchronization errors has been &

pressed in equation (2.5-39), which is repeated here as equation (4.4-1):

M
exp(-Eg./Ny)
b Z (1) e Texp (Egy/mNo) (4. 4-1)
m=2

Figure 4.4 shows the measured bit error probability as a function °£
the measured ratio of Egy/Ng for 4-ary FSK and rectangular windowing.
theoretical curve given by equation (4.4-1) is included for comparison.
Measurements for each of the four user channel allocations of Figur?
3.1 illustrate the effect of the noise aliasing discused in chapter 3. Figr
ure 4.5(a) shows the complex baseband channel allocations for M = 2, by ZK
8. Figure 4.5(b) shows the power spectral density of the analog comple‘
baseband noise process z(t), which is just the square magnitude of the £*
quency response of the lowpass filters in the inphase and quadrature armé 0
the demodulator, and Figure 4.5(c) is the spectrum of the sampled versioft
z(t). From figure 4.5 the noise aliasing should have the most dramatic ehe
fect on the channels which include the signaling bins at the edge of tf_
demodulator bandwidth while the noise aliasing should have very little eha
fect on those channels which are made up of only signaling bins close t© the
center of the demodulator bandwidth. Indeed from Figure 4.4 this is tat
case as the performance for 4-ary users 1 and 4 which are the channels ne
either band edge is clearly poorer than that for users 2 and 3 which are ce
two center channels. The performance for user 4 is the worst of all Slzhe
the channel for user 4 contains the signaling bin located directly on -
sampling frequency, which is the location of the peak in the noise spect?

The implementation loss of the demodulator with rectangular win?owln%
is the difference in decibels between the theoretical and measured ratio -,
Esr/I:Io required to maintain a given bit error probability. From Figure 4B
the implementation loss for 4-ary FSK varies from only 0.2 dB to 1-8,08
depending on which channel is used. These deviations from the theoretlise
optimum can be attributed to the quantization and truncation no- o
associatéd with the digital processing, the deviation from the ideal
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pha i

quaZia:3§:h12§mof tze analog components of .the. demodulator’'s inphase and
electronics Az anllany system noise contributions due to the demodulator’s
Plementars . well, for the channels at the band edges, most of the im-
: on loss above the 0.2 dB loss associated with the center channels

18 due to the aliasing of the noise spectrum.
tanguizfuii d4.§ shows 'the biF error curves for binary FSK users with rec-
channel 1 ndowing. Again the implementation loss varies depending on the
the measurOcatlon. The loss for channels 2 to 6 is 0.2 dB which agrees with
or Chann:Tegts f?r 4-ary FSK. The worst implementation loss of 2.6 dB is

, which should be the worst loss for any of the possible demo-

dulat .
. or configurations. From Figure 4.5(c), both of the signaling bins for
oise spectrum, while for h-ary

i

ch:iizlczannel 8 are affected by the aliased n

ins ap , the worst channel for 4-ary users, only two of the four signaling

case Perg affected by the aliased noise spectrum, and as expected the worst

than for Zrmance degradation due to the aliasing is worse for binary users
-ary users.

for 8?2gures 4.7 and 4.8 show the measured and theoretical bit error curves

ang 16ry FSK and 16-ary FSK, both with rectangular windowing. For 8-ary

Yati, o;ary FSK, the measured implementation loss varies with the measured

aliagip Esr(No- .Both channels for 8-ary users are affected by the mnoise

3 ap E which is apparent from the implementation losses varying from

chanpe] ; low values of Egp/N, to 0.6 4B at higher values of Egy/No for

and 1.1 dB at low Egp/No to 1.6 4B at higher values of Egy/No for

ghannel 2. The i ) . 0S5
B, implementation loss for 16-ary FSK varies from 0.7 to 1.2

possibility of frequency
ping synthesizer at the

The effect of frequency
in-

misal?znmdiscuSSed in chapter 2, due to the
‘eceiver ent between the various users and.the dehop
Offsers ws nonrectangular windowing 18 of interest.

with both the rectangular window and a Kaiser-Bessel window is

VeSt
igated in the next section. The Kaiser-Bessel window used in these
Before investigating the effect of

u
equrements has the parameter a = 1.4.
ency offsets, measurements were made with the Kaiser-Bessel window with
presented in Figure

0 o
4 ffsets for 4-ary FSK channel 3. The results are
With nonrectangular receiver windowing the deviation from the theoret-

Prog Cque is attributed to both the demodulator implementation loss and the
implesslng loss asociated with the window. FoI 4-ary user 3 the demodulator
th ementation loss is 0.2 dB. Since from Figure 4.9, the total loss with

e i .
Kaiser-Bessel window is 1.4 dB, the measured processing loss for the
with the theoretical processing loss

nd
10¥ is 1.2 dB. This is in agreement € :
:17 dB listed in Table 2.1 for the Kaiser-Bessel window with a = 1.4.

ical
Wi

4.5
PERFORMANCE WITH FREQUENCY ERRORS

°ffsei: this section performance measurements
Signajy of 4 and 8 kHz corresponding to errors ©0
dows ing bin spacing. Both the rectangular and Kaiser-
3, 8re used. The measurements are all carried out for

are presented with frequency
£ 10 and 20 percent of the
Bessel (a =1.4) win-
4-ary FSK, channel
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Figure 4.6 : The bit error probébility measured for binary FSK for

each of the eight possible channel locations.
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Figure 4 g

: The bit error probability measured for 1l6-ary FSK.
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Figure 4.9 : The bit error probability measured for 4-ary channel 3

. with rectangular and Kaiser-Bessel (a = 1.4) windows,
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The results are shown in Figure 4.10. For rectangular windowing the
loss due to the frequency offsets (for a given Py, the difference in dB
between the measurements with offsets and those with no offsets) is not con”
stant over the range of measured Egy/No, but for an offset of 10 percent
varies from 0.7 dB at Py, = 0.04 to 1.1 dB at Py = 1072. The loss asociated

with the more severe offset of 20 percent varies from 3 dB at Py = 0.04 t°
5.3 dB at Py = 5x107°.

With the Kaiser-Bessel window the loss due to the frequency offsets apP”
pears constant for the measured values of E /Ny, the results being 0.3 dB
for offsets of 10 percent and 1.2 dB for offsets of 20 percent. Hence the
Kaiser-Bessel window greatly reduces the effects of frequency offsets, but
for offsets of 10 percent the additional processing loss asociated with the
Kaiser-Bessel window makes the rectangular window still the Dbetter of the
two. Thus for small frequency errors the rectangular window still performS
well, but for larger offsets the Kaiser-Bessel window is better. As well,
for small frequency offsets the rectangular window may not be the best
choice if the power levels received from the various users can vary greatly
due to the high sidelobe levels as discussed in section 2.6. The demoduld
tor may be able to tolerate higher levels of adjacent channel interferenc®

yith the nonrectangular window. The effect of interference is investigat®
in the next section.

4.6 EFFECT OF CO-CHANNEL AND ADJACENT CHANNEL INTERFERENCE

Since the demodulator is being considered for use in 8
fFGQUGHCY‘hOPPing system with the possibility of intentional interferind
signals present at the receiver input, the effect of interfence is of inter”
est. In this section an interfering tone is placed in or near the channé
of interest and the tone amplitude is increased until bit errors are
detected. As discussed in the previous section, with frequency offsets, in~
terference from users of adjacent channels may be significant. Measurement?
are made with two users present, and the difference in power levels betwee?
the two wusers is increased until errors are detected for the lower powef
user. Again, the measurements in this section are carried out for 4 -ary

FSK, channel 3. There is no system noise added to the received signal foT
any of the measurements of this section.

. Before proceeding with the measurements with an interfering tone, the
difference in average power level has been measured for a single user whe?
the signal drives the A/D converters to the point of saturation, and whe?!
the signal is so small that the quantization noise begins to cause errors:
This will be an estimate of the dynamic range of the A/Ds. With the rec”
tangular window the measured swing in input power level was 44 dB, and wit
the Kaiser-Bessel window the measured swing was 42 dB. As expected, t?e

result is slightly smaller for the nonrectangular window due to the windo¥ s
proceSSing loss.

An %nterfering tone has been placed exactly on one of the FSK signaligg
frequenc%es for user 3. For both window functions, the power of it
interfering tone can be raised to 0.4 dB below that of the signal before b
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Interfering tone power to signal power ratio (dB)
for tone located:

exactly on a exactly between on nearest
signal frequency two signaling adjacent channel
frequencies signal frequency
Rectangular
Window -0.4 dB 42 dB 44 dB
Kaiser-Bessel
Window, o = 1.4 -0.4 dB 1.9 dB 27 4B

Table 4.1 : Interfering tone power required to cause bit errors.

. . t
errors begin to occur for the data recovered for user 3. With a perfece
system, bit errors would not occur until the power of the interfering tor
is equal to the signal power, but because of the demodulator’'s system a0

quantization mnoise, errors occur with an interfering tone power slightly
less than the signal power.

The frequency of the interfering tone was then changed so that the t°nf
was exactly half way between two signaling frequencies. With the re¢€
tangular window, bit errors begin to occur as the signal power is lowere_
more than 42 dB below the power of the interfering tone. For the 50 us Syme
bol period, the orthogonal tone spacing are multiples of 20 kHz, and sinc”
the interfering tone is located 20 kHz from the closest two signaling fre—
quencies and 60 kHz from the other two signaling frequencies, the interfezr
ing tone has little effect on the signal demodulation. The signal P°wDS
must be lowered to almost to the point of dynamic range limit of the A/u
before errors occur. For the Kaiser-Bessel window, errors begin to OCing
when the signal power is only 1.9 dB below the power of the interfer oy
tone. This result is surprising since from the simulated DFT frquGZer
response of Figure 3.16 for the Kaiser-Bessel window, the DFT fllbe-
response at frequencies of *20 kHz is 8 dB below the peak of the maip lgre‘
Hence for an interfering tone located half way between two signaling .
quencies, the interfering tone should not cause bit errors until its pov
approaches a level 8 dB above the signal power level.

Finally, the interfering tone was placed exactly on the nearest sig
naling frequency of the next channel. Again because this corresponds to oc-
orthogonal frequency, the interfering tone has little effect when the rloW
tangular window is used. The signal power could be dropped to 44 dB bi is
the power of the interfering tone, which is the point at which the sign2
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no : <

Kaiig:%EZs:lihln' the dynamic range of the A/D converters. With the
interferencz window, when th? signal power drops more than 27 dB below the
can be  foy Eower, errors begin to occur. The amount of interference that
231 ap sig erated with the Kaiser-Bessel window should be limited by the
. idelobe levels. The results for the measurements with an interfer-

in
& tone are summarized in Table 4.1.

Periofr;:rgze above measurements, the.rectangular window appears to have su-
fact thot F rma;ce compared to the Kaiser-Bessel window. This is due to the
actly on anor the last two measurements, the interfering tone was placed ex-
Teasony - ort?ogonal tone location for the rectangular window. One the
ference wh - uilng a nonr?ctangular window is to combat the effect of inter-
a8 would e: the interfering signal is not orthogonal to to user's signal,
Naling fre e Fhe case Yhen there are frequency offser from the ideal sig-
channe, iqzen01es. To 1nvestig§te the effect of this sort of adjacent
and ¢, nterference, two FSK signals were passed to the demodulator input,
e power level of one was lowered until errors began to occur. This

The results for both

Wag X
the r:one with various frequency errors for each user.
ctangular and Kaiser-Bessel windows are summarized in Table 4.2.

Adjacent channel power to signal power ratio (dB)
for the following frequency offsets:

both users one user both users

no one user
offsets offset by offset by offset by offset by
10 % 10 % 20 % 20 %
ReCFangular 26 dB 16 dB 14 dB 11 dB 6 dB
Window
Kaiser'BeSsel
o, Tindow, 24 dB 24 dB 23 dB 24 dB 24 dB
= 1.4

Table 4,2 . Adjacent channel interfering power required to cause
bit errors.

The results clearly show the benefit of the Kaiser-Bessel window when
he users and the receiver, and the rela-

the
tivre are frequency errors between t
offg Power levels of the users differ significantly. For large frequency
®ts of 20 percent the users must all have power levels within 6 dB of
the other users if a rectangular window js used, otherwise the low power
For the same situation

Use :
s will be severely affected by the interference.
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with a Kaiser-Bessel window with a = 1.4, the users power levels can deviate
by 24 dB. Interestingly, the adjacent channel power levels which can be
tolerated with the Kaiser-Bessel window is almost constant at 24 dB for fre-
quency errors from O to 20 percent. With no frequency offsets, the rec-
tangular window allows a 26 dB difference in power levels before errors
occur for the low power user. Ideally this difference should approach the
44 @B limit of the dynamic range of the A/D converters since the two users
signals are supposed to be orthogonal. The large difference between the
measured value and the theoretical limit of 44 dB can be attributed to the
combination of small phase and frequency transients resulting from the im-
perfect FSK generators, and the demodulator quantization. These results
combined with those of section 4.5 show that the demodulation with rec”
tangular windowing is much more sensitive to frequency misalignments.

This completes the description of the performance measurements which

have been carried out with the demodulator. The results are further
evaluated in the conclusions of the next chapter.
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CHAPTER 5

CONCLUSIONS

5.1
PERFORMANCE SUMMARY AND EVALUATION

quen A digital block demodulator for M-ary NCFSK signals m
depeig has been built and tested. The measured bit
s on the channel allocation within the demodulator

ali .
IOS:Sed noise power resulting from the sampling process.
thus varies from 0.2 dB for the pest channels to 2.6 dB for the worst

ch .
inznnel allocation. In the demodulator design the degradation due to alias-
was predicted and accepted in order to keep the demodulator implementa-

tio . .
hargwfalrly simple while processing a reasonable bandwidth. With more
are the noise aliasing could be avoided and the implementatiOH loss

coy
1d be held to about 0.2 dB for all of the channel allocations, which is a

v
ery good result.

ultiplexed in fre-
error performance
bandwidth, due to
The implementation

used ?he dynamic range of the demodulator 1is limited by the number of bits
Noise n quantization by the A/D converters. With only a single user and no
Yect present at the input, the dynamic range was measured as 44 dB with
angular windowing, and 42 dB with the Kaiser Bessel window (a = 1.4).

e ii larger dynamic range is desired, the number of quantization bits could

chan, creased to 10 with very little changes required in the hardware, and no
quaniis required in the demodulator software. Increasing the number of
Softy zation bits beyond 10 would require changes to the demodulator
mediazre to allow for software scaling to keep the magnitude of the inter-
Voulq e and final DFT results below one. The increase in quantization bits
Scalj then be limited by the increaseé in instructions required for software
ng. As well, the increase would be limited by the 16-bit register

le

Ngth of the TMS32020.
lator performs best with
t the rectangular window
e is less chance that
h low attenuation 1in

With a co-channel interfering tone the demodu
the fact tha

hag Yectangular window. This is due to
ithe narrowest possible mainlobe bandwidth and ther
Dnterfering tone will be located at a frequency wit
FT filter responses.
rors showed that with equal power users

Measurements with frequency er
e rectangular window still gives better

and

moderate errors of 10 percent, th

1 window due to the inherent processing
of 20 percent, the

Pe

o:§°rmance than the Kaiser-Besse

aiSeof the nonrectangular window. For large erFors

in thr-§essel window is superior. with the possibility of large differences

the e }ndividual users’' power le with frequency errors of 10 percent

cha Kaiser-Bessel window gives ore protection against adjacent

rennel interference compared to t l1ar window. Thus for expected

aanGncy offsets of >10% and large in power levels, the monrec-
gular window is the better choice.

vels,
about 9 dB m
he rectangu
differences
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Similar measurements have been carried out, described in [4], with 2

SAW-based demodulator. A comparison of the two technologies is presented
next.

5.2 COMPARISON WITH A SAW-BASED DEMODULATOR

There are a few differences in the system parameters for the SAW-based
demodulator presented in [4] compared to the those used in this thesis.
Most mnotably the SAW-based demodulator processes a greater number of sig-
naling bins (40) and therefore can handle more users. The symbol rate is
faster at 20 k symbols/s, and the effective symbol period operated on by the
demodulator is shorter at 25 us. None of these differences affect the com”
parison of bit error rates as a function of Egy /Ny, and hence the measure-
ments with system noise can be compared directly. For the SAW demodulator
the FSK tone spacing 1is 100 kHz or 2.5 times the minimum orthogonal toné
spacing of (25 ps)"! = 40 kHz. Because of this difference compared to the

spacing used in this thesis, the measurements with frequency errors and in~
terfering tones cannot be directly compared.

The measured implementation 1loss for the SAW-based demodulator was
0.5 dB. Since the demodulator uses analog processing, there is no prob1em
of noise aliasing and the loss does not depend on the channel allocation-
For some channel allocations, the digital demodulator performs slightly
better with an implementation loss of 0.2 dB, while for the worst channel
the digital implementation performs considerably worse with a loss o
2.6 dB. If the noise aliasing in the digital demodulator can be avoideds

its performance would then be comparable to or in fact slightly better that
the SAW-based implementation.

The dynamic range of the SAW demodulator was found to be 50 dB, which
is better than the maximum 44 dB dynamic range found for the digital
approach used in this thesis. As mentioned the dynamic range of the digiFa
demodulator was sufficient for the purpose of this study, but can be T
proved with longer quantization register lengths. An improved SAW-basé

demodulator mentioned in [4] is currently being developed which should have
a dynamic range greater than 50 dB.

The power requirements for the SAW-based demodulator are not discuSsed
in [4], but the manufacturer's specifications for the particular SAW devic®
used state a power consumption of 14.75 watts. In addition, the demodulatoi
has some digital electronics associated with it which increases the powe
consumption beyond the 14.75 watts of the SAW device. Thus the szxw-bzflse1
demodulator requires more power than the 9.6 watts consumed by the digité
implementation presented here. In neither case, though, was the design an
implementation done with the intention of minimizing power consumption.

For applications for which the demodulators would be employed in spac®
such as onboard processing for frequency-hopping satellite communication®’
the effect of radiation should be minimal. Apparently surface acoustic ¥2 s
devices are not affected by radiation whereas digital electroniC
constructed with the NMOS process used for the TMS32020 are adversé
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;£:ZCted by radiation and are not considered good for space applications.
TMS3;ozlnstruments is planning the production of a CMOS version of the
devs 0. Apparently CMOS devices have better radiation hardness than NMOS
£ Ces, but they still may not meet the radiation resistant requirements

I space-borne applications, unless the CMOS process used is specifically

designed to be "radiation hard".

the SAW-based demodulator is better suited for

It appears then that
is developed

:ﬁéce a?Plications unless a suitable digital signal processor
leh  is radiation hard. Also the SAW-based demodulator is capable of pro-

;iSSing more users. From a performance standpoint though, the digital im-
ementation could be slightly better.

5.3 FUTURE STUDIES

the TAS mentioned above, Texas Instruments has announced the development of
hasg MS3?0025 microprocessor, an enhanced CMOS version of the TMS32020 which
at an ‘instruction time of 100 ns, and would allow TMS32020 software to run
itﬁlmOSt twice the speed, opening up many possibilities for further study.
in the configuration of two microprocessors used in this project, replac-
N & the '32020s with '320C25s would give the designer 610 more instruction
pzcles for the demodulation process. This would allow the noise aliasing
c °blem to be eliminated, and as well the bandwidth and number of users
ould be expanded. Alternatively the symbol period could be shortened for a

dster data rate.
vhi Several interesting experiments could be performed with the de@odulator
na1Ch has been built. Measurements with the simulation of the jamming sig-
[415 found in frequency-hopping systems could be carried out as described in
Wi Because of the ease in changing window functions, the effect of the
Ennd°W with jamming signals present could be investigated. Error correction
stEOdlng and diversity combining could be implemented to experimentally
As dy the improvements they should bring about with a jamming environment.
well, the performance measurements found in this thesis could be repeated

or Several different windows to aid the final choice of a window.
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APPENDIX:
TMS32020 ASSEMBLER LANGUAGE PROGRAM

FOR THE 4-ARY NCFSK DEMODULATOR

In this appendix, the demodulator software is presented for the
case M = 4. Only the decision section of code is different for the
other cases of M. The first section simply assigns addresses to the

various windowing constants, DFT constants, and intermediate and final

The next section, labeled the initialization section,

DFT wvariables.
reset

1s where the microprocessor starts from on power-up or after the
In this section the DFT and window coefficients

has been activated,
code 1is

are defined and stored in the on-chip RAM, the I/0 section of
moved to on-chip RAM, and the TMS32020 is configured as required for

the demodulator. The 1/0 section follows in which the decision results
from the previous symbol are sent as output to offchip shift registers
for parallel-to-serial conversion, and the complex input samples for
tﬁe next symbol period are obtained as input from the FIFOs. The sec-
tion that follows is the windowing and DFT section, which is an im-
Plementation of the algorithm of Figure 3.12. The window used in this
example is the Kajser-Bessel window (a = 1.4). The final section of
code is for 4-ary decisions. Decision sections for M = 2, 8, and 16

The last few lines of code for the decision sec-

are similar in form.
tion are actually contained at the beginning of the I/0 section.



82

*
*
*

% % ¥ % H % % % X X ¥ F

RERO
IMRO
RER1
IMR1
RER2
IMR2
RER3
IMR3
RER4
IMR4
RERS5
IMRS
RER6
IMR6
RER7
IMR7
RER8
IMRS
RER9
IMR9
RER10
IMR10
RER11
IMR11
RER12
IMR12
RER13
IMR13
RER1l4
IMR14
RER1S
IMR15
RER16
IMR16
RER17

TMS32020 Assembler Language Program For 4-Ary NCFSK:

IDT

'4KB1'

This version of the program is to be run on TMS$32020

processor

1.

The following definitions assign page addresses to

EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU

the symbols used for direct addressing throughout the
program.

The input data sequence {r(n)} is stored in memory
locations 0 to 63:

Coo~NOWULPs wWwNDREO



IMR17
RER18
IMR18
RER19
IMR19
RER20
IMR20
RER21
IMR21
RER22
IMR22
RER23
IMR23
RER24
IMR24
RER25
IMR25
RER26
IMR26
RER27
IMR27
RER28
IMR28
RER29
IMR29
RER30
IMR30
RER31

IMR31
*

* The window data sequence

EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU

35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63

{(w(n)} is stored in memory

* locations 111 to 127:

*
Wwo
Wl
w2
w3
W4
W5
W6
w7
w8
w9
W10
W1l
W12
W13
W14
W15

Wle
*

* Constants used in

EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU

111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127

The values of w(n) for n > 16
stored since the

are not ; .
sequence js symmetric abou

n = 16.

calculating the DFT are stored in

83
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% locations 108 to 110:

*

SIN2U
SIN3U
COS3U
COSU

SINU
*

EQU
EQU
EQU
EQU
EQU

108
109
110
SIN3U
COS3U

% Memory location 107 is used as a temporary storage

* register:

*

TEMP
*

EQU

107

% Intermediate and final DFT results are stored in various
* memory locations from 0 to 37:

*

REX1
IMX1
REX?2
IMX2
REX4
IMX4
REX7
IMX7
REX8
IMX8
REX11
IMX11
REX13
IMX13
REX14
IMX14
*
RET1
IMT1
RET4
IMT4
RET5
IMTS
RET6
IMT6
RETS8
IMT8
RET9
IMT9
RET11
IMT11
RET12
IMT12
RET14
IMT14
RET15

EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU

EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU

O oo W& Wi

15
16
17
22
23
26
27
28
29

32
33
20
21
12
13
28
29
18
19

10
11
26
27
30
31
32

x(n) = r(n) + r(n+l6),
n=20, 1, e+s, 15



IMT15
RET17
IMT17
RET19
IMT19
RET20
IMT20
RET21
IMT21
RET23
IMT23
RET24
IMT24
RET25
IMT25
RET26
IMT26

REM?2
IMM2
REM3
IMM3
REM4
IMM4
IMM5
REM6
IMM6
REM10
IMM10
REM11
IMM11
REM12
IMM12
REM13
IMM13

RES5

IMS5

RES8

IMS8

RES13
IMS13
RES15
IMS15
RES16
IMS16
RES19
IMS19
RES20
IMS20

REFO

EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU

EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU

EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU

EQU

The DFT outputs are 1

abeled F(p)
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IMFO
REF1l
IMF1
REF2
IMF2
REF3
IMF3
REF4
IMF4
REF5
IMF5
REF6
IMF6
REF7
IMF7
REF8
IMF8
REF9
IMF9
REF10
IMF10
REF11
IMF11
REF12
IMF12
REF13
IMF13
REFl4
IMFl14
REF15

IMF15
*

EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU

33 rather than X(p) to avoid
18 confusion with the sequence x(n).

19
2
3
29
28
12
13
25
24
8
9
21
20
6
7
36
37
5
4
31
30
11
10
16
17
0
1
26
27

Fook e s e skl sk o S sk sk e e o ke e e e sk s e e e ek e s ek sk e ek

*

*
*
*

*

* ¥ o *

COEF DATA

*
*

Initialization: On powerup or when reset is

AORG

B

AORG

0

activated program execution starts from memory location 0.

INIT Go to initialization routine.

>0020

The following table contains the constant values

DATA
DATA

WINDOW

>5A82 Sin(2U)
>7642 Sin(3U0)
>CF04 -Cos(3U)

DATA >0000

used in windowing and computing the DFT:

w(0) These coefficients are



DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA

DATA
*

*
INIT RPTK
NOP

* ok ok ok

SOVM
SPM
SSXM

LARP
LRIK
RPTK
BLKP
LDPK
LRIK
RPTK
BLKP

CNFP

RXF

>0D6E
>1401
>1BAC
>2452
>2DCA
>37DE
>424B
>4CCB
>570D
>60C1
>6997
>714C
>778C
>7GC30
>7FOA
>7FFF

AR]
AR1,876
19
COEF, *+

AR1,512
IOL-1
LOCS, *+
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wW(l) for a KAISER-BESSEL
W(2) window with a = 1.4.
W(3)
W(4)
W(3)
W(6)
w(7)
W(8)
W(9)
W(10)
W(1l)
w(l2)
W(13)
W(l4)
W(15)
W(l6)

A ten cycle delay is included
here in the initialization for
processor 1 to ensure that

brocessor 2 reaches the point of polling the BIO pin
before processor 1.

Set overflow mode.
No shift on output from P reg.

Set sign extension.

Move DFT coefficients and window
data to on-chip memory
locations.

Load data page pointer.

Move I/0 program section to on-
chip RAM memory.

Configure RAM block as program

memory.

Reset the external flag to
indicate that initialization

is complete.

POLL+OFFSET Proceed to I/0 section.

* I/0 Section: This program section 1s used for input
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and output. In the initialization section it is
transfered to on-chip RAM program memory because the IN
and OUT instructions execute in fewer machine cycles when
executed from on-chip memory. A code representing the
decisions as calculated in the decision section is sent
through output port O to a decoding circuits. The line
labeled LOC6 is really the last line of the decision
section code. Then samples of the inphase and quadrature
components of the input waveform are obtained through
input ports O and 1 from the FIFOs.

EQU $ The label "IO" is assigned to
the current program memory
location, representing the
beginning of the I0 section.

The next four lines of code are the last part of
the decision section of code. They are included here
because this section of code will run from on-chip RAM
memory, and the OUT instruction will then take only one
instruction cycle to execute, whereas if these four lines
were kept at the end of the decision section code which
runs from external ROM, the OUT instruction would require
two instruction cycles to execute.

LOC5 LARK ARO,128

LOC6 MAR *0+
SAR AR1,TEMP
ouT TEMP, PAO Send the decision code to the
* decoding circuits.
*
* The input section begins here.
*

POLL BIOZ POLL+OFFSET Test the BIO pin to see if

*

*
*
*

sampled data is ready in the

FIFOs. Repeat test until data
is ready.
IN RERO, PAO Get data samples from the FIFOs.
IN IMRO,PAl PAO is the port address of the
IN RER1, PAO FIFO for the inphase arm of the
IN IMR1,PAl demodulator, and PAl is the
IN RER2, PAO address of the FIFO for the
IN IMR2,PAl quadrature arm.
IN RER3, PAO
IN IMR3,PAl
IN RER4, PAO
IN IMR4,PAl
IN RER5, PAO
IN IMR5,PAl

IN RER6 ,PAO



IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN

IMR6, PAL

RER7, PAO

IMR7,PAL

RERS , PAO

IMR8, PAL

RERY, PAO

IMR9, PAL

RER10, PAO
IMR10,PAl
RER11, PAO
IMR11, PAl
RER12, PAO
IMR12,PAl
RER13, PAO
IMR13,PAl
RER14,PAO
IMR14, PAL
RER15, PAO
IMR15,PAl
RER16, PAO
IMR16, PAL
RER17,PAO
IMR17, PAl
RER18, PAO
IMR18,PAl
RER19,PAO
IMR19, PAl
RER20, PAO
IMR20, PAl
RER21,PAO
IMR21,PAl
RER22, PAO
IMR22, PAl
RER23, PAO
IMR23, PAl
RER24 , PAO
IMR24, PAl
RER25, PAO
IMR25, PAl
RER26, PAO
IMR26, PAl
RER27,PAO
IMR27,PAl
RER28, PAO
IMR28, PAl
RER29, PAO
IMR29, PAl
RER30, PAO
IMR30, PAl
RER31, PAO
IMR31, PAl
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and output. In the initialization section it is
transfered to on-chip RAM program memory because the IN
and OUT instructions execute in fewer machine cycles when
executed from on-chip memory. A code representing the
decisions as calculated in the decision section is sent
through output port O to a decoding circuits. The line
labeled LOC6 is really the last line of the decision
section code. Then samples of the inphase and quadrature
components of the input waveform are obtained through
input ports O and 1 from the FIFOs.

EQU $ The label "IO" is assigned to
the current program memory
location, representing the
beginning of the I0 section.

The next four lines of code are the last part of
the decision section of code. They are included here
because this section of code will run from on-chip RAM
memory, and the OUT instruction will then take only one
instruction cycle to execute, whereas if these four lines
were kept at the end of the decision section code which
runs from external ROM, the OUT instruction would require
two instruction cycles to execute.

LOC5 LARK ARO,128

LOC6 MAR *0+
SAR AR1,TEMP
ouT TEMP, PAO Send the decision code to the
* decoding circuits.
*
* The input section begins here.
*
POLL BIOZ POLL+OFFSET Test the BIO pin to see if
* sampled data is ready in the
* FIFOs. Repeat test until data
* is ready.
*
IN RERO, PAO Get data samples from the FIFOs.
IN IMRO, PAl PAO is the port address of the
IN RERL, PAO FIFO for the inphase arm of the
IN IMR1,PAl demodulator, and PAl is the
IN RER2, PAO address of the FIFO for the
IN IMR2,PAl quadrature arm.
IN RER3,PAO
IN IMR3, PAl
IN RER4 , PAO
IN IMR4, PAL
IN RERS, PAO
IN IMRS, PAL

IN RER6, PAO



IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN
IN

IMR6, PAL
RER7, PAO

IMR7,PAl

RERS, PAO

IMRS, PAl

RER9, PAO

IMRY, PAL

RER10, PAO
IMR10, PAl
RER11, PAO
IMR11, PAL
RER12, PAQ
IMR12,PAl
RER13, PAO
IMR13, PAl
RER14, PAO
IMR14, PAL
RER15, PAO
IMR15, PAl
RER16, PAO
IMR16,PAl
RER17, PAO
IMR17,PAl
RER18, PAO
IMR18, PAl
RER19, PAO
IMR19,PAl
RER20, PAO
IMR20, PAL
RER21, PAO
IMR21, PAl
RER22, PAO
IMR22, PAL
RER23, PAO
IMR23, PAl
RER24, PAO
IMR24 , PAL
RER25, PAO
IMR25, PAl
RER26, PAO
IMR26, PAl
RER27, PAO
IMR27, PAl
RER28, PAO
IMR28,PAl
RER29, PAO
IMR29, PAl
RER30, PAO
IMR30, PAl
RER31, PAO
IMR31, PAl
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B
*

IOEND EQU

OFFSET EQU
*

*
*
*

DFT

IOEND-IO

>FF00-10

Proceed to the DFT section.

The label "IOEND" is assigned to
the program memory location
representing the end of the IO
section.

"IOL" is the I/O section code
length.

"OFFSET" is the address offset
required when branching to
locations within the I/O section
code in on-chip RAM memory.
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*
*

DFT Section: In this section, the 32 complex input

* samples are multiplied by a window and the even ordered
* samples of the 32-point DFT are calculated.

*

*

DFT LT
MPY
PAC
MPY
LTA
SACH

*

*
MPY
LTA
ADD
SACH

*

*
SUBH
SACH

*

*
MPY
PAC
MPY
LTA
SACH

*

*
MPY
LTA
ADD
SACH

*

w8
RERS

RER24
Wo
REXS, 1

RERO

w8
RER16,15
RET1,1

REX8
REM4, 1

IMRS8

IMR24
wo
IMX8,1

IMRO

W4
IMR16,15
IMT1,1

ReX8 = 2(1/2*W8*ReR8 +
1/2%W8*ReR24)
ReTl = 2(1/2%ReX8 + 1/2*WO*ReRO

+ 1/2%ReR16)

ReM4 = 2(1/2*%ReTl - ReX8)

ImX8 = 2(1/2+W8*ImR8 +
1/2%W8*ImR24)

InT1l = 2(1/2*ImX8 + 1/2*WO*ImRO
+ 1/2*ImR16)



SUBH
SACH

MPY
LTP
MPY
APAC
SACH

MPY
LTS
MPY
SPAC
SACH

SUBH
ADD
SACH

SUBH
SACH

MPY
LTP
MPY
APAC
SACH

MPY
LTS
MPY
LTS
SACH

SUBH
ADD
SACH

SUBH
SACH

MPY

IMX8
IMM4, 1

RER4
wl2
RER20

REX4, 1

RER12
W4
RER28

IMM12,1

REX4
RET1,15
REM3,1

RET1
RET15,1

IMR4
w12
IMR20

IMX4, 1

IMR12
Wa
IMR28
W14
REM12,1

IMX4
IMT1,15
IMM3, 1

IMT1
IMT15,1

RER14
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ImM4 = 2(1/2*ImT1 - ImX8)

2(1/2%W4*ReR4 +
1/2%W12%ReR20)

ReX4

-ImM12 = 2(1/2%ReX4 -
1/2%W12%ReR12 - 1/2*W4%ReR28)

ReM3 = 2(1/2*(-ImM12) - ReX4 +
1/2*ReT1)

-ReT15 = 2(1/2*ReM3 - ReTl)

ImXé = 2(1/2*Wa*ImR4 +
1/2*W12*ImR20)

ReM12 = 2(1/2%ImX4 -
° 1/24W12*ImR12 - 1/2%W4*ImR28)

ImM3 = 2(1/2*ReM12 - ImX4 +
1/2%ImT1)

-ImT15 = 2(1/2*ImM3 - ImT1)
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LTP
MPY
LTA
SACH

MPY
LTA
MPY
LTA
SACH

SUBH
SACH

MPY
LTP
MPY
LTA
SACH

MPY
LTA
MPY
LTA
SACH

SUBH
SACH

MPY
LTP
MPY
LTA
SACH

MPY
LTS
MPY
LTS
SACH

SUBH
ADD
SACH

w2
RER30
W6
REX14,1

RER6
W10
RER22
Wl
RETS, 1

REX14
RET6,1

IMR14
w2
IMR30
w6
IMX14,1

IMR6
W10
IMR22
w2
IMT5,1

IMX14
IMT6,1

RER2
Wl4
RER18
W10
REX2,1

RER10
W6
RER26
w2
RET4,1

REX2
RETS, 15
IMM11,1

ReX14 = 2(1/2%W14*ReR1l4 +
1/2#W2*ReR30)

ReT5 = 2(1/2*ReX14 + 1/2*%W6%ReR6
+ 1/2%W10*ReR22)
ReT6 = 2(1/2*%ReT5 - ReXl4)

ImX14 = 2(1/2*W14*ImR14 +
1/2%W2*ImR*

ImT5 = 2(1/2*ImX14 + 1/2%W6*ImR6
+ 1/2%W10%ImR22)

InT6 = 2(1/2%ImTS - ImX14)

ReX2 = 2(1/2*%W2%ReR2 +
1/2*W14*ReR18)

ReT4 = 2(1/2%ReX2 -
1/2*W10*%ReR10 - 1/2%W6*ReR26)

ImM11 = 2(1/2*ReT4 - ReX2 +
1/2*ReT5)



SUBH
SUB
SACH

ADDH
SACH

MPY
LTP
MPY
LTA
SACH

MPY
LTs
MPY
LTS
SACH

SUBH
ADD
SACH

SUBH
SUB
SACH

ADDH
SACH

MPY
LTP
MPY
LTA
SACH

MPY
LTA
MPY
LTA
SACH
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RETS

RET15,15
REM2,1 ReM2 = 2(1/2*ImM1l - ReT5 -
1/2%(-ReT15))

RET15
RET17,1 -ReT17 = 2(1/2%ReM2 + (-ReTl5))

IMR2
W14
IMR18
W10

IMX2,1 ImX2 = 2(1/2*%W2*ImR2 +

1/2%W14*ImR18)

IMR10
Wé
IMR26

W13
IMT4,1 ImT4 = 2(1/2%ImX2 -
1/2%W10*ImR10 - 1/2*W6*ImR26)

IMX2
IMT5, 15

REM11,1  -ReMll = 2(1/2*ImT4 - ImX2 +

1/2%ImT5)

IMT5
IMT15,15

IMM2,1 ImM2 = 2(1/2%(-ReM1l) - ImT5 -

1/2%(-ImT15))

IMT15

IMT17,1 -ImT17 = 2(1/2*ImM2 + (-ImT15))

RER13
W3
RER29

W5
13 +
ReX13 = 2(1/2*W13*ReR
At c 1/2%W3*ReR29)

RERS
Wil
RER21

W13
T11 = 2(1/2*ReX13 +
RET11,1 Re 1/24WS*ReR5 + 1/2*W11*ReR21)
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SUBH
SACH

MPY
LTP
MPY
LTA
SACH

MPY
LTA
MPY
APAC
SACH

SUBH
SACH

MPY
LTP
MPY
LTA
SACH

MPY
LTA
MPY
LTA
SACH

SUBH
ADD
SACH

SUBH
SACH

MPY
LTP
MPY
LTA
SACH

REX13
RET12,1 ReT12

2(1/2*%ReT1ll - ReX13)

IMR13

W3

IMR29

W5

IMX13,1 ImX13

2(1/2%W13*ImR13 +
1/2%W3*ImR29)

IMR5
Wil
IMR21

IMT11,1 ImT1l = 2(1/2*ImX13 +
1/2%W5*ImR5 + 1/2%W11*ImR21)

IMX13
IMT12,1 ImT12 = 2(1/2*ImT1l - ImX13)

RER11

W5

RER27

W3

REX11,1 ReX1l = 2(1/2%W11*ReR1l +
1/2%W5%ReR27)

RER3

wl3

RER19

Wil

RET9,1 ReT9 = 2(1/2*ReX1ll + 1/2*W3*ReR3
+ 1/2*%W13*ReR19)

REX11

RET12,15

RET25,1 ReT25 = 2(1/2%ReT9 - ReXll +
1/2%ReT12)

RET12
RET26,1 -ReT26 = 2(1/2%ReT25 - ReTl2)

IMR11

WS

IMR27

w3

IMX11,1 ImX1l = 2(1/2*W1l*ImR1l +
1/2%W5*ImR27)



MPY
LTA
MPY
LTA
SACH

SUBH
ADD
SACH

SUBH
SACH

MPY
LTP
MPY
LTA
SACH

MPY
LTS
MPY
LTS
SACH

SUBH
ADD
SACH

SUBH
SACH

MPY
LTP
MPY
LTA
SACH

MPY
LTS
MPY
SPAC
SACH
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IMR3
Wwl3
IMR19

w7
IMT9,1 InmT9 = 2(1/2*ImX1l + 1/2*W3*ImR3

+ 1/2%W13+ImR19)

IMX11

IMT12,15
IMT25,1 ImT25 = 2(1/2%ImT9 - ImX1l +
1/2*ImT12)

IMT12
IMT26,1 -ImT26 = 2(1/2*ImT25 - ImT12)

RER7
w9
RER23
Wl5

REX7,1 ReX7 = 2(1/2*W7*ReR7 +

1/2%W9+ReR23)

RER15
Wl
RER31

w7
4,1  ReTl4 = 2(1/2%ReX7 -
RET, 1/2*W15%ReR15 - 1/2%W1*ReR31)

REX7
RET9, 15

RET21,1 ReT21 = 2(1/2*ReTl4 - ReX7 +

1/2*ReT9)

RET9

RET20,1  -ReT20 = 2(1/2%ReT2l - ReT9)

IMR7
w9
IMR23

w15
InX7 = 2(1/2*W7*ImR7 +
T L 1/2*W9*InR23)

IMR15
Wl
IMR31

T14 = 2(1/2¥ImX7 -
IMT14,1 Im 1/24W15*InR15 - 1/2*W1*InR31)
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SUBH
ADD
SACH

SUBH
SACH

MPY
LTP
MPY
LTA
SACH

MPY
LTS
MPY
LTS
SACH

SUBH
ADD
SACH

SUBH
SUB
SACH

ADDH
SUB
SACH

ADDH
SACH

MPY
LTP
MPY
LTA
SACH

MPY

IMX7

IMT9,15

IMT21,1 InT21 = 2(1/2*ImTl4 - ImX7 +
1/2%*1ImT9)

IMT9

IMT20,1 -ImT20 = 2(1/2*ImT21 - ImT9)

RER1

W15

RER17

w9

REX1,1 ReXl = 2(1/2*W1*ReRl +
1/2%W15*%ReR17)

RER9

w7

RER25

Wl

RETS, 1 ReT8 = 2(1/2*ReXl - 1/2*W9*ReR9
- 1/2%W7%ReR25)

REX1

RET11,15

RET19,1 -ReT19 = 2(1/2*ReT8 - ReXl +
1/2*ReT11)

RET11

RET20,15

IMM10,1 ImM10 = 2(-1/2*%ReT19 - ReTll -
1/2*(-ReT20))

RET20

RET17,15

REFS8,1 ReF(8) = 2(1/2*ImM10 + (-ReT20)

- 1/2%(-ReTl7))
RET17
REFO, 1 -ReF(0) = 2(1/2*%ReF(8) +
(-ReTl7))

IMR1

wl5

IMR17

w9

IMX1,1 ImXl = 2(1/2*W1*ImR1 +
1/2*W15*%ImR17)

IMRY
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LTS
MPY
LTS
SACH

SUBH
ADD
SACH

SUBH
SUB
SACH

ADDH
SUB
SACH

ADDH
SACH

LAC
SUB
SACH

ADDH
SACH

LAC
ADD
SACH

SUBH
SACH

MPY
PAC
SACH
MPY
SPAC
SACH

w7
IMR25
SIN2U
IMTS, 1

IMX1
IMT11,15
IMT19,1

IMT11
IMT20,15
REM10,1

IMT20
IMT17,15
IMF8,1

IMT17
IMFO,1

REM2,15
REM10,15
REF4,1

REM10
REF12,1

IMM2,15
IMM10,15
IMF4, 1
IMM10
IMF12,1
IMT21

TEMP, 1
IMT19

REM13,1

InT8 = 2(1/2%ImX1l - 1/2%W9*ImR9
- 1/2%W7*ImR25)

-ImT19 = 2(1/2*ImT8 - ImXl +
1/2%ImT11)

-ReM10 = 2(1/2%(-ImT19) - ImTll
- 1/2%(-ImT20))

ImF(8) = 2(1/2%(-ReM10) +
(-ImT20) - 1/2%(-ImT17))

-ImF(0) = 2(1/2*ImF(8) +
(-ImT17))
ReF(4) = 2(1/2*ReM2 -

1/2%(-ReM10))
ReF(12) = 2(1/2%ReF(4) +
(-ReM10))
ImF(4) = 2(1/2%ImM2 + 1/2*ImM10)

ImF(12) = 2(1/2*%ImF(4) - ImM10)

TEMP = 2(1/2*SIN(2U)*ImT21)

T21 -
ReM13 = 2(1/2*SIN(2U)*Im
° 1/2*SIN(2U)*(-ImT19))
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SUBH
SACH

MPY
PAC
SACH
MPY
LTS
SACH

SUBH

ADD
SUB
ADD
SACH

ADDH
SUBH
SACH

SUBH
SUBH
SACH

ADDH
ADDH
SACH

LAC
ADD
ADD
ADD
SACH

SUBH
SUBH
SACH

SUBH
ADDH

TEMP
IMM5,1

RET19

TEMP,1
RET21
SINU
IMM13,1

TEMP

REM3,15
REM11,15
REM13,15
REF2,1

REM11
REM13
REF14,1

REM3
REM11
REF6,1

REM11
REM13
REF10,1

IMM5,15
IMM3,15
IMM11,15
IMM13,15
IMF2,1

IMM11
IMM13
IMF14,1

IMM3
IMM11

ImM5 = 2(1/2%ReM13 -
SIN(2U)*ImT21)
TEMP = 2(1/2*SIN(2U)*(-ReT19))

ImM13 = 2(1/2*SIN(2U)*(-ReT19) -
1/2%SIN(2U)*ReT21)

1/2%ReM5 = 1/2%ImM13 -
SIN(2U)*(-ReT19)

ReF(2) = 2(1/2*ReM5 + 1/2*ReM3 -
1/2%(-ReM1l) + 1/2%ReM13)

ReF(14) = 2(1/2*ReF(2) +
(-ReM11l) - ReM13)

-ReF(6) = 2(1/2*ReF(14) - ReM3 -
(-ReM11)

-ReF(10) = 2(1/2*(-ReF(6)) +

(-ReM11) + ReM13)

ImF(2) = 2(1/2*%ImM5 + 1/2%ImM3 +

1/2*%ImM11 + 1/2%ImM13)

ImF(14) = 2(1/2%ImF(2) - ImM11l -
ImM13)
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SACH

ADDH
SUBH
SACH

LAC
SUB
SACH

ADDH
SACH

LAC
SUB
SACH

ADDH
SACH

MPY
LTP
MPY
SPAC
SACH

MPY
LTP
MPY
LTS
SACH

MPY
LTP
MPY
APAC
SACH

MPY
LTP
MPY

IMF6, 1

IMM13
IMM11
IMF10,1

RETS,15
RET14,15
RET24,1

RET14
RET23,1

IMT8,15
IMT14,15
IMT24,1

IMT14
IMT23,1

IMT23
SIN3U
IMT25

RES15,1

RET25
SINU
RET23
SIN3U
IMS15,1

IMT23
SINU
IMT25

RES16,1

RET25
SIN3U
RET23

101

-ImF(6) = 2(1/2*ImF(14) - ImM3 +
ImM11)

-ImF(10) = 2(1/2*(-ImF(6)) + Iml3
- ImM11)

ReT24 = 2(1/2*%ReT8 - 1/2*%ReTl4)
ReT23 = 2(1/2*%ReT24 + ReTl4)
ImT24 = 2(1/2%ImT8 - 1/2*ImT14)
ImT23 = 2(1/2*ImT24 + ImT14)
-ReS15 = 2(1/2%(-SIN(U))*ImT23 -

1/2%SIN(3U)*InT25)

-ImS15 = 2(1/2*SIN(3U)*ReT25 -
1/2%(-SIN(U))*ReT23)

ReS16 = 2(1/2*SIN(3U)*ImT23 +
: 1/2%(-SIN(U))*ImT25)
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LTA
SACH

MPY
PAC
SACH
MPY
SPAC
SACH

SUBH

SUB
SACH

ADDH
ADD
SACH

SUBH
SACH

MPY
PAC
SACH
MPY
LTS
SACH

SUBH

SUB
SACH

ADDH
ADD
SACH

SUBH
SACH

SIN2U

IMS16,1 -ImS16 = 2(1/2%(-SIN(U))*ReT25
+ 1/2%SIN(3U)*ReT23)

IMT6

TEMP, 1 TEMP = 2(1/2%SIN(2U)*ImT6)

IMT4

IMM6,1 -ImM6 = 2(1/2*%SIN(2U)*ImT6 -
1/2%SIN(2U)*ImT4)

TEMP -1/2*%ReM14 = -1/2%ImM6 -

SIN(2U)*ImT6

REM12,15

RES13,1 -ReS13 = 2(-1/2%ReMls4 -
1/2*ReM12)

REM12

RES16,15

RES19,1 ReS19 = 2(-1/2%ReS13 + ReM12 +
1/2%ReS16)

RES16

RES20,1 ReS20 = 2(1/2%ReS19 - ReSl6)

RET6

TEMP, 1 TEMP = 2(1/2%SIN(2U)*ReT6)

RET4

COS3U

REM6, 1 -ReM6 = 2(1/2*SIN(2U)*ReT6 -
1/2*SIN(2U)*ReT4)

TEMP 1/2%ImM14 = -1/2%ReM6 -

SIN(2U)*ReT6

IMM12,15

IMS13,1 ImS13 = 2(1/2%ImMl4 -
1/2%(-1mM12))

IMM12

IMS16,15

IMS19,1 -ImS19 = 2(1/2*ImS13 + (-ImM12) +
1/2%(-ImS16))

IMS16

IMS20,1 -ImS20 = 2(-1/2*ImS19 - (-ImS16))
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LAC
SUB
SACH

LAC
SUB
SACH

MPY
LTP
MPY
APAC
SACH

MPY
LTP
MPY
SPAC

ADD
SUB
SUB
SACH

ADDH
ADDH
SACH

SUBH
SUBH
SACH

SUBH
ADDH
SACH

MPY
LTP
MPY
APAC
SACH

REM4, 15
REM6, 15
RES5,1 ReS5 = 2(1/2*ReM4 - 1/2%(-ReM6))
IMM4, 15
IMM6, 15
IMS5,1 ImS5 = 2(1/2*%ImM4 - 1/2%(-ImM6))
RET24
COSU
RET26
RESS,1 ReS8 = 2(1/2*(-COS(3U))*ReT24 +
1/2%C0S (U)*(-ReT26))
RET24
C0S3U
RET26
1/2%ReS7 = 1/2%COS(U)*ReT24 -
1/2%(-COS(3U) )*(-ReT26)
RESS5, 15
RES13,15
RES15,15
REF1,1 ReF(l) = 2(1/2*ReS7 + 1/2*ReS5 -
1/2%(-ReS13) - 1/2%(-ReS15))
RES13
REPLS ) = 2(1/2*ReF(1) +
REF15,1 ReF(15) = e
(-ReS13) + (-ReS15))
RESS
RES15
REF9, 1 -ReF(9) = 2(1/2%ReF(15) - ReS5 -
' (-ReS15))
RES13
RES15
-ReF(7) = 2(-1/2*ReF(9) -
REFT, 1 °F() (-ReS13) + (-ReS15))
IMT24
COsU
IMT26
24 +
ImS8 = 2(1/2%(-COS(3U))*ImT
Hse: 1 " 1/2%C0S (U)*(-ImT26))
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*

* % X% %

MPY
LTP
MPY
SPAC

ADD
ADD
SUB
SACH

SUBH
ADDH
SACH

SUBH
SUBH
SACH

ADDH
ADDH
SACH

ADDH
SUB
ADD
SACH

SUBH
SACH

ADDH
SUBH
SACH

ADDH
SACH

Lac
ADDH

IMT24

€0S3U

IMT26

1/2*%ImS7 = 1/2*COS(U)*ImT24 -

1/2%(-COS(3U))*(-ImT26)

IMS5,15

IMS13,15

IMS15,15

IMF1,1 ImF(1) = 2(1/2%ImS7 + 1/2%ImS5 +

1/2%ImS13 - 1/2*(-ImS15))

IMS13

IMS15

IMF15,1 InF(15) = 2(1/2*ImF(1l) -ImS13 +
(-ImS15))

IMS5

IMS15

IMF9,1 -ImF(9) = 2(1/2*%ImF(15) - ImS5 -
(-ImS15))

IMS13

IMS15

IMF7,1 -ImF(7) = 2(-1/2*ImF(9) + ImS13 +
(-ImS15))

RES5,15

REM6

RESS8,15

RES20,15

REF13,1 ReF(13) = 2(1/2%ReS5 + (-ReM6) -
1/2%ReS8 + 1/2*%ReS20)

RES20

REF3,1 ReF(3) = 2(1/2*ReF(13) - ReS20)

RES8

RES16

REF11,1 ReF(11) = 2(1/2*ReF(3) + ReS8 -
ReS16)

RES19

REF5,1 ReF(5) = 2(1/2%ReF(11) + ReS19)

IMS5,15

IMM6
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SUB IMS8,15
SUB IMS20,15
SACH IMF13,1 ImF(13) = 2(1/2%ImS5 + (-ImM6) -
1/2%ImS8 - 1/2%(-ImS20))
ADDH IMS20
SACH  IMF3,1 ImF(3) = 2(1/2*%ImF(13) +
(-ImS20))
ADDH IMS8
ADDH IMS1e6
SACH  IMF11,1 ImF(11) = 2(1/2*ImF(3) + ImS8 +
(-ImS16))
SUBH IMS19
SACH IMF5,1 ImF(5) = 2(1/2*%ImF(11) -
(-ImS19))

This completes the DFT section of code.

*k
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Decision Section: In this section, the square
magnitude of the output of the DFT is computed and a
decision is made as to which tones were present. It is
assumed that the input is made up of four 4-ary FSKre
signals multiplexed in frequency. The DFT o;tp;ts a  ling
related to the complex baseband locations of the sig

bins as follows:

F(0)
F(1)
F(2)
F(3)
F(4)
F(5)
F(6)
F(7)

L T A A A R ]

Auxillia
storage of th
for the next
represent the
represent the
rYepresent the
two represent
bits in total
register 0 is

F(8) ~» 320 kHz

2ok§§z F(9) - -280 kHz
80 kHz F(10) - -240 kHz
120 kHz F(11) ~ -200 kHz
160 kHz F(12) - -160 kHz
200 kHz F(13) » -120 kHz
240 kHz F(14) ~ -80 kHz
280 kHz F(15) ~ -40 kHz

for the temporary

is used
ry reglster 1 decisions are made

e decision results as dec ; :
channel. The least two significant bits

decoded symbol for channel 1, the nexz E:g
decoded symbol for channe% g, thg :ﬁ: two
an
decoded symbol for chanmel 3, h
tze decodZd symbol for channei gilgifgt
t. AX
are required for the outpu
used ag a temporary scratch pad in the

decision making.
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* Decision for channel 1;

*
SQRA  REF9 Compare |F(9)|2 with |F(10)|2.
ZAC
SQRA  IMF9

SQRA  REF10
SQRS IMF10

SPAC
BGZ LOC1 Go to LOC1 if |F(9)| is the
* larger, otherwise:
LARK ARL1,1 Load axilliary register with data
* corresponding to symbol with
* frequency of F(10).
ZAC
TEST11 SQRA REF10 Compare the greater of the
SQRA  REF11 above with |F(11)]|2.
SQRS IMF11
SPAC
BGZ TEST12 Go to next test if |F(11)]| is
* smaller, otherwise:
LARK AR1,3 Load axilliary register with data
* corresponding to symbol with
* frequency of F(1l).
ZAC
TEST12 SQRA REF11 Compare the greater of the
SQRA  REF12 above with TF(12)|2.
SQRS IMF12
SQRS REF13
BGZ TEST13 Go to next test if |F(12)| is
* smaller, otherwise:
LARK AR1,?2 Load axilliary register with data
* corresponding to symbol with
: frequency of F(12).
* Decision for channel 2:
*
TEST13 ZAC Compare |F(13)|2 with |F(1&)]2.
SQRA  IMF13
SQRA  REF14
SQRS IMF14
SPAC
BGZ LOC2 Go to LOC2 if |F(13)| is the
* larger, otherwise:
LARK ARO, 4 Load axilliary register with data
* corresponding to symbol with
* frequency of F(14).
ZAC
TEST15 SQRA REFl4 Compare the greater of the
SQRA  REF15 above with TF(15)|2.
SQrs  IMF15
SPAC

BGZ TESTO Go to mext test if |F(15)]| is



*
LARK
*
*
ZAC
TESTO SQRA
SQRA
SQRS
SQRS
BGZ
*
LARK
*
*
*
*
*
TEST1 ZAC
MAR
SQRA
SQRA
SQRS
SPAC
BGZ
*
LARK
*
*
ZAC
TEST3 SQRA
SQRA
SQRS
SPAC
BGZ
*
LARK
*
*
ZAC
TEST4 SQRA
SQRA
SQRS
SQRS
BGZ
*
LARK
*
*
*
*
*

TEST5 ZzZAG

ARO,12

REF15
REFO
IMFO
REF1
TEST1

ARO, 8

Decisions for

*0+

IMF1
REF2
IMF2

Loc3

ARO, 16

REF2
REF3
IMF3

TEST4

ARO, 48

REF3
REF4
IMF4
REF5
TESTS

ARO, 32

smaller, otherwise:

Load axilliary register with data
corresponding to symbol with
frequency of F(15).

Compare the greater of the
above with IF(O)I

Go to next test if IF(O)I is
smaller, otherwise:

Load axilliary register with data
corresponding to symbol with
frequency of F(0).

channel 3:

Compare |F(1)|2 with |F(2)]2.

Go to LOC3 if |F(1)| is the
larger, otherwise:

Load axilliary register with data
corresponding to symbol with
frequency of F(2).

Compare the greater of the
above with |F(3)|

Go to next test if |F(3)| is
smaller, otherwise:

Load axilliary register with data
corresponding to symbol with
frequency of F(3).

Compare the greater of the
above with |F(4)|2.

Go to next test if lF(&)’ is
smaller, otherwise:

Load axilliary register with data
corresponding to symbol with
frequency of F(4).

Decisions for channel 4:

Compare |F(5)|2 with [F(6) 2.
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TEST7

TESTS8

MAR

SQRA
SQRA
SQRS
SPAC
BGZ

ZAC
SQRA
SQRA
SQRS
SPAC
BGZ

ZAC
SQRA
SQRA
SQRS
SPAC
BLZ

END

*0+

IMF5
REF6
IMF6
Loc4

ARO, 64

REF6
REF7
IMF7

TESTS8

ARO,192

REF7
REF8
IMF8

LOC5+0FFSET

LOC6+OFFSET

AR1,0

TEST11

ARO,0

TEST15

ARO,O

TEST3

ARO, 0

TEST7

Store result for the previous
channel.

Go to LOC4 if |F(5)| is the
larger, otherwise:

Load axilliary register with data
corresponding to symbol with
frequency of F(6).

Compare the greater of
the above with |F(7)|2.

Go to next test if |F(7)| is
smaller, otherwise:

Load axilliary register with data
corresponding to symbol with
frequency of F(7).

Compare the greater of
the above with |F(8)|2.

Go to LOC5 if |F(8)] is
the greater, otherwise:
Go to LOC6.

Load axilliary register with data
corresponding to symbol with
frequency of F(9).

Go to next test.

Load axilliary register with data
corresponding to symbol with
frequency of F(13).

Go to next test.

Load axilliary register with data
corresponding to symbol with
frequency of F(1).

Go to next test.

Load axilliary register with data
corresponding to symbol with
frequency of F(5).

Go to next test.
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