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Executive Summary 

In this report, I summarize the existing literature on how the rise of computers and other 
information and communication technologies (ICTs) has affected productivity in companies around the 
world. It is important to understand this impact because, in the long run, it is productivity growth that 
determines changes in the standard of living. 

There are two main ways in which productivity has been studied in the literature: growth accounting 
and firm-level analysis. Growth accounting is useful for identifying general trends but it cannot 
determine causality. Firm-level analysis is therefore needed to understand policy implications. The 
recent productivity literature strongly emphasizes that the future of productivity research is in firm-level 
methods. 

The growth accounting literature showed a sharp increase in US productivity in the late 1990s, and 
this surge was largely sustained into the 2000s. This literature shows that this increase is largest in 
industries with substantial  II  capital, suggesting a link between IT capital and productivity. 

The firm-level productivity literature has generally documented a causal link from  ICI adoption to 
firm-level productivity growth, but only under certain conditions. While there is little evidence that  ICI 
investments by one firm generate productivity spillovers to other firms, this literature does show that 
the following all play important roles in determining whether  ICI  investment leads to productivity: 

• Organizational capital: ICT investments are most effective when accompanied by incentive systems, 
decentralized decision-making, and/or increased (internal and external) information flow. 

• Co-invention: ICI  investments are most effective when accompanied by small innovations that 
adapt a particular  ICI  to the context of the investing firm. 

• Human capital: ICT investments are typically skill-biased. Therefore, they are most effective in firms 
with an educated labour force. 

• Type of ICT: The specific type of organizational capital, co-invention, and human capital needed 
depends on the type of ICI. 

• Location: The benefits and costs of ICI  investments vary across locations. 
• Regulation: The impact of ICI  investment on overall productivity depends on the ability of efficient 

firms to grow, to change prices and strategies, and to replace inefficient firms. 

For Canada, there is little firm-level analysis on ICI and performance, perhaps because of past 
difficulties (hopefully soon to be resolved) in enabling academics to use the firm level data. Growth 
accounting data shows Canada generally in the middle of pack: firmly behind the United States in total 
factor productivity but in the middle of, if not leading, the rest of the G7. Firm-level analysis of European 
and American data suggests that this positioning might be due to low levels of post-secondary education 
relative to the United States and high levels relative to elsewhere, higher labour and product market 
regulation relative to the United States but lower levels than elsewhere, and high levels of foreign direct 
investment from the United States. However, in order to understand the best policies for Canada in 
particular, it is important to have high quality micro analysis of Canadian firm- and establishment-level 
data. The new Survey of Business and Innovation Strategy is an important step in that direction, at least 
for manufacturing. The next task is to dig into this data, particularly once a panel of several years has 
been established and, ideally, to have a comparable data set for services as well as manufacturing. • 
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• 1. Introduction 

Since their commercial invention in the 1940s, computers have been gradually diffusing into 
businesses in Canada, the United States, and around the world. This diffusion accelerated in the 1980s 
and computing investment increased particularly sharply in the late 1990s. In this report, I summarize 
the existing literature on how the rise of computers and other information and communication 
technologies (ICTs) has affected productivity in companies around the world. It is important to 
understand this impact because, in the long run, it is productivity growth that determines changes in the 
standard of living. 

Computers do three things: they compute, they remember, and they communicate. In the 
information systems literature, these are referred to as the information processing, storage, and 
input/output functions respectively. Electronic computation, memory, and communication have the 
potential to reduce the labour and capital intensity of many tasks, thereby increasing productivity. 
Indeed, the existing literature documents that the sharp rise in ICI  investment in the late 1990s is 
strongly associated with a coincident increase in productivity. 

There are two main ways in which productivity has been studied in the literature: growth accounting 
and firnn-level analysis. Growth accounting is useful for identifying general trends but it cannot 
determine causality. Firnn-level analysis is therefore needed to understand policy implications. 

The growth accounting literature showed a sharp increase in US productivity in the late 1990s, and 
this surge was largely sustained into the 2000s. This literature shows that this increase is largest in 
industries with substantial IT capital, suggesting a link between IT capital and productivity. Growth 
accounting methods examine correlations at a macro level and provide a sense of how national 
productivity changes over time, across countries, and sometimes across industries. Growth accounting 
therefore is the best tool for describing productivity patterns. 

The growth accounting literature, however, cannot determine causality and therefore it cannot 
provide policy recommendations. As understanding of this limitation grows (in response to the 
"identification revolution" in economics led by Charles Manski, Joshua Angrist, and others), statistical 
agencies and economists around the world have built and analyzed firm-level panels to understand how 
information and communication technologies affect productivity. 

The recent productivity literature strongly emphasizes that the future of productivity research is in 
micro-level methods rather than national growth accounting, though growth accounting will continue to 
play a supporting role in establishing patterns and setting up puzzles to be analyzed with micro data. 
This is a main point of emphasis in Van Reenen et al's (2010) recent review and in Brynjolfsson and 
Saunders' (2010) book. Draca, Sadun, and Van Reenen (2006) show that firm level data is required to 
understand the roles of organizational capital, spillovers, and network effects for productivity and ICTs. 
Even Jorgenson, Ho, and Stiroh (2005) say (in their growth accounting research) "It is only at the micro 
level that production analysts can seek to understand the specific changes in technology, business 
practices, and input choices that firms make in response to changing economic incentive and 
opportunities" (p. 415), though by "micro level" they mean industry rather than country. 

• 

• 
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• This firm-level ("micro-to-macro" in the language of Van Reenen et al 2010) productivity literature 
has generally documented a causal link from ICT adoption to firm-level productivity growth, but only 
under certain conditions. This literature shows that organizational practices, skills, geography, and 
regulation all play important roles in determining whether  ICI  leads to productivity. Spillovers do not 
appear to play an important role, likely because ICTs are an embodied technology. 

e 

Growth accounting can underestimate the potential benefits of ICI adoption because it does not 
take into account heterogeneity across firms. By focusing on nationwide averages, it underestimates the 
potential impact by mixing firms with good  ICI  practices with firms that invest in the technology but not 
in the skills and structure required to take advantage of it. 

For Canada, there is very little firm-level analysis on ICI and performance, perhaps because of past 
difficulties (hopefully soon to be resolved) in enabling non-government economists to use the firm level 
data. Growth accounting data shows Canada generally in the middle of pack: firmly behind the United 
States in MFP but in the middle of, if not leading, the rest of the G7. 

The remainder of this review summarizes the key points in the literature and provides 
comprehensive references to the ideas discussed. It is not the first review of the ICI and productivity 
literature. Therefore, there is some overlap with the studies by Draca, Sadun, and Van Reenen (2006), 
Brynjolfsson and Saunders (2010), and especially Van Reenen et al (2010). Overall, the views discussed 
here on the strengths and weaknesses of the growth accounting approach relative to the use of micro 
data are largely consistent with these recent reviews, though perhaps the strengths and limitations of 
growth accounting are stated more forcefully here. 

2. Growth accounting 
2.1 Growth accounting methodology 

Growth accounting enables the measurement of productivity and productivity growth at the 
national and industry level. Most commonly, growth accounting takes national measures of labour, 
capital, output, and perhaps materials and ICT capital, to generate measures of labour productivity and 
rnultifactor productivity. More recently, the growth accounting literature has also used industry-level 
data in order to better understand the drivers of productivity at the national level. 

As discussed in Van Reenen et al's (2010) review, growth accounting builds from a standard national 
production function. In the literature on ICI and productivity, the production function typically looks like 
this: 

Y=AF(L,K,C,M) (1) 

Where L is labour input (employment), K is  non-ICI capital, C is ICT capital, and M is materials. If the 
production function is Cobb-Douglas, and taking logs, this can be rewritten as 

y=a+al l+ak k+acc+cc„m (2) • 



• where lower case letters denote the log of the corresponding upper case letters. A similar equation 
can be derived for other production functions such as translog or constant elasticity of substitution. 
Given that data on inputs and output tend to come in discrete time periods (years, quarters, or months), 
output growth can be rewritten as 

Ay=Aa+ct iAl+cckAk+acAc+an,Am ( 3 ) 

Assuming factor and product markets are perfectly competitive, the revenue shares of the inputs 
can replace the coefficients. 

Ctx=Sx=PxX/PY (4) 

Ay=Aa+siAl+skAki-s cAc+s n,Am ( 5 ) 

Where sx  is the revenue share,  Px  is the price of factor X per unit, and p is the price of output (Y). For 
example, p l  is the wage rate. Equation (5) is an identity that can be calculated from data because all 
parts of it are known except Aa, which can then be calculated as the only unknown in a single equation. 
Specifically, in every year, output growth, labour force growth, capital growth, computing growth, 
materials growth, wages, the price of capital, the price of ICI capital, and the price of materials are 
known. Given these, the change in multi factor productivity can be trivially derived—no regressions 
needed. 

Sometimes, the growth accounting literature rewrites equation (5) in terms of labour productivity 
growth by assuming constant returns to scale (oci -Fcck+a, c-harn=- 1 ): 

A(y-I)=Aa+ skA(I(-1)+s,A(c-1)+s r„A(m-1) (6) 

Materials are sometimes dropped by assuming Leontief production in materials, and y in equation 
(6) becomes value added rather than output. 

For further details on basic growth accounting methods, see Van Reenen et al (2010, p. 27-31) and 
Jorgenson, Ho, and Stiroh (2005). Using these methods, Jorgenson, Ho, and Stiroh (2008) allocate a 0.59 
share of TFP growth from 1995 to 2000 to ICTs (as well as some share of capital deepening). In contrast, 
in the 1973 to 1995 and 2000 to 2005 periods, the share is between 0.38 and 0.42. In this way, these 
methods are important for establishing the basic relationships in the aggregate data. However, they 
cannot convincingly establish causality because of the inherent endogeneity of the inputs. Two types of 
endogeneity are relevant here and firnn level analysis is necessary to address either of them. 

Specifically, there is the potential for omitted variables bias and simultaneity. Omitted variables bias 
means that something else is driving the change in ICI  investment and productivity that is not contained 
in the equation (such as changes in management practices). Simultaneity (sometimes called reverse 
causality) means that anticipation of improvements in productivity generates extra revenue that is used 
for investments in ICTs, rather than ICTs causing investments. 

• 
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A handful of papers in the literature have tried to address these concerns. The most promising route 
is to estimate the equations at the industry level rather than at the country level (e.g. Jorgenson, Ho, 
and Stiroh 2005). This helps researchers determine whether the industries that gained were the ones 
with the most intensive use of ICI. Still, it suffers from the same general endogeneity problems, just at a 
lower level. And in the absence of a natural experiment or reliable instruments (both of which are much 
more likely at the firm level), the results from industry-level analysis also has to be viewed as suggestive 
and should not be used to determine specific policy initiatives. 

Some researchers have tried to use instruments at the aggregate level. For example, Roller and 
Waverman (2001) extend this basic framework in their analysis of the impact of telecommunications 
investments on productivity to try to account for the endogeneity of telecom investments. By modeling 
the decision to invest in telecommunications, their estimation strategy implicitly uses the price of 
telecommunications investment as an instrument. Therefore, instead of taking telecommunications 
investment as exogenous, they take the price of telecommunications as exogenous and use it to 
estimate how telecommunications investment affects productivity. This method does try to determine a 
causal relationship, but it relies on strong assumptions about the drivers of telecommunications prices 
across countries and over time. As will be discussed below, while it is reasonable to assume firms take 
ICT prices as given, it is harder to justify that assumption in an economy-wide equilibrium. Therefore, 
this method just pushes the endogeneity problem a step back rather than eliminating it. The state of the 
art in identification of causal relationships has moved substantially since 2001. 

Another commonly used set of instruments is lagged inputs. By using a Blundell-Bond (2000) type 
approach with GMM estimation, a handful of recent papers claim to find a causal link between  ICI  
investment and productivity. Furthermore, some of these papers also claim to be able to identify the 
drivers of this link. For example, Meijers (2007) claims to identify positive externalities in IT software and 
in telecommunications equipment. 

However, these claims should be interpreted cautiously. In the case of Meijers (2007), the results 
show that total factor productivity lags software investments by seven years and telecom equipment 
investments by three years. If ICT investments have a lagged impact, the use of lagged  ICI  measures as 
instruments for current  ICI  is necessarily imperfect. Furthermore, the finding of a seven year lagged 
effect using fifteen years of data in just fifteen countries highlights the potential for spurious correlation 
to drive the results as interpreted. 

Broadly, this inability to say much about causality is the most important limitation of growth 
accounting. Draca, Sadun, and Van Reenen (2006) summarize this literature by noting (p. 36) that "None 
of the literature has produced convincing evidence of a causal impact of ICI on productivity...the 
attempt to find alternative credible instrumental variables should be a priority of future research." I 
would argue that such attempts are likely to be futile because country-level instruments for ICT 
investments that are exogenous to (perhaps anticipated) productivity changes will be hard to find. 

Instead, the growth accounting literature should be seen as a tool for understanding general trends 
but without causal inference, growth accounting results alone should not drive policy. Importantly, • 



• many of the other limitations of growth accounting do affect its usefulness if growth accounting is 
primarily used to identify broad trends and interesting correlations. 

Specifically, Van Reenen et al (2010) discuss three additional limitations of growth accounting: (1) 
the strong assumptions of perfect competition in factor and output markets, especially in light of 
possible market power in ICI industries, (2) externalities, such as knowledge spillovers, are only 
captured in the residual, and (3) the assumption of no adjustment costs is strong, especially in the 
presence of rapid technical change. 

To the extent that growth accounting results are interpreted as suggestive of interesting trends that 
require further analysis, these additional limitations are not a problem. For example, the assumption of 
perfect competition only matters if within-country changes in market power are correlated with 
productivity in a systematic way. In terms of knowledge spillovers and adjustment costs, growth 
accounting might reveal changes in the residual over time in some countries. While researchers cannot 
therefore declare that these changes are due to knowledge spillovers, lagged adjustment costs, or 
something else, the results are informative to researchers by telling them where such effects might be 
found using micro data. 

Growth accounting is the best tool for describing productivity patterns. Therefore growth 
accounting estimates are essential for motivating and identifying interesting questions for micro-level 
causal analysis. In the absence of growth accounting, there would be no motivation or understanding of 
which kinds of micro analysis might matter and why. It provides a necessary big picture understanding of 
productivity trends and ICT investments. 

2.2 What have we learned from growth accounting? 

The strengths of the growth accounting method discussed above imply that it is particularly useful 
for identifying broad trends in productivity and ICT. Here I discuss four key findings of the growth 
accounting literature: (1) how productivity has changed over time in the United States, Europe, and 
elsewhere, (2) the correlation of these productivity changes with investments in ICI, (3) differences in 
this correlation across industries, and (4) differences in this correlation across types of ICT. Draca, Sadun, 
and Van Reenen (2006) provide a comprehensive paper-by-paper list of the contributions in this 
literature in their Tables 2 and 3. Many of these papers are discussed below but the tables in Draca, 
Sadun, and Van Reenen (2006) provide an itemized list that complements the structured argument I 
provide in this section. 

Most studies show similar patterns in overall productivity over time (Oliner and Sichel 2002; Stiroh 
2002; Jorgenson 2007; Van Ark, O'Mahony, and Timmer 2008). Until 1995, productivity in the United 
States and in the rest of the OECD grew at a steady pace. Productivity growth was slightly higher in the 
European Union than the United States, leading to some convergence in incomes across regions. 
Between 1995 and 2000 the United States experienced a productivity surge. After (perhaps) a slight dip, 
this surge continued through 2003 and perhaps even later. European countries experienced no such 

• 
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• surge in productivity. Therefore, a substantial productivity gap between the United States and Europe 

appeared between 1995 and 2005. Other developed economies, including Canada and Japan, either had 

a similar experience to Europe, or were somewhere in the middle, depending on the source and the 
analysis. 

• 

Increasingly, the consensus in the literature is that effective investment in ICTs caused this 

divergence between the United States and other countries (Van Reenen et al 2010; Jorgenson, Ho, and 
Stiroh 2006; Brynjolfsson and Saunders 2010; Van Ark, O'Mahoney, and Timmer 2008; etc.). Up until the 

late 1990s, the productivity literature frequently referred to the "Solow paradox" that investment in 

computing is ubiquitous but the productivity benefits were not seen by economists. Over time, this view 

has faded based on the evidence described below. But, as late as 2003, the data and methods available 

with growth accounting made this a reasonable position—best articulated by Gordon (2000, 2003). 

Country-level data showed a sharp increase in ICT capital in the late 1990s, particularly in the United 

States. This increase was coincident with the productivity surge. For example, Lehr and Lichtenberg 

(1999) show that investments in personal computers appear to have yielded excess returns in the 

United States from 1977 to 1993 (though they argue that this metric will become less informative as 

computers become ubiquitous). Roller and Waverrnan (2001) argue that telecommunications 

infrastructure is correlated with economic growth across 21 OECD countries from 1970 to 1990, 

particularly as a country approaches universal telephone service. They find that a 1% increase in 
telecommunications adoption increases growth by 0.15%. Oliner and Sichel (2002) also argue that the 

productivity surge from 1995 to 2000 was due to  ICI  investment. They also highlight the puzzle that IT 

investment fell sharply from 2000 to 2001 though productivity continued to rise. They argue that IT 

usage explains this puzzle because IT usage continued to rise even as investment fell. 

As the papers typically acknowledge, these correlations are clearly insufficient to drive the claim 

that  ICI capital and usage drove the productivity surge. Some other unobserved factor might drive both. 

The growth accounting literature has therefore increasingly examined productivity growth at the 

industry level. O'Mahony and Vecchl (2003) argue that industry-specific data show an even stronger 
correlation between ICT investment and TFP growth than country-level data. More directly addressing 

causality, Jorgenson, Ho, and Stiroh (2005) summarize their work (Stiroh 2002, 2004; Jorgenson and 

Stiroh 1999) and provide new analysis that divided industries into three groups:  IdT-producing, ICT-
using, and others. 1  They then look at patterns of ICI  investment and productivity changes across these 

groups of industries. They find substantial productivity growth in ICT-producing and I CT-using industries, 

and much less growth in other industries. Furthermore, they find the rate of productivity growth in 

1  They use the label "IT" not "ICT" but do include communications. They define "IT producing" as computer 
services (SIC 737), computers and office equipment (357), Communications Equipment (366), and Electronic 
Components (367). 
They define "IT using" as Communications (SIC 48), Business Services excluding computer services (73), Wholesale 
Trade (50-51), Finance (60-62, 67), Printing and Publishing (27), Legal Services (81), Instruments and Miscellaneous 
Manufacturing (38-39), Insurance (63-64), Industrial Machinery excluding computers (35), Gas Utilities (492, 496, 
and parts of 493), Professional and Social Services (832-839), Other Transportation Equipment (372-379), Other 
Electrical Machinery (36, except 366-267). 



these industries is connected to  ICI  investments.  IdT-producing industries in particular experienced 

rapid productivity growth from 1995 to 2000 and they argue that the importance of the IdT-producing 

sector in the United States relative to elsewhere explains a substantial fraction of the productivity gap 
over this time period. Looking at Greece, Antonopoulos and Sakellaris (2009) also find that a substantial 

portion of Greek TFP growth was due to the ICT-using sector. 

Van Ark, O'Mahony, and Timmer (2008) document that the productivity difference between the 
United States and the European Union frorn 1995 to 2005 is largely related to the ICT-producing and ICT-

using sectors. For ICT-using, they emphasize US investment in ICT by market services firms as particularly 

important. In Dion and Fay's (2008) review, in discussing the growth accounting literature they also 

argue that  ICI production and use were key drivers of the US productivity surge in the late 1990s. In 

addition, they say that while the effect in the labelled  IdT-producing and -using industries fell from 2000 

to 2005, this was made up by an increase in ICT-intensity for industries that were not traditionally 

labelled "ICT-using". 

Jorgenson and Stiroh (1999) link  IdT-producing and IdT-using industries by arguing that the 
productivity increases in the ICT-producing sector led to a rapid price decline in ICI capital. This in turn 

increased investment in ICI capital relative to other production inputs. Timmer and Van Ark (2005) 
similarly argue that TFP growth in ICT-producing industries and related  ICI capital deepening in ICT-
using industries explain the US lead in labour productivity growth from 1995 to 2001, though they argue 
that within the European Union,  non-ICI sources of growth explain variation across countries. 

In rare cases, it is possible to generate causal inferences from industry-country-level data due to the 
presence of plausibly exogenous instruments. For example, Aghion et al (2005) use Thatcher era 
privatization, EU single market reforms, and Monopoly and Merger Commission outcomes as 
instruments for competition that vary across industries and countries. However, many papers that have 
attempted to go beyond identifying patterns to claim to understand the drivers of the correlation 
between  ICI  investments and productivity lack appropriate controls and nuance. As discussed above, 
the finding of spillovers in Meijers (2007) is subject to several alternative interpretations, including over-
interpretation of noise in the data. Meijers (2010) shows a correlation between ICT adoption and trade 
and argues that  ICI adoption increases productivity primarily through trade but cannot rule out the 
possibility that some omitted variable is driving both or that reverse causality is at play in the form of an 
anticipated trend in trade, productivity, or ICI  investment that drives the other effects. 

This literature has focused on the differences between IT-using sectors, IT-producing sectors, and 
other sectors. There has been much less attention to the differences between investing in software and 
hardware, or between information technology and communication technology. As discussed in the firm-
level analysis below, these distinctions are important. For example, with UK data Chesson and 
Chamberlain (2005) separate hardware, software developed in-house, and purchased software. Corrado 
et al (2006) conduct a similar exercise with US data. They find some differences but generally conclude 
with no clear pattern on the impact of different types of ICTs on productivity. As discussed below, the 
firm-level analysis leads to differences, particularly in the types of complementary organization capital 
required to convert  ICI  investment into productivity. • 
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The growth accounting literature can be summarized as arguing that ICT is responsible, directly or 
indirectly, for most of the resurgence in US productivity since 1995 (Brynjolfsson and Saunders 2010). 
Draca, Sadun, and Van Reenen (2006), Van Reenen et al (2010), and Dion and Fay (2008) also summarize 
this literature as arguing that the productivity surge in the United States is due to ICT investment and 
usage. Draca, Sadun, and Van Reenen (2006) emphasize that this connection is largely because of TFP 
improvements in the IT-producing sector combined with  ICI capital deepening in the Il-using sectors. 
This ICI capital deepening was likely driven by lower quality-adjusted prices for ICI.  

2.3 Where does Canada stand? 

Canadian performance is rarely considered in the academic literature. Even when Canada is included 
in the analysis, research papers rarely report Canada-specific results. There are a few exceptions (often 
by researchers working for the Canadian government), and I review these below. 

Baldwin and Gu (2008) show that Canadian labour productivity kept pace with US labour 
productivity through the 1990s, but then fell in relative terms between 2000 and 2006. Despite this, 
Canadian GDP per capita grew steadily over the same time period (perhaps due to changes in resource 
prices). 

Dion and Fay (2008) and Fuss and Waverman (2005) assess to what extent these differences relate 
to investments in ICT. Dion and Fay review the broader literature and conclude that the Canada-US 
productivity gap is not due to differences to industry mix. Instead the gap is due to intensity differences 
within industries in ICI  investment, educational attainment, and capital investment, and note that 
Canadian retail trade is particularly unproductive in a relative sense. 2  Fuss and Waverman argue that 
half of the gap between Canadian and US labour productivity is explained by telecom and personal 
computer penetration. More generally, Gera, Gu, and Lee (1999) show that  ICI  investments increased 
labour productivity in both Canada and the United States from 1973 to 1993. 

Jorgenson (2007) compares the G7 economies from 1980 to 2001. Canada lags the United States in 
ICI capital in all periods. Relative to the rest of the G7, Canada is comparable but relatively low for ICT 
capital. Interestingly, despite these relatively low investments, Canada leads Italy, France, Germany, the 
UK, and Japan in generating output growth from  ICI capital (though it lags the United States). Similarly, 
Canada leads all four European G7 members in the correlation between  ICI capital deepening and 
labour productivity growth though this is likely a simple result of relatively higher  ICI capital intensity in 
Canada over the 1995 to 2001 period. Canada lags all other G7 members in productivity in the IT-
producing sector. It is important to note that the data in this study are puzzling in some ways. For 
example, Canada has higher total factor productivity than the United States, which seems unlikely given 
that most other research puts the United States as the productivity leader (and even this study puts the 

2  In terms of specific numbers, nominal ICT investment growth in Canada was 6.1% from 1987 to 1995, 13% from 
1995 to 2000, and -1.5% from 2000 to 2004. Software grew in all three periods (11.8%, 10.6%, 4.9% respectively). 
This contrasts with hardware/computers and communications equipment which both experienced rapid growth from 
1995 to 2000 but a decline from 2000 to 2004 (they cite Sharpe 2005 as the source of these numbers). 
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• United States as the technology leader). Furthermore, Italy and France also have higher TFP than the 

United States. This is not consistent with widely held views of productivity measures. 

Similarly, Pilat (2005) notes that Canada has had a mediocre performance in the contribution of ICI 

production to labour productivity. Still, he notes that Canada was one of the strongest performers in the 

OECD from 1995 to 2003 primarily because of MFP growth in the ICT-using retail sector (perhaps 
overcoming the gap mentioned above and identified by Dion and Fay). Other factors correlated with 

Canada's strong growth are human capital investments and capital deepening in both  ICI and non-ICI 

capital. 

Growth accounting therefore shows that Canada lags the United States in productivity growth since 

1995 and is, at best, in the middle of the G7. Part of the reason for this lag relative to the United States 

likely has to do with  II capital. Another part relates to particularly low productivity growth in Canada's 

ICI-producing industries relative to the United States and even elsewhere. 

Broadly, the growth accounting literature suggests that Canadian productivity growth has lagged 

others due to low  ICI capital deepening and the relative unimportance of the ICI-producing sector. At 

the same time, one interpretation of Pilat (2005) and Jorgenson (2007) is that Canada is relatively strong 

in converting ICT investments into productivity (particularly in retail); however, an alternative 

interpretation is that Canada simply increased ICT capital over the 1995 to 2001 period and therefore 

this investment has a high contribution to output growth in a growth accounting framework. In other 

words, while the correlations are consistent with the interpretation given by Pilat (2005), there is no 

way to determine causality and simple arithmetic does suggest the possibility of spurious correlation: 
ICI  investment rises and therefore it, by construction, contributes more to GDP in a growth accounting 

sense. If Pilat and Jorgenson's interpretation is correct, the growth accounting literature does not 

provide an explanation for why. The micro-level literature discussed below suggests several likely 
explanations that have not yet been compared in the literature: (1) Canada has many US multinationals 

operating and these firms are particularly effective at converting  ICI  into productivity growth (Van 

Reenen et al (2010) showed this to be true in Europe), (2) Canada's retail productivity lagged sufficiently 
much that minor investments led to major improvements, and (3) Canada's urban population facilitates 
coinvention when ICTs are adopted (Forman, Goldfarb, and Greenstein (2008) show this to be true in 
the United States). My opinion is that the effect of US multinationals is a particularly likely strength for 
Canada because the relationship is strongest in retail and co-incident with the arrival of Wal-Mart; 
however, more research needs to be done before a definitive conclusion can be established (on even 
the basic finding that Canada leads the EU in converting  ICI  investment into productivity). 

3. Firm-level analysis 

3.1 Methods for firm-level analysis 

The growth accounting literature has suggested a compelling link between  ICI  investments and 
productivity growth. As discussed above, in order to identify causal effects and the drivers of the 
relationship between productivity and ICI  investment, it is necessary to use micro-level data at the firm 
or establishment level. Van Reenen et al (2010, p. 12) note "to tackle the complexities we must use, • 
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gather and analyse data at the level where decisions are actually made, the firm level." This section 
reviews the main methods used in the literature to estimate production functions at the firm level. It 
shows that, while necessary, micro data is by no means sufficient for identifying causal relationships 
between  ICI,  productivity, and other factors. The literature contains three main strategies: (1) a basic 
model that controls for various potential omitted variables through, for example, firm fixed effects (or 
ideally, some natural experiment), (2) the 011ey-Pakes model that uses a "control function" approach to 
endogeneity, leveraging a transformation of lagged inputs as controls, and (3) GMM models that use 
lagged inputs as direct instruments for current inputs. Each of these methods has strengths and 
weaknesses, though natural experiments, when present, are always best. As in the review of the growth 
accounting method, this section draws on Van Reenen et al (2010). Their Appendix C section I provides 
further detail. 

The same productivity equation that was estimated at the national or industry level above in 
equations (2) and (3) can also be applied to the firm level, so that output for firm i in industry j in 
country k at time t can be written as: 

ijkt=  16c  Cijkt + k  kijkt + Mier + )Xijkt +Uijkt 

Besides the micro level of the data, there are four main differences between this equation and the 
growth equations described above. First, materials are not included in this equation. This is typically for 
data reasons: firm-level data on inputs in general and materials in particular are rare though easy to add 
in when available. Second, there is a stochastic error term to take into account the fact that these 
models pool coefficients across observations, in contrast to growth accounting models where all 
coefficients are observed. Third, there is no "total factor productivity" estimate because micro analysis is 
primarily for finding causal relationships between variables rather than backing out and interpreting 
residuals. Fourth, a vector of controls xukt  is included. These controls enable the researcher to take 
advantage of potentially rich firm-level data on geography, business practices, organization, and other 
characteristics. As such, they reduce the potential for omitted variables bias (often called unobserved 
heterogeneity in the context of micro data) by including such variables. Of course, these controls are 
necessarily imperfect. It is likely that some further unobserved factors might drive both productivity and 
ICT adoption at the firm level. Furthermore, it is likely that L, K, and especially C are measured with error 
at the firm level and this might bias coefficient estimates downwards. 

The literature addresses these issues in a variety of ways. First, and perhaps most commonly, 
researchers add firm-level (or establishment-level) fixed effects to the error term. This controls for firm-
level time invariant effects (including measurement error). Because this is relatively straightforward to 
implement, even studies that use more sophisticated methods almost always include a fixed effects 
specification. Using European data from 1996 to 2008, Van Reenen et al (2010) estimate the coefficient 
on ICT/worker as 0.091 suggesting a 10% increase in ICI capital is associated with a 0.9% increase in 
ouput (p. 31). In contrast, the fixed effects ("within-groups") estimation yields a coefficient estimate of 
0.023. This lower estimate is much more credible because it controls for potential confounds, but still 
higher than the share of ICI capital in output. • 

(7) 
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Second, if plausible exogeneity is present in the form of a natural experiment, such variation is used 

as an instrument. Such natural experiments (or real experiments) are best in identifying causal 

relationships, however they are extremely rare and often require analysis of specific parts of the 

economy such as Agrawal and Goldfarb's (2008) analysis of the impact of online communication on 

academic productivity and collaboration, Athey and Stern's (2002) analysis of IT adoption by 911 

operations and emergency health outcomes, and Mukhopadhyay et al's (1997) analysis of IT adoption 

and productivity of road toll collectors. While these studies are informative about the relationship 

between IT and productivity in specific settings, the relatively narrow scope of the natural experiment 

makes it difficult to come to broader conclusions about the economy as a whole. Economy-wide natural 

experiments are rare, though Forman, Goldfarb, and Greenstein (2011) interpret the rapid diffusion of 

the internet from 1995 to 2000 as a natural experiment for looking at the impact of the internet on 
wage growth across all US counties. Broadly, as noted by Van Reenen et al (2010), a key part of this 
approach is access to excellent micro-level data. 

Third, 01ley and Pakes (1996) suggested a solution to omitted variables bias in the form of a control 

function (similar Heckman's (1979) correction) that effectively debiases the error term under certain 
assumptions. The intuition is that this method adds a new covariate to the regression that controls for 

the biases in the error due to omitted variables. Specifically, 011ey-Pakes takes the basic production 

function above and splits the error term into an unobserved productivity state, co u ld  and an i.i.d. 

error /et: 

ijkt=  ff Cijkt jek  kijkt 11  ijkt "leijkt COUkt+ ilijkt 

If we assume capital takes one period to become productive and labour is productivity immediately 
such that current investment stock of capital (and computing capital) is the sum of lagged capital 

investment flow and depreciated lagged capital stock, then with some algebra co can be expressed as a 

function of investment and capital, 1:1)(i uktK,Icii kt,cukt). This leads to a two stage specification where the first 
stage estimates the equation 

ijkt = 6  I  lijkt r)eijkt  4 41 (iijkt i(  rkijkbCijkt) (10) 

where .1)() is estimated with a non-parametric approximation such as a polynomial expansion and is 

often called the "control function". This gives consistent estimates for ji, y, and Ø.  Then, these results 
are used as a control function in the second stage to estimate: 

E(Yijkt Qt-1)=11Cijk t Ok ijkt +g[41 ( ijkt-1 K, k ijkt-l ■ Cijkt-1)11lijkt-1 - rXijkt- 1 .1 

The intuition for this method is that TFP, proxied by co here, determines investment in K and C. This 
method instruments for K and C using information about the nature of co, specifically that capital takes 
longer to become productive than labour (by assumption). This method is most suspect in situations 
where we expect lags in the impact of the covariates on productivity. Given that a growing consensus in 
the ICT and productivity literature emphasizes the importance of co-invention (Bresnahan and 
Greenstein 1996) and gradual organizational change (e.g. Brynjolfsson and Hitt 2003), 011ey-Pakes 
methods should not be overinterpreted. Levinsohn and Petrin (2003) partially address this issue by using 

(9) 

(11) 
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intermediate inputs as instruments in the control function term 4). Ackerberg, Caves, and Frazer (2005) 
argue that Levinsohn-Petrin can suffer from collinearity issues and therefore adjust the above method 
so that all coefficients are estimated in the second stage, and the first stage is only used to generate the 
control function (still using intermediate inputs as instruments). Van Reenen et al (2010) estimate the 
coefficient on ICT/worker to be 0.06 using the 011ey-Pakes method which is higher than the fixed effects 
results but lower than the OLS estimate. Given that the 011ey-Pakes estimate is within the range of the 
other two estimates, they do not emphasize it. Instead they argue that OLS and fixed effects provide 
meaningful bounds on the size of the effect. 

A fourth method to address omitted variables bias is the GMM estimation strategy of Arellano and 
Bond (1991), Blundell and Bond (2000), and others. These papers show that it is possible to use lagged 
covariates as instruments for current values under certain conditions. In particular, in a panel model that 
assumes serially uncorrelated errors, by definition the lagged independent variables are valid 
instruments. This means that lags of first differences can be used as instruments for the levels. 
Typically, these methods combine lagged first differences with the second difference as instruments to 
generate the underlying parameters. The growth equation is rewritten to have the lagged dependent 
variable on the right hand side (here z encompasses all inputs and controls): 

Yit=7t1Yit-1+ 7C1Z1t 7t3Zit-1+ 1-1 1+ -Ct Vit 

where instruments are: E(zit_2Avit)=0 and E(Azit1(il1+v1t))= 0 (11) 

Clearly, as with 011ey-Pakes instruments, this method is also most suspect in situations where we 
expect lags in the impact of the covariates on productivity and GM M methods should be taken to data 
cautiously, even relative to 011ey-Pakes results that also rely on functional form identification. Despite 
their weaknesses, GMM methods are more commonly used than 011ey-Pakes in the productivity 
literature, perhaps because they are relatively easy to implement using Stata and other common 
statistical programs. Van Reenen et al (2010) estimate the coefficient on ICT/worker to be 0.089 using 
GM M. Again, they do not emphasize this estimate arguing that OLS and fixed effects provide meaningful 
bounds on the size of the effect. 

Given that none of the methods commonly available to productivity researchers addresses the 
endogeneity concerns inherent in estimating the causal impact of ICI and other covariates on 
productivity, researchers have looked for consistency across methods. Therefore, increasingly, micro 
productivity papers show some results with OLS, Fixed Effects, 011ey-Pakes, and Blundell-Bond-type 
GMM estimators (e.g. Van Reenen et al 2010); and perhaps adding a natural experiment on some subset 
of the data. Given that the various methods have distinct biases, showing results are generally robust to 
specification increases confidence in the causal interpretation. Van Reenen et al's (2010) strategy of 
using many estimation strategies to determine the upper and lower bounds of the coefficient is the 
current best practice. 

• 

(10) 
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3.2 What have we learned from firm-level analysis 

There is a large and growing literature that documents a direct link from  ICI adoption and usage to 
productivity growth at the firm level. By using micro data and various econometric techniques to 
address selection, omitted variables bias, and simultaneity, this literature has found that  ICI adoption 
and usage does enhance productivity. However, the story is not as simple as it seems at first. Only some 
types of firms benefit and many fail to get any productivity gain. The literature has shown that as the 
more successful firms grow, the reallocation of economic output plays a substantial role in overall 
productivity growth (Bartelsman et al 2002, 2004; Davis, Faberman, and Haltiwanger 2006; Davis, 
Haltiwanger and Schuh 1998). In this section, I first review the literature confirming the main effect of 
ICI adoption on productivity and performance. I then discuss the various factors that enhance or 
mitigate this relationship including organizational change, skills, geography, regulation, and the potential 
for spillovers and/or network externalities. Draca, Sadun, and Van Reenen (2006) provide a paper-by-
paper list of the various contributions in this literature in their Table 4. Many of these papers are 
discussed below but their tables provide an itemized list that complements the structured argument I 
provide in this section. 

3.2.1  ICI and productivity 

Reviews by Brynjolfsson and Saunders (2010) and Van Reenen et al (2010) conclude that  ICI 
adoption and usage appears to increase firm-level performance. This conclusion is driven by a large 
number of papers and a variety of settings. Brynjolfsson and Hitt (1997, 2003) look at large US firms 
between 1987 and 1994. The 1997 paper documents a correlation between  ICI  investment and 
productivity. The 2003 paper documents that this effect is even stronger when the impact of ICI 
investment is modeled with a lag. Several studies have documented the impact of ICI adoption on firm 
productivity and performance in specific industry settings. As examples: 

• Baker and Hubbard (2004) show ICT improves productivity in trucking. 
• Athey and Stern (2002) show ICI  improves productivity in emergency medical response. 
• Miller and Tucker (2011) show ICI  improves productivity in health care. 
• Mukhopadhyay et al (1997) show ICT improves productivity in toll collection. 
• Agrawal and Goldfarb (2008) show ICI  improves productivity in academic research 

Recently, and perhaps most comprehensively, Van Reenen et al (2010) use a large-scale multi-
country (though without Canada) firm-level panel database on ICI and productivity. Their database 
contains 19000 firms in 13 EU countries over 11 years, plus a smaller panel of US firms over the same 
time period. This database is constructed by combining government data with private sector data and 
their own surveys of plant managers. They estimate production functions using OLS, fixed effects (i.e. 
within groups), 011ey-Pakes, and GMM methods. 3  They find that ICT capital is characterized by above 

3  They focus on the fixed effects results, arguing that they are relatively conservative due to the potential for 
measurement error. The OLS results are also presented prominently. They do not emphasize their 011ey-Pakes and 
GMM results because they lie between OLS and fixed effects and therefore they argue that they provide little 
additional insight. 
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normal returns: a 10% increase in ICI capital is associated with a 0.23% increase in firm productivity 
(using the fixed effects estimates, 0.9% using OLS), whereas their calculations suggest that normal 
returns should be 0.16%. The finding of above normal returns is highly subject to the assumptions used 
in depreciating ICT capital relative to other capital. If the depreciation of ICT is actually faster than 
assumed, then the finding of above normal returns may go away. They conclude that ICT does increase 
productivity, though they find considerable heterogeneity in this effect across countries and type of 
firm. Understanding this heterogeneity is the subject of the next subsection. 

3.2.2 Factors that affect the relationship between  ICI and productivity 

Organizational capital 

Using similar data and methods to Van Reenen et al (2010), Bloom, Sadun, and Van Reenen (2011) 
show that US multinationals operating in the UK experienced the same "productivity miracle" as US-
based establishments. In contrast, other multinationals (and other firms) in the UK did not. This appears 
to be due to US multinationals higher productivity from use of IT. Further, when US multinationals take 
over UK companies, they increase the productivity of those companies IT. Simply, as the paper is titled, 
"Americans do I.T. better". Bloom, Sadun, and Van Reenen argue that a likely explanation for this is that 
US firms are organized in way that allows them to use IT more efficiently. 

Therefore, they suggest that organizational capital complements  ICI capital. Van Reenen et al (2010) 
argue that this evidence on multinationals suggests that approximately half of the US-EU productivity 
gap over the 1995 to 2005 period can be accounted for by organizational capital (with the rest of the 
gap accounted for by higher US investment in ICI capital and other firm characteristics). 

This essential role of organizational capital and organizational structure in making productive use of 
ICT investments is a recurring theme elsewhere in the literature. Brynjolfsson and Saunders (2010) point 
to incentive systems, training, and decentralized decision-making as some of the practices most 
complementary to ICTs. Bresnahan, Brynjolfsson, and Hitt (2002) show complementarity between  ICI  
adoption and workplace reorganization. Zand, van Beers, and van Leeuwan (2010) use firm-level data 
from Holland to document complementarity between organizational change and ICT investments, 
particularly in services. In contrast, they find that non-ICT investments appear to be substitutes for 
organizational change. Garicano (2010) summarizes his prior work to emphasize that  ICI  has a larger 
impact on productivity when accompanied by complementary organizational changes. The list goes on. 
There is one important exception: Black and Lynch find no connection between ICT adoption, 
productivity, and workplace information flow. 

Overall, however, the literature overwhelmingly documents that  ICI  investments are most effective 
when accompanied by organizational changes such as incentive systems, training, decentralized 
decision-making, and/or increased information flow. A related literature emphasizes the importance of 
organizational change for productivity growth, unrelated to  ICI adoption (Bertschek and Kaiser 2004, 
Black and Lynch 2001). A portion of this organizational change and structure has sometimes been 
labelled "management practices" in the literature, and the role of managers is emphasized in many of 
the papers listed above as well as several others (Bertschek and Kaiser 2004; Bresnahan, Brynjolfsson, 
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and Hitt 1999, 2002; Draca, Sadun, and Van Reenen 2006; Bloom, Sadun, and Van Reenen Forthcoming; 
Bloom and Van Reenen 2007; etc). 

In a recent working paper, Iambe, Hitt, and Brynjolfsson (2011) add external focus to the list of 
organizational capital required for ICI  investments to drive productivity. They show that external 
information awareness, decentralization, and ICI  investments are complementary (in the sense of a 
positive three-way interaction in a regression of productivity on these covariates). They document this 
using a 2001 survey on the organizational practices of 253 medium-to-large sized firms. They define 
external focus as the use of external information, including competitive benchniarking, inclusion of 
suppliers, partners, and customers in project teams, adoption of new technologies, and time executives 
spend recruiting. While they note that finding complementarities is challenging due to the endogeneity 
of organizational practices (Athey and Stern 1998), they argue that such practices are fixed in the short 
term in their case, using a variant of the basic estimation strategy described above in equation (9)—a 
simple linear model of productivity growth on organizational practices,  ICI  employment, their 
interactions, and controls. They also show robustness to an instrumental variable specification. 

Measuring the payoff to organizational changes and organizational capital is challenging for several 
reasons. First, as Brynjolfsson and Saunders (2010) point out, accounting rules identify organizational 
capital as an expense rather than an investment. This makes the payoff difficult to measure and the size 
of the investment difficult to identify separately. Van Reenen et al (2010) try to address this issue by 
directly questioning plant managers, for example by asking how much capital investment the plant 
manager could under-take without prior authorization from headquarters. 

Co -invention 

Furthermore, in order for ICI  investments to be successful, the organizational change needs to be 
accompanied by several smaller innovations that adapt the particular ICT used to the context of the 
investing firm. This idea, labelled "co-invention" by Bresnahan and Greenstein (1996), emphasizes that 
ICTs are a general purpose technology and that the firm-specific application requires subtle changes to 
the hardware and software. Forman, Goldfarb, and Greenstein (2008) found evidence in favour of co-
invention as a partial explanation for differences in advanced internet adoption by firm size and location 
in the United States. Hempell (2002) provided some evidence consistent with co-invention: past 
experience with  ICI  increases the productivity benefit of future ICI adoption among German services 
firms. 

Human capital 

In addition to organization changes and co-invention that adjusts the technology to firm-specific 
needs, it is important for workers to have the necessary skills to use the technology. Using micro-level 
data on firms and workers, much of the research in labour economics has emphasized the importance of 
human capital and the skill-bias of ICTs (Autor 2001; Autor, Murmane, and Levy 2002; Levy and 
Murmane 2004; Lemieux 2006; Juhn, Murphy, and Pierce 1993; etc.). Bresnahan, Brynjolfsson, and Hitt 
(2002) and Forman, Goldfarb, and Greenstein (2011) also emphasize the importance of skills in 
generating a benefit from  ICI adoption. Lucchetti and Sterlacchini (2004) examine ICI *adoption by 
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• Italian small and medium size enterprises. They also emphasize the importance of skills in successful use 
of three kinds of ICTs (general use ICTs, production integrating ICTs, and market-oriented ICTs). Also 
examining different types of ICTs, Arvantis and Loukis (2009) show that employee skills, combined with 
some organizational changes, increase productivity using Swiss and Greek data, pa rt icularly for intranet 
related ICTs. 

Type  of /CT 

The difference between types of ICTs is another important theme in the literature. In particular, the 
ways in which ICTs impact productivity are clearly related to the type of ICT in question. Broadly, ICTs 
can be classified as related to computation, communication, and memory. Furthermore, each group can 
be split into "advanced" or "basic" applications. The roles of skills, co-invention, and organizational 
change depend on the specific types and applications of the ICTs. 

For example, Mukhopadhyay et al (1997) look at toll collection on the PA turnpike. In this case, the 
ICT used was to calculate the payment and change required. This ICT was therefore purely for 
computation (or information processing). They found that computation generated a large efficiency gain 
for complex transactions but little or no gain for simple transactions. 

Similarly, Forman, Goldfarb, and Greenstein (2011) find that advanced internet technologies are 
correlated with an increase in wages while basic technologies do not appear to be correlated with local 
wage growth. Forman, Goldfarb, and Greenstein (2005) find the co-invention is much more important 
for advanced technologies. Broadly, these results can be interpreted as suggesting that generating a 
benefit from advanced technology adoption might be more challenging than from a basic technology; 
however, the payoffs to a successful implementation may also be higher. 

Bloom et al (2009) emphasize the difference between information technologies and communication 
technologies. They argue that information technology empowers lower level agents to do complicated 
tasks (consistent with the results of Mukhopadhyay et al 1997) while communication technology leads 
to centralization due to improved monitoring. They provide a formal model and some evidence 
consistent with this hypothesis. 

Van Reenen et al (2010) divide ICT into several different types and components. In broad terms, 
they discuss the relative benefits of human resources management software, application development 
software, enterprise resource planning, workflow software, networking hardware, and collaborative and 
non-collaborative  ICI. For example, they argue that among the various collaborative technologies, 
networking hardware increases productivity more than enterprise resource planning software. They also 
conduct a rigorous empirical analysis of hardware, purchased software, and own-account software, 
following Corrado et al (2006). They find that own-account software and network hardware are 
particularly associated with productivity growth. In contrast, they find little relationship between 
purchased software and productivity and argue that it is likely due to co-invention costs. 

• 
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Location 

The benefit of various types of ICT depends crucially on the location of the investing firm. Forman, 
Goldfarb, and Greenstein (2005) contrast four different internet technologies: basic within-
establishment internet, advanced within-establishment internet, basic cross-establishment Internet, and 
advanced cross-establishment internet. Within-establishment internet includes the set of internet 
technologies that facilitate communication within a single establishment, such as enterprise resource 
planning. Cross-establishment internet includes the set of internet technologies that facilitate 
communication across establishments, such as supply chain management. 

Forman, Goldfarb, and Greenstein (2005) find that non-urban firms get a particularly large benefit 
out of adopting cross-establishment internet, probably because it allows them to overcome isolation. 
This is particularly true of basic cross-establishment internet. In contrast, urban firms are more likely to 
use within-establishment Internet, likely because the costs of adopting advanced technologies are 
lower, perhaps due to thicker labour markets for IT workers, lower costs of equipment and service, or 
Marshallian spillovers of another kind. 

Forman, Goldfarb, and Greenstein (2008) explore this further and show suggestive evidence that 
part of the benefit of urban locations for within-establishment internet relates to reduced co-invention 
costs due to access to skilled IT workers. Specifically, they show that large firms with many IT workers do 
not get an extra benefit to being in a city in terms of the likelihood of adopting within-establishment 
internet technology. 

Therefore, these papers argue that non-urban areas have the potential to benefit from adopting 
communications technologies in order to overcome some of the costs of geographic isolation; however, 
urban firms have access to more skilled workers and can therefore implement the necessary co-
invention more easily. In Forman, Goldfarb, and Greenstein (2011), we estimate the net effect on wages 
of advanced internet adoption. We find that it is only urban areas that yield a wage increase from 
adoption of the technology. Even when rural areas were leading adopters, they did not experience a 
measurable wage increase as a consequence of the investment in advanced Internet ICTs. These issues 
related to overcoming isolation and co-invention help explain Van Reenen et al's (2010) finding that 
higher levels of ICI are associated with less spatial concentration in manufacturing but more spatial 
concentration in services. 

Location matters in ICT adoption and usage for other reasons besides issues related to overcoming 
isolation and facilitating co-invention. Glaeser and Ponzetto (2007) argue that linking urban and rural 
areas might benefit urban firms more than rural firms partly because it allows the urban firms to enter 
rural markets more easily. Blum and Goldfarb (2006) show that location matters for online behaviour 
because tastes are spatially correlated. Agrawal, Catalini, and Goldfarb (2011) show that location 
matters for online investment decisions because social networks are spatially correlated. 

• 
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e Regulation 

Another important influence on the ability of firms to generate productivity advances due to  ICI 
investments is the regulatory environment. Several aspects of regulation directly impact the relationship 
between ICT and productivity including product market regulation, labour market regulation, antitrust 
enforcement, intellectual property policy, privacy policy, and net neutrality policy. 

Of these, product and labour market regulation have received the most attention. These regulations 
comprise one of the key themes of Van Reenen et al's (2010) review and analysis. They show that firm-
level estimates for Europe suggest labour and product market regulation may explain cross-country 
differences in the productivity benefits of ICI. More regulation means a lower productivity impact of 
ICT. They conclude that strict labour market regulation decreases the impact of ICI on productivity by 
45%. Strict product market regulation decreases the impact of ICI on productivity by 16%. 

They argue that labour market regulation matters because reallocation is hardest in countries with 
more regulated labour and product markets. Because prior research emphasized the importance of 
reallocation to productivity (e.g. Davis, Faberman, and Haltiwanger 2006), challenges to reallocation will 
slow the productivity benefits of ICTs. Furthermore, they argue that regulations increase the cost of 
developing organizational capital. Van Reenen et al (2010, p. 19) argue that the stronger labour market 
regulation in Europe relative to the United States "hampers the ability of European firms to rapidly 
adapt their organizational structures to most effectively use new  ICI". 

Other aspects of the regulatory environment matter for innovation more generally. Goldfarb and 
Tucker (2011) show that strict European privacy regulation reduced the productivity of online 
advertising in the EU relative to the United States. Miller and Tucker (2011) show that US states with 
stricter privacy regulation on healthcare  II have higher neonatal mortality due to reduced  ICI 
investments. Copyright and fair use policies can impact innovation in creative and media industries 
(Lichtman 2008). Branstetter, Fisman, Foley, and Saggi (2011) show that intellectual property rights 
reforms appear to increase industrial activity and exports, suggesting an increase in productivity due to 
these regulations. Net  neutrality and wireless competition also have the potential to impact innovation 
in ICTs and therefore productivity from using these technologies. 

Spillovers and network externalities 

In addition to the above discussion, there is potential to generate especially large productivity 
returns to  ICI  investments if such investments generate positive spillovers or network externalities. 
Spillovers mean that the investment in, and benefit from, ICT use by one firm causally increases the 
likelihood that other (perhaps nearby) firms invest and benefit from ICT. Direct network externalities are 
a type of spillover in which the benefit of using the technology increases with the number of users. For 
communications technologies, such direct network externalities are common. For example, the first 
telephone is useless. It is only beneficial when people can use it to communicate with others. Indirect 
network externalities are also a type of spillover in which the markets for complementary inputs to a 
technology become increasingly thick as the technology is adopted. For example, we see more computer 
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programmers looking for work in places with  IdT-using firms. We also see more software programs 
available for more successful hardware. 

Empirically identifying such causal relationships is challenging. This difficulty is largely due to the 
reflection problem, identified by Manski (1993). The reflection problem is a name for the challenges in 
identifying whether the distribution of a group's behaviour causes a change in the behaviour of an 
individual. There are three aspects to this challenge: (1) reverse causality (or simultaneity) in which the 
direction of causality is unclear, (2) omitted variables bias in which some other factor is causing both the 
individual and the group to behave in a particular way, and (3) selection in which the individual and the 
group behave in a similar way because they exist in the data for similar reasons. 

In the face of the reflection problem, identification of spillovers (and network externalities) relies on 
four distinct strategies. In order of robustness in identifying causal effects, these are: 

1) Researchers can rely on some real or natural experiment that increases the propensity of a 
group of firms to invest in (or benefit from) a technology. They then see how these 
approximately random investments affect other nearby firms' behaviour. 

2) Instead of a natural experiment, researchers can rely on instrumental variables that shift the 
benefit of investing by a subgroup of the population, for example input prices of a particular 
technology. 

3) Researchers can try to make the unit of observation sufficiently narrow so that they can rely on 
individual-to-individual transmission and the timing of effects (Granger causality) to identify 
effects. 

4) Researchers can simply ignore the problem, apologize, and suggest something interesting is 
happening even if the direction of causality is undetermined. 

Unfortunately, natural experiments and reliable instruments are hard to find. Therefore, much of 
the existing literature has relied on Granger causality or on identifying interesting correlations. These 
methods are most reliable when they find no evidence of spillovers as the reflection problem typically 
leads to a bias in favour of identifying spillovers. 

Using US industry-level data, Stiroh (2004) finds no evidence of ICT  productivity spillovers. Using 
micro data, Van Reenen et al (2010) rely on narrowly defined units of observation and also find no 
evidence of spillovers from ICT adoption. Specifically, Van Reenen et al add a term spillover to the basic 
ICI production function estimation shown above in equation (7): 

Yet =lf Cijkt f k  kijkt illkt P(ijkt ,u1n(spillovedukt  +uukt 

Spillover is the weighted sum of other related firms' investment in ICT. "Related" could be through 
same industry, through input-output tables, through geographic proximity, and through technology 
class. They emphasize the same-industry and same-region-industry results. They show that when firms 
adopt ICTs, neighbouring firms do not experience a productivity increase. 

(12) 
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• Their result on no spillovers is surprising in light of the reflection problem and in light of prior 
research that finds substantial spillovers in R&D investments (though subject to the reflection problem 
critiques to varying degrees): Lychagin et al (2010); Griliches (1992); Jaffe, Trajtenberg, and Henderson 
(1993); Bloom, Schankerman, and Van Reenen (2009); etc. In light of their result, Van Reenen et al 
(2010) argue that ICT is embodied and therefore knowledge spillovers are less likely than in R&D. 

In particular, Van Reenen et al (2010) argue that firms are investing in a technology that provides 
direct benefit when they invest in ICTs. This contrasts with disembodied technologies whose value 
depends partly on its ability to create knowledge and innovation in the future. For disembodied 
technologies, other firms may benefit through imitation or learning without necessarily paying the cost 
to the firm. For ICI  investment, firms pay the cost of the investment and receive the benefits directly. 
Therefore, "there are fewer channels for such spillover mechanisms to operate" (p. 34). 

In contrast to these results that group all  ICI  together, studies that focus on communication 
technologies do find sonne evidence of spillovers (through network externalities) in particular situations. 
In this case, the spillover is not through learning or imitation but due to the idea that a communication 
network increases in value as more people connect. Agrawal and Goldfarb (2008) show that, for some 
groups of researchers, there do appear to be spillovers from BITNET (a 1980s academic computing 
network) due to the ability to connect to a broader research network. Similarly, Forman and Van 
Zeebroeck (2010) show that the diffusion of the internet increased research collaborations within firms. 
Internet adoption increased innovation and team size across geographic locations, though they see little 
impact on productivity for research teams that are not geographically dispersed. The communications 
technology increased productivity by connecting dispersed groups. The network externality exists 
because the benefit of one group adopting is increasing in the number of other groups within the firm 
that adopt. For individual internet users, one interpretation of Goldfarb (2005) is that adoption is much 
more likely for people whose communication networks are likely to have already adopted. 

In summary, there is little evidence of direct spillovers from  ICI  investment, likely because such 
investment is embodied. This "non-result" is quite strong given that the econometric biases inherent in 
the reflection problem should lead to a finding of spillovers, even when none exist. Interestingly, for 
specific communications technologies there is some evidence of productivity spillovers through the 
network externalities inherent in an expanding communication network. The current empirical evidence 
suggests that the only productivity spillovers from  ICI  investments happen through the network 
externalities generated by a handful of communications technologies. 

Trade and Foreign Direct Investment 

Meijers (2010) argues that there are spillovers from ICT adoption, but that these are all related to 
international trade. Specifically, he argues that  ICI adoption causes trade and this is the driver of all 
excess productivity growth from ICTs. Unfortunately, the use of macro-level data makes it particularly 
difficult to assess the degree to which omitted variables and simultaneity drive the underlying 
correlations. Still, the importance of trade to productivity and ICTs is worth highlighting 
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• Van Reenen et al (2010) directly address questions related to productivity, ICT investment, trade, 
and FDI. They find that openness to trade is an important driver of ICI  investments. Specifically, greater 
trade with China from 2000 to 2007 accounted for 15% of the ICI  upgrading in Europe. Openness to 
trade has been shown in several other settings to lead to productivity gains more generally (e.g. Lileeva 
and Trefler 2010). 

Van Reenen et al also document that subsidiaries of US multinationals are particularly ICT-intensive 
and they are relatively effective at undertaking the organizational change required to generate 
productivity gains from the ICT investments. Specifically, they argue (p. 9) that "having developed this 
organisational capital, US firms can then export it to their subsidiaries in other countries." 

3.3. So, overall, why are micro estimates higher than macro estimates? 

Comparing the micro (firm-level) analysis and the macro (country- or industry-level) analysis shows 
that the micro analysis tends to estimate a higher impact of ICTs on productivity. Pilat (2004) argues that 
ICI  investment has three effects in the country-level data: (1) capital deepening, (2) multifactor 
productivity due to technological progress, and (3) nnultifactor productivity through efficiency. US-based 
firms have generally been able to convert the investments into multifactor productivity and therefore 
macro-level analysis that focuses on the United States has found positive and significant productivity 
benefits to ICTs (e.g. Jorgenson, Ho, and Stiroh 2005). Outside of the United States, effective use of ICTs 
is more varied. 

Therefore, Pilat argues that Solow's paradox may not be solved for all countries using macro data. 
Firm-level data allows researchers to identify those firms (both outside and inside the United States) 
with requisite levels of organizational capital, human capital, and co-invention. Furthermore, firm level 
analysis allows more careful accommodation of competitive effects when product and labour markets 
are highly regulated. 

In light of this, Pilat discusses five main reasons why micro level estimates of the effect of ICI 
investment on productivity are higher than macro level estimates. First, aggregation across firms and 
industries may disguise impact because it does not enable disentangling development, diffusion, lags, 
and coinvention. Second, firm-level benefits may not be large enough to aggregate (especially in light of 
lagged impact). Third, successful firms gain share and grow in competitive markets like the United States 
but not in less competitive markets. This means that lack of competition outside the United States 
implies that aggregate effects are seen in the United States but not elsewhere. Fourth, services output is 
poorly measured, particularly outside the United States. Fifth, potential spillovers already occurred in 
the United States but not yet elsewhere. 

Given the discussion above, and the research that has been conducted since Pilat's (2004) article, 
the role of competitive markets and the difficulty in identifying lagged effects in aggregate data seem 
like particularly plausible explanations for the difference. Furthermore, I would add that many adopting 
firms do not have good practices related to organizational capital, human capital, and coinvention and 
these failures are averaged with the successes in aggregate data, particularly in markets without robust 
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• competition. In contrast, differences in potential spillovers seems unlikely given the lack of evidence for 

• 

spillovers from most  ICI  investments even within the United States. 

3.4 Where does Canada stand? 

I could find very little Canadian firm-level research, either published or in working paper form. The 
above results on organizational change, geography, skills, and regulation are likely to apply in Canada. 
Therefore, the broader literature suggests several likely reasons why Canada lags the United States in 
terms of productivity and particularly productivity from ICT capital. 

Canadians lag the United States in post-secondary education. In Goldfarb (2009), I documented how 
the relatively low level of post-secondary education in Canada explains much of the difference between 
Canadian and American internet use by consumers in terms of internet adoption, ecommerce use, 
information search, and e-government. Given that managers of Canadian firms are relatively less likely 
to have post-graduate degrees than American managers (and are especially less likely to have MBAs), it 
seems likely that Canadian firms may not have the skills necessary to adopt the organizational changes 
required to make  ICI  investments pay off to the extent that they do in the United States. At the same 
time, relative to the European Union, Canada performs well in these dimensions. 

In terms of regulation, there are several reasons to believe that Canadian regulations might affect 
how Canadian firms invest in, and benefit from, ICT. First, Canada has relatively little competition in the 
product market in many sectors that are ICI-intensive  users including telecommunications and ICT-using 
retail (especially in areas where online competes with offline like books but also grocery). Second, 
Canadian regulations on data privacy are stricter than current US regulations (though less strict than EU 
regulation). Third, Canadian labour market regulations some somewhat stricter than US regulations, 
though they are unlikely to have nearly the impact on ICI adoption, human capital investments, and 
organizational change that the strict continental European regulations have. 

In terms of spillovers due to agglomeration or due to foreign investment, Canada is relatively well 
positioned. As noted in Goldfarb (2009), Canada has a relatively urban population (which led to early 
adoption of broadband by consumers). Canada has high levels of foreign direct investment, particularly 
from US firms (and recently some ICT-leading retailers like Wal-Mart). At the same time, the evidence 
for spillovers of any kind is limited outside of foreign direct investment. 

Of course, the above is all speculation. In the absence of actually analyzing data on Canadian firms, it 
is not possible to understand whether the differences in productivity and ICI performance between 
Canada, the United States, and Europe are due to human capital differences, regulations, positive 
externalities from spillovers, or some other factor. Specifically, the data requirements include firm- (or 
establishment-)level measures of organizational capital and organizational change (internal and 
external), geographic information, ICI  investments, regulatory environment and constraints, types of ICI  
used, human capital, and foreign ownership. This data needs to cover services as well as manufacturing. 
With new Canadian data coming online from the Survey of Innovation and Business Strategies, our • 
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• ability to answer these questions for manufacturing should improve substantially in the near future. 
Eventually, hopefully we will see a similar data set available for services. 

4. Conclusions and recommendations 

This review described the two main methods for assessing the contribution of ICI  to productivity: 
growth accounting and firm-level data ("micro-to-macro"). I have argued that growth accounting should 
be seen as a tool for understanding general trends. Growth accounting cannot be used to determine 
causal relationships and therefore growth accounting alone should not be used to drive policy. Instead, 
careful firm- (or establishment-) level analysis should be used to determine the causal effects of ICI on 
productivity, as well as the drivers of this relationship. 

Drawing on this firm-based literature, I have assessed the evidence on a number of drivers of ICT-
based total factor productivity growth. The first and clearest conclusion of the firm-based literature is 
that ICT improves productivity at the firm level in a variety of industries from trucking (Baker and 
Hubbard 2004) to health care (Miller and Tucker 2011). Second, the literature emphasizes that this 
positive relationship between ICT and productivity is only true when firms make investments in 
organizational capital that is complementary to  ICI.  Such investments include incentive systems, 
decentralized decision making, specific types of training, and perhaps external information gathering. 
This leads to the third conclusion in the literature: the essential role of human capital in converting  ICI 
into productivity. Essentially, workers need to have the necessary skills to efficiently use ICTs and to 
adapt them to a particular organization's needs. Otherwise, the investment had little benefit. Fourth, 
the literature emphasizes the role of location in determining whether there is a pool of workers with the 
required skills to use and adapt the technology. Fifth, the literature mentions that the conclusions vary 
by type of ICI. The impact of specific organizational changes, human capital investments and locations 
depend on whether the ICT is primarily about communication, information processing, memory, or 
some combination. Sixth, ICT investments by one firm generally do not appear to spill over to other 
firms in the same industry or region, likely because ICTs are an embodied technology. Finally, at the 
aggregate level, any changes in behaviour will only have an impact on overall productivity if the 
regulatory regime enables the most successful firms to grow (and the least successful firms to shrink or 
disappear). Highly regulated labour and product markets mean it is difficult for economies to reallocate 
resources to the most productive firms. 

In addition to these main conclusions, the literature also examines other issues such as differences 
across types of ICTs, the roles of privacy and intellectual property regulation, and the role of trade and 
foreign direct investment in generating productivity spillovers. On this last point, while productivity 
spillovers and network externalities have not been found to be particularly important to the ICI and 
productivity relationship, foreign direct investment is an important exception. US multinationals are 
associated with an increased ability of collocated non-US establishments to convert  ICI  investments to 
productivity. 

The firm-based literature therefore provides a more complete picture than the growth accounting 
literature and provides several broad policy recommendations: • 
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1. Do not simply subsidize  ICI  investment. Such investment needs to be accompanied by other 
investments such as organizational capital, co-invention, and human capital. 

2. Invest in training. Training includes human capital training in the use of ICTs (i.e. engineers) 
as well as management training in the effective organizational changes that accompany 
productive ICT deployments (i.e. MBAs). 

3. Perhaps most importantly, consider the role of the regulatory environment on the 
productive use of ICI.  Will the most efficient firms be able to grow? Will they be able to 
offer new products at different prices? Will the least efficient firms become less important 
and perhaps disappear? Are there any specific regulations on digital markets (such as 
privacy or intellectual property) that unduly limit the potential of firms to convert ICT 
investment into productive activity? 

More broadly, Van Reenen et al (2010) argue that instead of subsidies and tax incentives that focus 
on correcting market failures in ICI  investment, policies should focus on assisting the accumulation of 
the complementary factors of organizational capital and skills as well as ensuring that the regulatory 
environment does not prevent successful  ICI  investments from growing. 

The growth accounting literature helps us understand the potential importance of effective 
investment in ICI.  Specifically, this literature has shown that ICTs are a main source of growth in 
productivity since 1990. While the overall impact of ICTs on productivity are lower from growth 
accounting estimates than from firm-level estimates this is likely because the aggregated data mixes 
effective and ineffective  ICI  investments. Still, even with this mixing, ICTs have still been shown to be 
key elements of growth. 

The growth accounting literature has placed Canada as a middle-of-the-pack country in ICT-driven 
productivity growth. In many ways, Canada lags the United States but leads the European Union. Canada 
is a relative laggard in ICT investment levels, partly due to industry mix and partly due the relatively low 
ICI  investment levels in the retail sector. Thus far, there has been little micro-level analysis of Canadian 
data to understand if, when, and how Canadian firms have effectively turned  ICI  investments into 
productivity growth. 

The growth accounting literature suggests one area that gives reason for optimism is the relatively 
high Canadian dollar. Over the past 20 years, Canadian firms have lagged firms in many other countries 
in terms of ICT spending. Because Canadian firms are not generally ICT-producing, the strong Canadian 
dollar should mean that such investments are less expensive for Canadian firms. As ICI  investments 
become less expensive relative to other inputs, we should see more of them. And these investments, if 
combined with investments in organizational capital, co-invention, and human capital should lead to 
increasing total factor productivity if the effects observed in Europe and the United States apply here. 

The micro literature also suggests several explanations for Canada's relative position: low levels of 
post-secondary education relative to the United States and high levels relative to elsewhere, higher 
labour and product market regulation relative to the United States but lower levels than elsewhere, and 
high levels of foreign direct investment from the United States. 
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e Going forward, however, these explanations are only suggestive of the optimal policies. In order to 
understand the best policies for Canada in particular, it is important to have high quality micro analysis 
of Canadian firm- and establishment-level data. As Brynjolfsson and Saunders (2010) note, in the 
absence of high quality broadly representative data, productivity analysis risks appearing like a "drunk 
looking for his keys under a lamppost": he looks only where it is easy to see rather than where the keys 
are most likely to be. The temptation is to focus on easily measured aspects of the economy like 
manufacturing and tangible inputs and outputs; ignoring services and intangibles such as organizational 
capital. However, to effectively understand how  ICI impacts productivity in Canada (or anywhere), it is 
essential to have micro data on services and intangible inputs and outputs. This makes the data 
challenges harder but without this data, there is no way to develop effective policy recommendations. 
Ideally, the data would be firm- or establishment-level and contain measures of organizational capital 
and organizational change (including decentralization, external information focus, and incentive 
systems), geographic information, specific types of ICI  investments, regulatory environment, human 
capital investments, and foreign ownership. The new Survey of Business and Innovation Strategy is an 
important step in the direction of having the ideal data to conduct such analysis, at least for the 
manufacturing sector. The next task is to dig into this data, particularly once a panel of several years has 
been established. Eventually, a data set for services will improve our understanding even more. 

This analysis will allow Canadians to understand whether and how the conclusions of prior research 
on Europe and the United States apply here. For example, both Van Reenen et al (2010) and 
Brynjolfsson and Saunders (2010) emphasize a variety of complementary factors that drive effective ICI  
investment. It is important to analysis Canadian data to understand which of these are most important 
in Canadian industry, which of these Canadian industry has widely adopted, and which of these 
Canadian industry has not implemented. 
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