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Abstract 

Satellite-based mobile communications systems provide voice and data communications to users 
over a vast geographic area. The users may communicate via mobile or hand-held terminals, 
which may also provide access to terrestrial cellular communications services. While the first 
and second International Mobile Satellite Conferences (Pasadena, 1988 and Ottawa, 1990) mostly 
concentrated on technical advances, this Third IMSC also focuses on the increasing worldwide 
commercial activities in Mobile Satellite Services. Because of the large service areas provided 
by such systems — up to and including global coverage — it is important to consider political 
and regulatory issues in addition to technical and user requirements issues. 

The official Proceedings included approximately 100 papers presented in 11 sessions: the direct 
broadcast of audio programming from satellites; spacecraft technology; regulatory and policy 
considerations; hybrid networks for personal and mobile applications; advanced system concepts 
and analysis; user requirements and applications; current and planned systems; propagation; 
mobile terminal technology; modulation, coding and multiple access; and mobile antenna 
technology. This Addendum contains papers that were presented at the Conference but arrived 
too late to be included in the Proceedings, which was distributed at the Conference. In addition, 
this document contains the final attendee list for the Conference. 

This publication was prepared at the Jet Propulsion Laboratory, California Institute of 
Technology, under a contract with the National Aeronautics and Space Administration. 

Reference herein to any specific commercial product, process, or service by trade name, 
trademark, manufacturer, or otherwise, does not constitute or imply its endorsement by the 
United States Government; the Jet Propulsion Laboratory, California Institute of Te,chnology; 
the Department of Communications, Canada; or the Communications Research Centre. 

Reproduction of this document or any part of its contents may be made without restriction. 
Please reference "Proceedings of the Third International Mobile Satellite Conference, Pasadena, 
California, June 16-18, 1993. Co-sponsored by NASA/JPL and DOC/CRC." 

This document printed and bound in the United States of America. Additional copies may be 
obtained, subject to availability, at no change by contacting: SATCOM Publication Office, Jet 
Propulsion Laboratory, MS 601-237, 4800 Oak Grove Drive, Pasadena CA 91109, U.S.A. 
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fax 356-5049. 
Thomas A. Soulanille, Altadena Instruments, 55 W Del Mar Blvd, Pasadena, CA, 91105, U.S.A., 818 
405-1812. 
Joseph B. Dawson, American Mobile Satellite Corp., 10802 Parkridge Blvd., Reston, VA, 22091, 703 
758-6000; fax 758-6111. 
Charles Kittiver, American Mobile Satellite Corp., 10802 Parkridge Blvd., Reston, VA, 22091, 703 758- 
6000; fax 758-6111. 
Lon C. Levin, American Mobile Satellite Corp., 10802 Parkridge Blvd., Reston, VA, 22091, 703 758- 
6000; fax 758-6111. 
Chris McCleary, American Mobile Satellite Corp., 10802 Parkridge Blvd., Reston, VA, 22091, 703 758- 
6000; fax 758-6111. 
Charles E. Sigler, American Mobile Satellite Corp., 10802 Parkridge Blvd., Reston, VA, 22091, 703 
758-6000; fax 758-6111. 
Richard L. Anglin, Anglin & Giaccherini, 8601 Falmouth Ave, Suite 309, Playa del Rey, CA, 90293- 
8694, U.S.A., 310 306-5986; fax 306-7959. 
Kenneth L. Jackson, Ashtech, Inc, 1170 Kifer Rd, Sunnyvale, CA, 94086, U.S.A., 408 524-1450; fax 
524-1400. 
Ashok N. Datar, AT&T, Room 2A110H, PO Box 752, Bedminister, NJ, 07921, U.S.A., 908 234-6205; 
fax 234-7906. 
Thomas M. Sullivan, Atlantic Research Corp., 8201 Corporate Drive, Suite 350, Landover, MD, 
20785, U.S.A., 301 731-2280; fax 731-2238. 
Karl M. Frantz, Ball Telecommunication Products, PO Box 1235, Broomfield, CO, 80038-1235, U.S.A., 
303 460-2124; fax 460-2626. 
Leonard C. Ray, BDM Federal, Inc., 1501 BDM Way, McLean, VA, 22102-3204, U.S.A., 703 848- 
6717; fax 848-5282. 
Eugene J. Sokolowski, BDM Federal, Inc., 1501 BDM Way, McLean, VA, 22102-3204, U.S.A., 703 
848-5667; fax 848-5282. 
Richard S. Wolff, Bellcore, MRE 2M293, 445 South St, Morristown, NJ, 07962-1910, U.S.A., 201 829- 
4537; fax 829-5888. 
Marco J. Rubin, Booz Allen & Hamilton Inc. Telecom Practice, 8283 Greensboro Dr, McLean, VA, 
221p2-3838, U.S.A., 703 902-4905; fax 902-3354. 
Rex A. Buddenberg, Buddenberg Consulting, 2151 Trapani Cir, Monterey, CA, 93940, U.S.A., 408 
646-9876. 
Bill Chung, California Eastern Labs, 4590 Patrick Henry Dr, Santa Clara, CA, 95056-0964, U.S.A., 408 
988-3500; fax 988-0279. 
Bill Marcus, California Eastern Labs, Inc., 4590 Patrick Henry Dr, Santa Clara, CA, 95056-0964, U.S.A., 
408 988-3500; fax 988-0279. 
Mark Lawrence, Calling Communications, 1900 W Garvey Ave S, Suite 200, West Covina, CA, 91790, 
U.S.A., 818 856-0671; fax 962-0758. 
David P. Patterson, Calling Communications Corp., 1900 W Garvey S, Suite 200, West Covina, CA, 
91790, U.S.A., 818 856-0671; fax 962-0758. 
Edward Tuck, Calling Corporation, 1900 W Garvey S, Suite 200, West Covina, CA, 91790, U.S.A., 818 
962-3562; fax 962-0758. 
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Gregory Urbiel, CBS Radio, 16550 W Nine Mile Rd, Southfield, MI, 48086, U.S.A., 313 423-3366; fax 
882-3017. 
Les Levitt, Celeritek Inc., 617 River Oaks Pkwy, San Jose, CA, 95134, U.S.A., 408 433-0335 x281; fax 
433-0991. 
Matthew R. Willard, Colorado Technologies, PO Box 78, Ouray, CO, 81427, U.S.A., 303 325-7201; 
fax 325-4328. 
Horst Salzwedel, Comdisco Systems, Inc., 919 E Hillsdale Blvd, Suite 300, Foster City, CA, 94404, 
U.S.A., 415 378-7537; fax 358-3601. 
Dilip Gokhale, Comsat Corp., 22300 Comsat Dr, Clarksburg, MD, 20879, U.S.A., 301 428-4220; fax 
428-7747. 
George W. Zachman, COMSAT Corp., 950 L'Enfant Plaza SW, Washington, DC, 20024, U.S.A., 202 
863-6764; fax 863-7418. 
Forrest F. Tzeng, COMSAT Laboratories, 22300 Comsat Dr, Clarksburg, MD, 20871, U.S.A., 301 428- 
4659; fax 428-7747. 
William A. Sandrin, Comsat Labs, 22300 Comsat Dr, Clarksburg, MD, 20871-9475, U.S.A., 301 428- 
4216; fax 428-7747. 
Ziad Sleem, ComSearch, 11720 Sunrise Valley Dr, Reston, VA, 22091, U.S.A., 703 476-2639; fax 476- 
2697. 
Mark A. Sturza, Consultant, 22647 Ventura Blvd #316, Woodland Hills, CA, 91364, U.S.A., 818 703- 
8051; fax 703-6402. 
Erik J. Goldman, dbX, 150 N Meramec, Suite 620, St Louis, MO, 63105, U.S.A., 314 746-0550; fax 
721-3410. 
Thomas R. Rudd, dbX, 150 N Meramec, Suite 620, St Louis, MO, 63105, U.S.A., 314 746-0550; fax 
721-3410. 
Richard Dean, Department of Defense, R22, 9800 Savage Rd, Ft Meade, MD, 20755, U.S.A., 301 688- 
0293; fax 688-0289. 
William E. Hess, Department of Navy, 42 Ridge Rd, Stafford, VA, 22554, U.S.A., 202 282-2851. 
Elliott H. Drucker, Drucker Associates, 12124 NE 144th St, Kirkland, WA, 98034, U.S.A., 206 820- 
3411; fax 820-3411. 
John R. Hoelzel, E-Systems, 10530 Rosehaven St, Suite 200, Fairfax, VA, 22030, U.S.A., 703 352- 
0300; fax 691-3067. 
Wolfhard J. Vogel, EERL/University of Texas, 10100 Burnet Rd, Austin, TX, 78758-4497, U.S.A., 
512 471-8608; fax 471-8609. 
Edward J. Martin, EJM International, 7122 Plantation Ln, Rockville, MD, 20852, U.S.A., 301 770- 
0984; fax 881-5726. 
Neel Howard, Ellipsat, 1120 19th St NW, Suite 480, Washington, DC, 20036, U.S.A., 202 466-4488; 
fax 466-4493. 
Mark R. Dickinson, FAA Technical Center, ACD-330, Atlantic City Intl Airport, NJ, 08405, U.S.A., 609 
485-6993; fax 485-5451. 
Karen Burcham, Federal Aviation Administration, 800 Independence Ave SW, ARD-70, Washington, 
DC, 20591, U.S.A., 202 287-8719; fax 267-5418. 
Robert S. Jae, Federal Bureau of Investigation, Radio Engineering Unit, FBI Academy, Building 
27958A, EK7, Quantico, VA, 22135, U.S.A., 703 630-6422; fax 630-6620. 
Thomas P. Kozlowsky, Federal Bureau of Investigation, Radio Engineering Unit, FBI Academy, 
Building 27958A, EK7, Quantico, VA, 22135, U.S.A., 703 630-6652; fax 630-6620. 
Ken Abend, GORCA Systems, PO Box 2325, Cherry Hill, NJ, 08034-0181, U.S.A., 609 273-8200; fax 
273-8288. 
Allen H. Levesque, GTE Government Systems, SCSD/33, 100 First Ave, Waltham, MA, 02254-1191, 
U.S.A., 617 466-3729; fax 466-3720. 
Gregory Turner, Harris Corp., MS 19/4844, PO Box 94000, Melbourne, FL, 32902, U.S.A., 407 727- 
4857; fax 727-4016. 
Roland Hassun, Hewlett-Packard, Bldg ????, 1501 Page Mill Rd, Palo Alto, CA, 94303, U.S.A., 415 
857-2919; fax 494-1379. 
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Tim Carey, Hewlett-Packard Co., Bldg 5U0, 1501 Page Mill Rd, Palo Alto, CA, 94303, U.S.A., 415 857- 
3667; fax 494-1379. 
Robert Mortenson, Hewlett-Packard Co., 1421 S Manhattan Ave, Fullerton, CA, 92631, U.S.A., 714 
758-5874; fax 758-7537. 
Denis K. Leverson, Hughes, Bldg S64, MS B433, PO Box 80002, Los Angeles, CA, 90009, U.S.A., 
310 364-7216; fax 364-5545. 
Randall S. Glein, Hughes Aircraft Co., Bldg S64, MS B433, PO Box 80002, Los Angeles, CA, 90009, 
U.S.A., 310 364-5910; fax 364-5545. 
Klaus G. Johannsen, Hughes Aircraft Co., Space and Communications Group, PO Box 92919, Los 
Angeles, CA, 90009, U.S.A., 310 364-7936; fax 364-7185. 
Stephen Klausner, Hughes Communications, Bldg R35/D436, PO Box 92424, Worldway Ctr, Los 
Angeles, CA, 90009, U.S.A., 310 364-4952; fax 364-4775. 
Carson E. Agnew, Hughes Communications, Inc., S66/D468, PO Box 92424, Los Angeles, CA, 
90009, U.S.A., 310 607-4260; fax 607-4008. 
Scott R. Mills, Hughes Space and Communications, Bldg S64, MS A421, PO Box 92919, Los 
Angeles, CA, 90009, U.S.A., 310 364-6148; fax 364-7004. 
Eugene H. Kopp, Hughes Space Co., Bldg S64, MS A432, PO Box 92919, Los Angeles, CA, 90009, 
U.S.A., 310 364-7962; fax 364-7185. 
George K. Tajima, Hull Electronics, 1100-B N Magnolia Ave, El Cajon, CA, 92020-0628, U.S.A., 619 
447-0036; fax 444-0628. 
Jerrold D. Adams, Iridium, Inc., 1350 Eye St NW, Suite 400, Washington, DC, 20005, U.S.A., 202 371- 
6880 x6878; fax 842-0006. 
James D. Litton, JDL Consultants, PO Box 571806, Tarzana, CA, 91357, U.S.A., 818 883-0766; fax 
883-0845. 
Brian S. Abbe, Jet Propulsion Laboratory, M/S 238-420, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 354-3887; fax 354-6825. 
Martin Agan, Jet Propulsion Laboratory, M/S 238-420, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 354-3426; fax 354-6825. 
Paul M. Barriga, Jet Propulsion Laboratory, M/S 238-420, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 354-3887; fax 354-6825. 
Randy Cassingham, Jet Propulsion Laboratory, M/S 601-237, 4800 Oak Grove Dr, Pasadena, CA, 
91109-8099, U.S.A., 818 354-0455; fax 393-9876. 
Alan Cha, Jet Propulsion Laboratory, M/S T-1708, 4800 Oak Grove Dr, Pasadena, CA, 91109-8099, 
U.S.A., 818 354-0412; fax 393-0096. 
Faramaz Davarian, Jet Propulsion Laboratory, M/S T-1708, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 354-0412; fax 393-0096. 
Arthur Densmore, Jet Propulsion Laboratory, MS 161-213, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 354-4733; fax 393-6875. 
Dariush Divsalar, Jet Propulsion Laboratory, MS 238-420, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 393-5138; fax 354-6825. 
Polly Estabrook, Jet Propulsion Laboratory, MS 238-420, 4800 Oak Grove Dr, Pasadena, CA, 91109, 
U.S.A., 818 354-2275; fax 353-4643. 
Keyvan H. Farazian, Jet Propulsion Laboratory, MS 238-420, 4800 Oak Grove Dr, Pasadena, CA, 
91109-8099, U.S.A., 818 354-4630; fax not given. 
Nasser Golshan, Jet Propulsion Laboratory, MS 161-241, 4800 Oak Grove Dr, Pasadena, CA, 91109, 
U.S.A., 818 354-0459; fax 393-4643. 
Valerie Gray, Jet Propulsion Laboratory, M/S 506-415, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 397-7472; fax 397-7020. 
Thomas C. Jedrey, Jet Propulsion Laboratory, MS 238-420, 4800 Oak Grove Dr, Pasadena, CA, 
91109-8099, U.S.A., 818 354-5187; fax 393-6825. 
Vinod B. Kapoor, Jet Propulsion Laboratory, M/S T-1202, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 354-7246; fax 354-7521. 
Robert K. Kwan, Jet Propulsion Laboratory, MS 238-420, 4800 Oak Grove Dr, Pasadena, CA, 91109, 
U.S.A., 818 354-2349; fax 354-6825. 
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Gary K. Noreen, Jet Propulsion Laboratory, MS 230-235, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 393-1097; fax 393-1227. 
Deborah Pinck, Jet Propulsion Laboratory, M/S 161-228, 4800 Oak Grove Dr, Pasadena, CA, 91106- 
8099, U.S.A., 818 354-8041; fax 393-4643. 
Lance Riley, Jet Propulsion Laboratory, M/S 180-603, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 354-0401; fax 354-7354. 
Richard P. Romer, Jet Propulsion Laboratory, M/S T-1202, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 354-7386; fax 393-6229. 
Marvin K. Simon, Jet Propulsion Laboratory, M/S 161-228, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 354-3955; fax 393-4643. 
Edward C. Stone, Jet Propulsion Laboratory, M/S 180-904, 4800 Oak Grove Dr, Pasadena, CA, 
91109-8099, U.S.A., 818 354-3405. 
Laif Swanson, Jet Propulsion Laboratory, M/S 238-420, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 354-2757; fax 354-6825. 
Haiping Tsou, Jet Propulsion Laboratory, MS 238-420, 4800 Oak Grove Dr, Pasadena, CA, 91109- 
8099, U.S.A., 818 354-2393; fax not given. 
Ann N. Tulintseff, Jet Propulsion Laboratory, MS 161-213, 4800 Oak Grove Dr, Pasadena, CA, 91106- 
8099, U.S.A., 818 354-7255; fax 393-6875. 
Arvydas Vaisnys, Jet Propulsion Laboratory, MS 161-260, 4800 Oak Grove Dr, Pasadena, CA, 91109, 
U.S.A., 818 354-6219; fax 393-4643. 
William J. Weber, Jet Propulsion Laboratory, MS 238-540, 4800 Oak Grove Drive, Pasadena, CA, 
91109-8099, U.S.A., 818 354-3924; fax 393-6686. 
T.K. Wu, Jet Propulsion Laboratory, MS 161-213, 4800 Oak Grove Dr, Pasadena, CA, 91109-8099, 
U.S.A., 818 354-1261; fax 393-6875. 
Laura C. Steele, Jet Propulsion Laboratory/University of Colorado, 4756 McKinley Dr, Boulder, CO, 
80303, U.S.A., 303 447-0143; fax 492-1112. 
John K. Roach, JKR Associates, PO Box 116, Melbourne, FL, 32902, U.S.A., 407 773-2512; fax 728- 
1833. 
Julius Goldhirsh, Johns Hopkins University, Applied Physics Lab, Bldg 23, Johns Hopkins Rd, Laurel, 
MD, 20723, U.S.A., 301 953-5042; fax 953-5548. 
James R. Stuart, LEO ONE Corp., 1082 W Alder St, Louisville, CO, 80027-1046, U.S.A., 303 666- 
0662; fax 666-0388. 
Leslie Taylor, Leslie Taylor Associates, 6800 Carlynn Ct, Bethesda, MD, 20817-4302, U.S.A., 301 229- 
9341; fax 229-3148. 
William D. Wade, Lockheed Missies and Space Co., Dept 6240, Bldg 076, 1111 Lockheed Wy, 
Sunnyvale, CA, 94089, U.S.A., 408 742-6110; fax 742-3300. 
Roger Taur, Lockheed Missles & Space Co., 1405 Redwood Dr, Los Altos, CA, 94024, U.S.A., 408 
756-8472; fax 742-3300. 
Jamal Izadian, Loral Qualcomm Satellite Services, M/S G54, 3825 Fabian Way, Palo Alto, CA, 94303- 
4604, U.S.A., 415 852-5512; fax 852-5656. 
Robert A. Wiedeman, Loral Qualcomm Satellite Services, M/S G35, 3825 Fabian Way, Palo Alto, CA, 
94303, U.S.A., 415 852-6201; fax 852-5656. 
Ed Hirschfield, Loral Qualcomm Satellite Services, Inc., 7375 Executive PI, Suite 101, Seabrook, MD, 
20706, U.S.A., 301 805-0590?; fax 805-0595. 
Paul A. Monte, Loral Qualcomm Satellite Services, Inc., 3825 Fabian Way, G-35, Palo Alto, CA, 94303, 
U.S.A., 415 852-4128; fax 852-4148. 
Robert C. Reines, Los Alamos National Laboratory, MS J591, PO Box 1663, Los Alamos, NM, 87545, 
U.S.A., 505 665-3778; fax 665-2350. 
Jalal Alisobhani, Magnavox Electronic Systems, 2829 Maricopa St, Torrance, CA, 90503, U.S.A., 310 
618-1200; fax 618-7001. 
Robert C. Jordan, Martin Marietta, 2360 Parkview Dr, Norristown, PA, 19403, U.S.A., 215 531-4304; 
fax 962-3687. 
Ronald A. Schneiderman, Microwaves & RF Magazine, 611 Route 46 W, Hasbrouck Heights, NJ, 
07604, U.S.A., 201 393-6292; fax 393-6297. 
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Bruce F. McGuffin, MIT Lincoln Laboratory, 244 Wood St, Lexington, MA, 02173, U.S.A., 617 981- 
5590; fax 981-0785. 
Anh Q. Le, Mitre Corp.,  MIS  W622, 7525 Colshire Dr, McLean, VA, 22102, U.S.A., 703 883-6612; fax 
883-6708. 
Jane Bryant, Mobile Satellite News, 1201 Seven Locks Rd, Potomac, MD, 20854, U.S.A., 301 340- 
7788 x273; fax 424-4297. 
John E. Hatlelid, Motorola Inc., MS G1140, 2501 S Price Rd, Chandler, AZ, 85248-2899, U.S.A., 602 
732-2280; fax. 
Carrie L. Devieux, Motorola SATCOM, MS G1124, 2501 S Price Rd, Chandler, AZ, 85248, U.S.A., 
602 732-3109; fax 732-3046. 
Dale Grimes, Motorola Satellite Communications, MS G-1156, 2501 S Price Rd, Chandler, AZ, 85248, 
U.S.A., 602 732-2071; fax 732-3046. 
Gerald M. Munson, Motorola Satellite Communications, 2501 S Price Rd, Chandler, AZ, 85248-2899, 
U.S.A., 602 732-3878; fax 732-2305. 
James R.  Ramier,  NASA Headquarters, Code CS, Washington, DC, 20546, U.S.A., 202 358-4656. 
Geoffrey A. Giffin, NASA Office of Advanced Concepts & Technology, Code AS, Washington, DC, 
20546, U.S.A., fax 202 358-3084. 
James E. Hollansworth, NASA/Lewis Research Center, MS 54-2, 21000 Brookpark Rd, Cleveland, 
OH, 44135, U.S.A., 216 433-3458; fax 433-8705. 
Edward F. Miller, NASA/Lewis Research Center, 21000 Brookpark Rd, Cleveland, OH, 44135, U.S.A., 
216 433-3479; fax 433-8705. 
Shizuo Hoshiba, NASDA, 633 W 5th St, Suite 5870, Los Angeles, CA, 90071, U.S.A., 213 688-7758; 
fax 688-0852. 
Kenneth B. Boheim, National Communications System, 701 S Court House Rd, Arlington, VA, 22204- 
2199, U.S.A., 703 692-2814; fax 746-7184. 
John J. O'Connor, Jr., National Communications System, 701 S Court House Rd, Arlington, VA, 
22204-2199, U.S.A., 703 692-9845; fax 746-7184. 
Ronald Bell, NCCOSC, RDT&E Division, RDT&E Division, Room 0053A, 53570 Silvergate Ave, San 
Diego, CA, 92152-5109, U.S.A., 619 553-3563; fax 553-3540. 
Joseph McCartney, NCCOSC, RDT&E Division, RDT&E Division 432, Room 0053A, 53570 Silvergate 
Ave, San Diego, CA, 92152-5109, U.S.A., 619 553-3564; fax 553-3540. 
Hiroya Nakata, NEC America, Inc., 14040 Park Center Rd, Heradon, VA, 22071, U.S.A., 703 834- 
4478; fax 834-4485. 
Alexander Nehring, Nering Laboratories, PO Box 209, Ridgefield, CT, 06877, U.S.A., 203 431-3597; 
fax 431-4326. 
Vern Riportella, Network Services International/GONETS, PO Box 357, 1 Fox Hill Dr, Warwick, NY, 
10990, U.S.A., 914 986-6904; fax 986-3875. 
Jeffrey D. Jenkins, New Mexico State University, 301 N. Roadrunner Pkwy #1011, Las Cruces, NM, 
88001, U.S.A., 505 646-6287; fax 646-1435. 
Donald K. Dement, NOVACOM, Inc., 1568 Ritchie Ln, Annapolis, MD, 21401, U.S.A., 410 858-5702; 
fax 280-3979. 
William Taiyoshi, Odyssey Program, 3478 Eagle St, Los Angeles, CA, 90063, U.S.A., 310 814-5892; 
fax 812-7111. 
Paul A. Locke, Orbital Communications Corp., 12500 Fair Lakes Circle, Fairfax, VA, 22033, U.S.A., 703 
818-2871; fax 631-3610. 
Jay Ramasastry, Qualcomm, Inc., 1233 20th St NW, Suite 202, Washington, DC, 20036, U.S.A., 202 
223-1727; fax 820-2161. 
Andrew J. Viterbi, QUALCOMM Inc., 10555 Sorrento Valley Rd, San Diego, CA, 92121-1617, U.S.A., 
619 597-5702; fax 597-5800. 
Kwangwook Vie, Qualcomm Inc., 10555 Sorrento Valley Rd, San Diego, CA, 92121, U.S.A., 619 587- 
1121 x1643; fax 597-5998. 
Richard H. Emmons, Radio Central News, PO Box 12634, Santa Ana, CA, 92701, U.S.A., 714 559- 
9251; fax not given. 
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Edison M. Cesar, Jr., Rand, 1700 Main St, PO Box 2138, Santa Monica, CA, 90406-2138, U.S.A., 
310 393-0411; fax 393-4818. 
Katherine M. Poehlmann, Rand, 1700 Main St, MS 4E, PO Box 2138, Santa Monica, CA, 90406- 
2138, U.S.A., 213 393-0411 x7594; fax 393-4818. 
Edward Bedrosian, Rand Corp., PO Box 2138, 1700 Main St, Santa Monica, CA, 90407-2138, U.S.A., 
310 393-0411, x6503; fax 393-4818. 
Susan M. Everingham, Rand Corp., 1700 Main St, Santa Monica, CA, 91104, U.S.A., 310 393-0411 
x7784; fax 393-4818. 
Gaylord K. Huth, Rand Corp., PO Box 2138, 1700 Main St, Santa Monica, CA, 90407-2138, U.S.A., 
310 393-0411, x6812; fax 393-4818. 
David W. Best, Rockwell International, MS W127-100, 400 Collins Rd NE, Cedar Rapids, IA, 52498- 
1000, U.S.A., 319 395-3081; fax 395-1766. 
Howard Burger, Rockwell International, 350 Collins Rd NE, Cedar Rapids, IA, 52498, U.S.A., phone/fax 
not given. 
Santanu Dutta, Rockwell International, MS W127-100, 400 Collins Rd NE, Cedar Rapids, IA, 52498- 
1000, U.S.A., 319 395-8257; fax 395-1766. 
Robert H. Sternowski, Rockwell International, MS 137-156, 855 35th St, Cedar Rapids, IA, 52498, 
U.S.A., 319 395-5736; fax 395-5742. 
Larry D. Scott, Sandia National Laboratories, Dept  9615, PO Box 5800, Albuquerque, NM, 87185- 
5800, U.S.A., 505 844-8786; fax 844-0708. 
Timothy A. Devine, Sandia National Labs, Dept  9615, PO Box 5800, Albuquerque, NM,  871 85- 

 5800, U.S.A., 505 844-6234; fax 844-0708. 
Kevin T. Malone, Sandia National Labs, Div 9615, PO Box 5800, Albuquerque, NM, 87112, U.S.A., 
505 844-8561; fax 844-4658. 
Hussain A. Haddad, SAR Systems, 3770 22nd St, Boulder, CO, 80304, U.S.A., 303 443-1533; fax 
443-1533. 
Sue M. Marek, Satellite Communications, 6300 S Syracuse Wy #650, Englewood, CO, 80111, U.S.A., 
303 220-0600; fax 773-9716. 
Jonathan S. Cave, Scientific Atlanta, MS 38-A, 4291 Communications Dr, Norcross, GA, 30093-2999, 
U.S.A., 404 903-6084; fax 903-5346. 
Richard B. Harris, Scientific Atlanta, MS 38-A, 4291 Communications Dr, Norcross, GA, 30093-2999, 
U.S.A., 404 903-6412; fax 903-5346. 
John M. Seavey, Seavey Engineering Associates, 135 King St, PO Box 44, Cohasset, MA, 02025, 
U.S.A., 617 383-9722; fax 383-2089. 
Alan J. Stewart, Seavey Engineering Associates, 135 King St, PO Box 44, Cohasset, MA, 02025, 
U.S.A., 617 383-9722; fax 383-2089. 
Daniel P. Sullivan, Sierracom, 4016 Via Cardelina, Palos Verdes, CA, 90274, U.S.A., 310 375-3709; 
fax 373-5526. 
Emeric I. Podraczky, Space Systems, 7112 Armat Dr, Bethesda, MD, 20817, U.S.A., 301 469-6530; 
fax 469-0312. 
Louis J. lppolito, Stanford Telecommunications, 1761 Business Center Dr, Reston, VA, 22090, 
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ABSTRACT 

The NASA/VOA Direct Broadcast Satellite - Radio 
(DBS-R) Program will be using a NASA Tracicing Data 
Relay Satellite (TDRS) satellite at 62° West longitude 
to conduct live satellite S-band propagation experiments 
and demonstrations of satellite sound broadcasting over 
the next two years (1993-1994) (See Figure 1). The 
NASA/VOA DBS-R program has applied intensive 
effort to gamer domestic and international support for 
the DBS-R concept. An S-band DBS-R allocation was 
achieved for Region 2 at WARC-92 held in Spain. 
With this allocation, the DBS-R program now needs to 
conduct S-band propagation experiments and systems 
demonstrations that will assist in the development of 
planning approaches for the use of Broadcast Satellite 
Service (Sound) frequency bands prior to the planning 
conference called for by WARC-92. These activities 
will also support receiver concept development applied 
to qualities ranging from AM to Monophonic FM, 
Stereophonic FM, Monophonic CD, and Stereophonic 
CD quality. 

INTRODUCTION 

The Direct Broadcast Satellite - Radio (DBS-R) 
Program is a joint effort betwe,en The National 
Aeronautics and Space Administration (NASA) and the 
United States Information Agency/Voice of America 
(USIA/VOA). In May, 1990, an interagency agreement 
established a detailed, multi-year technical effort with 
joint management and fimding by both agencies. The 
agreement established a program designed to provide 
service and technology definition and development 
contributing to commercial implementation of a direct-
to-listener satellite sound broadcasting service, thereby 
benefiting the U.S. satellite communications industry. 
NASA's Lewis Research Center (LeRC) was.assigned 
program management responsibilities within NASA for 
the effort, while specific task areas were carried out by 
LeRC and the Jet Propulsion Laboratory (JPL). LeRC 
and JPL efforts for the DBS-R Program are conducted 
under the auspices of NASA's Office of Advanced 
Concepts and Technology [1]. 

A DBS-R service has been under discussion 
domestically since at least 1967, and internationally 
since at least 1971. Evolution of digital and mobile 
satellite communications technologies has enhanced the 
potential quality and availability of a DBS-R service 
well beyond original expectations. By its nature, a 
DBS-R satellite system can be very flexible in its 
antenna coverage area-from approximately 100,000 
square mile coverage area using a 10  spot beam to 
1,000,000 square mile coverage area using a 3° spot 
beam-depending upon the desired broadcast area to be 
reached with the necessary power flux density [2]. 

DBS-R will also be able to offer audio signals with 
various levels of sound quality-ranging from robust AM 
quality, through monophonic FM quality, stereophonic 
FM quality, monophonic CD quality and stereophonic 
CD quality. DBS-R digital audio signals will be able to 
reach a variety of radio re,ceiver types (fixed, portable, 
and mobile) in various environments (indoor/outdoor, 
rural, urban, and suburban). Studies have shown that 
DBS-R systems can provide an economical cost per 
broadcast-channel-hour for wide-area coverage [2]. As 
the potential quality and availability of a direct-to-
listener satellite radio service have evolved, so has 
recognition of the desirability of such a service. As a 
consequence, the 1992 World Administrative Radio 
Conference (WARC) established new frequency 
allocations for the Broadcast Satellite Service (BSS) 
(Sound). 

DBS-R offers listeners and service originators many 
benefits not previously available in the audio broadcast 
medium. Satellites can broadcast on a single channel to 
a national, regional, or continental audience. Wider 
coverage presents new oppornmities for audience access 
to a variety of types of programming. Such 
programming might include educational, cultural, 
national, or target audience-oriented broadcasts which 
may not be economically attractive to offer in any other 
way. Commercial radio broadcasting has not seen a 
more dramatic possibility for change since the 
introduction of FM stereo broadcasting. 
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THE DBS-R PROGRAM 

The DBS-R Program is managed within the 
Communications Systems Branch of the Space 
Electronics Division at NASA's Lewis Research Center 
(LeRC), and the Voice of America's Office of 
Engineering. Two specific areas of the DBS-R 
program that need significant effort and study are 
propagation at S-band and targeted demonstrations. 

1992 WORLD ADMINISTRATIVE RADIO 
CONFERENCE ACTIVITIES 

The International Telecommunications Union, an 
organization within the United Nations, convenes 
periodic Administrative Radio Conferences to construct 
agreements among member nations on the use of radio 
frequency spectrum. The World Administrative Radio 
Conference for dealing with Frequency Allocations in 
certain parts of the Spectrum, was held February 3 - 
March 2, 1992, to consider frequency allocations for 
the Broadcast Satellite Service (Sound) in the 500-3000 
MHz portion of the spectrum [3 and 4]. 

NASA and VOA made extensive contributions to 
the U.S. Conference preparations conducted by the 
Department of State, the Federal Communications 
Commissions (FCC) and the National Tele,communi-
cations and Information Administration (NTIA), 
particularly by providing numerous U.S. inputs on the 
subject of the BSS (Sound) to the International Radio 
Consultative Committee (CCIR). 

WARC-92 established multiple frequency 
allocations for the BSS (Sound), within which DBS-R 
systems may be implemented. These allocations vary 
by nation (See Exhibit 1). The U.S. will use the 2310- 
2360 MHz band. The band 1452-1492 MHz was 
allocated to this service for a majority of nations 
throughout the world. However, in some nations, this 
allocation is secondary to other existing allocations until 
the year 2007. The band 2535-2655 MHz was allocated 
to BSS (Sound) for a number of nations in Eastern 
Europe, Commonwealth of Independent States, and 
Asia. The WARC also recommended that a future 
WARC be held prior to 1998, in order to plan the use 
of frequency bands allocated to the BSS (Sound) service 
(Ref. 3&41). 

PROPAGATION STUDIES AND 
MEASUREMENTS 

NASA conducts propagation research through JPL 
with investigative support currently performed by the 
University of Texas-Austin. Prior to WARC-92, the 

University of Texas-Austin conducted extensive 
propagation studies relevant to DBS-R in the frequency 
range 800 MHz to 1800 MHz. 

The goal of these studies was to provide propagation 
data models to the United States WARC-92 Delegation 
and disburse the data to other countries that were 
interested in DBS-R. Additionally, the data was made 
available to satellite system engineers to assist in the 
design of DBS-R systems. 

The research has shown that attenuation varies 
depending on the environment the receiver is in. 

Indoors 

During this phase of the propagation studies 
representative types of buildings were studied to 
determine what effect they had on the simulated satellite 
signal(s). These studies indicated that receivers located 
indoors in a building could experience impaired 
reception depending upon location. By moving the 
receiver or antenna only tens of centimeters the 
reception quality would improve from impaired to 
acceptable or better. More importantly, this research 
demonstrated that direct indoor reception of a digital 
audio signal transmitted by satellite is feasible with 
receiver antenna gain. 

Outdoors/Mobile 

During this phase of the propagation study 
representative measurements were made under varying 
environmental conditions from a sunny clear day to 
cloudy, rainy, and foggy days. Locations varied from 
the desert environment of Texas, to the mountains and 
seacoast of the pacific northwest to the middle west (St 
Louis, MO) and east coast (Connecticut and 
Washington, D.C.). The research indicated that 
outdoor mobile reception of a DBS-R satellite service 
was feasible. 

Results of these studies contributed significantly to 
characterizing the indoor/outdoor/ mobile DBS-R 
reception environment and have formed the basis for 
several U.S. contributions to the CCIR, CITEL and 
other such organizations. 

Our link budget calculation and experiments 
indicate that a relatively high powered satellite would 
be required. Ideally, the satellite should have at least 
an EIRP of 50 to 60 dBW which will allow sufficient 
link margins. 

Propagation Studies Post WARC-92. 

WARC-92 concluded with the United States 
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Allocation for DBS-R at S-band (2310-2360 MHz). 
The allocation is in the process of being approved by 
the Federal Communications Commission. It is 
necessary that new propagation studies be conducted at 
S-band. The specific purpose of studies would be to 
develop the propagation characteristics for S-band. 

NASA currently has available, on a scheduled 
basis a TDRS satellite located at 62° West longitude 
(see Figure 1). Currently, the satellite in this "spare" 
position is the latest TDRS launched by NASA in mid 
January 1993. From this location elevation angles 
range from 10° for the extreme northwest corner of 
CONUS to better than 40° for southeast CONUS (See 
Figure 2). The TDRS satellite provides single-access 
service to low-earth mbiting spacecraft at both S-band 
and Ku-band via two steerable 4.9 meter antennas. (it 
also provides S-band multiple access service via an S-
band helical phased array.) The two S-band single 
access (SSA) forward links (one per 4.9 m antenna) are 
normally used to transmit command data from the 
ground to LEO spacecraft at rates up to 300 kbps. The 
plan is that one of these forward links be used to serve 
as a satellite downlink to a DBS-R receiver in the 
2020.435-2123.315 MHz frequency band which is near 
the 2310-2360 MHz DAB allocation. (These are the 3- 
dB band edges. In this range, the TDRS SSA forward 
link carrier frequency is user selectable over the 
2030.435-2113.315 MHz region with a 20 MHz 
maximum allowable channel bandwidth which is limited 
by the forward processor hardware onboard the TDRS). 
Utilizing the TDRS in this fashion will provide a peak 
transmit EIRP of 46.5 dBW (26W S-band TWT 
transmitting through a 4.9 meter, 42% efficiency 
antenna with 4.4 dB line loss). This is nearly 63 times 
the EIRP of the INMARSAT's MARECS-B satellite 
used in the initial L-band experiments with an EIRP of 
28.6 dBw. With TDRS, link margins for indoor 
portable reception of DBS-R are estimated to range 
from 10.77 dB (for reception of 192 kbps CD-quality 
audio at 20° elevation) to 18.95 dB (for reception of 32 
kbps AM quality audio at 40° elevation) (See Tables 2- 
4). This assumes an indoor receiver with a G/T of - 
14.7 dB/K and 104  BER performance using QPSK 
modulation with rate 1/2, K=7 convolutional coding. 
For mobile reception using an omni-directional antenna 
with a receiver G/T of -19 dB/K, link margins range 
from 4.47 dB (reception of 192 kbps at 20° elevation) 
to 12.65 dB (reception of 32 kbps at 40° elevation) (See 
Tables 5-7). These margins are substantially larger 
than those of the earlier experiments. 

It is NASA's intention to utilize the TDRS 
capabilities, in conjunction with the ongoing 
propagation studies at JPL and the University of Texas, 

to better understand the S-band propagation 
characteristics. While the results will not be at the 
authorized DBS-R allocation frequencies extrapolation 
of the data can be made to accurately reflect the signal 
characteristics at the U.S. authorization and the upper 
S-band (2535-2655 MHz) allocation. Recognizing these 
facts we are currently in the process of developing a 
very extensive S-band propagation study. 

Lewis Research Center in coordination with JPL 
has developed an initial TDRS S-Band propagation 
measurement plan that will address the following: (1) 
all or most of the issues that were addressed in the 
initial propagation plan and discussed earlier in this 
paper; (2) using as much of the existing equipment 
from the previous L-band experiments but shifting to 
the new S-band capability will allow us to accomplish 
most of the items in 1 plus the followimg: (a) mobile 
measurements of amplitude and phase in urban, 
suburban, and rural environments, and (b) probe spatial 
signal structure in buildings, in vehicles, behind trees, 
with linear positioner; and (3) using an airplane-
campaign tested delay-spread re,ceiver and new S-band 
front-end. 

FUTURE DEMONSTRATIONS 

It is the intention of NASA and the VOA to conduct 
various demonstrations during the period 1993 through 
1994. The purpose of these demonstrations would be to 
demonstrate DBS-R receiver technology, to evaluate 
propagation and multipath effects and to educate 
observers regarding the capabilities of a DBS-R service. 
Satellite demonstrations of a DBS-R type service will 
help significantly in the development of planning 
approaches for the use of BSS (Sound) frequency bands 
prior to the future planning conference. 

The first of these demonstrations is in conjunction 
with the Electronic Industries Association (EIA), 
Consumer Electronics Group, Digital Audio Radio 
Subcommittee which "will organize and initiate a fair 
and impartial analysis, testing and standards - setting 
program to determine which DAR technical system will 
best serve the consumer electronics industry and 
consumers." The EIA is planning to have 
demonstrations and testing of proponent systems in the 
July through December 1993 timeframe. This time 
schedule is paced by the fact that the CCIR plans to 
make its recommendations in 1994. 

Additional demonstrations will be planned around 
significant events which will have positive influence for 
DBS-R. At this point details concerning where and 
when such demonstrations should be conducted are still 
being evaluated. 
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9550, March 1992. 
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Conference, WARC -92, International [2] N. Golshan, 
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Study, Final Report, JPL Internal Document D-9550, 
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CONCLUSIONS 

The relatively high downlink EIRP of TDRS's 
Single Access S-band beam (46.3 dBW) is quite 
sufficient for our proposed propagation experiments and 
demonstrations for most if not all of our DBS-R 
concepts and innovations that have been or will be 
identified by the NASA/VOA DBS-R program team as 
critical for viable commercialization of this new and 
dynamic service. 
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Table 1.  ORS -3.  Broadcast Of 192 kbps Stereo CD 0.Iity Metal Audio Channel using TDRS 4.9 -meter SSA Antenna 
(Ku-tend feeder 1100 it via 183-meter (60')  101011061 01  White San00WMi f9210il016  00006.010th 1 3 GB ,  Ws) 

I GENERAL SYSTEM PARAMETF-RS 
1 50611110 0160.04.  (ke) 3578600 (GEO SIC Altitude) 

Uphole F10900009(014.) 14.70 (IC -bud °plink  50 1003 SOL  00100.0)
Do06dia6 Frequedy(GHa) 105  (S-0.04  Feeted 11.600.1005  SSA 4414110)
Require4  Value of Ebfalo (dB) , 330(10-4  BER mina CIPSIC am Rol/Lit-a Oà0v. Codad 
latertaatioe Iith Rua (ate) ow Chamet 192002 (Stereo CD Gualirr Didtal AMU)  

TRANSMIT TERMINAL PARAMETERS 
Adam Diamder(e) 1830 (60 fool White Saab Quad Tatminal) 
Transmit ^MOM Mecum OM 
1490X0105  PurertChannel Geer Mauer 300 
%ad Feed Lou (dB) -2-00 
Eandim Abe to Satellite (deg) 4000 (TORS Staulthe Weed at  6241g  W) 
Mumma  0410 (451) 65.99 
01150068 HPBW (deg) 008 
Truant Mauled Peak EIRP (MIN) 70.90  

SATELLITE PARAMETERS 
°dim Madam Diameter (at) 2.00 (TORS  2- 10a0.  SOL Added 
lJpilek NUM. Wiring 040  
Week SyNeat Node Tamp (X) 400000 
Liptak Maas. WOW (du) 0.72 
°peek  0.00011 0010  (dB1) 4101 
5000111l0 Realm Cin (0MK) 959 
Ooardid: Adams Diameter (d) 496 (TORS  41- war S-beid Slade Moos Adam) 
Doediak Adam EflIdemy 0.42 
Xpddra Poem/0mM (Or Made ■ 26.00 (26 W S-baad TWT) 
Doadlak Am.» Feel Lou (dB) -4.40 
Dratelink Adams FREW (des) 112 
Dotedlak AIIIMIM *m(01) 3641 
Statellite Trauma Ped: EIRP (d9W) 4643  

RECEIVE TERMINAL PARAMETERS 
NUM+ Dâmeser(e) OJO (5-bend lad= labk-bp pertege nreehar) 
Redid Amama Enemy 030 
tWasem Naha Temp (X) 62300 
Illoatkre AdM to Sattltha (deg) 40.00 
Adam Ode opo 1331 
Aasede  549870(4.3) 2164 

• TWIN», 0/T MINK) -1415 

eaummum mea m.:_g. 
muck a ume OR OR  

Tram& Poord/Oaddel °V) 100 699 260000 14.15 
%Mt Lim i...(d) -2.00 -4.40 
%de Me Diameter (m) 1830 4.90 
%Mt Ad ellkietay 030 012 
Mek Ad Otà 6599 3168 
Putt Xad EIRP(0194) »se 46.43 
Mai Rama (boa) 3777030 3777E30 
Prm-Spee Pads Lam (dB) -20134 -19023 
AmodMrie LooMdB) -030 -025 
Rah Lim (d13)(99916  104080019) -1.40 -030  
Ked All  °tidies Lam (dB) -010 -030 
Rem Mt %halm Lou (4 I) -0.50 -0.05 
Wm Ur« (E0C,Pelateer)(48) 0.00 -100 
POW« Fbn-Dmity («WM ̂ 2) -9146 -11641 
Rem Au Diameter (at) 2-00 030 
RomAatt Elhdeary 000 030 
RamAst Ode 4601 13.31 
Toul System Noia Teed (K) 400010 3612 623.00 27.96 
Raev 0/1' (dBAC) 999 -14.65 
Ilotadure Comm (dBWAt -Ha) -22660 -22060 
Iderrake Data Rate/Qumel(bpd 192000 5213 191000 5233  

GoADoott trait E0/140 (485 .---allir =Sr- 
Chetah E3040 (dB) 13.47 
MODEM Imemudatloa Lae (03) -100 
Reread EMU° ( M) 330 
10.6 Martha (413) UMMU 
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Available Downlink Lb/No (d 13 ) 

Themeteal Lb/No for 10-4 BER (dB) 
(QPSIL with R-I/2,K4 Con.. Coding) 
Receiver Implementation Loss (dB) 
Interference Degradation (dB) 
Total Receiver Lb/No Requirement (dB) 

Link  Mania (dB) at beam center (dB) 
Link Margin at 3-dB edge of coverage 

23.85 22.09 19.08 17.83 16.86 16.07 

3.30 3.30 3.30 3.30 3.30 3.30 

1.50 1.50 1.50 1.50 1.50 1.50 
0.50 0.50 0.50 0.50 0.50 0.50 
5.30 5.30 '5.30 5.30 5.30 5.30 

18.55 16.79 13.711 12.33 11.56 10.77 
15.55 13.79 10.78 9.53 8.56 7.77 

COMMENT& 
INDOOR TABLE-TOP CD-QUALITY RECEPTION WILL BE FEASIBLE IN MOST SINGLE FAMILY HOUSES 
INDOOR TABLE-TOP FM-QUALITY RECEPTION WILL BE FEASIBLE IN MOST BUILDINGS 

TABLE 3. DES-R LINK BUDGETS FOR INDOOR PORTABLE RECEPTION USING  TORS S-BAND DOWNLINK 
(SATELLITE ELEVATION ANGLE OF 30% RECEIVER G/T OF -14.7 dB/K) 

TABLE 5.  ORS-R LINK BUDGETS FOR MOBILE RECEPTION USING  TORS S-BAND DOWNLINK 
(SATELLITE ELEVATION ANGLE OF 40', MOBILE RECEIVER  GÎT  OF -19.0 dfiiK) 

DIGITAL AUDIO QUALITY 
DIGITAL AUDIO BIT RATE (kbps) 

TDRS S-band SA Downlink Freq (GHz) 
TDRS S-band SA Antenne  Diameter (m) 
TORS S-band SA Antenna Efficiency 
TORS S-band SA Antenna HMV/ (deg) 
TORS S- band SA Downlink Power (W) 
TORS S-band SA Downlink Power (dBW) 
TORS S-band SA Downlink Ant Gain (dBi) 
TDRS S-band SA Downlink Feed  Lois  (dB) 
TDRS S-bend SA Downlink EIRP (dBW) 
Satellite Elevation Angle (deg) 
Slant Range (km) 
Free-Space Path Loss (dB) 
Atmospheric Losses (dB) 
Rain Attenuation (50 mm/hr rain rate) 
Pointing  Lens (dB) 
G/T of Indoor Portable Recvr (dB/K) 
Boltzmann Constant (dBW/K-Hz) 
Received C/No (dB-Hz) 
Dam Rate (dB-bits) 

AM MONO-FM STEREO FM NEAR-CD ALMOST CDCD-QUALI 1  v 
32.00 48.00 96.00 128.00 160.00 

2.05 2.05 2.05 2.05 2.05 2.05 
4.90 4.90 4.90 4.90 4.90 4.90 
0.42 0.42 0.42 0.42 0.42 0.42 
2.12 2.12 2.12 2.12 2.12 2.12 

26.00 26.00 26.00 26.00 26.00 26.00 
14.15 14.15 14.15 14.15 14.15 14.15 
36.64 3660 36.68 3648 36.68 36.68 
-4.40 -4.40 -4.40 -4.40 -4.40 -4.40 
46.43 46.43 46.43 46.43 46.43 46.43 
30.00 30.00 10.00 30.00 30.00 30.00 

38609.69 38604.69 38609.69 34609.69 38609.69 38609.69 
-190.42 -190.42 -190.42 -190.42 -190.42 -190.42 

-0.25 -0.25 -0.25 -0.25 -0.25 -0.25 
-0.03 -0.05 -005 -0.05 -005 -0.05 
-0.50 -0.50 -0.50 -0.50 -0.50 -0.50 

-14.70 -14.70 -14.70 -14.70 -14.70 -14.70 
-228.60 -228.60 -228.60 -228.60 -228.60 -228.60 

69.11 69.11 69.11 69.11 69.11 69.11 
45.05 46.81 49.42 51.07 52.04 52.83  

DIGITAL AUDIO QUALITY 
DIGITAL AUDIO BIT RATE (kbps) 

TORS S-band SA Downlink Freq (GHz) 
TORS S-band SA Antenna Diameter (m) 
TORS S-band SA Antenna Efficiency 
TORS S-band SA Antenna HPBW (deg) 
TDRS S-band SA Downlink Power (W) 
TORS S-band SA Downlink Power (dBW) 
TDRS S-band SA Downlink Ant Gain (dBi) 
TORS S-band SA Downlink  Fend  Loss (dB) 
TORS S-band SA Downlink EIRP (dBW) 
Satellite Elevation Angle (deg) 
Slant Range (km) 
Free-Space Path Loss (dB) 
Atmospheric Losses (dB) 
Raie  Attenuation (50 mm/hr rain rate) 
Pointing Loss (dB) 
OIT of Mobile Reny, (dB/K) 
Boltzmann Constant (dBW/K-Hz) 
Received C/No (dB-Hz) 
Data Rate (dB-bps) 

AM MONO-FM STEREO Fhl NEAR-CD ALMOST CDCD-QUALITY 
32.00 48.00 96.00 128.00 160.00 192.00 

2.05 2.05 2.05 2.05 2.05 2.05 
4.90 4.90 4.90 4.90 4.90 4.90 
0.42 0.42 0.42 0.42 0.42 0.42 
2.12 2.12 2.12 2.12 2.12 2.12 

26.00 26.00 26.00 26.00 26.00 26.00 
14.15 14.15 14.15 14.15 14.15 14.15 
36.68 36.68 36.68 36.68 36.68 36.68 
-4.40 -4.40 -4.40 -4.40 -4.40 -4.40 
46.43 46.43 46.43 46.43 46.43 46.43 
40.00 40.00 40.00 40.00 40.00 40.00 

37778.30 37778.30 37778.30 37778.30 37778.30 37778.30 
-190.23 -190.23 -190.23 -190.23 -190.23 -190.23 

-0.25 -0.25 -0.25 -0.25 -0.25 -0.25 
-0.05 -0.05 -0.05 -0.05 -0.05 -0.05 
-0.50 -0.50 -0.50 -0.50 -0.50 -0.50 

-19.00 -19.00 -19.00 -19.00 -19.00 -19.00 
-228.60 -228.60 -228.60 -228.60 -228.60 -228.60 

65.00 65.00 65 00 65.00 65.00 65.00 
45.05 46.81 49.82 51.07 52.04 52.83 

Available Downlink Eb/No (dB) Available Downlink Eb/No (dB) 24.06 2230 19.29 18.04 17.07 16.28 19.95 18.19 15.18 13.93 12.96 12.17 

Theoretical Eb/No for 10-4 BER (dB) 
(QPSK with R.1/2,K-7 Cony. Coding) 
Receiver Implementation Loss (dB) 
Interference Degradation (dB) 
Total Receiver Lb/No Requirement (dB) 

Link Margin (dB) al  beam center (dB) 
Link  Marginal 3-dB edge of coverage 

3.30 3.30 3.30 3.30 3.30 3.30 

1.50 1.50 1.50 1.50 130 1.50 
0.50 0.50. 0.50 0.50 0.50 0.50 
5.30 5.30 5.30 5.30 5.30 5.30 

18.76 17.00 13.99 12.74 11.77 10.98 
15.76 14.00 10.99 9.74 8.77 7.98 

Theoretical Lb/No for 10-4 BER (dB) 
(QPSK with It..1/2,1(-7 Cony. Coding) 
Mobile Channel  Fade Loss (dB) 
Receiver Implementation Loss (dB) 
Interference Degradation (dB) 
Total Receiver Eh/No Requirement (dB) 

Link Margin (dB) at beam center (dB) 
Link Margin at 3-dll edge of coverage 

3.30 3.30 3.30 3.30 3.30 3.30 

2.00 2.00 2 00 2.00 2.00 2.00 
1.50 1.50_ 1.50 1.50 1.50 1.50 
0.50 0.50 0.50 0.50 0.50 0.50 
7.30 7.30 7.30 7.30 7.30 7.30 

12.65 10.89 7.88 6.63 5.66 4.67 
9.65 7.89 4.88 3.63 2.66 1.87 

COMMENT& 
INDOOR TABLE-TOP CD-QUAL1TY RECEPTION WILL BE FEASIBLE IN MOST SINGLE FAMILY HOUSES 
INDOOR TABLE-TOP FM-QUALITY RECEPTION vnu. BE FEASIBLE IN MOST BUILDINGS 

1-4  

TABLE 4.  DOS-R LINK BUDGETS FOR INDOOR PORTABLE RECEPTION USING TDRS S-BAND DOWNLINK 
(SATELLITE ELEVAIION ANGLE OF 20*, RECEIVER G/T OF -14.7 dB/K) 

TABLE 6. DOS-R LINK BUDGETS FOR MOBILE RECEPTION USING  TORS S-BAND DOWNLINK 
(SATELLITE ELEVATION ANGLE OF 30', MOBILE RECEIVER G/T OF -19.0 dB/K) 

DIGITAL AUDIO QUALITY 
DIGITAL AUDIO BIT RATE (kbps) 

TORS S-band SA Downlink Freq (GHz) 
TORS S-band SA Antenna Diameter (m) 
TORS S-band SA Antenna Effaciency 
TORS S-band SA Antenna HPRIV (deg) 
TORS  3-band SA Downlink Power (W) 
TORS S-band SA Downlink Power (dBW) 
TORS S-band SA Downlink Ant Gain (dBi) 
TORS S-band SA Downlink Feed Loss (dB) 
TORS S-band SA Downlink EIRP (dBW) 
Satellite Elevation Angle (deg) 
Slant Range (km) 
Free-Space Pats Loss (dB) 
Atinospberic  Lestes (dB) 
Raie  Attenuation (50 mm/ht rain rate) 
Pointing  Loin  (dB) 
G/T of Indoor Portable Rem (dB/K) 
Boltzmann Cotenant (dBW/K-Hz) 
Received C/No (dB-Hz) 
Data Rate (dB-bps) 

AM MONO-FM STEREO FAL NEAR-CD ALMOST CDCD-QUALITY 
32.00 48.00 96.00 128.00 160.00 192.00 

2.05 2.05 2.05 2.05 2.05 2.05 
4.90 4.90 4.90 4.90 4.90 4.90 
0.42 0.42 0.42 0.42 0.42 0.42 
2.12 2.12 2.12 2.12 2.12 2.12 

26.00 26.00 26.00 26.00 26.00 26.00 
14.15 14.15 14.15 14.15 14.15 14.15 
36.68 36.68 36 48 36.68 36.68 36.68 
-4.40 -4.40 -4.40 -4.40 -4.40 -4.40 
46.43 46.43 46.43 46.43 46.43 46.43 
20.00 20.00 20.00 20.00 20.00 20.00 

39552.52 39552.52 39552.52 39552.52 39552.52 39552.52 
-190.63 -190.63 -190.63 -190.63 -190.63 -190.63 

-0.25 -0.25 -0.23 -0.25 -0.25 -0.25 
-0.05 -0.05 -0.05 -0.05 -005 -005 
-0.50 -0.50 -0.50 -0.50 -0.50 -0.50 

-14.70 -14.70 -14.70 -14.70 -14.70 -14.70 
-228.60 -228.60 -228.60 -228.60 -228.60 -228.60 

68.90 63.90 64.90 611.90 64.90 68.90 
45.05 46.81 49.82 51.07 52.04 52.83  

DIGITAL AUDIO QUALITY 
DIGITAL AUDIO BIT RATE (kbps) 

TORS S-band SA Downlink Freq (GHz) 
TORS S-band SA Antenna Diameter (m) 
TORS S-band SA Antenna Efficiency 
TORS S-band SA Antenna HPBW (deg) 
TORS S-band SA Downlink Power (W) 
TORS S-band SA Downlink Power (dBW) 
TORS S-band SA Downlink Ant Gain (dBi) 
TORS S-band SA Downlink Feed Loss (dB) 
TORS S-band SA Downlink EIRP (dBW) 
Satellite Elevation Angle (deg) 
Slant Range (km) 
Free-Space Path Loss (dB) 
Atmospheric Losses (dB) 
Rain Attenuation (50 mm/hr rain rate) 
Pointing Loss (dB) 
G/T of Mobile Recvr (dB/K) 
Boltzmann Constant (dBW/K-Hz) 
Received C/No (dB-Hz) 
Data Rate (dB-bps) 

Available Downlink Lb/No (dB) 

Theoretical Eb/No for 10-4 BER (dB) 
(QPSK with 12.1/2,)(-7 Cony. Coding) 
Mobile Channel Fade Loss (dB) 
Receiver Implementation Loss (dB) 
Interference Degradation (dB) 
Total Receiver Lb/No Requirement (dB) 

Link Margin (dB) al  beam center (dB) 
Link Margin at 3-dB edge of coverage 

AM MONO-FM STEREO FM NEAR-CD ALMOST CDCD-QUALITY 
32.00 48.00 96.00 128.00 160.00 192.00 

2.05 2.05 2.05 2.05 2.05 2.05 
4.90 4.90 4.90 4.90 4.90 4.90 
0.42 0.42 0.42 0.42 0.42 0.42 
2.12 2.12 2.12 2.12 2.12 2.12 

26.00 26.00 26.00 26.00 26.00 26.00 
14.15 14.15 14.15 14.15 14.15 14.15 
36.68 36.64 36.68 36.68 36.68 36.68 
-4.40 -4.40 -4.40 -4.40 -4.40 -4.40 
46.43 46.43 46.43 46.43 46.43 46.43 
30.00 30.00 30.00 30.00 30.00 30.00 

38609.69 38609.69 38609.69 38609.69 38609.69 38609.69 
-190.42 -190.42 -190.42 -190.42 -190.42 -190.42 

-0.25 -0.25 -0.25 -0.25 -0.25 -0.25 
-0.05 -0.05 -0.05 -0.05 -0.05 -0.05 
-0.50 -0.50 -0.50 -0.50 -0.50 -0.50 

-19.00 -19.00 -19.00 -19.00 -19.00 -19.00 
-228.60 -228.60 -228.60 -228.60 -228.60 -228.60 

64.81 64.81 64.81 64.81 64.81 64.81 
45.05 46.81 49.82 51.07 52.04 52.83 

19.76 18.00 14.99 13.74 12.77 11.98 

3.30 3.30 3.30 3.30 3.10 3.30 

2.00 2.00 2.00 2.00 2.00 2.00 
1.50 1.50 1.50 1.50 1.50 1.50 
0.50 0.50 0.50 0.50 0.50 0.50 
7.30 7.30 730 7.30 7.30 7.30 

12.46 10.70 7.69 6.44 5.47 4.68 
9.46 7.70 4.69 3.44 2.47 1.68 
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TABLE 7. DBS-R LINK BUDGETS FOR MOBILE RECEPTION USING TORS S-BAND DOWNLINK 
(SATELLITE ELEVATION ANGLE OF 20*, MOBILE RECEIVER G/T OF -19.0 dB/K) 

DIGITAL AUDIO QUALITY 
DIGITAL AUDIO BIT RATE (kbps) 

TORS S-band SA Downlink Freq (GHz) 
TDRS S-band SA Antenna Diameter (m) 
TDRS S-band SA Antenna Efficiency 
TORS S-band SA Antenna HPBW (deg) 
TDRS S-band SA Downlink Power (W) 
TORS S-band SA Downlink Power (dBW) 
TORS S-band SA Downlink Ant Gain (dBi) 
TDRS S-band SA Downlink Feed Loss (dB) 
TORS S-band SA Downlink EIRP (dBW) 
Satellite Elevation Angle (deg) 
Slant Range (km) 
Free-Space Path Loss (dB) 
Atmospheric Losses (dB) 
Rai Attenuation (50 mm/hr rain rate) 
Pointing  Loos (dB) 
G/T of Mobile Ray, (dB/K) 
Boltzmann Constant (dBW/K-Hz) 
Received C/No (dB-Hz) 
Data Rate (dB-bps) 

Available Downlink Eb/No (dB) 

Theoretical Eb/No for 10-4 BER (dB) 
(QPSK with R.1/2,K-7 Cony. Coding) 
Mobile Channel Fade Loss (dB) 
Receiver Implementation Loss (dB) 
Interference Degradation (dB) 
Total Receiver Eb/No Requirement (dB) 

Link Margin (dB) at beam center (dB) 
Link Margin  nt 3-61  edge of coverage 

1n.+ 
00 

AM MONO-FM STEREO FM NEAR-CD ALMOST CDCD-QUALITY 
32» 48.00 96.00 128.00 160.00 192.00 

2.05 2.05 2.05 2.05 2.05 2.05 
4.90 4.90 4.90 4.90 4.90 4.90 
0.42 0.42 0.42 0.42 0.42 0.42 
2.12 2.12 2.12 2.12 2.12 2.12 

26.00 26.00 26.00 26.00 26.00 26.00 
14.15 14.15 14.15 14.15 14.15 14.15 
36.68 36.68 36.68 36.68 36.68 36.68 
-4.40 -4.40 -4.40 -4.40 -4.40 -4.40 
46.43 46.43 46.43 46.43 46.43 46.43 
20.00 20.00 20.00 20.00 20.00 20.00 

39552.52 39552.52 39552.52 39552.52 39552.52 39552.52 
-190.63 -190.63 -190.63 -190.63 -190.63 -190.63 

-0.25 -0.25 -0.25 -0.25 -0.25 -0.25 
-0.05 -0.05 -0.05 -0.05 -0.05 -0.05 
-0.50 -0.50 -0.50 -0.50 -0.50 -0.50 

-19.00 -19.00 -19.00 -19.00 -19.00 -19.00 
-228.60 -228.60 -228.60 -228.60 -228.60 -228.60 

64.60 64.60 64.60 64.60 64.60 64.60 
45.05 46.81 49.82 51.07 52.04 52.83 

19.55 17.79 14.78 13.53 12.56 11.77 

3.30 3.30 3.30 3.30 3.30 3.30 

2.00 2.00 2.00 2.00 2.00 2.00 
1.50 1.50 1.50 1.50 1.50 1.50 
0.50 0.50 0.50 0.50 0.50 0.50 
7.30 7.30 7.30 7.30 7.30 7.30 

12.25 10.49 7.48 6.23 5.26 4.47 
9.25 7.49 4.48 3.23 2.26 1.47  Figure 1. Schematic of DES-R/TDRS Demonstration 



ADAPTIVE BEAMFORMING IN A CDMA MOBILE 
SATELLITE COMMUNICATIONS SYSTEM 

Samuel G. Munoz-Garcia 
Communications Satellites Department 

ESA-ESTEC 2200AG Noordwijk, The Netherlands 

1 INTRODUCTION 

Over the next few years, Mobile Satellite Communications systems will experience a rapid evo-
lution towards providing Global Personal Communication services to hand-held terminals. To 
meet the challenge, a number of innovative satellite systems have been recently proposed. In 
terms of payload technology, the use of advanced on-board digital processing techniques is cur-
rently being investigated in order to enhance the satellite performance. The functions to be 
implemented on board include digital beamforming, multiplexing and demultiplexing, signal 
regeneration and switching. 

Code-Division Multiple-Access (CDMA) stands out as a strong contender for the choice of 
multiple access scheme in these future mobile communication systems [1]. This is due to a 
variety of reasons such as the excellent performance in multipath environments, high scope for 
frequency reuse and graceful degradation near saturation. However, the capacity of CDMA is 
limited by the self-inteference between the transmissions of the different users in the network. 
Moreover, the disparity between the received power levels gives rise to the near-far problem, this 
is, weak signals are severely degraded by the transmissions from other users. 

In this paper, the use of time-reference adaptive digital beamforming on board the satellite is 
proposed as a means to overcome the problems associated with CDMA. This technique enables a 
high number of independently steered beams to be generated from a single phased array antenna, 
which automatically track the desired user signal and null the unwanted interference sources. 
Since CDMA is interference limited, the interference protection provided by the antenna converts 
directly and linearly into an increase in capacity. Furthermore, the proposed concept allows the 
near-far effect to be mitigated without requiring a tight coordination of the users in terms of 
power control. 

A payload architecture will be presented that illustrates the practical implementation of 
this concept. This digital payload architecture shows that with the advent of high performance 
CMOS digital processing, the on-board implementation of complex DSP techniques —in par-
ticular digital beamforming— has become possible, being most attractive for Mobile Satellite 
Communications. 

This paper  vas  first presented at the ERA Conference "DSP-The enabling 
technology for communications". Amsterdam, 9-10 March 1993. 
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2 THE COMMUNICATIONS SYSTEM MODEL 

Let us consider a communications system in which M mobile users are communicating with 
a fixed Hub station through a satellite. An On-board Processing (OBP) type satellite will be 
considered which is able to regenerate and apply on-board routing to the uplink signals for its 
subsequent transmission to the ground. Among other features, the OBP satellite enables the 
different links to be decoupled and independently optimized; particularly, different modulation 
and access schemes can be employed for the mobile and the feeder link. As mentioned above, 
CDMA offers a number of advantages which make it most interesting for the mobile environment. 
This paper focuses on the study of the mobile link, for which a Direct-Sequence Code-Division 
Multiple-Access (DS-CDMA) scheme will be considered. 

In a CDMA system, all the users transmit over the same frequency band. Let R 3  be the 
basic user information rate. A different Pseudo-Noise (PN) sequence of length L is assigned to 
each user, which is employed to spread the basic user information stream to form a transmitted 
signal at chip rate, R = L • R3 . The spreading factor, Rc /Rs , is hence equal to the length of 
the PN sequence, L. At the receiver, the desired user's transmission is discriminated by using 
a conventional correlation scheme, in which the received signal is multiplied by a synchronized 
replica of the desired user's PN sequence and integrated over a symbol period. The PN sequences 
considered here belong to a family of Preferentially phased Gold codes. Gold PN sequences 
present  optimum  cross-correlation properties at the origin, this is, synchronized PN sequences 
are quasi-orthogonal. In the forward direction, the signals transmitted to the different users 
are spread with synchronized PN sequences. The signals are quasi-orthogonal and, therefore, 
the mutual interference between them is negligible. This is referred to as a Synchronous CDMA 
(S-CDMA) link. Conversely, the signals transmitted in the return link are not synchronized, and 
hence, they are not orthogonal at the satellite transponder input. The non-orthogonality of the 
PN sequences employed in an Asynchronous CDMA (A-CDMA) link gives rise to the problem 
of self-jamming, this is, nonzero interference contributions arise from the transmissions of the 
other users in the network. Associated to the self-jamming is the so-called near-far problem. 

We concentrate on the asynchronous return link, for which the use of adaptive digital beam-
forming on board the satellite is proposed in order to overcome the problems associated with 
CDMA. The effect of the ada.ptive antenn a  in an A-CDMA system is illustrated in figure 1, 
which has been obtained by computer simulation. This figure compares the bit error rate (BER) 
versus the Es /No  for S-CDMA, A-CDMA and A-CDMA with adaptive beamforming. The self-
interference, which strongly degrades the performance of A-CDMA, is drastically cancelled by 
the antenna in such a way that the performance of A-CDMA with adaptive beamforming is 
comparable to —or even better than— that of S-CDMA. 

We assume that the available bandwith is occupied by a frequency multiplex of N, contigu-
ous CDMA carriers. The satellite antenna generates one independent beam per user which is 
automaticaly steered to point the maximum gain in the direction of the mobile terminal while 
nulling the co-channel interferences arriving from other users. The adaptation of the radiation 
pattern is illustrated in figure 2. Users allocated to the same CDMA carrier should be as spread 
as possible over the satellite coverage, in order for the satellite antenna to have sufficient reso-
lution to point the beam to one user while nulling the others. Nevertheless, a limited number of 
co-channel interferers can be tolerated within the desired user's main-beam coverage which are 
discriminated by the PN code. A low spreading factor will be considered, so that the CDMA 
carriers are relatively narrowband. This will have important implications in the implementation. 
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3 INTEGRATION OF ADAPTIVE BEAMFORMING IN A DS-CDMA 
SYSTEM 

The objective of an adaptive array antenna is to improve the reception of a certain desired 
signal in the presence of undesired interfering signals. The antenna radiation pattern must be 
conformed in such a way that the main lobe is pointed in the direction of the desired signal, while 
the nulls are steered in the direction of the interferences. In this way, the signal-to-interference-
plus-noise-ratio (SINR) at the array output is maximized. 

The achievable performance in an adaptive array has two basic limitations: these are asso-
ciated with the degrees of freedom and the resolution of the array. An N-element array has only 
N-1 degrees of freedom in its pattern. Requiring a beam maximum at a given angle uses up 
one degree of freedom, the same as requiring a null. Thus, the array is able to point the main 
beam to the desired user direction and still null up to N-2 interferences. Another limitation the 
designer must be aware of is the fact that a given array has only a certain ability to resolve 
signals in space. If the arrival angle of the desired and interfering signals are too close, the 
array cannot simultaneously null the interference and form a beam on the desired signal. The 
minimum angular separation between a maximum and a null in the radiation pattern depends 
primarily on the array aperture size but also to a lesser extent on the element patterns and the 
number of elements. 

In order to apply adaptive beamforming, the desired signal must be different from the inter-
fering signals in some respect_ Two different classes of adaptive techniques can be distinguished: 
time reference beamforming and spatial reference beamforming. Time reference beamforming 
can be applied when a time reference signal is available which is correlated with the desired 
signal and uncorrelated with the interferences. Instead, if the direction of arriva/ of the desired 
signal is known, a spatial reference technique is to be utilized. 

Due to the a priori knowledge of the desired user PN sequence, a DS-CDMA system lends 
itself very easily to the generation of an adequate time reference signal. Therefore, we will 
mainly concentrate here on a time reference beamforming technique, namely, the well-known 
LMS (least-mean-square) algorithm. After introducing the LMS algorithm, we will describe the 
way to generate the reference signal. The hardware implementation of this algorithm in a CDMA 
system will be presented later. Finally, the adaptive algorithms with main-beam constraints will 
be introduced which overcome the problems associated with the limited resolution of the antenna. 

3.1 The LMS Algorithm 

The Least Mean Square (LMS) algorithm is a gradient-based algorithm that minimizes the 
mean-squared value of the error signal c(t), which is the difference between a locally generated 
reference signal r(t) and the array output y(t). The (discrete) LMS algorithm is given by the 
following equations: 

W(n + 1) = W(n) 7 • c(n) • X*(n) 
c(n) = r(n) — g(n) = r(n) — X T  (n) • W(n) 

where W(n) and . ((n) are complex vectors of samples at instant n of the antenna weights 
and the signals in ;,se antenna elements respectively, c(n) is the corresponding sample of the 

(1) 
(2) 
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instantaneous error. The parameter 7 is called the step-size. In order for the LMS algorithm to 
converge, the step size -y must meet the following stability condition: 

1 
Pt  

where Pi  is the total power received by the array. The speed of convergence of the algorithm 
increases with the step-size 7; once in steady-state the weights oscillate with a variance which 
is also proportional to 7. 

As explained in [2], the depth of the null created in the direction of arrival of the interference 
increases with the interference power; strong interferences are deeply cancelled by the antenna. 
hi our system, this performance characteristic provides an excellent robustness in the presence 
of the near-far problem. 

3.2 Reference signal generation 

In order to apply a time-reference adaptive algorithm, the main challenge is to find a way 
to obtain a suitable reference signal which is highly correlated with the desired signal and 
uncorrelated with the interferences. In a CDMA system, the reference signal can be derived 
from the array output as shown in the reference signal generation loop illustrated in figure 3. 
The reference signal generation comprises the despreading and demodulation' of the desired user 
signal using a conventional correlation receiver, and subsequent re-spreading of the demodulated 
data with the same PN sequence. The generated reference is an almost perfect replica of the 
desired user signal: the desired signal component at the array output passes through this loop 
unchanged —except for the amplitude adjustment and a certain delay—, while the interference 
signal waveform is drastically altered and its correlation with the reference signal is essentially 
destroyed by the loop. 

The reference signal generation loop has a certain delay which is mainly determined by the 
integrator contained in the spread-spectrum demodulator. If a full demodulation is performed, 
the delay is equal to one information symbol period Ts . Instead, partial demodulation can be 
used, this is, the integration time can be reduced and the decision on the transmitted symbol 
can be taken on the basis of a fraction of the received symbol waveform. 

3.3 Hardware Implementation 

The delay incurred in the generation of the reference signal has important implications in the 
hardware implementation, calling for some modifications in the basic LMS algorithm. The block 
diagram illustrated in figure 4 represents the implementation of an adaptive array antenna using 
the delayed LMS algorithm in a DS-CDMA system. Let us assume that the reference signal 
generation circuit introduces a delay equal to D samples. Both the signals in the array elements 
and the signal at the array output are stored during D samples to properly obtain the (delayed) 
error signal. Then, these signals are applied to the so-called delayed LMS algorithm which is 
given by the following equations: 

W(n, + 1) = W(n) + 7 • e(n — D) • X*(n — D) 
'Attention should be drawn to the fact that the amplitude of the reference signal must be constant. For this 

1, -pose, a hard limiter (detector) has also been included in the reference generation loop. 

(3)  

(4) 

22 



c(n — D) = r(n — D) — XT(n — D) • W(n — D) (5 ) 

As a consequence of the delay, the step-size 7 has to be contrained to a much more restrictive 
range. The stability condition for the delayed LMS algorithm is given by: 

1  
(6) 

D • Pt  

Therefore, the delay in the generation of the reference has two major implications. At hardware 
level, the signals in the array elements and the array output need to be stored. As far as the 
performance is concerned, the speed of convergence of the algorithm is severely reduced. The 
acceptability of the reduced speed of convergence will depend on the application; for slowly 
varying scenarios the delayed LMS algorithm will exhibit in general a satisfactory performance. 

3.4 Adaptive algorithms with main -beam constraints 

Due to the limited resolution of the antenna, when the directions of arrival of the desired and 
the interfering signals are too close, nulling the interference may cause the gain in the direction 
of the desired signal to drop. In order to avoid the problem of signal cancellation in the main 
beam, linear constraints can be placed in the adaptive algorithm [3]. The processor will then 
maintain a constant gain in the desired direction and the shape of the pattern will be controlled 
in the vicinity of that direction (derivative constraint) without responding to interference signals 
in the main lobe. 

These techniques require the information on the direction of arrival of the desired signal, this 
is, the steering vector. In essence, they constitute spatial-reference rather than time-reference 
beamforming techniques; in practice, however, the steering vector can be estimated by averaging 
the correlation of the time reference signal with the signals in the array elements over a certain 
number of samples. 

4 PAYLOAD CONFIGURATION 

Digital beamforming techniques are currently being considered for future mobile satellite com-
munication payloads. The payload implementation presented here relies upon the use of some 
technologies currently under development by ESA [4] [5]. In particular, SAW-chirp Fourier 
transform (CFT) techniques and Digital Signal Processing employing CMOS ASIC technologies 
are considered. SAW-CFT devices are used to demultiplex the various CDMA carriers. The 
extensive use of CMOS ASIC technology enables the size and power consumption of the DSP 
circuitry to be reduced so that the implementation of very complex functions —such as digital 
beamforming or demodulation— becomes feasible. 

As mentioned above, an On-Board Processing (OBP) satellite is considered. By using OBP, 
the uplinks and downlinks are decoupled and, in consequence, the configuration of the different 
payload sections becomes fairly independent. Here, we focus on the receive section of the return 
link, in which the adaptive beamforming concept proposed in this paper is implemented. 

The payload configuration for the receive section of the return transponder is illustrated in 
figure 5. The funcional performance is as follows. A single large mobile-link array antenna is 
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used which consists of N antenna elements. The signals in the antenna elements are applied 
to receiver chains which perform the filtering, LNA amplification and downconversion to an 
intermediate frequency. The N, contiguous CDMA carriers are demultiplexed by the SAW-CFT 
processors. The principle of the CFT is to slide a slot filter characteristic across the input 
band during the course of a given chirp frame. Then, by critically sampling at the output, a 
single CFT device can operate as a bank of fixed filters. The CFT output is analog-to-digital 
converted, and the signals corresponding to the different CDMA carriers are separated by means 
of commutators and applied to separate beamformers. 

A low spreading factor is considered, so that the CDMA carriers are relatively narrowband. 
This has a two-fold effect in reducing the payload complexity. First, the bandwidth of the 
beamformers is decreased, along with their power consumption. Moreover, the number of users 
allocated to a particular CDMA carrier is relatively small, therefore requiring a small number 
of degrees of freedom in the antenna; this reduces the number of antenna elements required, 
further simplifying the beamformer. 

Let us consider that up to Ni, users can be allocated to each CDMA carrier. A bank of Nu  
parallell beamformers —one per user— is then associated to each CDMA carrier. Each beamformer 
is connected to a particular user's CDMA receiver and controlled by an adaptive processor. The 
weights calculated by the adaptive algorithm can also be utilized in the Tx forward link, assuming 
a digital beamforming antenna is used there. The outputs of the CDMA receivers are connected 
to a baseband switch for on-board routing of the channels. The mobile-to-mobile communication 
channels can be directly connected to the forward link. 

5 SYSTEM CAPACITY. NUMERICAL EXAMPLE 

To conclude this paper, we will assess the capacity of the proposed system by means of a 
numerical example. Let us consider a basic user information rate of 6.4 Kbps, a spreading factor 
L=31 and let us assume that the signal is QPSK modulated and filtered with 50% roll-off. The 
bandwidth occupied by a CDMA carrier is then equal to 148.8 KHz. Assuming that 10 MHz 
of bandwith are available, the number of CDMA carriers is equal to Arc =67. In our case, the 
number of users Nt, that can be supported by a CDMA carrier is no longer limited by the 
self-interference —since this is drastically ca.ncelled by the beamformer— but by the number of 
degrees of freedom of the antenna which approximately equals the number of antenna elements 
N. If we consider a 100 element antenna, the number of users per CDMA carrier is equal to 

N=100. Hence, the total system capacity is given by N, • N,,•_,2 6700 channels. 

This capacity value can be compared with that obtained for a conventional CDMA satellite 
system utilizing a (fixed) multiple-beam antenna. In such a system, capacity can be increased 
by reusing the whole frequency band in all the beams [6]. For a BER objective of 10 -4 , using 
uncoded QPSK, the number of 6.4 Kbps channels supported in 10 MHz available bandwidth by 
a 91-beam satellite system is approximately equal to 3800. (This value has been obtained in the 
assumption of uniform traffic distribution, without considering the near-far effect.) 

In conclusion, the ada.ptive beamforming CDMA payload presented in this paper enables 
the capacity to be sensibly increased with respect to a more conventional system. Moreover, 
the system is robust to the near-far problem and the capacity is fairly independent of the traffic 
distribution. 

Contact the Author for References and Figures. 
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abstract- Deployable reflector antennas 
represent a proven technology with obvious 
benefits for mobile satellite applications. Harris 
Corporation has provided deployable reflector 
antennas for NASA's Tracking and Data Relay 
Satellite System (TDRSS). These antennas utilize 
a rigid, radial rib unfurlable reflector with a wire 
mesh surface. This type of mesh has been 
identified as a potential design risk for multi-
channel communications applications based on 
the potential for generation of Passive 
Intermodulation (PIM). These concerns are based 
on the existence of numerous, nonpermanent 
metal to metal contacts that are inherent to the 
mesh design. To address this issue, Harris has an 
ongoing IR&D program to characterize mesh PIM 
performance. This paper presents the results of 
the investigation into mesh PIM performance to 
date and provides background information on the 
design and performance of the Harris radial rib 
deployable reflector. 

INTRODUCTION 

The gain that is available from a spacecraft 
antenna is a critical parameter in the design and 
ultimate capability of any satellite communications 
network. The use of a deployable reflector 
antenna for these applications provides a high 
gain, lightweight system that can be compactly 
stowed for launch, then deployed on orbit. The 
surface material is a critical component in the 
deployable reflector design. The surface material 
is required to provide the desired electrical 
performance as well as the mechanical properties 
that are necessary to deploy and maintain the 
reflector surface on orbit. Of particular interest in 
multi-channel communications applications is the 
generation of PIM products at the reflector surface 
that can result in interference in the receive 
frequency band. 

DEPLOYABLE REFLECTOR DESIGN 

Harris Corporation has provided deployable 
reflector antennas for NASA's TDRSS program 
that utilize a wire mesh reflector surface. The  

performance of the TDRSS Single Access (SA) 
antennas provides a credible indication of the 
performance achievable for similar designs for 
mobile satellite applications(see reference [1]). 
Each TDRSS spacecraft has two SA antennas 
(reference Figure 1) that are used for 
communication with user satellites in low earth 
orbit. Ten of these antennas are currently on orbit 
and operational with no failures or performance 
degradation since the first deployment in April of 
1983. The SA antennas are dual shaped reflector 
systems operating at S and Ku band with a 
deployable 4.9 meter main reflector. Total weight, 
including the cassegrain feed is less than 55 
pounds. The deployed reflector surface accuracy 
is maintained at approximately .025 inches rms. 

The radial rib design concept results in a 
controlled precision deployment of the umbrella-
like rib structure. The radial ribs are deployed from 
a central hub structure by a motorized deployment 
mechanism. The mesh surface is held above the 
ribs by fixed standoffs and a network of 
dimensionally stable cords and ties. The surface 
attachment system is fully adjustable, allowing 
optimization of the surface during the 
manufacturing process. The key to the surface 
stability is that the surface shape is determined 
and maintained by the ribs and backup structure 
and is not dominated by the mechanical 
characteristics of the mesh. 

The mesh surface is formed by 
interconnected, gore shaped panels as shown in 
Figure 2. The mesh is attached to rigid boundary 
strips along the radial dimension of the panels. 
The panels join together along the edge strips 
which are attached to the supporting structure. 
Front cord assemblies aligned circumferentially 
along the mesh surface are connected with ties to 
rear cords that are tensioned between the ribs. 
These ties are adjustable, allowing the surface to 
be shaped with precision. The mesh surface 
effectively floats over a rigid and thermoelastically 
stable structure of ribs, cords, and ties. 

The radial rib design can be adapted to a wide 
range of antenna diameter versus stowed 
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envelope and surface accuracy requirements. 
The SA antennas utilize fixed ribs which limit the 
stowed axial dimension to near the radius of the 
reflector. Mature design concepts exist for multi-
section folding rib systems that avoid this 
limitation. Demanding surface accuracy 
requirements can be accommodated by choosing 
the appropriate number of cords and ties per unit 
area to provide the required surface adjustability. 

WIRE MESH DESCRIPTION 

The mesh surface material consists of 1 mil 
diameter, gold plated molybdenum wire in a tricot 
knit. The tricot knit results in a complex pattern as 
shown in Figure 3. Surface currents induced on 
the mesh must flow over numerous bends and 
crossover junctions. It is well known that electrical 
performance characteristics of the mesh are 
largely dependent on the conditions at these 
crossover junctions [2]. Any condition that 
impedes the flow of current through these 
junctions will result in poor reflectivity performance 
and substantial loss due to transmission leakage 
through the mesh. Successful implementation of 
a deployable reflector design using wire mesh 
requires strict attention be paid to the wire plating 
and knitting processes to ensure good electrical 
performance. 

The existence of nonpermanent metal to 
metal contacts at the crossover junctions in the 
mesh is the root of concerns over PIM generation. 
Indeed, eliminating this type of condition is a basic 
design principle for microwave systems with PIM 
requirements. 

There are properties of the mesh design 
however, that tend to preclude sensitivity to PIM 
generation and may provide an explanation for the 
favorable experimental results presented in the 
next section. Another design guideline for 
avoiding PIM is to reduce current densities at 
potentially sensitive areas. For the case of a wire 
mesfi reflector, the transmit power is distributed 
over a large surface area that is extremely dense 
with conductive wires. Mesh knit at 18 openings 
per inch has over 13 feet of wire and 1000 
crossover junctions per square inch. 

Another key factor influencing PIM 
generation at metal to metal contacts is the 
amount of oxides or other contaminants between 
the conductors. Gold, which is used to plate the 
mesh wire, does not oxidize in air like other metals. 
In fact, gold plating is commonly used to avoid PIM 
at coaxial connector interfaces. The contact 
pressure at metal to metal interfaces is also 
important since high pressure can displace any  

contaminants that do exist and ensure a clean 
contact (see references [3] for discussion on PIM 
dependence on metallic composition and contact 
pressure). For wire mesh, the contact area that 
results when 1 mil diameter round wires are in 
contact is extremely small so that minimal planar 
tension in the mesh will result in high pressure at 
the junction contact areas. 

EXPERIMENTAL RESULTS 

Interest in mesh PIM performance has 
increased in the 1990's with growth in the market 
for large deployable reflectors for multi-channel 
communications applications. Over the past 
several years Harris has performed a series of tests 
at L and X band on the standard wire mesh like that 
used for the TDRSS SA antennas. These tests 
were performed on planar mesh samples using a 
test set-up similar to that shown in Figure 4. The 
samples were 18 x 18 inches of mesh bonded to 
wooden frames. The sample under test was 
illuminated by two carriers which are transmitted 
using separate antennas. A third antenna is used 
to monitor PIM generation. Extensive filtering and 
low noise amplification of the receive signal are 
required to eliminate harmonics and achieve the 
required measurement sensitivity. 

A summary of the test results is listed in Table 
1. The first series of tests were for 7th order PIM at 
L-band. The mesh samples were the standard 10 
opening per inch (opi) mesh like that used on the 
TDRSS SA antennas. Additional samples with 
surface hardware and edge terminations were also 
tested. The results showed that PIM generated 
by mesh alone was not measurable while inclusion 
of the standard termination and surface hardware 
components tended to increase PIM 
susceptibility. 

The second series of tests were for 3rd order 
PIM at X-band. The objective for the X-band tests 
was to compare the relative performance of 
different types of mesh so a lower order PIM was 
chosen to enhance sensitivity. The samples 
consisted of 10 opi, 18 opi, and conditioned 18 
opi mesh. The conditioned samples were 
exposed to simulated operational environments 
prior to PIM testing including random vibration, 
thermal vacuum, and thermal strain (the thermal 
strain associated with the calculated orbital 
temperature cycling was simulated by a repetitive, 
induced mechanical displacement at the center of 
the sample). The objective of conditioning the 
samples was to determine if operational 
environment effects would influence conditions at 
the wire crossover junctions, and specifically 
whether they would increase PIM levels. The 
conclusions drawn from these tests were that the 
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conditioning did not have significant effects on 
PIM generation and that there is an inverse 
relationship between mesh density and PIM 
generation levels. This relationship supports the 
theory that the distribution of currents over a large 
number of wire crossover junctions in the mesh 
reduces PIM sensitivity. 

The third series of tests involved measuring 
18 opi mesh for 7th and 5th order PIM at L-band 
over a thermal profile. Temperature can effect PIM 
generation at metal to metal contacts by changing 
the junction properties including the contact 
pressure which varies due to differential 
contraction and expansion. This type of test 
addresses an important question regarding 
conditions at the wire crossover junctions as 
temperature changes on orbit. No measurable 
PIM was generated. 

While further testing is required to fully 
characterize mesh PIM performance, these results 
suggest that implementation of a wire mesh 
deployable reflector for multi-channel satellite 
communications applications is feasible. One area 
that requires more testing and development work 
is the design of mesh edge terminations and 
surface hardware interfaces. Test results indicate 
that the standard designs like those used on 
TDRSS are susceptible to PIM and will require 
modification. This issue does not warrant the level 
of concern that the PIM performance of the mesh 
itself does since it represents a more treatable 
problem. These aspects of the design can be 
addressed with relatively minor modifications 
using standard PIM mitigation techniques like 
avoiding metal to metal contacts (isolating or using 
non-conductive interface components) and 
shielding sensitive areas. 

Extrapolating system performance 
predictions from these test results requires some 
subjective judgements and is unique for each 
system. In general, results from this type of test 
should be used conservatively to estimate system 
level PIM performance. The assumption is made 
that the sample and test conditions are 
representative of the final system implementation. 
A example system performance prediction based 
on sample level test results is shown in Table 2. 

CONCLUSIONS 

While wire mesh has been considered."PIM 
sensitive" based on an abundance of 
nonpermanent metal to metal contacts that are 
fundamental to the mesh design, careful 
consideration of the mesh characteristics and 
aspects of the deployable reflector design 
implementation reveal conditions that may reduce  

mesh PIM susceptibility. Experimental results 
presented in this paper indicate that PIM 
generation in the type of wire mesh supplied by 
Harris Corporation for the TDRSS program may be 
well within the requirements for typical systems. In 
view of the well established flight record of the 
Harris radial rib deployable reflector, consideration 
of its use for applications with PIM requirements is 
certainly warranted. 
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Test Series I: L-band, 7th order PIM, 52 mW/cm2  combined incident power, 35 cm from 
sample to measurement plane 

Sample Type Number of samples Maximum PIM Flux Density 

10 opi mesh 
10 opi mesh with edge terminations 

and surface hardware 
18 opi mesh 

<-159 dBW/m2  
5 -123 to -159 dBW/m2  

1 <-159 dBW/m2  

6 

4 
2 
2 

Test Series II: X-band, 3rd order PIM, 23 mW/ 
sample to measurement plane 

Sample Type  Number of samples Maximum PIM Flux Density 

cm2  combined incident power, 60 cm from 

-122 dBW/m2 
 -118 dBW/m2 

 -90 dBW/m2  

18 opi mesh 
conditioned 18 opi mesh 
10 opi mesh 
Test Series Ill: L-band, 5th and 7th order PIM, 
from sample to measurement plane 

21 mW/cmombined incident power, 60 cm 

Sample Type 

18 opi mesh  

Number of samples 

3 

Maximum 5th order 
PIM Flux Density  

Maximum 7th order 
PIM Flux Density  

<-154 dBW/m2 <-169 dBW/m2  

Table 1. Mesh PIM Test Results 

NOTE: "<" indicates no PIM measured over the noise floor. 

Table 2. Example System Performance Prediction from Sample Test Results 

INCIDENT POWER DENSITY  
Maximum operational incident power 
flux density 

Sample test incident power flux 
density 

Incident power density margin 

PIM INTERFERENCE LEVEL 
Measured sample PIM power flux 
density 

Sample vs. system mesh surface area 

Sample test vs. system effective mesh 
to receive antenna separation 

System receive antenna effective area 

PIM power at receive antenna 
output  

5 mW/cm2 

 20 mW/cm2  

6 dB 

-160 dBW/m2 

 +19 dB 

-24 dB 

-30 dB.m2  

-195 dBW 

minimum of 3 dB recommended 

0.5 x 0.5 meter sample and 5 meter 
reflector 

30 cm vs. 5 meters 

-5 dBi effective gain in the direction of 
the transmit reflector surface 

NOTE: A conservative assumption is made that PIM generated over the reflector surface will add 
coherently  and the  difference between modulated and CW carriers is not accounted for. 
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The possibilities for Mobile and Fixed Services up to the 20/30 GHz frequency bands 
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INTRODUCTION 

Satellite Communications and broadcast-
ing is presently in a period of considerable 
change. In the fixed service there is strong 
competition from terrestrial fibre optic sys-
tems which have virtually arrested the growth 
of the traditional satellite market for long 
distance high capacity communications. 

The satellite has however made con  sider
-able  progress in areas where it has unique 

advantages; for example, in point to multi-
point (broadcasting), multipoint to point (data 
collection) and generally in small terminal 
system applications where flexibility of de-
ployment coupled with ease of installation are 
of importance. 

In the mobile service, in addition to the 
already established geostationary systems, 
there are numerous proposals for HEO, MEO 
and LEO systems. There are also several new 
frequency allocations as a result of the WARC 
92 to be taken into account. At one extreme 
there are researchers working on Ka band 
20/30 GHz mobile systems and there are 
other groups who foresee no future above the 
L-band frequency allocations. 

Amongst all these inputs it is difficult to 
see the direction in which development activ-
ities both for satellites and for earth segment 
should be focused. However, as an aid to 
understanding, this paper seeks to find some 
underlying relationships and to clarify some 
of the variables. 

THE IMPACT OF USER 
REQUIREMENTS 

One possible starting point in trying to 
gain a better insight into the basic relation-
ships which affect the economics of various 
satellite system designs is to consider the user 
requirements. In the formative days of the 
satellite communications industry this was not 
really of the highest importance because the 
systems were organised and operated by large 
carriers and PTT administrations and the end 
user was not directly involved. A high and 
growing proportion of traffic is now carried 
by small terminal systems. Satellites com-
munications earth stations are operated direct-
ly from user premises and in the case of 
mobile systems from the users vehicles and 
ultimately his person. 

The size of the earth station antenna is 
now a vitally important element in user ac-
ceptability. Large antennas are unsightly and 
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difficult to install and they are a definite 
disincentive to the use of satellite communica-
tions. For the fixed service the user can prob-
ably accept earth stations having an equivalent 
diameter of around 1.5 metres. For the 
mobile service a good starting point is prob-
ably an equivalent diameter of 15 cm. 

Another important factor for the user is 
the power level of the earth station. Stations 
which consume Kilowatts of power and 
require large and failure prone tubed ampli-
fiers are unlikely to be popular with the user 
community. For the fixed service this means 
that solid state power amplifiers are needed 
and depending on the frequency this places a 
limit on the radio frequency (RF) power 
which can be applied to the antenna. For the 
mobile service the RF power output is con-
strained by mobility and human safety con-
siderations. 

Fixed Service Link Budget 

For the satellite up-path the most import-
ant parameter is the RF power available per 
bit to feed the earth station antenna. The re-
maining variables do not change dramatically 
from one system to another. The satellite 
receive noise temperature is heavily influen-
ced by the temperature of the earth and the 
satellite antenna size and gain are determined 
by the up-path coverage requirement from the 
earth surface. 

Figure 1 illustrates the up-path link 
budget situation for the fixed service with the 
following assumptions: 

• earth station equivalent diameter - 1.5 m 
• satellite system temperature - 30 dBK 
• propagation margin - 6 dB 
• modulation BPSK/QPSK 
• Eb/No required (uplink only) - 10 dB 

This curve is independent of frequency 
and can therefore be used as a general guide 
to choose the approximate up-path parameters 
applicable to a given system. It also applies 
in the case of multi-beam systems where the 
beamwidth of each beam is shown on the X-
axis. 
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Figure 1: uplink situation 
(fixed service satellite system) 

The same techniques can be used in the 
downlink which leads to the curve shown in 
figure 2. This time the critical parameter is 
satellite RF power allocation per Mbit/s of 
required downlink capacity. 

Fixed Service: Downpath Performance 

10 t2 14 16 18 20 22 24 28 20 30 34 34 36 38 40 
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Figure 2. Downlink situation 
(fixed service satellite system) 

Mobile Service Link Budget 

If, as previously discussed, the user 
terminal equivalent antenna diameter is 15 cm 
both the uppath and the downpath situations 
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are quite different from the fixed service case. 
In the mobile case, the antenna diameter of 
the earth station has gone down by a factor of 
ten from 1.5 to 15 cm. This represents a loss 
to the link budget of 100 to 1 or 20 dB. Addi-
tionally, an allowance of about 10 dB must be 
made to ameliorate the effects of shadowing 
due to trees, buildings, etc. This margin can 
partially overlap the propagation margin since 
the joint probability of rain and shadowing is 
less than the sum of the two. Nevertheless an 
additional margin with respect to the fixed 
service case of 7 dB would seem to be neces-
sary. 

Thus the overall disadvantage with respect 
to the equivalent fixed service situation is 
approximately: 27 dB. Part of this can be 
regained by the use of bandwidth compression 
techniques. In the case of telephony, for 
example, a reduction of the required bit rate 
for a channel from 64 kbit/s to 4.8 kbit/s 
(vocoded speech) can be assumed. This is 
equivalent to 11.3 dB. In summary: 

smaller antenna 
additional shadowing margin 
bandwidth compression 
(telephony) 
net mobile disadvantage 

This shortfall has to be found in the satel-
lite by a combination of narrower antenna 
beams to provide more satellite antenna gain 
and in particular by the provision of a much 
higher power density in the satellite for the 
downlink. 

The uplink performance is doubly 
restricted due to the small size of the earth 
station antenna and the low power of the earth 
station amplifier. 

The equivalent curves to figures 1 & 2 for 
the up and downlink situation in the mobile 
case are shown superimpose(' in figure 3. 

It will be noted that whereas the power 
required in the satellite for the fixed service 
could be expressed in Watts/(mbit/s), for the 
mobile service the density is expressed in 
Watts/(kbit/s). This reflects the disadvantage 

Mobile Service: Up- and Downpath Performance 

Figure 3. Uplink and downlink 
(mobile service satellite system) 

of approaching one hundred to one experi-
enced by the mobile system with respect to 
the fixed service system. Nearly all of this 
disadvantage has to be compensated for in the 
satellite power output. For a typical satellite 
the most significant mass elements are the 
output stages of the payload and the power 
generation subsystem (solar panels power 
conditioning etc.). Hence, irrespective of the 
frequency band employed, as a general rule 
satellites for the mobile system will always 
be substantially heavier for a given capacity 
than the fixed service equivalent. This of 
course is reflected in the cost and ultimately 
in the price of the calls to the consumer. 

The case of a geostationary satellite has 
been taken in the examples but it is interest-
ing to note that reducing the altitude of the 
satellite (the MEO and LEO orbits) brings no 
improvement in the power density require-
ment if the same area of earth is to be illumi-
nated. 
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Individual link budgets for point A, B, C 
and D respectively in figures 1, 2 and 3 are 
given in table 1. All the non variable parame-
ters assumed in the curves are thereby 
defined. 

For the up path link budgets the effect of 
propagation margins would require the use of 
power control to avoid overload in clear air 
conditions. For the purposes of these calcula-
tions such control is assumed to exist. 

THE IMPACT OF FREQUENCY BAND 

The curves presented in the previous 
section are independent of frequency. How-
ever, there are a number of factors which do 
affect the choice of frequency band. 

Available spectrum 

The available spectrum for the mobile 
service in the L-band is limited to a few tens 
of megahertz. Even with considerable re-use 
of frequencies this is somewhat limited and 
there is a case for targeting the much larger 
bandwidths available at Ku band and Ka band 
for some mobile services. 

The higher frequencies also have some 
attractions for the mobile service because it 
may be possible, with appropriate processing, 
to operate these services using existing satel- 
lite capacity in parallel to the existing fixed 
service and broadcast transmissions. This has 
obvious advantages since it permits mobile 
systems to be established on a marginal cost 
basis thus avoiding the high initial investments 
necessary for a dedicated mobile system. Such 
systems are already in operation in a limited 
way for low bandwidth data exchange in the 
Ku band, both in North America and Europe. 

However, it is difficult to operate small 
terminal or mobile systems in an environment 

where large earth stations are already in use. 
The required satellite gain settings and the 
interference environment are normally quite 
different. However, in the Ka band it would 
be less difficult to operate a wide range of 
services e.g. broadcast, fixed service, mobile 
since there are no existing systems and the 
parameters could be adjusted to enable small 
terminal systems to be used. 

Propagation effects 

It is well known that the Ku band and 
particularly Ka band suffer from atmospheric 
attenuation due to rainfall. This has the effect 
of increasing the required link margins and/or 
increasing the unavailability of the system to 
the user. There is now a great deal of experi-
ence in using Ku band throughout the World. 
However, experience with Ka band for satel-
lite communications and broadcasting is more 
limited. 

The Olympus satellite has two 
transponders in the 20/30 GHz frequency 
band and has provided the opportunity for 
European and Canadian organisations to gain 
experience in these frequencies over a period 
of four years. In general the experience has 
been very positive and it has been possible to 
use the band extensively for broadcasting, 
VSAT systems, video conference and news-
gathering on a regular basis with good 
results without the use of excessive propaga-
tion margins. This anecdotal information has 
been supplemented by extensive propagation 
beacon measurements of a more scientific 
nature. 

The results indicate that 20/30 GHz can 
be used successfully for all types of service 
provided the availability requirements of the 
user are modest. 
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The band appears to be unsuitable for 
high availability trunk connections, unless 
special fade countermeasures are employed, 
but is very suitable for small terminal user 
oriented communications where availabilities 
of typically 99.5% are acceptable. Hence low 
cost is an important element to be traded 
against availability. Figure 4 shows propaga-
tion statistics derived for 650 geographically 
separated locations within Europe and based 
on a propagation model which has been ver-
ified using Olympus data. It will be seen that 
with uppath and downpath margins of 6 dB 
and 3 dB respectively almost 100% of sites 
can be served with an unavailability of 1% 
and 50% of sites achieved 0.5% 
unavailability. With margins of 8 dB and 
4 dB, an unavailability of 5% can be achieved 
in all but the very worst locations. 

Figure 4 

Doppler effects 

At high centre frequencies the doppler 
shift caused by the movement of vehicles or 
people is proportionally higher. This means 
that special measures have to be taken in the 
receivers and transmitters to overcome the 
frequency offsets. These problems have 
already been successfully addressed in experi-
mental designs. 

Earth station beamwidth 

Clearly, the beamwidth of the earth sta-
tion antennas becomes proportionally nar-
rower as the frequency is increased. Tracking 
antennas therefore become necessary. This is 
a severe disadvantage in increasing the com-
plexity of the mobile terminal. On the other 
hand the narrower beamwidth involved pro-
gressively limit the interference to and from 
adjacent satellites. 

Satellite mass 

If we select an operating point on the 
power/coverage curves and look at the vari-
ation of satellite mass as the frequency goes 
from L-band to Ka-band one finds that to 
first approximation the mass remains con-
stant. This, at first sight, surprising results 
was obtained by taking several satellite con-
figurations and applying the lcnown mass of 
the various payload and power system 
elements for the various frequencies. The 
outcome is mainly due to the interaction 
between two factors. As the frequency 
increases the antenna size for a given cover-
age reduces as well as the size of the micro-
wave components thus reducing the mass of 
the satellite. However the lower power effi-
ciency of the HPA and the losses in the mi-
crowave components result in an increasing 
power demand by the payload and an 
increase in mass of the satellite. There is a 
small (10%) but noticeable step increase in 
the mass at Ku and Ka-band due to the 
change from SSPAs to TWTAs in the HPA. 

The above results assume that the number 
of beams on the satellite is constant. In a 
practical system as the frequency increases 
the link margins need to be increased to com-
pensate for fade conditions, this can either be 
accomplished by increasing the power of the 
mobile terminal or by increasing the gain of 
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the satellite. If we select to increase the gain 
of the satellite the antenna beam size will go 
down and to keep the same coverage we will 
have to increase the number of beams to 
compensate. With a hand held system we do 
not have the option of increasing the terminal 
power because of the safety aspects. This 
reduction of beam size and the consequent 
reduction in power does have a mass advan-
tage as the frequency is increased even though 
the number of beams is increased. The mass 
saving at Ka-band is about 5%. 

Thus there is little variation in satellite 
mass as the frequency changes in a mobile 
system. However the increase in number of 
beams significantly increases the complexity 
of the payload hardware and hence the cost. 
This together with the general increase in cost 
of gain at higher frequencies will tend to 
favour the lower frequencies from the satellite 
viewpoint even though mass is not an import-
ant factor. 

CONCLUSIONS 

It is concluded that a mobile system tends 
to be intrinsically much more expensive than 
a fixed service system. This is because the 
satellite power and mass has to be greatly 
increased to satisfy the need to reduce earth 
station diameters. The additional satellite mass 
per unit of use is reflected in the investment 
and running costs of the system. 

The calculations made are based on a set 
of assumptions which do not change greatly 
with the type of system envisaged. They 
therefore apply as a first order to any geosta-
tionary system single or multibeam. However, 
they also apply to low earth orbit systems 
when equal area coverage on the ground is 
required. 

From a system point of view there are no 
intrinsic advantages or disadvantages in the 
choice of frequency band for mobile or fixed 
services. However, there are some factors 
which will affect the choice of a particular 
frequency band for a particular system. These 
are: 

- higher unavailability with increase in 
frequency due to propagation conditions; 

- more complexity at higher frequencies 
due to the need for tracicing ground 
antennas and better doppler compensa-
tion; 

- more spectrum available in the higher 
frequency bands; 

- possibilities to operate mixed services 
broadcast, fixed service, mobile with 
consequent improvement in the spread of 
risk and cost; 

- better interference characteristics for 
higher frequency systems; 

From the satellite point of view, in the-
ory, the mass of the satellite payload should 
decrease with frequency due to smaller and 
lighter components. However, the technology 
tends to be more advanced and mature at the 
lower frequencies and it is estimated that 
satellites for the mobile service at Ku-band 
and Ka-band will be considerably more ex-
pensive for some time than the lower fre-
quency equivalents. If a high availability 
service is required at the higher frequencies 
the additional propagation margins necessary 
will impact heavily on the number of beams 
required for a given coverage and thereby on 
the cost and complexity of the satellite. 

In general one can envisage that the L-Band 
frequency allocations will tend to attract the 
high availability but relatively expensive 
mobile systems. The higher frequencies and 
particularly the 20/30 GHz Ka band alloca-
tions can absorb small terminal systems in the 

Contact the Author for Conclusion and Table. 
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INTRODUCTION 
Geostationary satellites carry a 

majority of the international tele-
communications traffic not carried by 
transoceanic cable. However, because the 
radio path links to and from geostationary 
satellites total at least 70,000 km and because 
of inherent on-board spacecraft power 
limitations, earth stations used in conjunction 
with geostationary satellites are usually large 
and expensive. This limits their installation to 
areas with a well-developed industrial and 
economic infrastructure. 

This reality helps perpetuate a chicken-
egg dilemma for the developing countries and 
isolated regions. Economic integration with 
the developed world requires being 
"networked". But for many developing 
entities, even the initial price of entry exceeds 
their modest resources. 

Exclusion from the global information 
highways virtually assures retardation of 
economic growth for developing nations, 
remote and isolated areas. 

Very Small Aperture Terminal (VSAT) 
e,arth stations are often thought of as a 
solution for networlcing developing regions. 
But economic considerations often forecloses 
this option. If VSAT siz,e and cost is to be 
minimized, powerful spot beams from the 
satellite need to be focused on relatively .small 
regions. This is not often feasible because of 
the high cost of the satellite itself. To 
dedicate a high power spot beam to a small 
region is usually not economically feasible. 

Further improvement of the space 
segment could provide some relief for cash-
strapped, low-density user populations. Some 
visions have been put forth of massive 
spacecraft with 30 m antennas, huge solar 
arrays generating several kilowatts and 
spacecraft masses exceeding 4 to 6 metric 
tons. Re,alistically however, the costs of 
building and launching such massive, complex 
payloads renders this possible approach to 
some future era. It will clearly be impractical 
for the near term. 

Low Earth Orbiting (LEO) satellites 
offer a practical solution to this dilemma for 
many potential applications. 

All LEO communications fall into one 
or two categories depending on the services 
they provide and their technical sophistication: 

• data transmission 
• voice communications 

GONETS PACKET DATA RELAY LEO 
SYSTEMS 

The category including projects such as 
Gonets, Leosat, Orbcomm, Starsys, Vitasat 
[1-2] can provide the following services: 

• Digital data transmission of: 
text, imagery, databases, 
environmental data to/from control 
and sensors; Supervisory Control 
and Data Acquisition (SCADA) 

• Paging 
• Remote geolocation 
Many applications do not require 
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uninterruptable links. Unlike a voice 
telephone conversation wherein a real-time 
link is essential, many data transmission 
applications allow for some enroute delay. 
Non-realtime data forwarding is vastly more 
cost-effective than providing realtime links. 

All this c,onsidered, a practical, useful, 
low-cost, packet LEO data transmission 
network needs to be based on the following 
principles: 
1. The use of a quasi-random constellation of 
satellites each of which has attitude control 
mechanisms but no station/orbit keeping 
facility. The number of satellites then 
depends on the specific orbital parameters and 
the allowable message delivery transit time 
from originator to addressee. 
2. The use of VHF/UHF links (130-400 
MHz) allocated for mobile satellite 
communications together with polar, circular 
orbits (700-1500 km). This allows global 
coverage and the use of simple, 0-3 dbi, low 
gain "omni" antennas, 2-10 W transmitters 
and very simple (gravitational) quasi-passive 
spacecraft attitude control. 
3. The use of packet transmission mode to 
minimize power consumption of both the earth 
and space segments and to allow effective 
spectrum sharing by multiple users. The 
packet protocol minimizes channel contention 
and reduces overhead by simplifying channel 
control and supervisory intervention. 
4. The use of an orbital constellation with 
quasPrandom access windows is extremely 
easy to c,ontrol and operate using a single 
master control center. 

When realized in a practical network, 
these basic principles yield the following 
results: 
1. Satellites can be very small (50-200 kg) 
and inexpensive capitalizing on the latest 
achievements in micro-miniaturization and 
satellite technology. Relatively low spacecraft 

mass and low orbital altitude allows a single 
launcher to carry several spacecraft thus 
reducing the overall cost of the space 
segment. 
2. Ground terminals can be small, simple, 
inexpensive and user-friendly devices lowering 
maintainability re,quirements and the training 
of the "maintainers" themselves. 

Thus, the foregoing principles allow 
the development of affordable LEO satellite 
networks for packet data transmission at an 
estimated cost of between $50 and $200 
million depending on the range and 
complexity of services provided. Such 
networks are end-user oriented and do not 
require developed terrestrial land-line 
infrastructure. They thus provide instant 
network connectivity in "islands" of often 
urgent communications requirements. The 
time required to establish a node on any 
square meter of earth is the time needed to 
open an attache case and turn  on a switch. 

The "Gonets" LEO system is 
thoroughly based on the foregoing design 
philosophy and first principles. Gonets is 
programmed to be operational with an 
eventual total of 36 satellites organized as six 
planes of six satellites beginning in 1994 and 
building to a 1996 full operational 
constellation. 

In the current system development 
phase, the "demonstration" phase called 
"Gonets-D" has already been placed in orbit. 
Two Gonets-D satellites were launched in 
July, 1992 and have since provided scores of 
demonstrations around the world. 

Gonets-D has been demonstrated to 
various governments, industry, and financial 
institutions in Russia, other CIS c,ountries, as 
well as in Australia, India, Africa, and 
elsewhere. A major series of Gonets-D 
demonstrations is planned in Western Europe 
later in June and South Asia in the July-
August time frame. 
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The demonstration system will be 
expanded by Smolsat later in November or 
December 1993 to include an additional 6 
satellites with 3 in each of the two orbital 
planes. That system, called Gonets D-1, will 
be capable of supporting up to 30,000 portable 
transceive terminals and a virtually unlimited 
number of SCADA terminals. 

The Gonets-D 1 advanced development 
demonstration system has the following 
performance values: 

• 2 hours maximum access wait at the 
0.8 probability level 

• 3-6 hours average maximum 
message in-transit delays depending 
on the system completeness (number 
of spacecraft in service at that point 

The above limitations resulted in the 
following communications protocol. 

Communication between any two 
stations simultaneously in the 5000 km 
diameter footprint is quasi-realtime, quasi-
bent-pipe mode. 

The satellite periodically sends a 
preamble signal carrying data necessary to 
establish radio contact with a user. Users can 
exchange information when they are both in 
the footprint of the satellite using the preamble 
which contains the necessary subscriber 
identification information (callsign) and the 
particular geographic area information. The 
geographic area identification can be both 
satellite and Area Station (AS) generated. The 
latter is simpler and therefore employed by the 
Gonets system. 

Various types of data transfers between 
User Terminals (UT) (UT1-satellite-UT#) and 
to a Stationary User Terminal (SUT) linked to 
the Area Station (UT2-satellite-AS1 SUT). 

Users not simultaneously in the 
footprint of a satellite use the store-and-
forward mode for communication. Data 
received by the satellite is stored in the on- 

board memory. When the message addressee 
is heard by the carrying satellite, the message 
addressed to him is downlinked to that station. 

Even in its late developmental phase 
(1993-94), Smolsat will be offering precise 
geolocation services for mobile users by 
relaying Global Positioning System 
(GPS)/Global Navigation System (GLONASS) 
derived vehicle position data to corresponding 
central service stations via Gonets-Dl by 
using a synthesis of Gonets and GPS terminals 
in a convenient package. 

Vehicles and other mobile platforms 
(be they icebergs or high-value cargo) which 
require highly accurate location determination 
reporting will use a synthesis of GPS/Glonass 
receivers and GONETS transceivers to 
provide this information to managers. The 
GPS/Glonass-Gonets synthesis will provide the 
facility to accurately and quickly telemeter the 
location and status of a vehicle anywhere on 
earth to a command center with an accuracy 
within several meters. 

While these terminals locate the vehicle 
(or other mobile object), status and/or 
message traffic is transferred to central 
stations via Gonets user terminals. A standard 
RS-232C interface is used to connect the 
various equipment. 
DIFFERENTIAL NAVIGATION 

Commercial GPS/Glonass navigation 
receivers are limited to the GPS standard 
position service (SPS) accuracy of 100 meter 
available worldwide for civil use and similar 
accuracy for the Russian Glonass system. 

Navigation receivers which use 
differential corrections can significantly 
improve performance. Typical differential 
GPS accuracy is from 0.5 to 5 meters. 
Differential Glonass accuracy can expect 
similar improvements over autonomous 
receiver operation.[4] 

The accuracy of differential navigation 
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is limited by the distance between the base 
station and remote receiver, the age of the 
differential correction data (update rate), and 
the differential data link. 

The corrections remove most of the 
error from the major error sources affecting 
the accumcy of satellite-range measurements: 
satellite orbit estimation, satellite clock 
estimation, ionospheric error, and tropospheric 
error. After the correction is applied, the 
residual error is on the order of one milli-
meter for every kilometer of separation 
between the base and remote receiver.[5] 

It is estimated that over 500 base 
differential stations would be required to cover 
the United States. Techniques are being 
investigated which may reduce the number of 
base stations required to provide differential 
range corrections for a wide area.[6][7] 

The differential corrections must be 
transmitted to the remote receiver at a data 
update rate sufficient to eliminate the effects 
of time varying satellite errors and 
atmospheric effects. Update rates from two to 
six seconds are sufficient to minimize these 
effects. 

The differential data message can also 
include information on the integrity of the 
differential corrections and the real-time health 
of the navigation satellites which is critical for 
some applications. 

The differential data link requires 
selection of an appropriate transmission 
frequency to assure reception at the remote 
receiver and meet local governmental licensing 
requirements. The selection of a Gonets 
system as the data link provides an ideal 
solution to these problems. 
GEOLOCATION APPLICATIONS 

Applications for differential navigation 
encompass a wide range of user needs and 
uses. Equipment complexity is dictated by 
user requirements. Some applications require  

continuous reception of differential corrections 
and other applications need a correction at a 
distinct location or time. Some users require 
lcnowledge of the position of the remote units. 

These user requirements can be met 
simply with just a GPS/Glonass receiver and 
Gonets user terminal. Gonets protocol is built 
into the standard interface of the Ashtech 
GPS/Glonass-Gonets capable receiver. 

Users requiring map or navigation 
displays can add a common personal computer 
to the basic configuration. Geographic 
information systems (GIS) could use a bar 
code reader to easily enter attribute 
information for the landmark. 

Typical applications include: 
worldwide accident investigation (aircraft, 
ship, oil spills, earthquakes, hurricanes, and 
other infrastructure damage), worldwide 
rescue operations, locating & tracldng 
icebergs, exploration geophysics, oil rig 
positioning, vessile docicing, channel 
dredging, installing remote communications 
sites, harbor depth mapping, and a host of 
many other GIS applications. 

Vehicle tracldng systems or fleet 
management systems could perform worldwide 
tracicing and route management control of 
vehicles (ship, truck, automobiles, and 
aircraft). It is even possible to apply this 
technology to unmanned ships traversing the 
oceans. The system could then be used by a 
pilot to safely navigate the harbors. 

Agricultural equipment would benefit 
from accurate position data for planting, 
applying fertilizers and pesticides leading to 
improved yields. Navigation and control of 
unmanned combines and tractors may also be 
feasible. 

All users would have confidence they 
can depend on the accuracy of the 
GPS/Glonass-Gonets position data from the 
health data built into the satellite differential 
correction messages. 
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Table 1. GONETS Technical Data 

• GONETS Orbital Specifications  
General Orbital Characteristics: 
Type:LEO, polar 
Inclination angle: 82.6degrees 
Period: 114minutes 
Apogee:14201cm 
Perigee:14201cm 
Footprint:5000km 
Characteristics of the GONETS-D Orbits 
Number of satellites: 2 
International Designators: 
Cosmos 2199, Object 22036 
Cosmos 2201, Object 22038 
Launched: 13 Jul 92 from Plesetsk 

GONETS Spacecraft General Specifications 
Bus Description:  
Mass:225kg 
Dimensions: Length150cm 

Diameter100cm 
Max span, antennas deployed: 140 cm 
Attitude control: Gravity gradient boom, 

magnetic assisted 
Attitude accuracy:5 - 10degrees 
Power: 
Orbital average power: 45W 
Peak power available:160W 

Thermal control:Maintains 0 - 40 °C 
Launcher:Cyclone 6 per launch 

GONETS Communications Characteristics 
Subscriber/user terminal characteristics 
Earth-to-Space Direction  
Maximum gain: +2.0dBi 
Polarization:RHC 
Service area:Regions 1, 2, 3 
Class of station: CP, TG, TU 
Receiving system noise temp: 700 °K 
Frequency range:259.450 - 259.550 MHzt 
261.850 - 262.150 MHzt 
264.375 - 264.525 MHzt 
387 - 390 MHz 
Emission designator:20K0G1W 
Total peak power: +10.0 dBW 

Maximum power density:-37.8dBW/Hz 
EIRP: +5.19 dBW 
Typical earth station:Type UT-P 

Regions 1, 2, 3 
EG, EU, CP 
258.900 - 259.100 MHzt 
261.085 - 261.1350 mile 
262.900  -263.100  MHzt 
264.400  -264.600  MHzt 
312 - 315 MHzt 

Emission designator: 20K0G1W, 10K0G1W 
Total peak power: +10.0 dBW 
Maximum power density: -37.4 dBW/Hz 
Space station EIRP +7.6 dBW 
Receiving system noise temp: 490 °K 

Communications Link Parameters  
General: 
UHF uplink, UHF downlink 
Signaling rate: 2.4 kbpst 

2.4, 9.6, 64 kbps* 
Modulation: DPSK 
Coding: Reed-Solomon coding (32,38), M=8 
Decoding: Viterbi (R=1/2, K=3) 
Link Margins: 
Portable terminal UT-P 5-7 dB 
Fixed terminal UT-S 5-7 dB 

Link control protocol: DAMA using 
FDMA/TDMA 

Marker signal present 
Aloha mediated assignment channel 

Channelization (36 satellite network system): 
Preamble signals: 72 physical chan 
Signal communications: 10,800 TDMA chan 
Data channels: 72 physical chan 
Packet transmission: 21,600 16kbit slots/min 

Space-to-Earth Direction  
Spacecraft Characteristics 
Maximum gain: +2.0dBi 
Polarization:RHC 
Service area: 
Type of service: 
Frequency range: 
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Schedule 
Program Phasing: 

Phase Event Capacity On-board memory 
(pages/day) (MByte per 

satellite) 

2 

8/16 

Network Performance: GONETS-D only 
System Throughput at 13% 3x10E04 Mbit/day * GONETS-Dl only 
or 3x10E06 pages/day 

(GONETS) 
Number of users: Up to 1,000,000 
Wait time: 20 minutes @ 0.8 probability 
Delivery time (worst case): 1 hour 

Launch of two Gonets-D 
(demonstration) 

Launch of 6 Gonets D-1 
(isolated user groups) 

Full GONETS 
constellation 

Start of commercial use 

13Jul92 3x10E2 

Nov.1993- 
Jan. 1994 1. 2x10E4 

1994-1996 3x10E6 
1994/5 

0.019 

Programmatics:  
Organizations in consortium: 
- SMOLSAT (Moscow): Program management 
- NPO AM (Krasnoyarsk): spacecraft bus; system/launch integration 
- NPO PI (Moscow): spacecraft subsystems 
- Izhevsk Radio Manufacturer: communications payload, user terminals 
- ICievpribor Manufacturer: communications payload 
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ABSTRACT 

Currently the geostationary type of 
satellite is the only one used to provide 
commercial mobile-satellite communication 
services. Low earth orbit (LEO) satellite 
systems are now being proposed as a future 
alternative. By the implementation of LEO 
satellite systems, predicted at between 5 and 8 
years time, mobile space/terrestrial technology 
will have progressed to the third generation 
stage of development. 

This paper considers the system issues 
that will need to be addressed when 
developing a dual mode terminal, enabling 
access to both terrestrial and LEO satellite 
systems. 

THE FUTURE ROLE OF A MOBILE 
SATELLITE SERVICE 

Terrestrial mobile communication 
services are now entering the so called 
"second generation" phase of development. 
One such example is the pan-European digital 
GSM service[1][2]; this system is now 
gradually being introduced into service  

throughout Europe. 

The development of mobile-satellite 
communication services is progressing in 
parallel to that of terrestrial services. The first 
mobile service was introduced by Inmarsat in 
the late '70s to the maritime sector; Inmarsat 
is now establishing a land-mobile service with 
the introduction of the Inmarsat-C and 
Inmarsat-M systems[3]. 

Where a terrestrial mobile service is 
well established, such as in Western Europe, 
it is unrealistic to think of a competitive 
satellite service, it is more likely that satellites 
will provide a complimentary back-up service. 
This scenario has attracted considerable 
interest in Europe over the past few years, 
especially integrating a satellite service with 
GSM where initially there will be gaps in 
terrestrial coverage, particularly in rural areas 
and Eastern European countries[4][5]. Satellite 
mobile services can play a more dominant role 
in areas where the mobile/fixed 
telecommunication infrastructure is non-
existent, this will be true in large areas of the 
third world[6] for example. 

By the end of the decade satellite 
systems will have advanced significantly from 
current transparent wide beam geostationary 
systems. Proposals are now being considered 
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for multi-satellite low earth orbit systems with 
spot beam facilities, such as Iridium[7]. The 
satellite configuration in an integrated 
environment has considerable scope for 
variation. 

The three types of satellite orbit 
generally considered as being able to provide 
the space element in an integrated service are: 
geostationary orbit (GEO), highly elliptical 
orbit (HEO) and low earth orbit (LEO). The 
advantages and disadvantages of each type of 
orbit in an integrated network will need to be 
considered, some of the more obvious of 
which are summarised in Table 1.0. 

LOW EARTH ORBIT SYSTEMS 

LEO satellites orbit the earth at 
altitudes in the range 500 - 2000 km. The 
orbital period of a LEO is in the region two 
hours, consequently a satellite will only 
illuminate a certain coverage area for 
approximately 2-3 minutes. Hence, for a 
continuous global communication service it is 
necessary to place a number of satellites in 
orbit. LEO satellites can be placed in either an 
inclined or polar orbit, or a combination of 
the two. 

When used for mobile communications 
LEO satellites offer several advantages [8]; 
the altitude of the orbit means that it is 
possible to relax the constraints on the mobile 
terminal's transmit power and G/T. 
Additionally, the round trip propagation delay 
will be in the region of tens of milliseconds 
compared with the 250 ms delay of a 
geostationary satellite. Furthermore, due to 
the requirement for multiple satellite orbits, at 
least one satellite will always be in view of a 
mobile terminal (MT), thus it should be  

possible to optimise the satellite to MT link 
when multiple satellites are in view. However, 
the orbital velocity of a LEO satellite means 
that transmissions will be subject to a 
significant Doppler variation. For example, a 
satellite at an altitude of 800 km, transmitting 
at 2 GHz, would be subject to a Doppler shift 
in the region of 45 kHz for a 200 mobile to 
satellite elevation angle. Additionally, some 
means of implementing handover between 
satellites is required to maintain a continuous 
real time transmission. This will require a 
large degree of on-board processing (OBP) if 
the satellite is to control handover. This 
contrasts with GEO satellite systems where 
OBP is now only being considered as a future 
development for commercial services. 

NETWORK ENTITIES 

An integrated network will consist of a 
space segment, ground segment, gateway/base 
stations for fixed/private network access, and 
some form of network management station, 
the function of which is to a certain extent 
dependent on the level of OBP on the satellite. 

To enable the routeing of calls it has 
been proposed[9] that the e,arth is divided into 
segments corresponding to satellite coverage 
areas. Each satellite has an address 
corresponding to the ground area that it 
illuminates. A call instigating from one 
location is routed to the satellite which covers 
the area of the destination address. 

When a satellite crosses from one 
coverage area to another its address is 
updated. Consequently, the network 
configuration will be continuously changing, 
hence some means of updating each satellite of 
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its position relative to the earth must to be 
established. There are two possibilities, either: 

(a) Each satellite can be updated on its 
position from the ground; 

(b) The satellite's onboard processing will 
determine its position. This will increase the 
complexity requirement of the satellite. 

SATELLITE VISIBILITY 

The number of satellites visible to a 
terrestrial terminal at any one time is 
dependent the satellite orbital configuration, 
the minimum elevation angle to the satellite, 
and the location of the mobile. LEOs are 
generally classified as being of either polar or 
inclined orbital type. Inclined orbit systems 
provide coverage optimised for low to mid 
latitude regions, however a truly global 
service can only be provided by a polar type 
configuration. Polar orbits maximise the 
satellite density over the polar regions. To 
illustrate this point a 24 satellite configuration, 
equally divided into 4 planes, at an orbital 
altitude of 2000 km, was simulated using 
SatLab[10]. The result is shown in Figure 1.0.  

cellular motion caused by the satellite. This 
can easily be illustrated by, for example, 
considering the velocity of a car travelling at 
110 km/h (approximately 70 mph), or in other 
words 0.03 km/s, to that of satellite at an 
orbital altitude 2000 km, resulting in a 
velocity of 6.9 km/s. It can be seen that the 
mobiles velocity is virtually negligible. 

Figure 2.0 illustrates how the time 
spent within a cell is affected by satellite 
altitude and the guaranteed minimum elevation 
angle from a mobile to the satellite. It can be 
seen that even for a call duration of 3 minutes 
there will be a requirement for handover 
between beams. 
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Figure 2.0 7 Cell Coverage duration 

COVERAGE DURATION 
TERMINAL POWER REQUIREMENT 

In terrestrial cellular systems handover 
between cells occurs when a mobile moves 
from one cellular coverage area to another of 
better signal quality. Satellite systems can also 
provide cellular type coverage, to increase 
spectral efficiency, by the use of multi-spot 
beams. However, in a satellite system it is the 
cells, rather than the mobile, that are moving, 
je. the mobile appears fixed relative to the 

The available transmit power of a 
terminal will be constrained by its physical 
characteristics. For example GSM terminal 
classification ranges from vehicle-mounted, 
through transportable units to hand-held 
portables. The following link budgets were 
calculated between a satellite transmitting a 7 
beam cellular pattern and a hand-held 

45 



Satellite Altitude 
Minimum Elevation Angle 
Max. Dist. mobile to sat. 
Satellite Velocity 
Orbital Period 
Pass Duration per Cell 
Propagation Delay max 

Mobile To Satellite Link 

EIRP 
Frequency 
Free Space Loss 
Atmospheric Atten. 
GainM  

Grrsat 

C/No  
Doppler,. 

2000 km 
5 0 
4905 km 
6.90 kms-1 

 127 mins 
2 mins 42s 
16.35 ms 

-2.0 dBW 
1.62 GHz 

170.4 dB 
0.2 dB 
19.8 dB 
30.0 dK 

-10.2 dBK-1  

45.8 dBHz 
37.1 kHz 

Satellite To Mobile Link 

EIRP/channel 
Frequency 
Free Space Loss 
Atmospheric Atten. 
Gain„,.„ 

G/T,„.t, 

C/No  
Doppler.. 

19.8 dBW 
2.5 GHz 

174.2 dB 
0.2 dB 
0.0 dB 

25.0 K 
-25.0 dBIC-1  

49.0 dBHz 
51.7 kHz 

CONCLUSION 

It can be seen that creating an 
integrated space/terrestrial network is a 

complex task. This is especially true for LEO 
type systems where the space network 
configuration is constantly changing. 

terminal. 

General Link Parameters 

To achieve an integrated network 
several key issues need to be addressed, for 
example: the criteria for handover between 
terrestrial and space links needs to be 
established. Current terrestrial handover 
criteria based on signal strength will need to 
be adapted to take into account the scarcity of 
the satellite resource; switching between 
satellite cells, and possibly between satellites, 
will increase the complexity of the space 
segment; a terminal capable of handling up to 
50 kHz doppler with the possible circuitry 
required to implement an adaptive modulation 
and access schemes will need to be developed. 
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Geostationary Low Earth Orbit Elliptical 

No. of Satellites 1-2 20-70 3-4 
Visibility Poor Good - Excellent Good 

Relative Low Multi-Satellite Low 
Network Complexity Switching 

(Iridium) 2-3 Satellite 
Switching/Day 

Low (Transparent 
Satellites) 
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Technology Established New Experimental 
Round Trip 240 7-15 200-260 
Propagation Delay (ms) 

Table 1.0 Orbital Configuration Performance Summary Chart 

Figure 1.0 24 Satellite - 6 Satellites per Plane, 2000 km Altitude Configuration 
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