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Foreword 
"Going Global" is the theme of IMSC '99. 
Mobile SATCOM now provides very diverse 
applications ranging from mobile multimedia 
to inexpensive low-rate data-gathering systems. 
The design, development and analysis of these 
applications are explored at the Sixth IMSC. The 
directions in which research is heading and the 
attendant policy and regulatory environment also 
form part of the Conference program. 

The IMSC '99 program contains 15 parallel 
technical sessions where authors will present 
their papers. The work of these authors, repre-
senting 14 countries and 5 continents, is gathered 
in these Proceedings. We would like to express 
our appreciation for their efforts and the sharing 
of their expertise. We would also like to thank 
the Session Organizers who helped make the 
sessions a reality and ensured the papers were 
collected for publication. 

It is our belief that the papers making up these 
Proceedings will prove to be a valuable reference 
for all mobile Satcom professionals. 

Jack Rigley, Co-chair, 
Communications Research Centre 
Tsun Yee  Van,  Co-chair, 
Jet Propulsion Laboratory 
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S-UMTS And Multimedia Services I 

Multimedia Services for Aeronautical Mobile Satellite 
Applications 

John Broughton, Johnny Nemes 
Inmarsat 

99 City Road 
London EClY lAX, UK 

E-mail: john_broughton@inmarsat.org  

AB STRACT 
This paper describes how existing satellite services 
for aeronautical applications are evolving to allow 
multimedia applications to reach users on aircraft. 
Using new technologies that allow more efficient use 
of satellite power and spectrum, cost effective 
multimedia services are now possible for aeronautical 
mobile applications. 
Higher bit rate services can be realised without 
having to increase the gain of L-band satcom 
antennas and without having to increase the HPA 
power of existing aircraft satcom systems. This can 
be achieved while retaining the multi-channel 
capability of current Inmarsat satcom systems, 
enabling simultaneous use of telephone and high rate 
data services channels. This paper also describes 
multimedia applications which are being considered 
for airlines and corporate aircraft users. 

1. INTRODUCTION 
Inmarsat's new high speed data (HSD) technology is 
being extended to serve the aeronautical community. 
The provision of these services to fast moving 
mobiles with particular types of fixed infrastructure 
presents both opportunities and difficulties that are 
different from the land mobile market. This paper 
describes the new services being considered and 
provides some examples of the applications they will 
support. 
As discussed below, these services offer not only 
increased throughput but significantly lower satellite 
resource (EIRP and bandwidth) utilization per bit. 
This is as important a factor as data rate in making 
new applications viable. 
Finally the paper describes some of the ways this new 
capability can be delivered to different types of users 
in the corporate and commercial air transport 
communities. 

2. CONSTRAINTS IN THE AERO 
ENVIRONMENT 

There are currently over 2000 aircraft with Inmarsat 
Aero-H systems installed and operating. The Aero-H 
system uses a high gain (12 dBic) antenna and offers 
multiple channels of voice, circuit data and packet 

data. This population of aircraft, which continues to 
grow at a rate of around 30 a month, is the main 
market for Aero-HSD services. 
A key feature of the new HSD services is the ability 
to reuse the existing Aero-H antennas and high power 
amplifiers. This allows current users of Aero-H 
systems to benefit from minimised avionics upgrade 
costs and product introduction time. Safety related 
data and voice services which are provided by Aero-
H will be operated simultaneously with HSD. 
There are a number of factors that had to be 
considered in the development of aeronautical HSD. 
These include the impact of antenna phase switching 
on the I 6QAM signal, antenna gain variation, and the 
nature of aeronautical fading channels which are 
characterized by C/M of 10 to 15 dB, fading 
bandwidths of 20 to 100 Hz, and differential delays 
of 10 to 15 microseconds. It is worth noting that the 
high speed data channel was designed from the outset 
to operate in both land and aeronautical fading 
environments. 
While not a constraint as such, one of the 
considerations in this market is the impact on 
applications performance of equipment such as file 
servers and cabin PBXs which tend not part of a 
typical land mobile configuration. 

3. HIGH SPEED DATA CHANNELS 
Two different types of channels have been developed 
for the aeronautical market. The first is a circuit 
mode service based on the land mobile M4 
development. The second is a packet data channel 
optimized for the carriage of Internet type traffic. 

At least initially, these channels will be operated only 
in spot beams. In addition, neither of these channel 
types will be used for aeronautical safety 
applications. They do however have applications for 
aircraft operational and aircraft administrative 
services. Application of the HSD channels for safety 
purposes in the future is not ruled out but for the 
present the link budgets are not set for the 99.9% 
availability which safety applications normally 
require. 

SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 1 
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Circuit Mode Service 

The circuit mode channel uses 16QAM modulation 
and turbocoding to deliver a user bit rate of 64 kb/s. 
For a more complete description of this technology to 
reader is referred to "Research Elements leading to 
the Development of Inmarsat's New Mobile 
Multimedia Services" by E. Trachtman [1]. 

Users will access the circuit HSD channel via either 
dial up modems or by an ISDN interface. Using the 
former technique, which is most likely for an airline 
passenger with a laptop computer, the air and ground 
based modems will train and connect at some rate 
determined by the nature and quality of the entire 
communications path. While it is possible that V.90 
(56.6 kb/s) connectivity can be achieved, it is more 
likely that rates will be in the range of 33.4 to 14.4 
kb/s. As Figure 1. shows, these rates enable 
significant improvements in file transfer time with 
respect to the 2.4 kb/s data rate currently available 
from Inmarsat or emerging LEO and ME0 systems. 

16 

24 4.8 7.2 9.6 14.4 

Modem Connect Speed In 

Figure 1: Transfer Times for Various File 
Sizes and Bit Rates. 

It is obvious that the channel must offer attractive 
economies while being used for data rates below its 
full capacity. Figure 2 is a graphical representation 
of the efficiency of the HSD circuit channel. This 
Figure shows the satellite resource requirement 
relative to the existing 2.4 kb/s circuit mode service. 
As can be seen, provided the user can connect at a 
rate above 9.6 kb/s, the 64 kp/s HSD channel is a 
more cost effective option than the current service. 

When the ISDN interface is used to access the full 64 
kb/s capability of the channel, the efficiency in 
satellite power and bandwidth use rises to 700% that 
of the current QPSK 1/2 FEC circuit channel. The 
ISDN interface options are described in more detail 
in "An Introduction to Inmarsat's New Mobile 
Multimedia Service" [2]. It is expected that ISDN 
(either the S or U interface) will find its primary 
application in situations where the infrastructure is 
fixed such as in corporate aircraft and commercial air 
transport installations for crew and cockpit use. 

The circuit channel will allow more effective use of 
existing applications such as facsimile and PC data 
and will enable new applications such as video 
conferencing using the H.320 standard. Other than 
perhaps video conferencing, which was simply not 
possible at existing rates, the other applications that 
will use the circuit channel have been identified for 
some time. They include but are not limited to: 

Weather map broadcast 

In Flight Entertainment audio content 
Large file transfer 
E-mail 

Notwithstanding the economies of the HSD circuit 
channel, there are some applications, such as cost 
effective access to the Internet, that still require a 
highly efficient packet data channel. 

Packet Mode Service 

The second of the two new HSD services is packet 
data. The packet data channel will operate at a user 
bit rate of 32 kb/s and, using the same technologies as 
the circuit channel, achieve a per kilobit resource 
efficiency 260% times better than the current 
aeronautical packet data service. The packet channel 
will support both Internet traffic and connections to 
private networks. 

2 SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 
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Applications for the packet channel include: 
Shared use by large numbers of users 
Internet and Intranet access 
Real time credit card validation 
E-mail 
Engine data 
Packet based interactive tele-services 

Cornbinations of Services 

Implementation of both new HSD channel types 
provides the full range of capabilities. The packet 
channel permits multiple users in an aircraft to access 
HSD services on a shared basis and by charging only 
for data transmitted or received, makes Internet 
browsing and similar server applications 
economically viable. The circuit HSD channel can 
then be used when there are large file transfers to be 
made and for real time applications. 

4. AERONAUTICAL USER GROUPS 
The current installed base of Aero-H systems fall 
generally into two distinct groups. These two groups 
are distinguished by the type of applications they use, 
the equipment configuration which supports the 
applications, and by whether they are an aircraft 
owner and operator as is the case for most of the 
corporate users or simply a passenger on a 
commercial airliner. 

Commercial Airliners 
The commercial air transport or airline market 
consists of an itinerant user base and the seat 
installation can best be described as a voice or data 
phone booth in the sky. Access to the services will 
be via the passenger's laptop PC connecting to the 
RJ11 jack which is now standard in in-seat telephone 
handsets, or through the inflight entertainment 
system. Inmarsat's objective for this type of 
customer is to provide the same facility and ease of 
connection they would experience connecting their 
laptop computer in a hotel room. 
Given that the laptop computer is the primary mode 
of access, and since the dial-up modem appears set to 
remain the main mode of communication for some 
time to come, it is expected that whether the 
passenger is using the circuit channel or the packet 
channel, he or she will be doing so using a dial up 
connection. It is not necessarily the case however 
that the connection would be to a termination point 
on the ground. With the inevitable progression 
towards installation of file servers on aircraft, it is 
Possible that passengers could connect to a proxy 
server hosting an Internet point of presence (PoP) and 
access a wealth of locally stored content. They 
would then occasionally reach beyond the local PoP 
to the Internet for additional information, most 

probably using the packet data channel. Figure 3. 
below shows an example of this type of 
configuration. 

Figure 3: Configuration for commercial air 
transport aircraft showing on board server for local 
Internet point of presence. 

Corporate Aircraft 
Corporate aircraft, in particular the high end of the 
market offer more opportunity for taking advantage 
of fixed infrastructure such as fax machines, desktop 
PCs and in the future video phone and video 
conference facilities. The voice and data phone 
booth analogy is less applicable here, the oft touted 
"office in the sky" is a better description. 
Figure 4. below shows an example of a corporate 
aircraft equipment configuration making use of all of 
the Aero-H capability including both types of HSD 
channel as well as regular voice services. In this type 
of installation an ethernet LAN could be used instead 
of local dial-up connections. 

ETHERNET 
LAN 

Figure 4: Example of a configuration for 
corporate aircraft using both circuit and packet 
services. 

SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 3 
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5. SUMMARY 
Inmarsat is now poised to deploy its unique 
capability to provide mobile HSD services into the 
aeronautical market. British Telecom, one of the 
premiere providers of telecommunications services to 
the aviation community, has already announced it's 
intention to support this new capability and other 
major service providers are expected to follow suit. 
Once agreements are in place for development of 
avionics upgrades, plans and schedules for the 
service introduction will be finalized. 
Since the introduction of Aero-H voice and data 
services to the aeronautical community in 1990, 
Inmarsat has recognized the need for higher speed 
data capability. The growth of the Internet and 
multimedia applications over the past several years 
has crystallized and solidified the market for this 
service and Inmarsat's development of 16QAM and 
turbocode technologies has now made the service 
technically and financially viable. 

REFERENCES 
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Aeronautical Multimedia Service 
Demonstration at K/Ka Band 

Matthias Holzbock 1 , Erich Lutz 1 , Michael J. Connally 2 , Giacinto Losquadro 3  
1  DLR, German Aerospace Center, Institute for Communications Technology 

P.O.B. 1116, 82330 Oberpfaffenhofen, Germany 
E-mail: Matthias.Holzbock@d1r.de  

2  JPL, Jet Propulsion Laboratories, Satellite Communications Group 
4800 Oak Grove Drive, 91109 Pasadena California, USA 

3  ALS, Alenia Aerospazio, Space Division 
Via Bona 85, 00156 Roma, Italy 

ABSTRACT 

Future satellite services will offer multimedia applications 
requiring high data rate links. In order to satisfy the 
expanded bandwidth allocations and avoid the restricted 
capacity of lower frequency bands, these systems will 
operate at Ka-band (20/30 GHz) and EHF-band (40/50 
GHz). 
An aeronautical multimedia service demonstration 
campaign at K/Ka Band will be presented. This 
demonstration was conducted within the framework of the 
project ABATE (ACTS Broadband Aeronautical Terminal 
Experiment) [1] sponsored by the European ACTS 
program. A group of 13 international partners developed a 
satellite system for mobile multimedia throughout Europe. 
A constellation of up to five satellites operating at K/Ka 
and EHF bands will provide high data rate services for all 
kind of mobile terminals. Several field trials involving 
aeronautical and landmobile channel measurement [2,3] 
and service demonstration campaigns at K/Ka and EHF 
band were performed during the project. In this paper the 
multimedia service demonstration will be highlighted. 

MULTIMEDIA SERVICE DEMONSTRATION 
OVERVIEW 

The goal of the multimedia demonstration campaign was 
to validate the aeronautical terminal prototype and the 
corresponding earth station equipment developed during 
the project. High capacity bi-directional links were used to 
verify the behavior of aeronautical broadband services 
during operations. An in-flight demonstration of a wide 
range of multimedia services (e.g. Internet access, video 
cnnferencing, video-broadcast, ISDN telephony) and telemedicine applications (video conferencing, EKG, 
blood pressure and oxygen saturation, ultra-sonic scan) 
was accomplished. 

F ig. i shows the overall set-up for the demonstration 
cardPaign. The demonstration set-up consisted of an 
aeronautical terminal, the ITALSAT Fi satellite, and a 
TDS-6 ground earth station (GES) in Rome. 

Fig. 1 Demonstration Overview 

SATELLITE: ITALSAT Fi 

ITALSAT-F 1 's transparent K/Ka band transponders in 
channel 1 at 29.517 GHz up and 19.720 GHz downlink 
(mobile to fixed) and channel 2 at 29.737 GHz up and 
19.940 GHz (fixed to mobile link) were used. Additionally 
a pilot tone was transmitted at 19.961 GHz in the forward 
link, to optimize the mobile antenna tracking. 

GROUND EARTH STATION: TDS-6 

The GES, located in Rome (elevation angle 41.48°), 
consisted of a trailer-mounted Cassegrain antenna with 
corresponding RF section and an additional container 
housing the IF, baseband and controlling components (Fig. 
2). The antenna's diameter was 2,25 m, equal to more than 
53 dBi gain at K/Ka band. The output power of the high 
power amplifier was about 54 dBm. 
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Fig. 2 Ground Earth Station TDS-6 

AERONAUTICAL TESTBED AND 
DEMONSTRATION SCENARIOS 

All flight trials for multimedia demonstrations were 
performed with a two engine turboprop airplane (Dornier 
228 D- CALM) of DLR (Fig. 3). 

Fig. 3 Demonstradon Testbed 

All demonstration flights were performed in a region about 
80 km north of Rome at a cruising height between 12.000 
ft and 14.000 ft. In order to simulate flight maneuvers of 
airliners, the flight patterns included normal cruise and 180 
deg. U-turns of standard holding patterns arranged like a 
wide 8. The demonstration also included start, landing, 
ascent and descent, to test equipment performance during 
the intense vibrations on the runway. Different weather 
conditions allowed flights under and above clouds and 
during heavy rain. A comprehensive investigation of the 
link performance during all normal fight maneuvers as 
well as forced antenna shadowing by the aircraft structure 
was performed in a aeronautical channel measurement 
campaign described in [2]. 

AERONAUTICAL TERMINAL 

The design and development of mobile aeronautical 
terminals for different application requirements as well as 
the production, implementation and testing of an 
aeronautical multimedia terminal prototype was one of the 
main initiatives of the project . Because of this the 
aeronautical terminal will be described in detail. 
The starting point is a view of the overall demonstration 
set-up in Fig. 4. The aircraft's terminal baseband section 
consisted of a multiplexer providing a variety of data 
interfaces: serial and parallel data ports, Ethernet, ISDN 
and analog phone lines. A ultrasonic scan monitor and 
different cameras could be switched into the video data 

stream through the user application PC. A monitor for vital 
parameters of a test subject was supplied as well as a ISDN 
phone. Two identical modems were used in the aircraft and 
the GES to feed the IF interface. The GES was laid out 
with a RX/TX and signal mixing unit, but not as a service 
provider station. For this reason also a multiplexer was 
necessary to support the required data stream. Optionally 
two inverse multiplexers (bonding three ISDN lines with 
128 kbps) made the digital data also outside the GES 
available, but taking the drawback of a reduced data rate. 
Fig. 4 shows the set-up during a telemedicine 
demonstration to a medical expert team at the university 
clinic of Tübingen. 

CES  in Rome 

3x2 64kbps 

I SDN 
Nuron, 

Medical Expert Team 
in Tilbingen 

dl pi 

-AeT, 
IL1111111.1111111,..,_ 

I AL., 

V 75 

- 
MI  -el 

Maker 

Fig. 4 Telemedice Demonstration Set-Up 

Fig. 5 shows a detailed diagram of the aeronautical 
terminal components and their interaction. In addition to 
the essential equipment necessary for the demonstration 
such as the antenna and the user application PC, 
measurement, monitoring and recording modules were 
implemented into the aircraft. A more detailed description 
of the main components of the terminal is given below. I 

noe. eno. 
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Fig. 6 Aircraft mounted mobile antenna 

A traveling wave tube amplifier with a measured output 
power of 126 Watts was used in the aeronautical mobile 
terminal to power the transmit section of the antenna. 
Fexible waveguide connected the antenna and the high 
power amplifier. The low noise amplifier was fitted 
directly at the back of the receive array. For all other RF 
and IF connections coax cables were used. 
The uplink and downlink frequencies of 30 GHz, 20 GHz 
respectively were converted in a two stage 
up/downconverter to the 70 MHz satellite modem 
output/input. 

Modem and synchronization issues 

Fig. 5 Aeronautical terminal hardware structure 

Mobile Antenna, antenna tracking, RF/IF section 

A mechanically steered slotted array antenna (Fig. 6) bulit 
bY EMS Technologies and provided by the Jet Propulsion 
Laboratory (JPL) was used for the aeronautical terminal. 
Mounted on top of the aircraft between the wings and the 
tail structure, the antenna consisted of separate arrays for 
receive and transmit. The sensitivity of the 20 GHz receive 
arraY was about 2 dBic/K, the gain of the 30 GHz transmit 
arraY was about 30 dBi. It's beamwidth was about 5 deg 
The arrays are mounted on a single platform which is fitted to a gimbal in order to provide full steering range. The 
maximum tracking rate of the system was 30°/sec in 
elevation and 60°/sec in azimuth. 
The antenna tracked the satellite during all flight and on-
grmlod maneuvers with a combined open and closed loop 
algorithm. The aircraft avionics data (three axis laser 
8Yroscope, compass and position information) provided by 
a  ARINC 429 bus was used to compensate for fast attitude 
changes. A transmitted pilot tone at 19.961 GHz was used 

) correct long term drifts of the sensors. 
The overall dimension of the antenna was approximately 
15  em (6 inch) in height and 60 cm (25 inch) width. It was 
covered by a radome. 

The modem used BPSK modulation and a Viterbi 1/2  rate 
forward error correction code. The automatic frequency 
control was able to counteract Doppler frequency shifts of 
up to 30 kHz. This was sufficient during all flight and on-
ground maneuvers. Also a Doppler buffer in the modem 
was implemented to compensate bit delays due to the 
aircraft's velocity by writing data into this buffer and 
reading the data out with the transmit clock. A Doppler 
buffer size of 8192 Bit was used. The frequency and bit 
synchronization delay of the modem was less than 1 
second. 
The antenna, RF/IF converters and the modem were 
capable of handling data rates up to 2Mbps, although 
lower bit rates were used due to limitations in other 
equipment. 

Multiplexer and synchronization issues 

As already mentioned, a multiplexer was used to make a 
wide range of data interfaces available. The maximum data 
rate of the mutliplexer was 768 kbps and restricted the 
demonstration data rate to this value. Modem and 
multiplexer synchronization over the link was realized by 
synchronizing all devices to one master and recovering this 
master-clock in the aircraft terminal, using an other 
Doppler buffer in the multiplexer to compensate bit and 
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packet losses. This multiplexer provided a two channel 
analog voice module, a ISDN module, a two channel high 
speed data module, two two channel low speed data 
modules and a 10BaseT Ethernet bridge. 
The ISDN module had one ISDN basic rate interface 
which enables direct connection to an ISDN public 
network for extending voice and fax access to the aircraft. 
The aircraft ISDN interface was operated in echo 
cancellation mode and used a phantom feed for the power 
supply of the terminal equipment. A commercial ISDN 
telephone was used in the aircraft to provide and 
demonstrate dialed ISDN telephony. 
The Ethernet module operated at the physical and data link 
layers of the OSI model and was completely transparent to 
higher level protocols, such as the demonstrated TCP/IP. 
The data rate was adapted to the traffic load of the 
demonstrated scenario. 
The analog phone module provided two voice channels for 
direct connection of a telephone or other equipment. 
ADPCM digitizing techniques were utilized at a 
transmission data rate of 16 kBps. An adaptive echo 
cancellation for handling of near-end echoes was also 
used. In the aircraft, a commercial analog phone was 
connected to this interface. 
The low speed data module provided synchronous or 
asynchronous ports at selectable data rates from 300 bps to 
384 kbps. These modules were used to interface with the 
GPS receiver, the avionics ARINC 429 bus, and the vital 
parameter monitor. 
The high speed data module was used to interconnect the 
user application terminal's videoconferencing system to 
the muliplexer. 
Both modem and multiplexer were remote controlled from 
a terminal program on the user terminal PC. 

User Equipment 

The user terminal consisted of an industrial PC with video 
and audio equipment for the videoconferencing 
application. The user terminal managed the 
videoconference system and others applications as files 
transfer, application sharing, internet access and others. A 
detailed list of the demonstrated applications is given later 
on. A F-BAS signal switch was used to select four 
different video sources for the video input of the video 
eonferencing system. A commercially available 
Camcorder was used as a movable video source inside the 
aircraft. The video camera belonging to the 
videoconferencing system was fixed mounted at the front 
of the cabin and used as cabin overview camera. A high 
quality CCD camera was fixed mounted in front of the 
operators seat and was also used during 
videoconferencing. 

Medical Equipment 

For the telemedicine demonstration a ultrasonic scan 
monitor was implemented and the monitor output signal 
could also be switched to the videoconferencing system. A 
vital parameter monitor provided features such as EKG, 

blood pressure measurement, blood oxygen saturation 
display and more. These vital parameter were displayed on 
board and transmitted for viewing simultaneously on the 
ground. A resuscitation dummy was used for supervising a 
re-animation performed by the operators in the aircraft 
assisted by a medical expert on ground. 

Measurement Equipment 

Most of the data regarding the link availability was 
recorded during the channel measurement campaign [2]. 
But also during the demonstration trials the received power 
in the gateway was recorded during all flights. In the 
aircraft the pilot I and Q components were stored on a 
DAT recorder and all avionics and GPS data were noted, 
too. The screen of the user application PC was recorded on 
a video tape and all operator conversation including the 
audio signal of the videoconferencing system were 
monitored. All data was synchronized via IRIG signal to 
allow an post-processing of the data in the laboratory. 
The following table summarizes the recorded data: 

- link power 
- ARINC429 (aircraft's attitude) 
- GPS (aircraft's position) 
- user terminal 's monitor (video) 
- channel error rate 
- Eb/No 
- frequency offset (due to Doppler shifts) 
- antenna pointing angels 

All data was synchronized via IRIG-B GPS based time 
reference. 

DEMONSTRATION APPLICATIONS AND RESULTS 

Many test flights were performed, including approval, test 
and calibration flights for the equipment components (i.e., 
such as radome and equipment racks aP*  proval, antenna 
pointing and avionics system tests). Highlights were three 
demonstration flights performed in September 1998 for a 
interested group of selected experts at Alenia premises and 
on a second day for telemedicine conference at University 
clinic in Tübingen. A second demonstration campaign was 
flown during the 4th  Ka Band Utilization Conference in 
Venice at the beginning of November 1998. Both trials 
were performed with a precise date and time schedule and 
to a wide public. This indicates that the systems 
components operated very reliably and had reached a high 
standard of operabi I ity. 

During the first demonstration for a interested group of 
selected experts at the Alenia premises the following in-
flight office and in-flight entertainment applications were 
demonstrated: 

in-flight office and in-flight entertainment: 
videoconferencing at 384 kbps, ISDN telephone and fax, 
analog telephone, shared applications, Internet access, e-
mail, data transfer, and on board TV. 

During all demonstrations the GPS and avionics 
attitude data of the aircraft were transmitted for display 
on the ground. 
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A main link data speed of 768 kBps and 512 kBps was 
chosen during this demonstration. The Eb/No was above 
7dB for the 768 kBps and above 9 dB for the 512 kBps 
link rate in the aircraft during all flight phase including 
take off and landing. The bit and frame error rate with 
Viterbi coders was less than le and not measurable 
during the trials. 

The demonstration during the 9th Conference of the 
`Deutschen Gesellschaft ftir Katastrofenmedizin' (German 
catastrophe medicine society) in Tübingen was focused on 
the transmission of medical support applications. IN 
addition to the ultrasonic scan monitor and the vital 
parameter monitor, a resuscitation dummy was part of the 
demonstration. A person with no prior medical training 
was supervised by a medical expert on-ground via 
videoconference during a heard attack scenario. 
- Telemedicine: a video conference to a medical expert 

team on ground was established. Special microscope 
cameras and ultrasonic scan were switched into the video 
data stream. In parallel vital parameters of the patient 
like EKG, blood pressure, and oxygen saturation were 
transmitted. 

The following Fig. 7 and Fig. 8 show the screens of the 
user application PC monitor on-board and the on-ground 
display of the video conferencing system. In Fig. 7, the 
window in the upper left edge shows the local on-board 
Camera. In the other window the medial expert on the 
remote side is displayed. 

Fig. 7 On-board display 

In Fig. 8 the upper left window shows the monitor output 
of the remote ultrasonic scan. 

Recause  of using the inverse multiplexers the link rata rate 
was reduced to 386 kBps during this demonstration. 

Fig. 8 On-ground display 

The topics of the demonstration trials flown during the 4th 
 Ka Band Utilization Conference in Venice at the beginning 

of November 1998 were similar to the ones described 
before. 

As an example of the recorded data some link quality 
measurements are shown, performed during the aircraft 
ferry to Italy. The following table summarizes a Eb/No 
measurement while the aircraft was flying form the edge of 
the spotbeam coverage (Munich) of ITALSAT into the 
center (Rome) at a data rate of 512 kbps. 

UTC Latitude Longitude Eb/No  
Munich 6.4  

9:48:20 45.53 11.60 9.0  
9:52:00 45.33 11.60 9.3  
9:57:50 45.01 11.61 9.5  
10:02:39 44.76 11.53 9.6  
10:08:05 44.51 11.43 9.6  
10:18:10 43.99 11.61 9.3  
10:23:15 43.69 11.70 9.6  
10:48:20 Rome 9.7 
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Abstract - This paper investigates the performance of a modified H.263 video encoder/decoder (Codec) over land mobile 
satellite communication systems that use Turbo Codes, and operate over the L or Ka frequency bands. The receiver makes use 
of a channel estimator; its output is used by the turbo decoder. Two different channel estimators are tested; one uses an IIR 
Filter, and the other a Kalman Filter. The Soft Output Viterbi Algorithm is used as the base-decoding algorithm, along with 
channel interleaving. Different types of channel fading are investigated, and their effect on the performance of the considered 
system is analyzed. The performance addresses the issues of delay and bit error rate, along with video quality. 

INTRODUCTION 

Today, satellite communications is growing rapidly as new 
LEO and MED satellites networks are being lunched to 
provide PCS services anywhere in the world [1]. 
Multimedia services is expected to become available in the 
future, however, in its present state, satellites are not able 
to provide these services due to technology limitation and 
spectrum shortage. Existing systems serve (primarily) 
voice and low speed data. To address the problem of 
bandwidth scarceness, it is planed that satellites services 
are offered in the Ka band (18 GHz to 30 GHz). However, 
in order to provide reliable video based applications 
through the mobile satellite service, it is important that the 
technology id developed to provide very low Bit Error 
Rates (BER) through channels severely impaired by 
shadowing and multipath fading [2]. Also, the implications 
associated with the operation of the Video 
Encoder/Decoder (Codec) using mobile satellite systems 
has to be addressed, since the existing video technology is 
based on the use of highly reliable communication systems 
and networks. 
Real-time video services capable of delivering low bit 
rates video over narrow bandwidth networks is possible 
today due to advances in video coding technology. A 
popular low bit rate Codec is the H.263, proposed by the 
ITU-T, which targets the transmission of video streams 
over the public switched telephone network (PSTN), at 
rates less than 64 kbits/s [3]. The H.263 in its present form 
is not able to deal with the impairments that are present in 
mobile satellite channels. The H.263 Codec must be 
adapted to be able to operate in the unreliable mobile 
satellite channel. One way to meet this objective, is by 
using suitable formats of forward error correction (FEC) 
coding in order to meet the Quality of Service (QoS) 
requirements. 
Turbo Codes (TC) were first introduced in 1993 by C. 
Berrou, A. Glavieux, and Thitimasjshima [4]. They 

provide excellent error correction capabilities and are 
known as one of the most powerful FEC schemes available 
today [5]. The considerable improvements provided by the 
TC in fading channels generate the potential for the 
development of new products. However, the heavy 
processing requirements of turbo decoders and their 
potential for introducing relatively long delays in the 
delivery of the data stream, opens several issues that have 
to be investigated, especially when their use in delay and 
delay jitter applications is considered. However, to the best 
of our knowledge, there have been no thorough studies on 
the performance of Turbo Codes in Land Mobile Satellite 
Channels (LMSC) using BPSK mapping and how well 
they protect a video stream under these conditions. This 
paper investigates the performance of a modified H.263 
Codec with Turbo Codes in land mobile satellite 
communication systems operating in the L and Ka bands 
using different estimation methods, and the impact of 
impairments in the original and modified H.263 Codec. 
The two channel estimation methods proposed here are the 
Kalman and IIR filters and are used along with the Soft 
Output Viterbi Algorithm (SOVA) [6]. The implications of 
using these filters in the fading estimation process are 
investigated. Also, the performance of the modified H.263 
is assessed and is compared to the performance of the 
original H.263 Codec. 
The remainder of this paper is organized as follows. In the 
next section, the model of the Land Mobile Satellite 
Channel (LMSC) is described, along with the parameters 
used in our performance analysis. Section 2 describes the 
modifications performed on the H.263 Codec. Section 3 
provides a description of the communication system with 
the Turbo Coding scheme we used in this work. In section 
4, the performance evaluation results regarding Bit Error 
Rate (BER), latency, and decoded video frames from both 
the original and modified H.263 Codec are presented and 
analyzed. Finally, section 5 concludes this work. 
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1.  CHARNEL MODEL 

The channel model used in this paper is the one proposed 
bY C. Loo [7], [8] a well accepted statistical model for the 
flat-fading LMSC. This model cover both, L (1.5 GHz) 
and Ka (20 GHz) bands. According to the model, the 
statistical behavior of the signal envelope follows a Ricean 
distribution, with its local mean, the line-of-site (LOS) 
component, following a log-normal statistical distribution. 
The amount of signal distortion happens to be worst in 
Canada due to the high northern  altitude, which forces the 
signals transmitted from geostationary orbit satellites to 
reach the receivers with small elevation angles (usually 
between 15-20 degrees). 

The Probability distribution function (PDF) of the received 
fading signal envelope can be mathematically represented 
as [9] 

I . exp ( On(z) —
c1„ 

11 0Y + z2 )10 (  rz 
bo-erclo  z 2 21), 

where g° is the mean value due to shadowing,  d°  is the 

variance due to shadowing, and b ° is the average scattered 

Power due to multipath.  10  (0) is the modified Bessel 
function of zero order. 

The parameters for the L and Ka band LMSC [7][8] that 
have to be placed in the above equation are summarized in 
the Table 1, shown below, and are used in this paper to 
simulate the mobile satellite channel. Parameters are given 
for the following cases: light, average, and heavy 
shadowing. 

Table 1: Model Parameters of a Land Mobile Satellite 
Channel at L and Ka bands 

channel freq.(GHz) b 0  

Light 1.5 0.158 0.115 0.115 
Shadowing  

20 0.1585 -0.230 0.0115 
Average  1.5 0.126 -0.115 0.161 

Shadowing 20 0.0398 -1.95 0.46  
Heavy 1.5 0.0631 -3.91 0.806 

Shadowing 20 0.10 -2.30 _ 0.046   

H.263 CODEC 
The original H.263 Codec in its present form cannot deal with the wireless environment due to slow macroblock 
updating and its inability to synchronize at the macroblock layer when an error occurs [10]. Therefore, modifications 

to the original H.263 Codec are required, in order to deal 
with this environment. 

2.1 Macroblock Synchronization 

The original H.263 Codec does not support macroblock 
synchronization in the event that a Group of Block (GOB) 
or Macroblock header is modified in the external 
environment. It only supports synchronization at the GOB 
layer [10]. This means that a single error causes the loss of 
a GOB slice. Figure 2 shows clearly how serious this 
problem can be, when four errors are introduced in the 
video stream. 

Figure 1. Synchronization of H.263 at the GOB Layer 

The answer to this problem is to introduce two new 
headers at the macroblock layer to provide the decoder 
with synchronization at this layer. The first header is called 
the Synchronization Macroblock (SMB) Header, which is 
similar to the Group of Block Synchronization header 
(GOBSC) header used in the GOB. This allows the 
decoder to synchronize at the Macroblock level quickly, 
without increasing complexity at the decoder. 
The second header following the synchronization header is 
the Macroblock Number (MN). The MN tells the decoder 
where the macroblock is located in the frame, allowing the 
decoder to set parameters needed for the decoding of each 
Macroblock. This MN can also be useful for future 
options, where the position of the macroblock might be 
needed. The size of the MN header can be varied from 6 to 
11 bits, and make better use of the available bandwidth, 
since the MN header will use only the necessary bits 
needed for the specified picture format. The reason for the 
bit range (6 to 11) is that the 6 bits will cover the smallest 
picture format (sub-QCIF), and the 11 bits will cover the 
largest picture format (16-CIF) [10]. 

2.2 l-pictures 

The original H.263 codec was designed to update the Intra 
macroblock every 132 frames. The problem with this is 
that in the event that multiple errors occur in the I-frame, 
the H.263 Codec is not able to update the Intra blocks fast 
enough, leading to poor video quality. 
The standard was designed on the assumption that the 
H.263 Codec will be used in a wired environment, where 

P(r)= dz (1) 
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the reliability of the channel is high (the probability of 
errors is low). In a wireless environment, faster updating of 
the Intra blocks is needed in order to deliver an acceptable 
video stream. In order to improve the video stream, the 
option of inserting I-pictures every x number of P-pictures 
has to be made available at the decoder. This modification 
improves the quality of the video stream in a wireless 
environment, making it possible to deliver the necessary 
video quality needed for video conferencing. The encoder 
was modified to add I-frames every x P-frames, where x is 
the distance of P-frames between I-frames. 

3. COMMUNICATION SYSTEM MODEL 

The models of the transmitter and receiver systems are 
shown in Figure 5 and 6 respectively. In our work, we 
have investigated the performance implications of using a 
Chebichev IIR and a Discrete Kalman Filter instead of a 
FIR filter. The reason for pursuing this study was inspired 
from our belief that use of an TIR  filter or a Kalman Filter 
could provide us with improvements over the FIR filter, 
when estimating the fading. The TIR  filter is better than the 
FIR filter due to better amplitude response  TIR  filters have 
when compared to the response of FIR filters of same 
order and similar complexity level [11]. The Kalman Filter 
on the other hand performs better than both the TIR and 
FIR filters, due to its estimation of past, present and future 
states, and it can do so when even the precise nature of the 
channel is unknown [12]. This is advantageous, as the 
Kalman Filter does not need to know the fading (B dT 
product) of the channel, while this must be provided for 
both the FIR and RR filters in advance. The results proved 
our expectations correct. In our simulations, when the TIR 
or FIR filters are used to estimate the fading, the filter is 
set equal to the Doppler bandwidth [13] of the process. 
With the Kalman filter, one sets its parameters once, and 
there is no need to adjust them for different Doppler 
bandwidths. The noise variance turns out not to be critical 
as it was found in [14], and can be set to a constant or use 
the technique described in [14]. In our study, we set the 
noise variance to a constant value for the TIR and FIR 
filters, and used the technique described in [14] for the 
Kalman filter in order to obtain better results. 

Figure 2. Block diagram of the Tranmitter  
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Figure 3. Block diagram of the receiver 

4. PERFORMANCE EVALUATION RESULTS 

The performance evaluations are based on computer 
simulations and the use of a software based H.263 Codec. 
As mentioned earlier, performance evaluations were 
carried out for both, L and Ka bands, with the modified 
and non-modified H.263 video stream. The 
communication system is based on coherent BPSK (we 
have expanded our work for the cases of QPSK as well as 
differential and multiple differential detection, however, 
space limitations do not allow us to include these results in 
the present paper). The roll-off factor of the pre-
modulation and post-detection filters used in our simulator 
has been set to 0.5. Puncturing was used with our codes, in 
order to produce 'A rate, and the constraint length K for the 
RSE is equal to 3. The estimates of the fading signal 
envelope is obtained from the output of the fading 
estimation filter (see Figure 3). The Kalman filter that used 
as fading estimator is a one step predictor with a window 
size of 30. A 6-tap Chebishev RR filter is also used for 
comparison purposes and has a 3 dB cut-off bandwidth set 
equal to the BdT product. 
A set of evaluations was conducted for a BPSK system, 
with the objective to assess the accuracy of our simulator. 
Figures 4 (L band) and 11 (Ka band) display theoretical 
and simulation results of BER versus Eb/No, for light, 
average and heavy shadowing. As can be seen, there is a 
very good agreement between theoretical curves [15] and 
simulations results, which allows us to conclude that our 
simulation environment is highly reliable. 
The BER performance results for the L band are presented 
in Figures 5 to 10 and correspond to light and heavy 
shadowing using a Kalman filter. Each case (light, heavy) 
has been evaluated for Bd T = 0.005 and 0.05. Also, the 
CBI depth has been set to 1024 (32x32 matrix) in all cases. 
In each figure, we are providing BER curves of the turbo 
coded system, when the decoder uses 1, 3, and 5 iterations. 
We have included in each figure the BER curve of the 
uncoded system as well, for comparison purposes. From 
the results, it is evident that use of turbo codes offers 
improvements in excess of 22 dB under light shadowing 
conditions, 25 dB under heavy shadowing (these numbers 
correspond to a BER value of 10 -4  and are produced by 
comparing the curve corresponding to the uncoded system 
and the one corresponding to the turbo coded system that 
uses only one iteration at the receiver). Observing these 
figures, we realize that use of more iterations at the 
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decoder results always to some improvement, however, 
three iterations seem to be enough to get almost all the 
Possible additional gain. The gain achieved by using a 
higher number of iterations seems to be in the range of 2 to 
3 dB. Comparing the curves obtained for Bd T = 0.005, 
with those obtained for Bd T = 0.05, we realize that they 
seem to be quite close with each other. The reason for this 
is the following. Higher values of Ba T tend to "shorten" 
the duration of the fading periods. However, since the 
coded system already introduces enough randomization 
through the inherent interleaving properties of the turbo 
codes and of the block interleaver, the additional 
"randomization" introduced by the higher value of Bd T, 
does not have any noticeable effect on the performance. 
Figures 9 and 10 show how well Kalman Filter performs 
when compare to the IIR and FIR filters, and to the 
maximum performance that can be achieved by Turbo 
Codes with exact fading knowledge. The Kalman filter 
Performance is better than that of the TIR and FIR filters, 
due to its accurate fading estimation at higher Eb/No, for 
both light and heavy shadowing. 
Similar evaluations with those reported above for the L 
band were performed for the Ka band as well. The BER vs 
Eb/No curves are displayed in Figures 12 to 17, and 
correspond to light and heavy shadowing, with Bd T equal 
to 0.005 and 0.05. The CBI depth is again equal to 1024. 
The obtained results demonstrate that use of turbo codes 
provides a gain of at least 25 dB for light shadowing and 
28 dB for heavy shadowing (these gains refer to a BER 
value of 10 -4). This allows us to conclude that use of Turbo 
Codes is more beneficial in systems operating at Ka band. 
The performance of the coded system under Bd T = 0.005 
and Bd T = 0.05 is very similar. The same explanation 
with the one given above for the L band applies here as 
well. The improvement offered by the use of a higher 
number of iterations at the decoder is in the order to 3 to 4 dB.  Again, most of the gain comes by using three 
iterations. Additional iterations increase the complexity 
and  processing delay, without offering any substantial 
unPrevement. Figures 16 and 17 show again the Kalman 
Filter performance is better than that of the IIR and FIR 
filters for both light and heavy shadowing. 
The Purpose of Figure 18 is to help us understand what is 
the impact of CBI on the performance of the coded system. 
We assume operation in a L band channel experiencing 
average shadowing, having Ba T = 0.05. The displayed 
curves correspond to a turbo coded system whose decoder 
performs 5 iterations and the system: i) does not have 
9lannel block interleaver; ii) it has a channel block 
interleaver of depth 512 bits (corresponding to a 
interleaving matrix of 16x32); iii) it has a channel block 
interleaver of depth 1024 bits (corresponding to an 
interleaving matrix of 32x32); iv) it has a channel block 
interleaver of depth 2064 bits (corresponding to an 
interleaving matrix of 32x64). From the curves, we can 
conclude that use of channel block interleaving can offer an additional improvement in the range of 1.5 to 2 dB (at 
BER of 10-4). Also, most of the improvement to be gained by the use of block interleaving can be achieved with a 
CBI depth equal to 512. Use of interleavers with larger 

interleaving depths increases the delays associates with the 
decoding of information, without any substantial 
performance improvement. Consequently for delay 
sensitive applications such as video, it is recommended 
that no block interleaver, or a short block interleaver, is 
used. 
Figure 19 to 20 provides us with the processing complexity 
of the decoder, which increases with; i) an increase in the 
number of iterations performed by the decoder; ii) an 
increase in the size of the CBI depth. Figure 19 displays 
the floating point operations that have to be performed by 
the decoder with an TIR  filter versus the number of 
iterations (performed by the decoder), and Figure 20 
displays the results when a Kalman filter is used in place 
of the IIR filter. The following cases are investigated: i) 
when the CBI depth is equal to 512, ii) when the CBI 
depth is equal to 1024, and iii) when the CBI depth is 
equal to 2064. As we can see, the additional processing 
load contributed by an increase in the size of the CBI depth 
is small. At the same time, the processing load increases 
linearly with the number of iterations performed at the 
decoder. The Kalman filter needs twice the processing 
power at one iteration when compared to the processing 
power needed for an TIR  filter. This indicates that 
judgement must be used when using Kalman filters, as 
additional processing is linked to higher hardware/software 
cost and processing delays. Attention has to be paid to 
these results when dealing with latency sensitive 
applications (e.g. video, interactive applications etc.). 
Performance evaluations were carried out for the Modified 
and non-modified H.263 Codec stream consisting of 6 
QCIF frames in a L band LMSC with Bd T = 0.05 and 
average shadowing. The Codec inserted a single I-Picture 
in the 5 h" frame, thus allowing us to see the effect the new 
I-Picture. The CBI is varied along with the power for the 
Turbo Codes. The CE uses a Kalman filter to estimate the 
fading envelope. The results for the simulations with 
different parameters are given in Table 2. The Figures 21 
to 22 represent six frames without any errors, and are 
given here as reference. 
The Figures 23 to 24 show the first and sixth frames 
encoded and decoded with the original H.263 Codec. The 
simulation parameters are set to an Eb/No value equal to 
0.5 dB, CEI and TEl block size of 1024 with 3 iterations. 
The results show that a BER of 6.25 x 10-4  for the 
regular H.263 Codec produces a corrupted video stream 
that is useless in teleconferencing. 
Figures 25 to 26 represents the first and sixth frames 
encoded and decoded by the modified H.263 Codec. Here, 
the parameters are set again to Eb/No of 0.5 dB, CEI and 
TEl block size of 1024 with 3 iterations. The BER is 6.45 
x 10-4, which is similar to the BER obtained for the 
unmodified H.263 Codec with the same transceiver and 
channel parameters. The decoded video stream quality has 
improved vastly over the video stream decoded by the non-
modified H.263 decoder video stream (see Figures 23 to 
26). The modified decoder adds 5 to 10 % overheads 
produced by the SMB and MN headers, which are added to 
both, the I-frame and P-frame. This is not a significant 
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S-UMTS And Multimedia Services 
price to pay when the results show a large gain in picture 
quality. The gains in video quality obtained by using an 
additional I-frame are easily observed. However, this 
increases the amount of data that are produced by the 
encoder. The result is that higher processing is required by 
the turbo encoder and decoder to process these data, which 
results to higher processing delays (they associated with 
the operation of the turbo decoder). The increase in 
processing load is significant as shown in Table 2 (see the 
column indicating the number of floating point 
operations). This suggests that the use of I-frames should 
be avoided if possible in short video sessions, or have I-
frames be inserted with large number of P-frames in-
between. 

2. CONCLUSIONS 

We have conducted a thorough investigation of turbo 
coded systems operating in L or Ka band mobile 
satellite channels using a Kalman filter as channel 
estimator, and we provided suggestions on how they 
cati  be used in video over mobile satellite systems. In 
addition, we have introduced modifications in the 
existing H.263 Codec structure, making it suitable for 
the unreliable mobile satellite channel. Our work has 
addressed a number of system design issues, such as 
complexity versus gain, increase in processing load, 
processing delay versus reduction of BER, and video 
quality. The content of our research work can assist 
the design engineer to make the right decisions in terms 
of performance versus complexity, especially when 
dealing with design of systems servicing delay and 
delay jitter sensitive applications such as video or 
interactive multimedia applications. 

Table 2: Simulation results for the video streams in 
LMSC using Turbo Codes 

Floating Floating 

Eb/No CBI &  TE! Points Points  Iterations BER Operations Operations (dB) Block Size (Original (Modified 
H.263) H.263)  

0.5 512 3 8.66E-04 5.25E+08 1.00E+09 

1.5 512 3 3.13E-04 5.25E+08 1.00E+09 

0.5 2048 3 3.98E-04 5.69E+08 1.04E+09 

0.5 I 024 3 6.45E-04 5.44E+08 1.02E+09 
no interleaver 0.5 EI ----- 1024) 3 0.0041 4.79E+08 9.79E+08 (T   

Figure 4. LMSC Bit Error Rate Comparison of Theoretical 
vs. Simulation Results for Light, Average, and Heavy 
Shadowing at the L-band. 

Figure 5. Turbo Codes Results for Light Shadowing (L-
Band) with Block Size = 1032 bits and BdT =0.005. 

Figure 6. Turbo Codes Results for Light Shadowing (L-
Band) with Block Size = 1032 bits and BdT =0.05 

Figure 7.  Turbo Codes Results for Heavy Shadowing (L-
Band) with Block Size = 1032 bits and BdT =0.005. 
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Figure 8. Turbo Codes Results for Heavy Shadowing (L-
Band) with Block Size = 1032 bits and BdT =0.05. 
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-14-441m4n 
115er 

Ebed8)  
Figure 9. BER performance of a turbo coded system (L-
band) experiencing light shadowing (BdT = 0.05). The 
curves correspond to the following cases: i) when a 
Kalman filter is used in the fading estimation unit; ii) IIR 
filter; iii) FIR filter; iv) exact fading is lcnown. 

1 .0E+00 

1 .0E-01 

C1 .0E-02 

1.05.03 

1.0E434 

Figure 10. BER performance of a turbo coded system (L-
band) experiencing heavy shadowing (BdT = 0.05). The 
curves correspond to the following cases: i) when a 
Kalman filter is used in the fading estimation unit; ii) IIR 
filter; iii) FIR filter; iv) exact fading is lcnown. 

Figure 11. LMSC Bit Error Rate Comparison of 
Theoretical vs. Simulation Results for Light, Average, and 
Heavy Shadowing at the Ka-band. 

Figure 12. Turbo Codes Results for Light Shadowing (Ka-
Band) with Block Size = 1032 bits and BdT =0.005 

Figure 14. Turbo Codes Results for Heavy Shadowing 
(Ka-Band) with Block Size = 1032 bits and BdT =0.005. 
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Figure 15. Turbo Codes Results for Heavy Shadowing 
(Ka-Band) with Block Size = 1032 bits and BdT =0.05. 

Figure 16. BER performance of a turbo coded system (Ka-
band) experiencing light shadowing (BdT = 0.05). The 
curves correspond to the following cases: i) when a 
Kalman filter is used in the fading estimation unit; ii) IIR 
filter; iii) FIR filter; iv) exact fading is known. 
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Figure 17. BER performance of a turbo coded system (Ka-
band) experiencing heavy shadowing (BdT = 0.05). The 
curves correspond to the following cases: i) when a 
Kalman filter is used in the fading estimation unit; ii) IIR 
filter; iii) FIR filter; iv) exact fading is lcnown. 

Figure 19. Floating Point Operations vs. 
Iterations for Different Block Sizes 

Figure 20. Floating Point Operations vs. Iterations for 
Different Block Sizes 

Figure 21. Frame # 1 with no errors. 

Figure 22. Frame # 6 with no errors. 
Figure 18. Different Block Sizes are Compared to Each 
Other for Average Shad. in the L-band and BdT Product of 
0.05 and no Interleaving. 
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Figure 23. Original H.263 Frame # 1 with errors 

Figure 24. Original H.263 Frame # 6 with errors. 

Figure 25. Modified H.263 Frame # 1 with errors. 

Figure 26. Modified H.263 Frame # 6 with errors. 

REFERENCES 

[1]. B. Miller, "Satellites free the mobile phone," IEEE 
Spectrum, vol 35, no. 3, pp. 26-35, Mar. 1998. 

[2]. W. Zhuang, J. Y. Chouinard, and D. Malcrakis, 
"Dual-Space Diversity over Land Mobile Satellite 
Channels Operating in the L and K Frequency 
Bands," Wireless Personal Comm., vol. 4, no. 3, pp. 
277-298, May 1997. 

[3]. P. Bahl, "Supporting Digital Video in a Managed 
Wireless Network," IEEE Comm. Magaz., vol. 36, 
no. 6, pp. 94-102, June 1998. 

[4]. C. Berrou, A. Glavieux, and Thitimasjshima, "Near 
Shannon limit error-correcting coding and decoding: 
turbo-codes," ICC 1993, May 1993, Geneva, 
Switzerland, pp. 1064-1070. 

[5]. B. Sklar, "A primer on Turbo Code Concepts," 
IEEE Comm. Magaz., vol. 35, pp. 94-102, Dec. 
1997. 

[6]. J. Hagenauer and P. Hoeher, "A Viterbi algorithm 
with soft-decision outputs and its applications," 
Proc. IEEE Glovecom  Con.  (Dallas,TX), pp. 1680- 
1686, 1989. 

[7]. C. Loo, Measurements and modeling of land-
mobile satellite signal statistics," 1986 Vehicular 
Tech. Conf, Vol. 34, pp. 262-267, Dallas, TX, May 
1986. 

[8]. C. Loo and J. S. Butterworth, "Land Mobile Satellite 
Channel Measurements and Modeling," Proc. of the 
IEEE, vol. 86, no. 7, pp. 1442-1462, July 1998. 

[9]. D. Guerrero and D. Malcrakis, "Performance 
Analysis of Turbo Codes for Land Mobile Satellite 
Systems Operating in the L and Ka Bands," ICT'99, 
1999. 

[10]. ITU-T Recommendation H.263 (1995): "Video 
Coding for Low Bitrate Communication". 

[11]. R. M. Mersereauand J.T.Smith, Digital filtering : a 
computer laboratory textbook. New York : J. Wiley, 
cl 994. 

[12]. G. Welch and G. Bishop, "An Introduction to the 
Kalman Filter," UNC Chapel Hill, TR 95-041, Oct. 
1998. 

[13]. M. C. Valentind B. D. Woerner, "Variable latency 
turbo codes for wireless multimedia applications," 
Proc., Inter. Symp. On Turbo Codes and Related 
Topics,(Brest, France), pp. 216-219, 1997. 

[14]. J. Hagenauer, "Iterative decoding of binary block 
and convolutional codes," IEEE Trans. Inform. 
Theory, vol. 42, no. 2, pp. 429-445, Mar. 1996. 

[15]. C. Loo, "Digital transmission through a land mobile 
satellite channel," IEEE Trans. on Comm., vol. 38, 
no. 5, pp. 693-697 

SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 17 



2nd-Gen. 
While! ( FO 
1st-Gen. 

Mobile LEO 

st-Gen. 
Mobile 
GEO 

(

Multimedia ) Multimedia 
Fixed LEO  Fixed GEO 

Voice Video, Multimedia data HDTV ,....T 
I I i i I i 111P" 

1 kbps 10 kbps 100 kbps 1 Mbps 10 Mbps 100 Mbps 
Communication Data Rate for Each Channel 

Progress 
of SatCom 

o g_ 

_1  a, 
co nr 
-I a,  
3 
5' 

CD 
CL 

1- .61 

\70 

• Merr—T>ledia  Global Multimedia 
Mobile SatCom) 

Next-Gen LE0-; Systems 
PICAMJell LEV. 

S-UMTS And Multimedia Services 1 

A Study of Next-Generation LEO System for 
Global Multimedia Mobile Satellite Communications 
Ryutaro Suzuki, Keiichi Sakurai, Shinichi Ishikawa, Iwao Nishiyama and Yasuhiko Yasuda* 

Next-generation LEO System Research Center, 
Telecommunications Advancement Organization of Japan, * WASEDA University 
2-11, Higashida, Kawasaki-Ku, Kawasaki 210-0005, Kanagawa, Japan 

Email: ryutarognels.tao.gojp 

ABSTRACT link budget calculations, and key technologies to be 
developed in the NeLS Research Center. 

FUTURE PROSPECTS FOR 
MOBILE SATELLITE COMMUNICATIONS 

Service Image of the NeLS 
Multimedia Communications: In 2010, high-speed 
terrestrial networks using asynchronous transfer mode 
(ATM) technologies will have already been established all 
over the world. Through these high-speed backbones, the 
present voice communications, computer communications, 
and broadcasting will be merged into multimedia 
communications. 

Next-generation LEO System (NeLS) Research Center 
started the development of Next-generation LEO System 
which would provide a global multimedia mobile satellite 
service by means of a group of LEO satellites with the user 
data rate up to 2 Mbps for handy terminals. Firstly, the 
satellite constellation of the NeLS was designed which could 
avoid the Van Allen radiation belts and reduce the delay of 
multimedia communications. Then, NeLS Research Center 
is focusing on the development of key technologies such as 
the satellite antenna, ISL system, on-board ATM switch and 
modulation methods. 

INTRODUCTION 
In Japan, the Ministry of Posts and Telecommunications 
(MPT) conducted a preliminary study in 1996 on a Next-
generation LEO System (NeLS). The target year for 
commercial implementation is 2010. In order to develop the 
feasibility study, the NeLS Research Center was formed by 
the Telecommunications Advancement Organization of 
Japan (TAO), in cooperation with the telecommunications 
operators, manufacturers, universities and governmental 
research organization in the end of 1997. 

In the Research Center, constellation of the NeLS was 
designed for realizing the multimedia mobile satellite 
communication system. 

Assuming that the direct-radiating, active phased array 
antenna technology is applied, the satellite antenna will need 
several thousand radiating elements. Development of such a 
large-scale satellite antenna would be one of the most 
important breakthroughs. As a means of relaxing the 
requirement of the satellite antenna design, the realization of 
higher antenna gain in the user terminal using the phased 
array technology should be also investigated. 

The inter-satellite link (ISL) technology is also important, 
because the inter-satellite network is essential to realize the 
low delay network connection for multimedia services. 
ATM technology can be applicable to the satellite on-board 
switch. However, new ATM control algorithm should be 
developed for the LEO system having a dynamic topology. 

This paper describes the service image, constellation design, 

Global Mobile Communications: Currently, first-generation 
LEO/MEO satellite systems (e.g. Iridium, Globalstar and 
ICO systems) are in service or in preparation, which provide 
mainly voice communications through handy terminals .  
NeLS will provide global multimedia service. Fig. 1 shows 
the position of the NeLS. 

SYSTEM DESIGN OF THE NeLS 

LEO Constellation Design 
The LEO constellation parameters such as orbital altitude, 
orbit inclination, number of satellites, number of orbital 
planes are discussed from the following points [1]. 

Fig.1 Position of the NeLS 
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Van Allen Belts Radiation Effect: Since radiation levels 
depend on the orbital altitude and inclination, the selection 
Of the orbital parameters is made from the point of 
minimizing the radiation effects such as Single-Event Upsets 
(SEU), Single-Event Latch-up (SEL) and the defect of 
semiconductors caused by total accumulated dose. To avoid 
the effects of South Atlantic Anomaly of Van Allen belts, 
the altitude above 1000 km is desired . The relation among 
total accumulated dose (using an aluminum shield of 100 
mil), altitude (from 700 to 1,300 km) and inclination (from 
35 to 75 deg.) is shown in Fig. 2. 

Orbital Altitude(km) 

Fig. 2 Altitude/Inclination versus total accumulated dose 
(Aluminum 100mil) 

The mission lifetime of the satellite is considered about 5 
years. Radiation hardness level for commercial se In.conductor devices is considered 5 years x 10 4  rad/year. Therefore, the altitude under 1,200 km and the inclination of 
75, 5 5, 45 and 35 deg. (i.e. excluding 65 deg.) are preferred. 

Minimum Elevation Angle: The necessary number of 
satellites and that of orbits are calculated for a specified 
value of minimum elevation angle. Here, we assume the 
minimum elevation to be 20 deg. 

Service Area Coverage: According to the world 
Population density by latitude [2], it can be deduced that the area  fro..._ - m 60 deg. to +70 deg. in latitude should be covered. 

Inter Satellite Links: The operation of both the intra- plane 
and inter-plane ISL are assumed. If a circular orbit is 
ein.P 1 °Yed, the link distance and pointing angle between neighbor 

satellites is constant for the intra-plane ISL. As for 
the. inter-plane ISL, the relation between a satellite and its nei h ..-"or on the adjacent plane is time-variant but simple 
because these satellites on different planes move 
sYrichronously. In this regard, the circular orbit is 
preferable. The assumed ISL requirements are as follows; 

Intra-plane ISLs per satellite : 2 
Inter-plane ISLs per satellite : 2 
Link Distance : <5,000 km 
Angular Coverage : - 90 to + 90 deg. Azimuth 

30 deg. Elevation  

Selected Constellation: The candidate constellations 
obtained from the above discussions are as follows; 

Number of orbital planes : 10 
Number of satellites per orbital plane : 12 
Orbital altitude : 1,200 km 
Eccentricity : 0 
Inclination : 75, 55, 45, 35 deg. 
Difference angle of ascending node 

between adjacent orbital planes : 36 deg. 
Phase angle : 3 deg. 

The computer simulations were carried out to check whether 
the candidate constellations meet our requirements. Fig. 3 
shows the minimum elevation angle versus latitude. The 
figure shows clearly that the constellations of 1=35, 45 and 
75 deg. do not meet to the minimum elevation angle 
requirement of 20 deg. 

Latitude(deg) 

Fig. 3 Minimum elevation angle versus latitude 

0 10 20 30 40 50 

Minimum Elevation(deg) 

Fig. 4 Probability of visibility versus nnirlirnamin 
elevation angle 

Fig. 4 shows probability of visibility versus minimum 
elevation over the region from -70 to 70 deg. in latitude. 
From the simulation results of Fig. 3 and Fig. 4, we selected 
the inclination of 55 deg. Then, ISL configuration was 
evaluated for 1=55 deg. As the results, the pointing angle 
variation for the inter-plane ISL can be kept within -55 to 

60 
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+55 deg. in azimuth and -11 to -19 deg. in elevation. Link Parameters: Link budget calculations of the NeLS, 
Distance variation for the inter-plane ISL can be kept within focusing on the provision of 2 Mbps user links, were carried 
3000 to 5000 km. out for the C-, Ku-, Ka- and V-band systems. 

Link Budgets of the NeLS 
Table 1. Link Budgets of the NeLS 

Up-Link C-band Ku-band Ka-band Ka-band  
User terminal  
TX Power (W) 3.0 1.0 1.0 1.0  
Feeder Loss (dB) 4.8 0.5 0.5 0.5  
Antenna Gain 3.0 13.0 16.0 20.0  
EIRP (dBW) 6.8 12.5 15.5 19.5  
Propagation  
Frequency (GHz) 5.2 13.0 18.0 30.0  
Sat. Altitude (km) 1200 1200 1200 1200  
Path (km; 20deg) 2456.0 2456.0 2456.0 2456.0  
Free space Loss 174.6 182.5 185.4 189.8  
Atmosph. Loss 2.0 2.0 2.0 2.0  
Satellite RX  
Antenna Size (m) 3.5 3.0 2.6 1.7  
Antenna Gain* 41.5 48.1 49.7 50.5  
Feeder Loss (dB) 0.5 0.5 0.5 0.5  
System Noise (K) 600.0 700.0 700.0 800.0  
G/T (dB/K) 13.2 19.2 20.8 20.9  
Sat C/No (dBHz) 72.0 75.8 77.5 77.2  
Data Rate 2.0 2.0 2.0 2.0  
Eb/No (dB) 9.0 12.8 14.5 14.2  
Required Eb/No 6.2 6.2 6.2 6.2  
Margin (dB) 2.8 6.6 8.3 8.0 

Down-Link C-band Ku-band Ka-band V-band 

Satellite TX  
TX Power/1ch (W) 3.0 1.0 1.0 1.0  
Feeder Loss (dB) 0.5 0.5 0.5 0.5  
Antenna Size (m) 3.5 3.0 2.6 1.3  
Antenna Gain* (dBi) 44.0 46.7 49.7 50.6  
EIRP (dBW) 48.3 46.2 49.2 50.1  
Propagation  
Frequency (GHz) 6.9 11.0 18.0 40.0  
Sat. Altitude (km) 1200 1200 1200 1200  
Path (km; 20deg) 2456.0 2456.0 2456.0 2456.0  
Free space Loss (dB) 177.0 181.1 185.4 192.3  
Atmosph. Loss (dB) 2.0 2.0 2.0 2.0  
User terminal  
Antenna Gain (dBi) 3.0 12.0 16.0 23.0  
Feeder Loss (dB) 1.0 0.5 0.5 0.5  

System Noise (K) 480.9 566.3 521.75 621.8  
G/T (dB/K) -24.8 -16.0 -11.7 -5.4  
Receive C/No (dBHz) 73.0 75.7 78.8 79.0  
Data Rate (Mbps) 2.0 2.0 2.0 2.0  
Eb/No (dB) 10.0 12.7 15.8 16.0  
Required Eb/No (dB) 6.2 6.2 6.2 6.2  
Margin (dB) 3.8 6.5 9.6 9.8 

* Antenna gain includes the steering Loss of the phased 
array antenna for 52.3 deg. beam offset. 

Terminal Selection: In the link budget calculations, two 
types of user terminals were assumed; 
i) C-band handy terminal with 3 dBi non-tracking (omni-
directional) antenna. 
ii) Ku- to V-band portable terminals with the electronically 
steering antenna having 5 cm aperture. 

Transmission power of user terminal and satellite is 3 W/I ch 
for C-band system, and 1 W/Ich for Ku- to V-band system. 
In each band system, the link budget was calculated for the 
user data rate of 2 Mbps. 

Table 1 shows the link budgets of the NeLS. 

Evaluation of the Link Budgets 
The proposed LEO system could support the data rate of 
2Mbps only on good link conditions, and could reduce the 
data rate by using the variable rate modulation technique (e. 
g. variable rate CDMA), if the satellite link is degraded by 
fading or shadowing. 

3 dBi omni-directional antenna of the user terminal can be 
used for C-band system when the transmission power of user 
terminal and satellite is 3W/1 ch instead of 1W/I ch. The 
active phased array antenna with digital beam forming 
technology for the user terminal is assumed to be used for 
Ku-, Ka- and V-band system, because the size of the phased 
array antenna is small enough to be installed in the handy 
terminal. In this case, antenna pointing control technologY 
for the handy terminal is a key technology to be developed. 

The link margin for 2 Mbps data transmission can be kept 
between 2.8 and 8.3 dB for up-link, and between 3.8 and 9.8 
dB for down-link, respectively, in these band systems. This 
margin should include rain margin, fading margin and 
hardware implementation losses. Especially in the case of 
handy terminal similar to cellular phone, fade margin should 
be kept higher than the vehicular terminal. We assume that 
the user terminal can operate with variable rate condition, 
where, using the variable rate modulation, we can get a 
fading margin of about 30 dB at least for the voice only or 
low data rate communications. 

DEVELOPMENT OF KEY TECHNOLOGIES 

Satellite Antenna 
According to the above link budget calculations, a high gain 
satellite antenna, whose diameter is approximately 4 m in 
the C-band system, should be designed if the user data rate 
of 2 Mbps is to be provided in the LEO system. A 
promising one is a direct radiating active phased antenna 
with very narrow multi-beams. Assuming that this kind of 
antenna is applied to the NeLS, it will need a few thousand 
radiating elements, each element being connected with a 
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very small-sized module consisting of filters, amplifiers, and 
Phase shifters. Development of such a large-scale direct-
radiating, active phased array antenna would be one of the 
most important breakthroughs. 

Design  of Satellite Antenna.. The development of key 
devices for the active array antenna is, at the first step, 
planned at C band. Since the antenna element size is of the 
same order as a wavelength, C band frequency is tractable 
for the antenna design where the MMIC (including filters, 
amPlifiers and digital phase shifters) and antenna element 
could be easily combined in one IC package. 

When we design Ka band antenna at the next step, the size 
of devices could be scaled down to about 1/3 to 1/5 compared with the C band system. If Time division duplexing (TDD) scheme between the up and down links is 
eMployed, the antenna design would be easier from the point 
that the TX/RX diplexer in the active antenna element could 
be replaced as the small sized switch. 

DePloyable Antenna: A method to mechanically deploy 
such a large phased array antenna on the spacecraft shall 
also be investigated. One of the candidates is a two 
ditnensional deployable phased array antenna [3]. Fig.5 
sh°ws the deployment sequence of the antenna structure. 

eig• 5 Deployment sequence of the antenna structure 

Beam Scanning: As stated above, the satellite antenna for 
tikhe  NeLS should have very narrow multi-beams. If the 
"eam footprint on the earth moves according to the 
satellite's orbital motion like the Iridium system, the hand-
ever between two adjacent multi-beams occurs too frequently for each user link. Then, we assume to employ tbhe 

ground fixed beam method that each satellite antenna 
earn is controlled to fix the beam footprint to a certain area on the earth.  Fig. 6 shows the concept of the satellite antenna control. 

Beam ponig  n_ 
n Network: The multi-beams are controlled 

the °earn forming network (BFN). There are two kinds 

r 
_of BFNs conceivable, i.e., analog BFN and digital BFN. The 

 of 
 BFN, which uses digital phase shifters in RF °arid, could be realized with the current technology. The 

Fig. 6 Ground fixed beam control of the satellite antenna 
digital BFN, which uses digital signal processing technology 
instead of RF processing and is suitable for the manipulation 
of a large number of multi-beams, could be realized if the 
progress of IC technology enables the lower power 
consumption and faster processing speed of devices. Then, 
NeLS Research Center started the development of the digital 
BFN as a sub array unit of the deployable antenna shown in 
Fig. 5. 

Satellite Network Design 
In the NeLS, ISL might be essential to flexibly provide 
global multimedia communication services. We assume that 
the optical space communication technology is employed for 
the ISL, because the smaller sized antenna and higher data 
rate could be realized in the optical ISL than other 
alternative, i.e., Ka or V band ISL. The conceptual block 
diagram of on-board satellite communication subsystem is 
shown in Fig. 7. 

Fig. 7 Concept of on-board satellite communication subsystem 
In Fig. 7, optical TX/RX units are prepared for ISL 
connections. User link communication units with an active 
phased array antenna are used for the communications with 
user terminals and with the gateway stations having high 
gain antenna. On-board cell base satellite switch works like 
the ATM switch. Satellite server control unit works as the 
proxy server for non-realtime data services. If required, this 
server can be used for IP router, multicast server, etc. 

Optical ISL 
Since the provision of high speed multimedia 
communications service is targeted in the NeLS, it is 
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assumed that the optical ISL system shall have meet the link 
performances: 
• Transmission speed: up to 10Gbps/link total 
• Bit error rate: less than 1 0 - ° for ATM connection 

The followings are some of key issues to be developed for 
the optical ISL system. 
• High power/ high efficiency optical amplifier 
• Modulation/detection method: 

(e.g.) Intensity Modulation /direct detection (IM-DD), 
PSK/coherent detection, or DPSK/differential detection 

• WDM technology 
• Error Correction method for optical ISL system 

Intra-plane Optical Network: Optical ISLs among the 
satellites in the same orbital plane can be designed with ring 
network as shown in Fig. 8. In this example, circular orbit is 
assumed and 7 (instead of 12, in convenience) satellites are 

Fig. 8 Ring topology for intra-plane connection 

Fig. 9a Full mesh topology for intra-plane connection 

placed with equal spacing in one orbital plane. 

For constructing this optical ISL ring network, the utilization 
of wavelength division multiplexing (WDM) technology is 
envisaged. WDM is a multiplexing scheme which combines 
optical signals of different wavelengths into one fiber, and it 
has emerged as a means of increasing the point-to-point link 
capacity in the terrestrial and undersea fiber optic systems. 
In addition, WDM has got the enhancement in network 
capabilities due to the emergence of wavelength add-drop 
multiplexers (WADMs) which enable arbitrarY 
wavelength(s) to be added or dropped at a single site without 
demultiplexing the entire wavelength bundle [6]. 

If this WDM technology is applied to the above optical 
intra-orbital plane ISL, logical full mesh connections can be 
achieved by assigning the appropriate wavelength for all 
links between N(-7) satellites as shown in Fig. 9a and 911 
The number of wavelengths necessary for such full meet 
connections is (N2  - 1)/8 [7]. 

In the case that both the originating and destination user 
terminals are located in the areas covered by the satellites of 
the same orbital plane, in such full mesh connections, the 
traffic signal visits only two on-board cell switches of the 
source and destination satellites and bypasses the on-board 
cell switches of the satellites located between them. This is 
the different point from Teledesic, in which the traffic signal 
visits the on-board switches of all the satellites located 
between the source and destination satellites [4]. 

Fig.10 shows the concept of ISL subsystem with WDM 
technology. 

Inter-plane Optical Network: Optical ISLs among the 
satellites in different orbital planes are shown in Fig. 11. As 
discussed in LEO constellation design, inter-plane 
parameters are as follows; 

Inter-plane ISLs per satellite : 2 
Number of orbital planes : 10 
Number of satellites per orbital plane : 12 
Orbital altitude : 1,200 km 
Eccentricity : 0 
Inclination : 55 deg. 
Difference angle of ascending node 
between adjacent orbital planes : 36 deg. 

Phase angle : 3 deg. 

ISLs are assumed to operate when the directions of tWO 
neighboring satellites in adjacent orbits are in parallel. As 
shown in Fig. 11, inter-plane ISLs form dual spiral 
connection. In this case, all satellites are connected bY 
single ring topology. 

Fig. 9b WDM Full mesh connection for intra-plane ISL 
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Traffic Routing Algorithm 
Study of traffic routing algorithm in a 
moving satellite node environment is one 
of key issues for the project. It includes a 
comparison between the datagram [4] and 
virtual channel approaches [8] with 
regard to the ATM cell transmission. 
Computer simulation is planned for this 
study. 

On-board Switch 
In order to develop the on-board cell 
switch, the NeLS Research Center has a 
Plan to prepare the software simulation 
model and the hardware model based on 
conventional ATM switches. 

Device technology for the cell switch 
which is endurable in the space radiation environment is also a subject for further 
study.  

User Terminal/Multimedia Terminal 
There is no fixed image for the mobile 
multimedia terminal. Some ideas for the 
multimedia terminal are proposed in the IMT-2000 system. User terminal for the 
NeLS should be compatible with the 
IIVIT-2000 terminal. 

CONCLUSION 

The  Next-generation LEO System 
"el--S) Research Center has started to 
develop the key technologies for the 
global multimedia mobile satellite 
communications system, and has a plan 
to launch experimental demonstration 
satellites. 
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ABSTRACT 

This paper presents results of an ESA study on a desirable 
signal structure for a second generation satellite navigation 
wrt. to the synchronisation performance of spreading code 
and carrier phase measurements. Two channel types are 
investigated. Results for the AWGN channel are based on 
theoretical findings; results for multipath/fading channels 
are gained by simulations. 

INTRODUCTION 

The Global Positioning System (GPS) has been 
demonstrating the huge potentiality of a first generation 
satellite based navigation system. Among others, GPS 
civil signal performance is limited by the so-called 
Selective Availability (SA) inserted on purpose to limit 
civil users positioning accuracy and by the non availability 

'of a second carrier frequency for civil applications. The 
two above limitations, although affecting the final 
achievable accuracy, have been partly counteracted by 
elaborated post-processing or augmentation techniques. 
The latter approach is being pursued by the so-called 
(European) GPS navigation overlay system (EGNOS) 
complementing the GPS constellation with Geostationary 
satellites and providing integrity information for critical 
applications such as aircraft landing. Furthermore, recent 
announcement by USA Authorities indicates their 
intention to provide a second civil frequency for the 
second generation GPS together with SA removal. 
In parallel to this GPS evolutionary approach, the 
European Space Agency, in co-ordination with the 
European Commission, is investigating the main aspects of 
a truly innovative second generation civil navigation 

system dubbed now Galileo whose main signal design 
drivers are 
• Compatibility with the frequencies bands for satellite 

navigation that are likely to become available in the 
near future. 

• Target UERE accuracy in the order of 1-2 m with 
single carrier ranging and 1-2 cm with three carriers 
differential phase positioning techniques. 

Reduced time-to-first-fix. 

Provision of integrity information and extended 
navigation message to users requiring enhanced 
performance. 

Enhanced signal robustness to the satellite fading 
channel. 

Adoption of state-of-the-art digital communication 
techniques. 

The above challenging targets have been achieved in a 
recent ESA study activity adopting innovative signal 
design concepts finding their roots in modern digital 
wireless CDMA communication techniques. The complete 
results can be found in [DLR98b], refer also to [DSP981 
[GNSS98]. In this contribution, extracted from [DLR981:11, 
we focus on the synchronisation performance (spreading 
code and carrier phase measurements) of the proposed 
signal structure in several mobile environments. 
The contribution is organised as follows: Firstly, the 
frequency plan is illustrated and the proposed signal 
structure are introduced. Then the synchronisation 
performance is elaborated based on theoretical findings 
and simulation results. 
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FREQUENCY PLAN 
The signal baseline design has been performed to fit the L-
band frequency slots that are likely to become available for 
a  European GNSS2 system (refer to Figure 1). In the 
f°11°wing frequency plan, the baseline bands are indicated 
with the acronyms El, E2, E3, E4. As a matter of fact, El, 
E2 and E3 bands are part of the ESA ENSS-1 frequency 
!iling. However, during the signal study and related TCAR 
investigations [TCAR98], it became evident that the E3 
°.6  MHz bandwidth is too narrow for resolving carrier 
Phase ambiguity with TCAR in mobile applications. 
Therefore the use of the E4 band whose utilisation has 
been formally requested in a recent ESA ENSS-1 filing 
extension, is considered mandatory. The use of El, E2, E4 
bands allows to have 4 MHz available in all frequency 
bands (baseline). Larger bandwidth can be achieved 
sharing part the GLONASS bandwidth (named G1 and 
G2) in addition to E2. In this case, almost 20 MHz of 
sPectilim becomes available in Gl, G2 that jointly with E2 
constitutes the so-called option L A second option is 
constituted by the use of a potential 30 MHz frequency 
slot at C-band (5000-5030 MHz) in alternative to E2. 
Option 2, is less likely from the regulatory standpoint and al  

so requires a more complex user terminal RF front-end. 
2 2 e 

Figure 1 — Frequency plan for L-band 

GNSS2 SIGNAL DESIGN 
In the following section the results of the signal design 
[13L198b] are presented. For the motivation and the reasoni 

lig of the chosen signal structure the interested reader is  also referred to [DSP98] and [GNSS98]. The signa1 parameters are summarised in Table 2. i A•s ndicated in the last section three signals in three ddi.fferent frequency bands form one option. Also, three ifferent message types are foreseen for transmission: E-
N. AV' E-NAV', and EA-NAV. E-NAV and E-NAV' are 
intended to contain all the system data necessary for 
fulfilling the navigation task in a receiver such as e.g. 
satellite ephemeris and almanac, system time, ionospheric data, and  

integrity information. Due to the high data rate 
A."NAN7  is foreseen to be used for the delivery of user 

gr°uP sPecific data (e.g. aeronautical users). It is intended to transmit partially the same data at the same time from  

several or all satellites to allow diversity reception for 
improved data detection performance. 
The generation of each signal can be described with the 
block diagram shown in Figure 2. The incoming data 
stream is FEC encoded, interleaved and structured into 
frames with a length of one second. Furthermore, a 
preamble is added. The coded bits are then spread by a 
complex spreading sequence  ci,, + jc2 . The two satellite 

specific sequences are taken from the set of Gold 
sequences with length 1023. The choice of the length is 
preliminary and subject to further investigations. The 
generated signal scatter diagram is QPSK like (refer to 
Figure 3). 
The resulting chip stream is fed into a chip shaping filter 
with a square-root-raised-cosine (SRC) characteristic with 
roll-off  J3 = 0.2.  Assuming a chip rate of R, = 3.069 Mcps 
each signal occupies a bandwidth of 3.68 MHz. The signal 
structure is referred as quadrature spreading with square-
root-raised-cosine chip pulse shaping (SRC QPN). 
For the multiple access from different satellites CDMA is 
chosen. 

cos coo.. t 

Figure 3 — Signal scatter diagram for simplified QPN 

CODE / CARRIER PHASE PERFORMANCE 

For the results shown in the following a simple receiver 
structure comprising a non-coherent DLL for spreading 
code phase tracking and a subsequent Costas loop for 
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carrier phase tracking are assumed. The adopted 
parameters are: 
• NC-DLL: pre-detection bandwidth W=3000 Hz, 

early-late spacing 1 T„ loop bandwidth B DLL=2 Hz 

• Costas loop: symbol rate T0=3000 Hz, loop 
bandwidth 13, 1=20 Hz 

AWGN channel 

In Figure 4 the performance of the different signals with 
respect to the standard deviation of the code phase jitter is 
shown for an AWGN channel. A scenario of K=12 
satellites in view is considered where the interference of 
11 satellites is modelled by an increased noise power (To 
take into account correlation losses due to Doppler shifts, 
the interferers are assumed to have twice the power of the 
desired signal). The code phase jitter is calculated 
according to the following relationships 

C / N o (1) 
( C  N 0 +10 1+27:(K—OC/N 0  

13„ 2W  
2[C/(N 0  +/0 )][

1+ 
  [C/(N, + /0 )] 

The C/No  values are marked where a Eb/No=12.5 dB is 
reached for the corresponding information data rates for no 
diversity (L=1) and fourfold diversity (L=4) reception (At 
the chosen value of E,/N 0  a bit error rate of P b=10'6  can be 
achieved assuming the multipath/fading channels of the 
next section). At C/No = 45 dBHz, one can reach the 
Eb/No=12.5 dB with no diversity for a data rate of 
1500 bps (E-NAV') and provide at the same time a code 
phase variance of 0.5 m (0.1 m) with a chip rate of 
3.069 Mcps (15.345 Mcps). A reduced data rate of 750 bps 
(E-NAV) leads to further 3 dB increased margin (15.5 dB) 
for the data detection. The application of fourfold diversity 
increases the margin by additional 6 dB. Due to the high 
data rate of 12000 bps one need for EA-NAV a 
C/No  47 dBHz combined with fourfold diversity in order 
to reach the margin for the data transmission (As a result 
of the high C/N o  and chip rate (24.552 Mcps) one achieves 
a low code phase variance of 0.02 m). 

Multipath/Fading channel 

The results for multipath/fading channels have been 
obtained by means of software simulations. The 
simulations results are referring to a QPN SRC signal with 
a chip rate of R, = 3.069 Mcps (e.g. El) 
For the realisation of the multipath/fading channel model a 
tap-delay approach is used. Each tap represents a group of 
received echoes that can not further distinguished 
[PRO89]. 

The first tap is characterised by a Rician amplitude 
distribution (includes the direct path and a diffuse 
component) with a Rice factor C/M and a rectangular 
shaped Doppler power spectrum with a maximum Doppler 
frequency flmi„,,,-(v I c). (V = speed of mobile, c =- 
speed of light, fcarr = carrier frequency). The other taps are 
characterised by a Rayleigh amplitude distribution 
(includes only a diffuse component), a rectangular shaped 
Doppler power spectrum with a maximum Doppler 
frequency fDma, , and a certain delay wrt. to the first tap. 
The parameters of the channel model are a function of the 
environment to be modelled. Table 3 summarises the 
parameters for the considered cases. 
Results for code phase tracking (Figure 5):  
• Performance of code phase jitter versus C/No 

improves monotonically moving from channels 1) to 
5): 

1) En-route aeronautical 

2) Urban pedestrian 

3) Final approach aeronautical 

4) Urban car 

5) Rural 

• For all channel types there is an error floor for the 
code phase jitter for large C/N o . This is caused by the 
fading processes of the echoes which result, especially 
for slow fading channels, in a time-varying loop S-
curve zero crossing point. Depending on the channel 
model, from a certain C/N o  this variation is stronger 
than the AWGN jitter contribution. 

• The worst performance is found for the type " En-
route aeronautical". This is caused by a combination 
of two effects. Both diffuse components (direct path 
and echo) have a very low Doppler bandwidth (1 Hz) 
and a relatively high power in the echo. With a loop 
bandwidth of 2 Hz the NC-DLL is able to track the 
combination of direct path and the diffuse 
components. Due to the fact that the presence of an 
echo causes a slow varying bias for the loop-S curve 
zero-crossing point, we get a large variation for the 
resulting measured code phase. 

• For the type " Final approach aeronautical " the jitter 
is improved mainly due to the large Doppler 
bandwidth (420 Hz) of the echo. In this case the NC-
DLL can not track the variations caused by the echo. 

• The "Urban pedeerian" is affected by the number of 
echoes and their relative large delay (up to 250 ns --e-
75 m). According to the multipath envelope 
considerations, e.g. considered in [DLR98b], see also 
[PAR96], the maximum impact of an echo occurs for 

cs =c1"„ 
(2) 
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delays between 50 and 75 m for the SRC QPN signal. 
Again the effect is magnified by the small Doppler 
bandwidth of 4 Hz. 

• The code phase jitter performance is further improved 
for "Urban car" and "Rural" due to the reduced 
multipath power and the large Doppler bandwidth of 
70 and 140 Hz, respectively. 

Rest_lits_tk___. carrier phase tracking (Figure 6):  
It should be noted that the carrier phase error is here 
measured with respect to the phase of the direct path 
(which is set to zero). For other applications (e.g. in the 
emnmunication area) the phase error is measured with 
respect to the phase corresponding to the sum of the direct 
Path and its diffuse component. This reflects the fact that 
for  sYmbol or bit detection one tries to gather as much 
energy as possible and also the diffuse component is 
helPful. For measuring the carrier phase of the direct path, 
the diffuse component disturbs the measurement and is 
therefore included in the error. 
The parameters of the multipath/fading channels are the 
saMe as given in Table 3. 
I3efore looking on the results for the carrier phase jitter the 
following difference between the DLL and the Costas loop 
behaviour should be noted. 
• Influence of echo delay: 

• The DLL is mostly disturbed by an echo with a 
certain delay greater than zero. 

• The Costas loop is mostly disturbed by an echo with 
delay zero. The influence of echoes further apart 
is weighted by the auto-correlation function. 

Influence of echo phase: 

• The DLL is maximal disturbed by an echo phase of 
0 or 180 degree (at 90 or 270 degree the influence 
is minimum). 

• The Costas loop is maximal disturbed by an echo 
phase of 90 or 270 degree (at 0 or 180 degree the 
influence is minimum). 

1:°t11  loops have in common that a higher Doppler 
andwidth of multipath/fading components lead to an 

ernProved tracking result. Fast variations of these 
a°11d1h1'0nent5 relative to the loop bandwidth are filtered out 

h  do not disturb the estimated quantity (code or carrier 
Puase jitter), 

The results for the carrier phase jitter can be summarised 
as follows (see Figure 6): 

Performance of carrier phase jitter is increasing for 
Cil\To in the same order as the code phase jitter: 

1) En-route aeronautical: The worst performance is 
caused by a small delayed strong echo combined 
with a very low Doppler bandwidth. 

2) Urban pedestrian: The bad performance is caused 
by the large power of the diffuse component 
affecting the direct path (zero delay!). 

3) Final approach aeronautical: Slightly better 
performance compared to the "Urban pedestrian" 
channel due to a smaller power of the diffuse 
component. The influence of the echo is very 
small due to the high Doppler bandwidth. 

4) Urban car: Improved performance due to relative 
high Doppler bandwidth. Main disturbance is 
caused by diffuse component at delay zero. 

5) Rural: refer to "Urban car" channel. 

• For all channel types there is an error floor for the 
carrier phase jitter for increasing C/No  caused by the 
echoes with a delay greater zero, which leads to a 
time-varying zero-crossing point for the Costas loop 
S-curve . 

• Due to the fact that cycle slips occurred for some 
simulations the carrier phase error has been mapped 
into the interval [-it/2, fc/2]. The points in Figure 6, 
which are connected by a line, include the mapping. 
Single points represent the resulting jitter value 
without this mapping. 

• Table 1 summarises the number of carrier phase cycle 
slips observed for a simulation duration of 30 s. They 
occur with a relative high frequency for the "En-route 
aeronautical" and "Urban (pedestrian)" channel. This 
coincides with the observation that these channels also 
experience the highest carrier phase jitter (see Figure 
6). 

Channel  
C/No En- Final Urban Urban Rural 
[dB] route approach (car) (ped.)  

30 16 8 5 8 5  
35 3 - _ _ _ 
40 3 - - 3 - 
45 2 - - - - 
50 1 - - - . 
55 1 - - - - 
60 2 - - 3 - 

Table 1 — Number of carrier phase cycle slips observed 
for a 30 s simulation period (in multipath/fading 

environment) 

Summarising the results for the carrier phase jitter the 
following can be stated under the assumption that a direct 
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component is available and a possible frequency deviation 
(e.g. caused by satellite and/or user movement) is 
corrected e.g. by a frequency estimation loop: 

• The reduction of the loop bandwidth offers the 
advantage that the carrier phase jitter becomes 
smaller. This is due to the fact that the tracking loop 
can not follow the carrier phase changes caused by 
the echoes. Only the phase of the direct component is 
tracked. As a consequence, also the cycle slip rate is 
decreasing. 

• On the other hand, if a loss of lock occurs the time for 
re-acquisition is increasing with decreasing loop 
bandwidth. 

SUMMARY AND CONCLUSIONS 
It has been demonstrated that using the proposed signal 
design and exploiting modern digital signal processing 
techniques the required ranging accuracy can be achieved 
with a modest L-band bandwidth occupation in AWGN 
(code phase jitter a = 0.5 m at C/No  = 45 dBHz) 
In mobile environments the code (carrier) phase jitter 
varies from 0.5 m to 5 m (0.5 — 2 cm) for a C/No  = 45 
dBHz depending on the type of channel. Poor performance 
can be expected in channels, where the diffuse component 
has a delay smaller than one chip length combined with a 
strong power and/or a Doppler bandwidth in the order of 
or smaller than the DLL (PLL) bandwidth 
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Target Carrier Chip Data Info. Bit FEC code rate Code length Code duration [1.t s] 
C/No Freq. rate stream rate (coded data rate (Gold seq.) (code periods/cod. bit) 

[dBHz] [MHz] [Mcps] [bps] [bps]) [chips]  
Baseline  

El 45 1589.742 3.069 E-NAV' 1500 1/2(3000) 1023 333,3(1)  
E2 45 1561.098 3.069 E-NAV' 1500 1/2 (3000) 1023 333,3(1)  
E4 45 1256.244 3.069 E-NAV 750 1/2 (1500) 1023 333,3 (2)  

Option 1  
G1 45 1598.949 15.345 E-NAV' 1500 1/2 (3000) 1023 66,7 (5)  
E2 45 1561.098 3.069 E-NAV 750 1/2 (1500) 1023 333,3 (10)  
G2 45 1250.106 15.345 E-NAV' 1500 1/2 (3000) 1023 66,7 (5)  

Option 2  
El 45 1589.742 3.069 E-NAV' 1500 1/2(3000) 1023 333,3(1)  
E4 45 1256.244 3.069 E-NAV 750 1/2 (1500) 1023 333,3 (2)  
C 47 5014.746 24.552 EA-NAV 12000 1/2 (24000) 1023 41,7(1)  

(38 15.345 E-NAV' 1500 1/2 (3000) 1023 66,7 (5) ) 

Table 2 - Signal parameters for different options 
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C/M (direct Doppler Number Delay Relative Doppler C/M (total) 
path) [dB] BW [Hz] of echoes [ns] Power [dB] BW [Hz] [dB]  

En-route 15 1 1 50 -3 1 3.0  
Final 10 1 1 44 -6 420 4.7 

Approach  
Urban car 7 70 4 60 -27 70 6.8 

100 -27 70 
130 -27 70 
250 -27 70  

Urban ped. 7 4 4 60 -27 4 6.8 
100 -27 4 
130 -27 4 
250 -27 4  

Rural 6 140 2 100 -28 140 5.9 
250 -31 140 

Table 3 — Channel parameters for use in L-band 

C/No [dBHz] 

Figure 4 — Code phase jitter vs. C/No for SDS Options 
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a vs. C/No  for SRC Pulse Shaping, p = 0.2, Fete  = 3.069 MHz, Codelength = 1023 

Figure 5 - Code phase jitter for considered QPN signal in multipath/fading environment 

a vs. C/No  for Costas PLL, SRC Pulse Shaping, p = 0.2, Fchip  = 3.069 MHz, Codelength = 1023, % = 1.5 GHz 
10°  
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ABSTRACT 

Cospas-Sarsat, an international satellite system for search 
and rescue, started operating in 1982 and has been credited vvith saving thousands of lives since then. Hundreds of thousands of aviators, mariners and land users worldwide 
are  equipped with Cospas-Sarsat distress beacons, which 
could help save their lives in emergency situations 
anYwhere in the world. 

This paper outlines the evolution of the system and 
describes how satellites are constantly circling the globe 
monitoring for 'SOS signals', while tracking stations on six continents receive the satellite signals, compute the 
locations of the distress events and forward the calls for 
help to the appropriate rescue authorities. 

This humanitarian system is unique in the way that it is 
funded and operated, while its use remains free of charge 
t° 

 
the end user in distress. 

BACKGROUND 

In the 1 970s, light aircraft were carrying small, battery-
operated radio transmitters that could be activated in an emergency distress situation. Such transmitters, called Eniergenc.. y Locator Transmitters (ELTs), operating at the 
international distress frequency of 121.5 MHz, emitted a 
few-Power signal that could be picked up by a receiver in 
another aircraft in the vicinity or in a nearby air traffic 
control tower. Some types of ELTs could be automatically activated by the impact of a crash to transmit the distress 
signal without human intervention. Marine vessels also 
started currying similar distress beacons, called Emergency 
position Indicating Radiobeacons (EPIRBs), which could noat Off a sinking ship and automatically emit a distress Sig 

 1, i. °;vvever, if a plane or ship went down in a remote area or „  
inclement weather, there might be no aircraft around to cuetect the distress signal for days or even weeks, which 

o  
uld be Ion 

depleted. g 
after the distress beacon's batteries were 

BY the mid-19705, more than 250,000 distress beacons 
were  th service in Canada, Europe and the USA. Lives of aviators and mariners were being saved thanks to these trans,„ ;, 

—"tiers, but there was still room for improvement, Particularly as it was now the 'space age'. 

A NEW SATELLITE SYSTEM 

To improve the detection of such distress signals, 
particularly from remote areas, the concept of a satellite 
receiving system was proposed. In the mid-1970s, 
experiments were conducted in Canada, by the 
Communications Research Centre and the Department of 
National Defence, which used an amateur radio satellite, 
called OSCAR, to demonstrate the feasibility of using 
satellites for detecting and locating the source of distress 
signals. Similar experiments at NASA in the United States 
and the French Space Agency (CNES) further showed the 
technical viability of such a satellite system. These 
agencies agreed to set up a joint experiment for search and 
rescue satellite-aided tracking (SARSAT). 

In 1979, the former USSR (and later Russia) agreed to join 
the experiment and develop a compatible system called 

COSPAS (a Russian acronym, 
Cosmicheskaya Sistyema Poiska 
Avarinyich Sudov, meaning a nMMONIM‘e. > space system for the search of 
vessels in distress), and the 
Cospas-Sarsat System was born . 

DEMONSTRATION AND EVALUATION PHASE 

The development of an automated system to detect and 
locate very weak distress signals presented a formidable 
challenge. In the late 1970s and early 1980s, the design of 
the Cospas-Sarsat system was begun, radio frequencies 
were allocated, host satellites were arranged, search and 
rescue satellite payloads were designed and built and 
special ground receiving stations, called local user 
terminals (LUTs) were developed and installed. The 
world's first Cospas-Sarsat LUT was located in Ottawa, 
Canada. 

The basic Cospas-Sarsat System 
[1] utilizes a constellation of 
four low-Earth-orbit (LEO) 
satellites in near-polar orbit, as 
depicted in Figure 1. With this 
type of orbit, a single satellite 
eventually scans the entire globe. 

Figure 1: Cospas-Sarsat satellites in polar orbit. 

31 SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 



NOAA satellite with 
Sasso. payload 

Cospos 

----HIT Emergency locator troops' 
EPIRB Emergency poshion-indicol 

radio beacon 
LUT Local user terminal 
MCC Mission control centre ' 
RCC Rescue co.ordination cent& 
SAR Search and rescue 
PLB Personal locator beacon 

Special Services and Applications 

However, there is a time delay because the global coverage 
is not continuous, due to the limited instantaneous field of 
view of a low-altitude satellite. 

When the first satellite was launched in 1982 the 
'experiment' was officially underway, and within days a 
real 121.5 MHz distress signal was detected. The 
'experimental system' made headlines when all 3 people 
onboard a small aircraft were successfully rescued after 
their plane crashed in the mountains in a remote area of 
British Columbia, Canada. Their ELT distress signal was 
picked up by an overflying satellite and relayed to the 
ground station in Ottawa, some 4000km away, where the 
location of the distress was automatically computed. This 
information was sent to the search and rescue authorities 
and a rescue plane was soon on scene. 

Even while the experiments were being conducted to 
assess the technical performance of the System, real 
distress signals were routinely being detected and every 
few days additional lives were being saved, thanks to the 
Cospas-Sarsat System. The first maritime rescue occurred 
soon after in the Atlantic Ocean, off the east coast of the 
USA. 

In addition to providing distress alerting and locating 
services for the hundreds of thousands of existing owners 
of 121.5 MHz distress beacons, Cospas-Sarsat was also 
developing a new, more sophisticated, distress beacon 
operating at 406 MHz. This type of beacon allowed the 
distress location to be pinpointed more accurately and also 
transmitted a unique identification code. Search and rescue 
forces would then Icnow where, as well as what, they were 
going to search for, making for a more effective mission. 

At the outset, the demonstration and evaluation of the 
experimental Cospas-Sarsat System was scheduled to 
conclude in the mid-1980s, but the proven success of the 
system created enough demand for it to be continued, 
rather than being turned off. Since several other countries 
had also participated in the experiment and used the 
system to save lives, finding a way to transform it into an 
operational system was highly desirable. The four 
founding countries undertook to set up an official, 
worldwide 'System and declared the System operational in 
1985. 

FORMALIZING THE SYSTEM 

In 1987, the Cospas-Sarsat Secretariat was established at 
the headquarters of the International Maritime Satellite 
Organization (Inmarsat) in London. In 1988, a formal 
intergovernmental agreement was signed, thus assuring the 
long-term continuity of the System, in which three United 
Nations agencies were also involved: 
• the International Maritime Organization (IMO) for 

worldwide shipping, 
• the International Civil Aviation Organization (ICAO) 

for worldwide aviation, and 

• the International Telecommunication Union (ITU) fi 
radio frequency allocations. 

Participation by various other government bodies and 
industry was also initiated in order to get equipment 
standards adopted, new distress beacons type approved, 
manufactured and distributed to consumers, and more 
ground receiving stations installed around the world. 

The System continued to expand with more countries 
sharing in its operation and use, more ground stations 
coming on line and more distress beacons being installed 
on ships and aircraft, resulting in more lives being saved 
every year thanks to the Cospas-Sarsat System. 

In 1985, Cospas-Sarsat also started evaluating the use of 
geostationary-Earth-orbit (GEO) satellites as an 
enhancement to the polar-orbiting system to provide almost 
immediate alerts, with identification, for 406 MHz beacons. 
This topic is presented in greater detail in a related paper at 
IMSC '99 (Demonstration and Evaluation of 406 MHz 
Geostationary Search and Rescue Systems), so is not 
described further in this paper. 

PRINCIPLE OF OPERATION 

System Concept 

The basic concept of the Cospas-Sarsat System [1] iS 
illustrated in Figure 2. 

Figure 2: Basic Concept of the Cospas-Sarsat System 

There are three types of radiobeacons: aviation ELTs, 
maritime EPIRBs and Personal Locator Beacons (PLBs). 
These beacons transmit signals that are detected bY 
Cospas-Sarsat satellites equipped with suitable receivers. 
The signals are relayed to Cospas-Sarsat LUTs, which 
process the signals to determine the beacon location. Alerts 
are then relayed, together with location data, via a Mission 

1 
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or "orbital plane", of a satellite 
circling the earth around the 
poles. The satellite travels in 
this plane while the earth 
rotates underneath it, enabling 
a single satellite to eventually 
view the entire Earth's 
surface. At most, it takes only 
one-half rotation of the Earth 
(i.e. 12 hours) for any location 
to pass under the orbital 
plane. 

Satellite Configuration 

Figure 3 shows the path, 

Doppler Curve 

101 

Ibne 

I rev 

Figure 6: Cospas satellite 

two multi-mission NOAA 
shown in Figure 7, placed in 

sun-synchronous, near-polar 
orbits at a 98° inclination at 
about 850 km altitude, and 
equipped with SAR 
instrumentation at 
121.5 MHz and 406 MHz 
supplied by Canada and 
France. 

Figure 7: USA's NOAA satellite 

The USA supplies 
meteorological satellites, 
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Centro' Centre (MCC), either to another MCC or to the 
aPPropriate Rescue Coordination Centre (RCC) or a Search 
and Rescue point of contact (SPOC) in that region. 

Figure 3: Orbital plane of a polar-orbiting satellite 

With a second satellite, having an orbital plane at right 
angles to the first, only one quarter of a rotation is required, 
or 6 hours maximum. Similarly, as more satellites orbit the 
Earth in different planes, the waiting time is further reduced. The Cospas-Sarsat System design constellation is four 
satellites, which provide a typical waiting time of less than 
°lie hour at mid-latitudes. 

Doppler Effect 

Satellites at low altitude must move quicldy over the Earth 
t,°  staY in orbit. This movement causes a shift in the radio trequency called the "Doppler effect", as illustrated in 

ure 4. Doppler location, using the relative motion .uetween the satellite and the beacon, is the means used to 
locate these very simple devices. The resultant "Doppler curve' of 

versus time has 
an. inflection 
Point when  the  
satell .ite is at its 'me ' o closest 
aPproach (TCA) 
t° e  beacon. 

satellite pass another pair of 
positions would be 
produced, but only one of 
those would overlap with 
one from the previous pass, 
thus establishing which is 
the true position of the 
beacon. 

Figure 5: Two possible positions, one on each side of the 
satellite sub-track, result from Doppler positioning 

With appropriate frequency stability, as specified for 
406 MHz beacons, the true solution may be determined in a 
single satellite pass, because of the slight skewing of the 
Doppler curve due to the Earth's rotation during the 
I5-minute satellite pass. For 121.5 MHz beacons, normally 
a second satellite pass is required to resolve the ambiguity. 

SYSTEM DESCRIPTION 

The Cospas-Sarsat System comprises the space segment and 
the ground segment up to the point where the alert data 
leaves the MCC. The subsequent RCCs and SAR response 
units are existing national or regional entities, which utilize 
Cospas-Sarsat alert data to facilitate their operations. The 
distress beacons procured by the users are controlled on a 
national basis, and the 406 MHz beacons must be type 
approved by Cospas-Sarsat to ensure they meet the Cospas-
Sarsat performance requirements. 

Space Segment 

The nominal System configuration comprises four satellites, 
two Cospas and two Sarsat, but often more than four are in 

operation, since older satellites, even 
when replaced by newly-latuiched 
satellites, continue to be used as long 
as they can provide some service. 

Russia supplies two Cospas satellites, 
shown in Figure 6, placed in 
near-polar orbits at an 83° inclination 
at 1000 km altitude and equipped 
with SAR instrumentation at 
121.5 MHz and 406 MHz. 

frequency 

Figure 4: Doppler frequency shift versus time 

oC„°.s.Pas-Sarsat selected low-altitude satellites in order to 
irrnize Doppler performance and to be able to detect 

r
Cer  Power distress beacons, while the near-polar orbit 
" °vides full global coverage, albeit with some time delay. 

The  DoPpler calculation generates two possible positions 
,,c),r  each beacon, the true position and its mirror image e.'arive to the satellite ground track, as illustrated in 
biguee 5 . This ambiguity in position can be resolved either Y vvaiting for a second satellite pass or by calculations that 
take  into account the Earth's rotation. On a subsequent 
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A 243 MHz payload, onboard some of the satellites, 
operates in the same manner as the 121.5 MHz system, so is 
not further described in this paper. The 121.5 MHz payload 
is a repeater that retransmits all received signals in real-time, 
which is called the 'local mode' of operation. The 406 MHz 
payload repeats the band, as well as partially processes the 
received beacon signals, and retransmits them in real-time 
and also stores the digital data in satellite memory, which is 
continually replayed for several orbits to broadcast the data 
to all LUTs. This is called the 'global mode' of operation. 

Each satellite makes a complete orbit of the earth around the 
poles in about 100 minutes, travelling at a velocity of 7 km 
per second. The satellite views a "swath" of the earth more 
than 4000 km wide as it circles the globe, giving an 
instantaneous "field of view" about the size of a continent. 
When viewed from the earth, the satellite crosses the slcy in 
about 10 to 15 minutes, depending on the maximum 
elevation angle of the particular pass. 

Distribution of Alert and Location Data 

The alert and location data generated by LUTs are 
forwarded to appropriate SPOCs through the Cospas-Sarsat 
MCC network. Since a single distress incident is usually 
processed by several LUTs, in particular in the 406 MHz 
global mode of operation, the alert and location data are 
sorted by MCCs to avoid unnecessary transmission of 
identical data. The principle of continuous downlink 
transmission to all LUTs in visibility of a satellite allows 
simple downlink transmission procedures and provides a 
high level of redundancy in the ground processing system, 
both at 121.5 MHz within overlapping LUT coverage areas 
and at 406 MHz worldwide. 

Distress Beacons 

121.5 MHz beacons: It is estimated that there are now about 
600,000 121.5 MHz beacons in use worldwide, primarily 
aboard aircraft, and are required to meet national 
specifications based on ICAO standards, which were not 
initially developed for a satellite system. 

Such beacons, as illustrated in Figure 8, transmit only about 
a 0.05 to 0.1 Watt signal, having swept tone, amplitude 

modulation, which 
produces a warbling 
'wow, wow, wow' 
sound in a nearby 
receiver. The carrier 
frequency of the 
beacon is not very 
stable and is 
significantly affected 
by the ambient 
temperature. 

Figure 8: Typical 121.5 MHz ELTs used in aircraft  

Therefore, the 121.5 MHz Cospas-Sarsat System was 
designed to serve the existing type of beacons, even though 
system performance would be constrained by their 
characteristics. Parameters such as System capacity 
(number of simultaneous transmissions in the field of view 
of the satellite which can be processed by LUTs) and 
location accuracy would be limited, and little or no 
information would be provided about the operator's identity. 
Even with these limitations, the efficiency of 121.5 MHz à  
beacons has been greatly enhanced by the use of satellite 
detection and Doppler location techniques, and many lives 
have been saved. 

406 MHz beacons: Development of a new generation of 
beacons transmitting at 406 MHz commenced at the 
beginning of the Cospas-Sarsat project. The 406 MHz units 
were designed specifically for satellite detection and 
Doppler location by having: 
• high peak power output and low duty cycle; 
• improved radio frequency stability; 
• a unique identification code in each beacon; 
• digital transmissions that could be stored in a satellite's 

memory; and 
• spectrum dedicated by ITU solely for distress beacons 

These parameters make the 406 MHz system superior to the 
older 121.5 MHz system by providing the following 
features: 
• increased system capacity; 
• improved ambiguity resolution and location accuracy 

(typically within 2 km versus 20 km for 121.5); 
• identification of the user in distress; 
• global coverage; and 
• no interference from aircraft voice transmissions 

Figure 9: Various models of 406 MHz distress beacons 

406 MHz beacons, shown in Figure 9, transmit a 5-watt, 
half-second burst approximately every 50 seconds. The 
carrier frequency is phase-modulated with a digital message. 
The low duty cycle provides a multiple-access capability of 
more than 90 beacons dperating simultaneously in view of a 
polar orbiting satellite, versus only about 10 for 121.5 MHz 
beacons. 
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An important feature of 406 MHz emergency beacons is the 
addition of a digitally encoded message, which provides 
such information as the country of origin and the 
identification of the vessel or aircraft in distress, and 
oPtionally, position data from onboard navigation 
equipment. An auxiliary homing transmitter is usually 
included in the 406 MHz beacon to enable SAR forces to 
home on the distress beacon. 

There are now more than 20 manufacturers of 406 MHz 
beacons in 12 countries, and many more distributors around 
the world, with over 100 different models type-approved by 
Cospas-Sarsat [2]. The number of 406 MHz beacons in use 
has increased dramatically from virtually zero in 1985 to 
about 20,000 in 1990 and to more than 156,000 by 1998. 

Ground Segment 

Local User Terminals (LU7's): Cospas-Sarsat LUTs are 
ground stations which track the satellites, receive the distress 
beacon signals via the satellites, compute the locations of the 
distress signals and forward the alert data to Mission Control 
Centres. Most LUTs are fully automated; some of which are 
talinaimed and installed in remote areas and can be operated 
remotely from the MCC. The LUT steers a tracking antenna 
to follow the satellite across the slcy, so each LUT needs to 
know the satellite orbit data on an ongoing basis. 

All commissioned LUTs meet the Cospas-Sarsat 
taPecifications, but the configuration and capabilities of some 

irs illaY vary to meet the specific requirements of the 
PAarticipating countries. The Cospas and Sarsat spacecraft 
rwolink signal formats ensure interoperability between 
4-11's and the various spacecraft. 

ler  the 121.5 MHz signals, each transmission is detected and 
f Doppler information calculated. A beacon position is 
'nett determined using these data. 

Pr()eessing of 2400 bits per second digital data from the 
satellite (i.e. those generated from 406 MHz transmissions) is rmelatively straightforward since the Doppler frequency is 

easored and time-tagged on-board the satellite. All 4o6 MHz  
data received from the satellite memory on each 

Pass is processed within a few minutes of pass completion. 

At  the end of 1997, 38 LUTs were operating on six continents, as shown in Figure 10. 

- rigure 10: Locations of 38 Cospas-Sarsat LUTs in 1997  

Mission Control Centres (MCCs): MCCs have been set up in 
most of those countries operating one or more LUTs. As 
depicted in Figure 11, an MCC is where distress alert data 
from the Cospas-Sarsat System is normally first viewed by a 
human, since most of the LUTs' receiving, processing and 

data forwarding 
systems are 
automated. 
Figure 11: One 
of the Cospas-
Sarsat MCCs 
(Canada) 

The main 
functions of an 
MCC are to: 

sort the data from LUTs and other 

• provide data exchange within the Cospas-Sarsat System; 
and 

• distribute alert and location data to associated RCCs or 
SPOCs. 

All MCCs in the System are intercormected through 
appropriate networks for the distribution of System 
information and alert data. 

STATUS OF SYSTEM 

Currently, some 30 countries are participating in Cospas-
Sarsat [2], as shown in Figure 12. 

Figure 12: Cospas-Sarsat Participants (shaded areas) 

The number of ground segment elements in the Cospas-
Sarsat System [2] continues to grow, as shown in Table 1. 
(figures to 1999 were not yet available) 

Table 1:Number of System Elements bv 1998 
Element Number  
121.5 MHz Beacons 600,000 

406 MHz Beacons 156,000  
MCCs 19  
LUTs 38 
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In 1997, the Cospas-Sarsat System provided assistance in 
rescuing 1,312 persons, as shown in Table 2. (figures for 
1998 will not be available until mid-1999) 

Table 2: Summary of System Operations in 1997 
Type of No. of SAR No. of Persons 
Distress Events Rescued 

Aviation 76 186  
Maritime 257 1,036  
Land 56 90  
Total 389 1,312 

The 406 MHz system was used in 218 of these events (817 
persons rescued) and the 121.5 MHz system was used in 
the other 171 SAR events. 

Since its inception, the Cospas-Sarsat System provided 
assistance in rescuing 8,666 persons in 2,636 SAR events, 
from September 1982 to December 1997. 

ADMINISTRATION AND FUNDING 

The cost of implementing and operating the Cospas-Sarsat 
System is shared by the various member governments, 
while the distress beacons are paid for by the users. 
However, users do not pay to access the Cospas-Sarsat 
System. The four founding countries (Canada, France, 
Russia and USA) provide the space segment and they, as 
well as several other countries, installed and operate 
ground receiving stations and Mission Control Centres. 
The administrative costs of the Secretariat are shared by all 
member countries. 

The estimated investment to date in Cospas-Sarsat 
equipment is approximately US$ 500,000,000, of which 
about half is for the system ($200M for satellite payloads 
and $50M for LUTs & MCCs) and half is for the distress 
beacons ($250M) purchased by the users 

The program is managed by the Cospas-Sarsat Council, 
shown in Figure 13, comprising representatives of member 
governments, and is supported by a Secretariat, based in 
London, and a group of technical and operational experts 
(Joint Committee) which meets periodically. 

Figure 13: A Cospas-Sarsat Council 
manages the Program 
In 1990, Cospas-Sarsat was awarded the 
Seatrade Annual Award for 
Achievement, shown in Figure 14, for 
its contribution to safety at sea. The 
Cospas-Sarsat System is an integral part 
of the IMO's Global Maritime Distress 
and Safety System (GMDSS) for 
worldwide shipping, and is also 

recommended by ICAO for aviation. 

Figure 14: Seatrade Award presented to Cospas-Sarsat 

FUTURE 

Even after more than 16 years of operation, the Cospas-
Sarsat System continues to provide a valuable global 
service and is still expanding with new enhancements and 
more and more users. 

The Cospas-Sarsat System is expected to continue 
providing service for many years to come, especially as 
thousands of users are mandated to carry distress beacons. 
The use of older 121.5 MHz beacons might diminish in the 
future as the more sophisticated 406 MHz beacons become 
commonplace, particularly with the addition of 406 MHz 
geostationary satellites and the inclusion of global 
positioning system (GPS) chips in some new beacons. 

Inmarsat also provides a maritime EPIRB service for 
beacons operating at L-band. Other satellite systems 
coming on line in the near future will offer two waY 
communications for persons in emergency situations , 

 which will be very beneficial in many cases. However, 
 these new systems will not likely have user terminals that 

would activate automatically in a distress situation and 
trigger a response by search and rescue authorities on a 
worldwide basis, and yet have no user charges. These neW 
systems will be able to assist persons in distress, but none 
are foreseen to replace the Cospas-Sarsat System. 
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BACKGROUND 

The geostationary search and rescue (GEOSAR) satellite 
sYstern consists of geostationary Earth-orbiting satellites and their associated ground processing facilities, that have 
the capability to detect transmissions from Cospas-Sarsat 
tYPe approved 406 MHz distress beacons. These satellites 
orbit at altitudes of 36,000 km af approximately 0 0 latitude 
and fixed longitudes, appropriate to the requirements of the 
satellite provider. Because of the high altitude and fixed orbit position of the geostationary satellites, the geostationary system has the potential to offer several 
c, °InPlementary advantages to the Cospas-Sarsat System of 
tc‘v altitude Earth-orbiting satellites (LEOSAR). These 
advantages include near-instantaneous beacon detection and 

 alerting, near-instantaneous beacon locating for 
eacnns capable of calculating and transmitting their 

frizleadna, and continuous monitoring of the 406 MHz 
eqUency band within the satellite footprint. 

At 
the request of the Cospas-Sarsat Council, a 

enlonstration and Evaluation (D&E) was conducted to 
e_ cafirin the expected benefits of adopting the GEOSAR 

system as an enhancement to the Cospas-Sarsat 
jR,Ceit System. The Council further directed that the 

▪ establish GEOSAR technical and operational 
-`torniance characteristics. 

GOALS 
The 

goals of the D&E were to: 

• characterise the technical performance of the 
GEOSAR components; 

characterise the operational performance of the 
GEOSAR system; 
evaluate the operational effectiveness of the GEOSAR 
aYarem and determine the benefits to search and rescue 
cds  combined LEOSAR/GEOSAR operations; and 
Provide the basis for recommendations to the Cospas-
Sarsat Council. 

METHODOLOGY 

A D&E Plan "Cospas-Sarsat Demonstration and 
Evaluation Plan for 406 MHz GEOSAR Systems" was 
developed to provide the framework for the D&E. 

The Plan outlined ten technical and eight operational 
objectives for which tests were to be undertaken, with 
guidelines for data collection, reporting and analysis. The 
technical objectives were developed to address the 
technical compatibility of the various GEOSAR 
components and to establish the baseline characteristics of 
the GEOSAR system. The operational objectives were 
developed to evaluate the contribution to SAR operations 
of alert data provided by 406 MHz GEOSAR systems and 
to provide operational experience in the use of GEOSAR 
alerts. Data collection and evaluation for the technical and 
operational objectives generally took place between July 
1996 and February 1998. 

Participation in the D&E was open to all Cospas-Sarsat 
Participants. Australia, Canada, Chile, France, Spain, the 
United Kingdom and the United States contributed data in 
support of technical and/or operational objectives and 
contributed to the drafting of the D&E study report. Other 
Cospas-Sarsat Participants (Algeria and Japan) also 
provided input to the drafting to the report. 

RESULTS AND DISCUSSION 

The successful completion of the ten technical objectives 
was hindered by radio frequency interference from a 
strong signal emanating from Peru. Because of the 
interfering signal, several of the technical objectives could 
not be accomplished or completed and are recommended 
as actions to be completed at the earliest opportunity. 
Despite this, the technical objectives confirmed that: 

• the GEOSAR system could detect transmitting 
beacons that met Cospas-Sarsat technical 
specifications and which were visible; 
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• the GEOSAR system provided near-instantaneous 
detection and alerting of 406 MHz beacon 
transmissions; 

• calibrated frequency measurements performed by the 
GEOLUTs were reliable and accurate enough to 
permit use of GEOSAR derived frequency data in 
improving LEOSAR positioning estimates; 

• 40  is a conservative value to use as the published 
minimum elevation angle required to assure reliable 
GEOSAR reception of 406 MHz beacon 
transmissions; and 

• sufficient technical data had been collected to 
recommend the incorporation of the GEOSAR system 
as a complement to the Cospas-Sarsat System. 

Results from the eight operational objectives documented 
the performance and confirmed the effectiveness and 
benefits of the GEOSAR system. In particular, the D&E 
indicated, in the area of performance, that: 

• the GEOSAR system provided a useful time 
advantage over the LEOSAR System. On average, the 
GEOSAR alert was received 46 minutes before the 
first corresponding LEOSAR alert; the median time 
advantage was 21 minutes; 

• the coverage area of the GEOSAR system was a good 
complement to LEOSAR System coverage. More 
than 85% of 406 MHz alerts within the 0° elevation 
angle GEOSAR satellite footprints were detected by 
the GEOSAR system and valid explanations existed 
for cases which were not detected; 

• there were many GEOSAR alerts, not detected by the 
LEOSAR System, that were single burst messages or 
of very short transmission duration which could be 
indicative of inadvertent activation or testing. 
However, a short duration transmission could also be 
the only indication of a catastrophic event; and 

• the mean time of beacon transmission durations could 
be useful in computing 406 MHz system traffic 
estimates and in determination of system capacity. 

The time advantage gained by the GEOSAR system's near-
instantaneous alerting was clearly shown to benefit the 
outcome of SAR events. In particular: 

• additional lives and property were determined to have 
been saved in specific distress cases where a 
GEOSAR alert was received and used by SAR forces; 
and 

• benefits of the earlier GEOSAR alert and the use of 
encoded position data were shown in an 
intercontinental road race, where personal locator 

beacons, some encoded with one of the new Location 
Protocols, were used as emergency equipment. 

I The completeness, accuracy, availability and 24-hour 
access capability of beacon registration databases were 
shown to be essential for the above benefits of GEOSAR j 
system to be fully realised. The database information was j 
used to: t 

• distinguish between real and false alerts and could be 
useful in preventing the launch of resources on false 
alerts; and 

• obtain rough location information, enabling SAR 
personnel to take advantage of the earlier notification 
provided by GEOSAR, even when encoded position ' 
information was not available in the beacon message. 

Analysis of the impact of the GEOSAR system on the 
Ground Segment of the Cospas-Sarsat System, notably the 
system-generated false alert rate, workload, and resolution 
of LEOSAR location ambiguity, indicated that: 

• the number of undetected system-generated false 
alerts was low. All, but three, system-generated false 
alerts were eliminated through the use of effective 
screening measures at the MCCs, before transmission 
to SAR services. However, some concern exists that 
the system-generated false alert rate could be higher 
than that found by the D&E and this element needs 
monitoring. There is also the possibility of a higher 
frequency of system-generated false alerts as beacons 
using Location Protocols become more widespread; 

• the volume of GEOSAR alert processing varied 
among the MCCs but was considered to have minimal 
impact on workload and was justified by the benefits; 
and 

• GEOSAR alert data were effective in resolving 
LEOSAR location ambiguity, even though manual 
processes had been used. 

BENEFITS OF THE GEOSTATIONARY SYSTEM IN 
ACTUAL CASES 

The saving of additional lives is a critical factor used to 
assess the benefit of including a geostationary satellite 
component within the Cospas-Sarsat System. Below are 
two case reports which clearly highlight this benefit. 

Hunters at Hall Beach, Northwest Territories, Canada 

On 15 January 1996, two native hunters from Igloolik, set 
out overland by snowmobile for Repulse Bay with 0  
406 MHz personal locator beacon (PLB) on loan from the 
Northwest Territories government. The weather 
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deteriorated the next day, 16 January to a point where their 
snowmobile froze and they were stranded in a "whiteout". 
At approximately 15:00 they activated their beacon. At 
15 :05, the GOES-8 geostationary satellite relayed the 
signal and at 15:25, it was processed at the Canadian 
Mission Control Centre (CMCC). The PLB registry was 
accessed to identify the owner of the beacon as the 
Northwest Territories government. Within 10 minutes this 
information was faxed to the RCMP Operational 
Communication Centre in Yellowknife, which advised the 
Igloolik RCMP officer (at 15:55) of the PLB alert in the 
area  The encoded serial number of the PLB identified it 
as the one requisitioned by the hunters en route to Repulse 
Bay. At 16:07 the CMCC provided location co-ordinates, 
which indicated that the hunters were in the Hall Beach 
area. The Igloolik SAR Committee transferred SAR 
resPonsibility to Hall Beach, and by 21:00, the hunters had 
been found and rescued. 

Fishing Vessel Incident At Sea off the California/Oregon 
Border, United States 

°n 1 December 1996, the 40 foot fishing vessel Beach 
King capsized when hit by a large wave. The vessel was 
kfisliing in 20 - 25 foot seas near the California/Oregon 
ucrder. The crew of three was not able to transmit a 
InaYday call or signal a distress in any way; however, the 
vessel's 406 MHz EPIRB activated automatically when the 
vessel capsized. The transmission from the 406 MHz 

'131RB was relayed via the GOES-9 satellite to the 
USMCC and then on to RCC Seattle. RCC Seattle 
f°Twarded the information to the Coast Guard Operations 
Centres in North Bend, Oregon and Humboldt Bay, 
1 „California. The Operations Centres issued an Urgent 
marine Information Broadcast while the RCC called the 
einergency point of contact listed in the beacon registration 
database. Upon learning that the Beach King was fishing 
ç'ff the Klamath River, the RCC dispatched a rescue 
helicopter to search the area. The helicopter located the 
eaPsized vessel and hoisted two crew members from the 
e°1d (11° Celsius) water. The third crew member was 
!lever found. The helicopter transported the crew members 
1.° a local hospital where one of the crew required intensive 
care treatment for hypothermia. Post analysis of the case 
%firmed that the crew members were not wearing 
Lstirvival suits or flotation devices and would have perished 
`lad they remained in the water much longer. 

121e first notification of distress was an unlocated alert 
a geostationary satellite, which arrived at the 

`-' 1\11CC 47 minutes before a located alert from a low . 
altitude Earth-orbiting satellite. The Coast Guard was able 
t° investigate the alert (i.e., call the point of contact, check 
the harbour, make radio call-outs, and launch a helicopter) 
s? that rescue forces could proceed to the vicinity of the 
distress immediately, even without the located alert data. 

his  resulted in saving the lives of two people. 

STUDY CONCLUSION 

The D&E confirmed the complementary nature of the 
GEOSAR system to the Cospas-Sarsat LEOSAR System. 
It indicated that incorporation of the GEOSAR system as a 
complement to the Cospas-Sarsat System would generate 
significant benefits and would save additional lives and 
property. It was also concluded that the benefits would 
increase when beacons with encoded Location Protocols 
come into widespread use. 

The D&E highlighted the requirement that the 406 MHz 
beacon user community needs to be informed of GEOSAR 
system performance in respect of the Cospas-Sarsat 
System. Greater care in the use of 406 MHz beacons will 
be required as inadvertent activations (even of short-term 
duration) would probably be detected by the GEOSAR 
system and could set off an unnecessary chain of events 
with a corresponding use of SAR resources. 

RECOMMENDATIONS 

As the D&E confirmed the expected benefits of the 
GEOSAR satellite system as a complement to the Cospas-
Sarsat LEOSAR System, it is recommended that: 

1. the Cospas-Sarsat Council consider adopting the 
GEOSAR satellite system as an enhancement and 
complement to the Cospas-Sarsat System; and 

2. the Cospas-Sarsat Council should initiate all actions 
necessary for this enhancement including the 
commissioning, as soon as possible, of the existing 
experimental GEOLUTs. 

In order to ensure the optimal technical and operational 
performance of the enhanced Cospas-Sarsat System, it is 
recommended that: 

3. the Cospas-Sarsat Secretariat should publish and 
widely distribute the results of the D&E; 

4. all manufacturers, administrations and others who 
develop educational programs and materials should 
stress the importance of proper handling, shipping, 
storage and testing of 406 MHz beacons in view of 
avoiding false alerts; 

5. all administrations should establish and maintain 
complete, accurate, and up-to-date beacon registration 
databases that are available for SAR agency access on 
a 24-hour a day basis; 

6. Ground Segment Operators should consider the use of 
GEOSAR detections to resolve LEOSAR location 
ambiguity, agree on a standardised procedure for 
inclusion in document C/S A.001 (DDP), and 
implement software in the MCCs to automate the 
agreed procedure; and 
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7. all administrations should review beacon test policies 
and procedures and revise them as necessary to reflect 
the incorporation of GEOSAR alerts in the Cospas-
Sarsat System. 

CONCLUSION 

As a result of the D&E, the Cospas-Sarsat Council decided 
to formally integrate the GEOSAR system into the Cospas-
Sarsat System, as soon as possible. 
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ABSTRACT 

For the past nine years satellites in geostationary orbits 
have provided aeronautical communications services. The 
technical requirements have been documented in ICAO 
Standards and Recommended Practices, ARINC 
Characteristics, and RTCA Minimum Operating 
Performance Standards. Recently the aeronautical services 
Provided through these satellites have been enhanced 
through the use of lower data rate voice codecs and spot 
beam satellites A new generation of aeronautical satellite 
services is now being offered through constellations of 
satellites operating in low- and medium-earth orbits, and 
dccumentation is being prepared for these services. 

INTRODUCTION 

Once, the provision of satellite communications for air 
'affic services was as simple as using a municipal water 
:1113131Y. An international treaty organization (Inmarsat) 
rrcviding near-global service and operated four 
geostationary satellites and a number of spares. Support to 
CAAa was provided by the local Signatory to that 
(Zgarlization. A set of ICAO Standards and recommended 
rfactices  had been adopted for aeronautical services. Use 
e the spectrum that had been allocated for aeronautical 
sac services was controlled by an international 
crenization (ICAO), which permitted its use for non-
safetY aeronautical communications until the spectrum was 
reclaired exclusively for the provision of safety 
,ecihMunications. Avionics and antennas were available 
,gcnti several organizations. Documents defining the form 
't  and function of the system and the tests necessary for 
certification had been approved. 

1\11,,(31v the position has become much more complicated. 
d ue  ITU allows that part of the spectrum originally 
7cd. icated to AMS(R) S to be used for all mobile services 
`With safeguards for AMS(R) S traffic). The original 
E°Perator of the satellites has become a private company. 
. hhancements to the Inmarsat system have been 
ILltroduced, in some cases using proprietary technology. 

competing services are now being introduced based 
'Po n satellites operating in low- and medium-earth orbits. 

A draft report to Working Group F of ICAO's 
'11.eronautical Mobile Communication Panel states: The 

gi  
H.°118 development time that has led to the introduction of 

e current AMS(R)S system also makes it unpractical 

(sic) to envisage any major changes in the current 
technology before the year 2010. 

Is this true? Is the aeronautical community prepared for 
the new developments that are now taking place? 

This paper considers these developments in two different 
areas: enhancements to the existing system, and 
completely new systems. In addition to the technical 
differences, it also discusses the commercial and 
regulatory implications. The table at the end of this paper 
outlines the basic characteristics of the systems that are 
covered.. 

THE INMARSAT SYSTEM 

To date, aeronautical satellite communications have been 
based on a constellation of four satellites located in 
geostationary orbit and operated by Inmarsat. In addition 
to supporting aeronautical communications, the Inmarsat 
system also provides maritime services (in particular 
GMDSS—the Global Maritime Distress and Safety 
Service) and land mobile services. Aeronautical services 
operate in the band that was designated for AMS(R)S 
traffic, and were permitted under ICAO rules to support 
public correspondence (AMSS) in the same frequency 
band until it was required for aeronautical safety services. 

For data services, communications from the aircraft are 
based upon slotted Aloha for short messages and 
reservation TDMA for longer ones. In the ground to air 
direction, communications are based on a one-to-many 
TDM approach 

For voice services, communications use a FDMA 
approach, with a voice codec digitization rate of 9.6 kb/s. 

Because of the limitation of the geostationary orbit, 
communications with aircraft can only be guaranteed up to 
about 75 0  latitude. 

SYSTEM ENHANCEMENTS 

Two major enhancements have been made to the original 
system. The first is the introduction of a (proprietary) 
voice codec operating at a coding rate of 4.8 kb/s. This 
has the benefit of both enhancing spectral efficiency, and 
allowing installations to support more voice channels with 
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a given amount of aircraft  power. Tests have 
demonstrated that the 4.8 kb/s voice codec has a 
performance as good as (and sometimes better than) the 
original 9.6 kb/s. codec. Although apparently a simple 
technological improvement, this innovation has led to 
significant institutional problems. 

The second enhancement directly results from the 
launching of Inmarsat's third generation of satellites, 
which include spot beams to concentrate the satellite 
power on selected regions of the earth's surface. This 
allows aircraft to be equipped with a lower-gain antenna, 
and requires reduced avionics power. In addition, the new 
system, known as Inmarsat-I, also includes the lower data 
rate codec, referred to above, and so has been subject to 
the same institutional problems. 

NEW GEO SYSTEMS 

Some of the new systems, such as Japan's MTSAT, are 
intended to work directly with the Inmarsat system, 
permitting "transparent" usage as an aircraft transitions 
from one system to another. This has proved to be more 
difficult in practice than in theory, largely due to the need 
for transmission of a common system table, showing the 
frequencies used by the services. The institutional steps 
that commonality involves have proved to be formidable 
obstacles, but hopefully these can be resolved. 

SECOND GENERATION SYSTEMS. 

For years, geostationary systems have been the backbone 
of mobile satellite communications. More recently, a 
number of satellite systems are being introduced which are 
based upon a constellation of satellites operating in low-
earth orbit (typically 800km.) or medium-earth orbit 
(typically 10,000km). 

A geostationary satellite system can be based upon a 
minimum of three satellites in nominally fixed position in 
the equatorial plane (although the Inmarsat system uses 
four operatiçenal satellites). In contrast, systems operating 
in low (LE0)- or medium- (MEO) orbit comprise many 
satellites that move over the earth's surface, with the 
complete constellation ensuring that any point in the 
coverage area is always in sight of at least one satellite. To 
date, three such systems are being introduced (see the 
table). Of these three system, Iridium plans to support 
both aeronautical safety, AMS(R)S, and public 
correspondence (AMSS). ICO has stated that it will 
support public correspondence, but has not announced 
plans to support AMS(R)S. Globalstar has no plans at 
present to support aeronautical communications. 

Among the advantages claimed for systems operating in 
LEO or MEO are reduced power requirements and reduced 
delay time. Addirionally, if the orbit is appropriately 
chosen, it is possible for these satellites to provide 
communications over the whole surface of the earth. 

THE IRIDIUM SYSTEM 

Iridium entered commercial service in November 1998, 
and plans to begin to support aeronautical communicationS 
during 1999. Both the aircraft and ground equipment to 
support aeronautical communications is being supplied by 
AlliedSignal. AlliedSignal intends to provide single 
channel, as well as 5 and 8 multi-channel systems. 
Currently the single channel system is being tested. 

Iridium operates sixty-six satellites in six global planes. , 
All of the satellites are now in orbit, together with a , 
minimum of six spares, one in each orbital plane. The 
satellites orbit at a height of 780 km., with an orbital 
inclination of 86.4 degrees. A satellite completes one orbit i 
of the earth in just over 100 minutes. Each satellite can 
support up to 48 spot beams, although the number of spot 
beams is reduced over northern and southern  latitudes to 
reduce redundancy between satellites. 

One of the unique features of the Iridium system is the use 
of intersatellite links, in which a message is handed off 
from satellite to satellite until it is finally transmitted to the 
desired ground station (or "gateway"). 

Iridium operates on a TDMA/FDMA basis in a band of 
frequencies from 1.616 to 1.626.5 GHz. It uses the sane 
frequency for both transmit and receive, and each 
frequency can support up to four individual calls. This is 
achieved by dividing each 90 msec time frame into nine , 
slots, with the first slot being reserved for systeto 
management, followed by eight 8.28 msec slots, four being ; 
devoted to receiving calls, interleaved with four 
transmitting calls. 

THE GLOBALSTAR SYSTEM 

Globalstar will being service at the end of 1999. It will 
comprise forty eight satellites in eight global planes at ah 
altitude of 1,414 km. Because of the inclination of the 
satellite orbits it will not cover polar regions. Globalstar 
transmits to the user terminal in the 2.5 GHz band, and the , 
return  signal is in the 1.6 GHz band. CDMA is used iP 
both directions. Globalstar is not considered further 
because it does not plan to support aeronautical 
communications at this time. 

THE ICO SYSTEM 

In contrast to the two previously mentioned systems, ICO 
will operate in medium earth orbit at an altitude of 10,35 5 

 km. The system will use ten satellites in two orbital 
planes, with two spares in orbit. Each satellite can support 
up to 163 spot beams. The first launch is scheduled for the 
end of 1999, with the system becoming fully operational in 
2000. The inclination of the satellite orbits will result hi 
the polar regions being covered, and because of the high 
altitude at which the satellite operate, two satellites will be 
in view for 90% of the time. 
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ICO will operate on a conventional TDMA basis and, 
unlike Iridium, will not use intersatellite links. It transmits 
to the user at 2.1-2.2 GHz, and the return signal is at 1.9- 
22.0 GHz. 

THIRD GENERATION SYSTEMS 

Several other systems have been proposed for initial 
operation in the early 2000s. Most of these (such is 
lumarsat's Horizons and the Boeing/Motorola Teledesic) 
are intended to provide high speed digital services, 
primarily for use with the Internet. At this time it is not 
Possible to say whether any of these will support aeronautical services. 

BENEFITS OF NEW SERVICES 

It has to be recognized that the days of a single system 
designed and operating to one common standard are over. 
We are faced now with a number of systems, many of 
Which are incompatible, but each of them possesses certain 
advantages. 

13°d1 the enhancements to existing systems and the 
features of new systems present advantages to the 
aeronautical community. For example, at least one system 
„Qfrers truly global communications, an important factor 
"env that over-the-pole routes are becoming more 
Comm 

fihniProved spectral efficiency will allow for better use of 
"le spectrum that is available. Spot beam satellites help to Ire 

the power required from both satellite and aircraft. 
41  addition, the lower path loss that arises with lower earth 
°r bits means that both less satellite and aircraft power is 
required. For example, the maximum path loss is 
faisPin°ximately 25 dB lower for satellites in low earth orbit 
'all for ones in a geostationary orbit. Typical power 
requirements for the aircraft avionics vary from 1 watt per 
vi?iee channel for the Iridium system, to 10 watts per voice 
egartnel for the basic (Inmarsat-H) system. 

Aire raft that are equipped with avionics for handling Si raft 
 from satellites in low- or intermediate earth orbit 

1%)vin  °Illy require a simple non-directional antenna, and no 
eaul steering mechanism will be necessary. 

inbrerest is now being shown in developing a generic set for 
4"‘equired Communications Performance" that can be 
rellsroMized for specific applications. Some of the 
e' enquirements can be satisfied by installing separate 
„-stuiPment that will work with different satellite service 
vroviders. For example, it has been suggested that fully 
redundant systems will be required to achieve the 
rStandards of availability and continuity that are now being eisidered. This can be more economically achieved 
de. °ugh the use of two differing systems, each based on 
r ifferent constellations of satellites, than by a single fully 
edundant system supported by only one service provider. 

Special Services and Applications I 

CONSTRAINTS ON NEW SERVICES 

While both enhancements to the existing satellite services 
and completely new offerings present benefits to the 
aeronautical community, there are many obstacles to be 
overcome before they can enter into general service. None 
of these are strictly technical in nature, but they are still 
formidable. 

Standards 

The existing system is well documented, in ICAO 
Standards and Recommended Practices (SARPS) , RTCA 
Minimum Operating Performance Standards (MOPS), and 
ARINC Characteristics that describe form, fit and 
function. 

It is now considered that developments that will occur in 
the future would be better handled by "generic" documents 
which describe the requirements in general, supplemented 
by further technical documents each devoted to one 
specific system. While theoretically this is an approach 
that will better support new developments, in practice it 
can lead to further delays. For example, the Minimum 
Aviation System Performance Standards for Aeronautical 
Mobile Satellite Systems that is being prepared by RTCA 
Inc., has been worked on for several years, and is still not 
complete. 

Additionally, there is a reluctance on the part of the 
aeronautical community to accept the fact that new 
systems will increasingly be proprietary in nature. The 
Minimum Operating Performance Standards that described 
tests in support of the enhancements to the existing system, 
have been delayed several months because the voice codec 
used in the enhanced system is proprietary and available 
from only one manufacturer. 

Institutional Issues. 

The ideal would be a completely transparent system, in 
which an aircraft could move from region to region and 
from satellite operator to satellite operator without the 
need to make any changes. In practice, this is proving 
difficult, if not impossible, to achieve. 

Even when different satellite systems use the same 
standards, interoperability has not been achieved as yet. 
This is partly due to parochial interests that require service 
to be provided by the national satellite service provider. 
Also, the institutional arrangements necessary to support a 
transparent operation, such as the transmission of a 
common system table, are difficult to put into place. 

A country might impose requirements that must be 
satisfied before they will license a system for service. One 
country has approved a license on the basis that services 
will not be supported in areas that are held by rebel troops. 
Similarly, restrictions on satellite usage may be imposed to 
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protect radio astronomy. The impact of these restrictions 
on aeronautical safety traffic need to be considered before 
a satellite provider is selected. 

Another factor that needs to be taken into consideration is 
that satellite services are now being provided by public 
for-profit companies and the financial stability of these 
organizations is important. Originally, service was 
provided by an international treaty organization, lnmarsat. 
Inmarsat will be privatized in mid-April 1999, and will 
henceforth be subject to its shareholders rather than the 
governments that originally controlled the organization. A 
separate body, the International Mobile Satellite 
Organization has been established to oversee the Public 
interest services provided by Inmarsat, but this is restricted 
to maritime (GMDSS) and does not cover aeronautical 
safety services. 

Economic Issues 

While competition between service providers should result 
in reduced costs of service, ultimately the decision on 
which system to select will be based upon the return  on 
investment involved, taking into account the investments 
that have already been made. This is affected by analyses 
which have shown that the major return on investment by 
airlines will result from improvements in aircraft operating 
efficiency, rather than the revenue generated from 
passenger correspondence. 

There is little benefit to replacing existing equipment since 
the savings in the operating costs of the satellite 
communications system are unlikely to offset the capital 
costs of replacing the existing systems. Many widebodied 
aircraft have already been equipped with satellite 
communication systems. It is likely, therefore, that second 
generation systems will initially find their primary market 
in narrow-body aircraft and general (particularly 
corporate) aviation. The reduced physical size is 
particularly advantageous in this market segment. It has 
been mentioned previously, however, that benefits may 
result from installing dissimilar systems if the highest 
degree of availability is required. 

SPECTRUM 

It is impossible to ignore the impact that the decisions that 
were made at the 1997 International Telecommunications 
Union World Radio Conference (WARC-97) have made 
upon aeronautical satellite communications. In effect, as a 
result of decisions made at that conference, there is no 
longer part of the spectrum reserved for aeronautical safetY 
communications. That part of the spectrum previouslY 
allocated to AMS(R)S services has now been given a 
generic mobile allocation. Equally importantly, the 
protection given to AMS(R)S services in terms of 
preemption and priority only apply to those satellite 
service providers who are supporting such a service. 

It is highly unlikely that real-time frequency management 
between satellite systems will be introduced in the near 
term. Satellite systems will continue to operate in 
dedicated frequency bands, established through bilateral or 
multilateral negotiations. For this reason it is essential that 
all aeronautical systems make the most efficient use of the 
spectrum that is available; for example, by adopting loW 
data rate voice codecs. 

CONCLUSIONS 

Satellite systems are now being introduced that could 
result in significant benefits to the aeronautical 
coimunity, and that would help to offset some of the 
adverse impacts resulting from the decisions reached at 
WARC '97. Significant changes to existing procedures 
will be required if the industry is to take advantage of these 
new developments. 

Much of the support in the development of standards has 
been provided by the satellite service operators and bY 
equipment manufacturers. Continuation of this support is 
essential if any standards are to be prepared in a timely 
manner. At the same time, procedures must be developed 
that can accommodate the rapid developments in nevi 
technology without which many of the claimed advantages 
cannot be enjoyed 

MOBILE SATELLITE SYSTEMS 
SYSTEM COVERAGE ORBIT SATELLITES AMS(R)S AMSS STATUS  
Inmarsat Global except GEO 3 YES YES Operational 
(global) polar  
Inmarsat Land masses 

(spot beam) and main GEO 3 YES YES Operational 
oceanic routes  

AMSC/TMI North America GEO 2 NO YES Operational  
MTSAT Japan GEO 1 YES , YES Operational 1999  

Globalstar Global except LEO 48 NO NO Operational 2000 
polar  

ICO Global ME0 10 NO YES Operational 2000  
Iridium Global LEO 66 YES YES Operational 1998 

Aeronautical 1999 
Note: Inmarsat, Globalstar, ICO and Iridium also have/will have spare satellites in orbit 
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ABSTRACT 

in low earth orbit (LEO) satellite communication systems, 
More severe phase distortion due to the Doppler shift is 
aPPeared at the received signal than in the cases of geo-
stationary earth orbit (GEO) satellite systems or terrestrial 
mobile systems. Therefore an exact estimation of Doppler 
shift would be one of the most important factors to 
enhance performance of LEO satellite communication 
sYsterrl. In this paper, we propose a new Doppler 
prediction scheme by using location information of a user 
terminal and a satellite. We have simulated the prediction 
performance of the proposed scheme by using two LEO 
satellite constellations. The prediction performance 
°n1Pared to Ali's method showed about 5 — 20% 

reductions in average estimation error depending on the 
satellite orbit characteristics. The proposed scheme needs 
higher calculation loads but the Doppler prediction error 
range which has to be covered by frequency 
sYuchronization curcuit is smaller. 

INTRODUCTION 

la  low earth orbit (LEO) satellite communication systems, 
111, °I.e severe phase distortion is appeared at the received 
signal than in the case of geo-stationary earth orbit (GEO) 
satellite systems or terrestrial mobile systems[2][3] . That is 
rtkhe result of the Doppler frequency shift representing on th

e 
 receiving signal, which comes from the faster 

7.1evertient of a satellite relative to that of the terminal or 
h station. Since the relative velocity of the satellite to 

gis ,e  surface of the earth is very fast, the Doppler frequency 
"ft affects to carrier frequencies largly in the 
efrtirrItnunication links and the time variation of the Doppler 

ecluencY shift also becomes very large. Its effect on 
-cirutnunication links makes the performance of the 
rde.eeiver to be degraded, where the amount of performance 
t;gradation depends on the transmission schemes used in 
fr  a communication systems. Usually the Doppler 

egliencY shift is more harmful to the digital 
cuitimunication systems employing coherent 
deniodulators. Therefore there have been many researches rfnrrued to compensate for the Doppler shift141[51161 . 
ti r.seeent lY5 a Doppler estimation scheme by using a relative 

information is introduced [I] , which is available to pre- 

compensate the Doppler frequency shift before carrier 
recovery. 

The cyclic movement of a LEO satellite is represented by 
deterministic formula with its period. Therefore, if the 
movement of the terminal is ignored, the Doppler shift, 
which is in proportion to the relative velocity between a 
LEO satellite and a terminal, has also its deterministic 
function, and can be represented in time domain[7] . Using 
this in feeder links, the Doppler shift is easily predicted in 
fixed earth station because the earth station knows the 
exact information about its own position and the satellite's 
time-varing location. But in the case of mobile terminals in 
user links, they may not know their own positions on time 
when they are required for call. 

In this paper, we propose a scheme that is able to estimate 
a user terminal's position and predict its contineous 
Doppler frequency shift simultaniously. First of all, the 
Doppler frequency shift is described in a closed form with 
geographical parameters. We also briefly describe the 
Doppler estimation scheme proposed by Alim, and the 
prediction performance will be compared to that of our 
method. In our prediction method, Location information of 
a user terminal and a satellite is used. We have simulated 
the prediction performance of the proposed scheme by 
using two LEO satellite constellations. The simulation 
result will demonstrate the enhanced estimation 
performance of the proposed scheme. Finally, we draw 
conclusion. 

DOPPLER SHIFT CHARACTERISTICS 

The Doppler shift, fp(t) for LEO mobile satellite 
communication system can be expressed as the following 
eq. (1) with relative velocity between the satellite and the 
terminal. 

f D (t) = - .((v (t) - v (t)) u) = 
fc  ds(t)  
c dt 

where fc  is the transmitted carrier frequency, c is light 
velocity 3*10 5  km/s), vs  is a vector velocity of the 
satellite, ve  is a vector velocity of the terminal, u is a unit 
direction vector from the terminal to the satellite, and s(t) 

(1) 
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is the distance between the satellite and the terminal as 
shown in eq. (2). 

s (t) =  {a 2  + r 2  — 2ar COSVOY / 2  

where a is the radius of the satellite orbit and r is the 
radius of the earth. 'if(t) is the angle between the satellite 
and the user terminal as shown in Fig.2. Estimation of te(t) 
is a key to calculate the Doppler shift, and it can be 
expressed in various ways, that is it can be expressed with 
various parameters such as time and/or location 
information of the satellite and the user terminal. 
Therefore it is very important to define tg(t) with 
parameters which can be estimated easily or can be 
assumed with a small amount of error. 

One of the classical way of expressing cos ty(t) can be 
found in [8], and it is shown in eq. (3). It is characterized 
in the earth centered inertial coordinate frame by using 
satellite's orbit angle, Os (t) and the time-varying longitude 
angle of the user, Oe (t). In this frame, the angular velocity 
of the satellite, ws  and the angular velocity of the terminal 
(exactly means of the earth), w e  are constant, eg. 27c/(orbit 
period) and 2n /(23 h 56 min), respectively. 

cos4f(0=cosTe  cos° (t)cOse (t) 
+ COs i coST sinO, (t) sine, (t)+ sin i sin Te  sine ,  (t) 

(3) 

where Te  is the latitude of the terminal and i is the 
satellite's orbit inclination angle. 

Ali represented cos tif(t) as eq. (4) using the time, t„, when 
the satellite makes maximum elevation angle with the user 
terminal in the earth centered fixed coordinate frame. In 
this frame, the angular velocity of the satellite, w varies 
with latitude due to earth's rotation. 

longitude, Ge , which are practically more applicable 
parameters than 05(0, Oe(t) or et.),  0(t,).  It is also 
expressed in the earth centered fixed coordinate frame. 

costv(t)= cos Ts (t)cos T, cos(G s (t)— Gi+ sin T, (t)sin T, 
(5 ) 

where Gs(t) is the satellite's longitude, and we assume that 
the user terminal can easily obtain the information of 
satellite ephemerides at time t. 

The Doppler frequncy shift can be expressed as eq. (6) by 
using eq. (5). 

DOPPLER PREDICTION SCHEMES 

Now, it is very clear that selection of a certain expression 
for te(t) would determin the required parameters for 
Doppler calculation. In [1], Doppler shift is estimated by 
using the relative time to the reference time when the 
satellite makes maximum elevation angle with the user 
terminal. 

The angular velocity of the satellite in the earth centered 
fixed frame, w(t) is approximated to eq. (7), then Doppler 
shift fD(t) can be written as eq. (8). The variables t,„ and 
cos tif(tm) required in eq. (8) are obtained as shown in eq. 
(9) and eq. (10) by using the measured Doppler frequency 
shifts, fD(to) and fD(td, and Doppler shift rates, fD(to) and 
fdtd at sampling instants, to  and ti (> to), respectively. 

w(t)=' w — w e  cos i 

f DO =  
C  a2  r2  — 2ar cos(a)(t — t ))costy(t. 

a(t,)  

(2) 

t m  = 1' 1  

ar sin(co(t — t. )) cos yl(t.)• co 

(7) 

(8) 

(9) 

cos lif(t).cos(0 (t) — 0 (t„, ))• cos yr(t„, ) (4) 

where 0(t) is the satellite angle measured on the surface of 
the earth along the ground trace from the satellite 
ascending node. 

afrfc1, 2(tco,  )2   (sin ace& D,)(ti3(t1)  cosa(t, ) ( 10) costy(t„,)= -C 2   

where a(t 1 ) is in eq. (11). 

In this paper, we represent cos ty(t) as eq. (5) using the 
user terminal's position, eg. the latitude, Te  and the 

arf,{[— co, sin i cos[sin-I (
sin T

s
(t) )1  tan T(t)cos(G,(t) G,) (ws c

os 1 co 
sin i cos T,(t) 

, cos T, (t) site, (t)— G,) cos T, + (w, sin i cos 0, (t))sin 

+r2  — 2ar(cos T„ Ocos coe G ,)+ sin T, (t)sin Te  

(6) 

sin —" cosT.,0 
fD  (t) ---  
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d2 
f \ de(t)  2  

-irt 2 COSIAt) = ) cos  1(t) 
dt dt 

cosG = (B 2 D,— B,D 2 )—(B 2 C 1 — B, C2  )sin  Te 
 (A,B,— A 2  B,)cos7; 

k ±Vk 2  in  T 2 —k 2 I  

k, 

Where the variables are as follows. 

cosT,(t„)cosGs (t„) 
„ = cos Ts (t „ )sin G(t) 

C„ sin Ts (t „) 

On  cosy/(tn  ) 

Mobile Terminal Technology 

a(t i 6(t 1  )-0(t m atan rafp(t. )f (t2)±./(t. )} .c. (t 2  )sin(0o(t2 — t1 (t 1  )f,c, (t2  )cces(c0(1 2 ))) 
(t1 (t2 ) -- fL3)(t1 (t2 )cos(co(t 2  — t 1 (t1 (t2 )sin(co(t2 — t1 

(11) 

On the other hand, in our estimation scheme, the latitude 
and longitude information of the user terminal's position 
are derived as follows in order to estimate the Doppler 
shift at any time t by using the measured Doppler shift, 
fo(/O), h(ti) and fo(t2) and Doppler shift rate, fato), fi (t') 
and fz (t2) at the initial sampling instants to, t1  and t2, 
respectively. 

The distance function, s(t), between satellite and user 
terminal is represented as eq. (12) by using the derivative 
of cos ty(t) and the Doppler shift rate, fo(t), which is the 
derivative of Doppler shift in eq.(1). 

. \ 2 a2  +r2  — s 2 (t) 
— co, cos /)  (12) 

2ar 

8  2 (0_  2C/D (t)  s(t ) [(a  2 + r, 2 Cfp 0 
co 2 co f, (13) 

We select the adequate results, s(to) and s(td, based on 
Physical considerations from the solutions of the rd  order 
function in eq.(12) at the initial sampling instants to  and 
resPectively, by using the geomatric relation of a satellite 
and a user terminal. Using s(to) and s(t/), we can obtain cos 
IKto) and cos ye !) and also the user terminal's location. 

sinG = (A 2 D I —  A 1 D2 )— (A2  CI — A, C2  )sin T (14) e  
—A 1 B2)cos Te  )COS  

k, =(A 2 D, — A,D 2 )2  + (B2 D, — BiD2) 2 — (A1 132 —A 2 B 1 )2  

After estimating user terminal's location, the Doppler shift 
of the next sampling time is predicted by using eq. (6). 

SIMULATION RESULTS 

We simulated the performance of the proposed prediction 
scheme and compared to Ali's method. The LEO satellite 
systems being considered are of two types, one with a 
polar orbit and the other with a inclined orbit, and each 
system has the parameters shown at Table 1. Each satellite 
was simulated for 500 times rotation around the earth. We 
assumed that a user terminal is located at longitude E20°  
and latitude N30°, the satellite passes over the user 
position 129 times in the case of LEO (A) and 264 times in 
the case of LEO (B) as shown in Fig.2 and Fig.3, 
respectively. 

Simulation results in Table 2 show that the prediction error 
resulted from the proposed method is about ±0.4 kHz for 
LEO (A) system and about ±1.3 kHz for LEO (B) system. 
Compared to  Ah 's  method, the proposed method produced 
about 5% and 20% of reduction in prediction error for 
LEO (A) system and LEO (B) system, respectively. 

In Fig. 4 and Fig. 5, the probabilty density fuctions of 
Doppler prediction error for both methods are shown. It is 
clearly shown that the proposed method has better 
performance than that of Ali's prediction scheme. 

CONCLUSION 

We have proposed a new Doppler prediction scheme and 
(15) evaluated its performance, which is compared to the 

performance of Ali's Doppler prediction scheme. For the 
performance evaluation, we have simulated two schemes 

(16) not only for the LEO satellite with a polar orbit but also 
for the LEO satellite with an inclined orbit. The prediction 
performance compared to Ali's method showed about 5 — 
20% reductions in average estimation error depending on 
the satellite orbit characteristics. Although the proposed 
scheme needs a little bit more calculation loads, the 
Doppler prediction error range that has to be covered by 
frequency synchronization curcuit is much smaller. 
Therefore this proposed scheme makes frequency 
acquisition and tracking step simple. 

k (A 2 C, — A 1 C2  )2  + ( a2 Cj — BIC 2 ) 2  ± (21 1 B2 — A2 B1 ) 2  
k2 (4C1 A I C2 XA 2 1), —  AID2)+(B2CI — BIC2)(B2R —  Bi D2 ) 

In future, we may have to carry out a trade-off analysis 
between the accuracy of the prediction schemes and the 
computational efficiency, and H/W complexity of 
synchronization circuit. 
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Table 1. Simulation arameters 
LEO (A) LEO (B 

#2  
20834 
-20790 
3650 

#1 
419 
-460 
192 
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Fig.1 Satellite geometry in the earth centered 
inertial coordinate frame 

Altitude (km) 
Orbit inclination (deg.) 
Min. elevation (deg.) 
Carrier frequency (GHz) 
No. of simulated ground paths 
for the satellite 

Prediction error 
(Hz)  
Max. 
Min. 
Mean  

Note) #1 : Proposed scheme 
#2 : Ali's scheme 

LEO (A 

780 
86.4 
8.3 
1.6 
129 

1414 
52 
10 
2.4 
264 

LEO (B 
#1 #2  

1270 5528 
-448 -5494 
332 1610 

Table 2. Doppler prediction error statistics 
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Fig.5 Doppler prediction error probability for LEO (B) 
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Fig.3 Ground trace of LEO (B) satellite 
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San Diego, CA 
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ABSTRACT 

In a satellite communication system, various impairments 
distort signals as they traverse the gateway, satellite, and 
terminal communication paths. The design of a good user 
terminal (UT) require that the impairments in the receiver 
front end of the UT be modeled correctly. Realistic 
equivalent model for these impairments are necessary to 
determine the degradation in SNR caused by such 
impairments. Due to small link margin in satellite 
communication, these degradations can have a serious 
impact on the BER. In this paper, we present modeling of 
several possible impairments in the UT front end in the 
context of an end to end simulation system. Planning and 
design guidelines are given with a view to system 
validation. We also present results on the degradation in 
SNR caused by these impairments in Gaussian and Fading 
Channels. 

I. INTRODUCTION 

One of the challenging task in the design of a User 
Terminal (UT) for a Mobile Satellite System (MSS) is to 
make sure that the UT can function with very small 
received signal levels. The low levels and the consequent 
small link margin is due to the distances from the UT to 
the satellites (longest for Geo-synchronous systems) and 
the fact power at the satellites is very limited. 

The signal from the satellite to the UT is distorted by 
various impairments whose sources are distributed in both 
the transmitter and the receiver. The first step in dealing 
with these impairments is to understand how they 
contribute to the degradation of a performance measure 
such as bit Error Rate (BER). In this paper we specifically 
look at the impairments at the UT receiver front end. 
These include phase noise, IQ mismatch and DC drift, and 
fixed point implementation loss. The outline of the paper 
is as follows. Section II gives some design guidelines. In 
section III, models of these impairments will be presented 

along with some typical values in the state of the art 
receivers. The goal is to present models that are not very 
complex but are still able to provide reasonably accurate 
degradation figures when compared to the actual 
measurements. In section IV, we present some results 
relating to the degradation in SNR for given error rates in 
Fading channels. In section V, estimation of DC ramp and 
the effect of correction algorithm are given. 

II. PLANNING AND DESIGN 
GUIDELINES 

In this section we consider general guidelines for 
considering the effects of impairments in the design of 
user terminal (UT) segment of a communications system. 
Given an overall segment budget, the starting point is to 
address the question of whether this budget is realistic. 
Next, consideration has to be given to the breakdown or 
allocation into the various impairment sources considered. 
A valuable design tool is a budget table as given in Table 
1. Such table includes columns for the impairment type, 
associated units, corresponding loss and both analytical an 
simulation results. In practice this table undergoes several 
iterations as impairment sources are better understood and 
modeled. In the following section we provide an example 
of a typical application. Emphasis is placed on the 
methodology rather than on detailed mathematical 
analysis of models. 

III. IMPAIRMENT MODEL 

Phase Noise 
Phase noise arises in a "system due to oscillator instability 
and thermal noise. However, the magnitude and the 
shaping of the noise is affected by devices such as filtering 
and the phase-tracking structure such as the PLL. A widely 
used model [I] of phase noise is given in Figure I. It 
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involves the phase modulation on the received signal by 
filtered complex gaussian noise. The filter response is a 
composite response of the VCTCXO, VCO, PLL, and 
other passive elements in the circuit. Two important 
factors in the description of phase noise are the noise 
spectrum and the RMS jitter. A typical phase noise 
spectrum for L-band UT receiver is given in Figure 2. This 
can be computed from the component values or measured 
in the lab. Scaling is done on the filter to make it unit 
Power gain. Other scaling is required to adjust the phase 
noise (or phase jitter) RMS value to be equal to the given 
specification . A typical constellation diagram for a QPSK 
Signal in the presence of phase noise is shown in Figure 3. 

p(t) (phase no ) se) 

r(t) 0 
(input signal) e(t) 

(d ) storted signal) 
IQ Mismatch or Imbalance 

Figure 1: Model of Phase Noise For a typical heterodyne receiver with VQphase 
demodulation on a chip, the gain on the I and Q 
signals are not exactly the same. In addition, the 
I and Q signal may not be exactly quadrature, i.e. 
the angle between the I and Q signals is not 
exactly 90 degrees. The IQ mismatch may be 
modeled as in Fig. 4 where the I and Q signal are 
projected on to two orthogonal axes and 
appropriate scaling is applied. For an amplitude 
mismatch of k dB, the scaling on the I signal is 
by 10 k120• For a phase angle of (90-0) degrees 
between I and Q signal, the scaling on the I 
signal is by cos(0). The modified Q component 
is obtained by adding the projection of I signal 
on the Q axis to the Q signal. 

10^(k/20) Cos(theta) 

Sin(theta) 

Figure 4: Model of IQ mismatch 
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DC Offset (Drift) 

For certain heterodyne receiver with I/Q_phase 
demodulation on a chip, a differential DC offset exists a 
the demodulator's output which is corrected periodically in 
the chip. Between correction however, this DC drift in the 
I and Q signal voltage can have severe impact on the signal 
quality especially at signal levels that are comparable to 
drift value. The model for the DC offset given in figure 5 
contains a ramp voltage added to the baseband I and Q 
samples. 

TDMA burst length •  

Figure 5: Model of DC Offset 

The period of the ramp is equal to the length of the 
transmitted bursts in a TDMA system since during the DC 
offset correction in the chip, no demodulation of receive 
signal takes place. Typical values for DC offset or drift in 
state-of-the-art receiver is ImV/ms . 

Fixed Point Implementation Loss 

The use of 16-bit fixed-point digital signal 
processors (DSPs) is widespread in the 
implementation of baseband receivers. Losses 
due to fixed point algorithms have to be 
considered. These values can be easily obtained 
by performance comparison with a reference 
floating point implementation. 

IV. RESULTS 
In this section, we present some results from simulation of 
a QPSK system with models of impairment given in the 
previous section. The overall system consists of a 
modulator, transmit shaping filter, channel model, receive 
filter and a demodulator. The impairments are added after 
the channel model at the input to the receiver. Figure 6  
shows degradation in SNR for a given BER for typical 
values of IQ mismatch, DC offset, and Phase noise. The 
results are for phase noise of 2.8 degrees RMS, IQ 
mismatch of 1.7 dB in amplitude, and 3 degrees in phase, 
and DC drift of 2mV/ms. The signal level is 6 dB belovi 
full scale which corresponds to about .7 V peak. Figure / 
shows the effect of DC offset when the input signal level is 
low, e.g. 36 dB below full scale. 

A typical budget table is given in Table 1. This table iS 
obtained by a consideration of each impairment in 
isolation. This is a simplistic approach since in practice 
there is a degree of interaction among the sources. The 
initial entry for each impairment source can be obtained hY 
intelligent guesswork. As much as practicable analytical 
results should be derived for increased confidence in the 
models. A positive margin may be obtained after the initial 
iteration. However, this margin changes as a result of 
further model refinement and laboratory measurementS. 
An exit criterion is for example the achievement of 
reasonable degree of stability in the table between 
iterations. It is important to record the corresponding 
channel conditions. 

Source Loss (dB) Channel Conditions 

Analytical Simulat 
d . 

Phase noise X1 ,,I _ 
I/Q mismatch X2 
Fixed-point X3 -\I 
implementation . 
DC offset > 3 
(Before 
Compensation) . 
DC offset (After X4 «Ni 
Compensation)  
Total IX, -- 
Overall Budget XB 
(Specification) — 
Margin ' X8-£,X; __,.. 

Table 1: Blur budget table used in design. 
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Figure 5: BER vs. SNR with signal level 6 dB below FS 

drift has to be estimated at the receiver and compensated 
for. Figure 7 shows the BER with DC offset after 
compensation. The estimation and compensation is done in 
the digital domain with a DSP. Simulation shows that in a 
fading channel and in the presence of noise, averaging 
over bursts is sufficient. 

V. DC OFFSET COMPENSATION 
A2 seen from the results and the budget table in the 

ious section, the most severe impact in the 
eyllah  °nuance of the receiver is from the DC drift in the I 

Q signal between compensation. For I and Q signals 
are 36 dB below full scale and comparable to the DC 

upto 4 dB of degradation in SNR is possible. This 
eteCa from the fact that the phase of the received symbol 
re' be completely altered due to the DC drift. This 

(Mires that for any practical TDMA burst size, the DC 

Figure 7: BER vs. SNR with signal level 36 dB below FS 
DC Offset Compensation. 

VI. CONCLUSION 
The loss budget table is a good planning and design tool. 
Although simplistic in nature, it yields tractable results 
which can lead to good system design and performance. 
This approach also lends itself for continuous reevaluation 
of the overall segment loss specification. 
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ABSTRACT 

This paper describes the development and field trials of 
SkyWave's new low-cost DMR-200 Inmarsat Standard D+ 
mobile satellite terminal. 

Figure 1 DMR-200 Terminal 

The DMR-200 is a low-speed, two way messaging 
terminal designed to operate within Inmarsat's L-band 
global mobile satellite communications system. Typical 
Applications for the DMR-200 include asset tracking, 
SCADA, covert mobile applications, and low-power 
untethered tracking. 

This paper includes a brief overview of the D+ system, 
specifications and measured performance characteristics of 
the DMR-200, and a description of a field trial conducted 
between Canada and Europe earlier this year. 

BACKGROUND 

While mobile satellite terminals have been used for at least 
10 years for vehicle tracking applications they have, until 
recently, been limited to use on large highway transports 
or ships because of their size and cost. 

Tel With new integrated circuit devices and other technologi 
emerging from the wireless and PCS industries it is no 
possible to design mobile satellite terminals, such as th 
DMR-200, weighing less than a pound (450g) and costin 
less than $1000. Such a terminals open up possibilities fn 
high volume applications because they fit well within th 
size and power constraints of common smaller platfor 
such as vans, cars, pleasure boats or even motor cycles. 

Recognizing this, Inmarsat defined the D+ system in th 
mid-nineties and encouraged the development of terminal° 
and terrestrial Hub infrastructure. 

As of 1998 the D+ system is operational and service iS 
provided to both the Atlantic and Indian Ocean regions v 19 

 Station 12's LES in Burum, the Netherlands. The Me' 
200 terminal is fully Type Approved by Inmarsat, and is in 
production at SkyWave. 

INMARSAT D+SYSTEM OVERVIEW 

The D+ system is intended to support short messaging, 
between large numbers of mobile terminals and terrestria l  
stations. For example, a GPS position report from a mobile  
can be delivered as an 8-byte message. 
Table 1 shows the primary system design parameters. 4 

F'orward Link Specification  
Modulation 32-ary FSK  
Coding Reed Solomon (31,15)  
Symbol Rate 20 sps  
User Data Rate 8.75 bps . 
Frame Duration 2 or 4 minutes _ 
Receive  OIT -25.1 dB/K  

Return Link Specification  
Modulation Binary FSK  
Coding R 1/4, Convolutional  
Symbol Rate 4, 16, 32, 64 or 128 sps  
User Data Rate 2, 8, 16, 32 or 64 bps  
Transmit EIRP 0 dBWic minimum  
Message types ' Long Data Burst: 64 bits 

Short Data Burst: 16 or 23 bi 
Acicnowlegment: 1 bit _ 

Table 1 Primary D+ System Design Parameters 

t 
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Parameter 
Receive Band MHz  
Transmit Band MHz 1626.5 to 1660.5 

illeeraMMIMI 2.5 GPS Receiver 
User Interface 
Size  
Weight 

Snecification 
1525 to 1559 

Integral, 12-channel  
RS-232, 9600bps  
121mm x 121mm x 41mm 

Lk_tvironment -70 
Table 2 DMR-200 Specifications 

e  
Power  Consumption 

Receive 
Idle 
Transmit 
GP S 
Slee 

425 

1.2 W 
0.5W 
10 W 
1W  
500 micro A JUll IIMAU I-1 

8-32vdc 
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TERMINAL SPECIFICATIONS 

The DMR-200 consists of a single module housed in a 
PcdYcarbonate shell and includes the transceiver, antenna, 
GPS receiver, controller and power conditioning. 

The user interface is via an RS232 port. This port is used 
for both user I/O.  messages, and for programming the 
terminal. A full API is supported. Fig 1 shows the DMR- 
200 terminal. Figure 2 shows a block diagram of the 
terminal. 

Table 2 shows the electrical and mechanical specifications. 

TERMINAL DESIGN APPROACH 

1,gure 2 shows a block diagram of the terminal. 
Lie  design approach is a relatively conventional one with 

1nultiple stages of up and down conversion. Transmit and 
trtneceive frequencies are synthesized in 1 Hz steps across 
t e full   transmit and receive band. Great attention was paid 
e°  die design of the frequency plan to ensure spurious 
s-htnis ,s1°ns met the stringent requirements of ETSI 
-eeeification 300-254. 

lee system noise temperature is under 300K and the 
1:13A, is rated at 2W, and operates in a low duty cycle 

e io support  the time-slotted return link access. 

It‘ 12  channel GPS receiver is integrated into the terminal 
uPPort the position reporting capability. Time to first 
is under one minute. 

111'11e  Antenna is a broad-band, circularly-polarized 
in.der°striP patch which is designed cover the full transmit 

"  157srece ive bands together with the GPS frequency at  — 
MHz.  

The demodulator/decoder is implemented in a proprietary 
DSP design and provides excellent performance down to a 
threshold C/No of 16 dB-Hz. 

The power conditioning subsystem accepts a wide range of 
input voltages (8 to 32 vdc) to ensure ease of operation in 
most environments. 

Terminal control functions, message formatting and user 
programming are implemented in a 16-bit microcontroller. 

PROGRAMMING 

Operating Modes 

The DMR-200 operates in one of two modes - Slave mode 
or Automonous mode. In Slave mode the DMR-200 
functions as an Inmarsat D+ satellite modem under the 
control of an external controller to support a flexible range 
of applications. 

In Autonomous mode the DMR-200 operates as a 
standalone unit with no external connections except for 
power. This mode is designed for low-cost asset tracking 
applications. Its capabilities are described in detail in the 
next section. 

Autonomous Mode Operation.. In order to provide a 
terminal that can function effectively for different 
requirements in Autonomous mode, the DMR-200 
software was designed to allow users to custom program 
their terminals. Users can custom program features such as 
message content, frequency of return  link messages, and 
the operating power modes of the terminal. 

Major modules that control the DMR-200 are the GPS, 
Configuration, and Power Control modules. Other 
modules such as the Alarm and Timer modules perform 
Local Data Processing. A common interface for all these 
modules is a set of read/write memory mapped registers 
with each register's function defined by its module. 

In the forward link Inmarsat-D+ supports long messages 
and the DMR-200 permits the concatenation of multiple 
configuration (or write ) commands into a single packet. 
These messages can be used to either control or reprogram 
the DMR-200. All con figurations can be stored in non-
volatile memory. For fleet applications the Inmarsat-D+ 
group messaging can be used to program multiple 
terminals by sending a single broadcast message to all 
units. 

In the return link, the DMR-200 puts the response to all 
interrogating messages into short packets that fit within the 
Inmarsat-D+ return link message format. This allows the 
user to use the same protocol to query the DMR-200 both 
over the air and over the RS232 interface. 
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The cot-tut -ton tt)odul- e interface definition rauilitates Lot,:td 
D a l a P Focal Utta. Processing is perrortnt_td 
using the Alarm ;.a Tiructr modul u s. t rp to eight diFftrent 

timers and it:tarn -is are 62 dud ic utru tyttyclule 

interrogates a status in (_i icated ty. tendu. n lemory- 

t -nttpt -ted regi,tet• in any ol tu I )\ I I! 20!) netitut,s, and 
t.stina .  aa . ainst  t -ond;tion ir an alarm i:. iria, ntrucl L• 
I al Data Pritcest,ing  causes an "Actitutt" to execute. Like 

itirms. Timers also tuerienue \ctions when they expire. 
Timers can either he ueneralcd based upon the time-or-
day ,  or at regular. d minable  inter al s. They can also  he 

 programmed to either tart under uttntrol or the terminal t. tr 
automatically  '.s heu the terminal is turned on. 

.A typical Action utmsists it; one or ritore v, rites t o  a 
meniory-mappetl register in the l)MR-2()O. The functi o n 
d e li ned hy t hi s v, T it e  could  vain loin  'Milting the unit to 
sleep _  to seriding a return lin ), to resetting a  

l imer. 

In order to support Autonomous inode  lot global 

applications the 1)MR-200 supports ald(enraliC satellite 
selection, hosed upon the current position or the terminal 
and tt user-detined satellite orbital coordinates. 

.AL couple or simple examples an: outlined below. cHh e r 

more complicatctl state machines are possible hy using 
multiple Timer aml. Alarm modules and hy allow ill`2 

AC11011S to reset timers. 

.17xumple Ruporl inn ( hire  im  Dar  ci/  9:00 P :If 

ln titis  example the Timer module is programmed to start 
'u hen thc terminal is turned on and to .2.enerate an A c ti on  at  

9 PM each  dan,  The Action associated with the tinier 
cause!-: a position request to he ...tcrierated, a position report 
to he sent ,  and then puts the terminal to sleep until th e  nex t 
reporting time (tweniy—three plus lit turs later). 

I ...\umple 2 1\) 1.pHrt um II Sim .e .u.st 
Rem 'rt. hi titis c‘..i.imple the Alarm Module is programmed 
to compare the current position w ith the last Sa \ •m ,,,111011 
aild compute the dirrerenue. Ir the dirlerence exceeds a 
1)k:del -Hied limit an Ain't] is triggered. This Alarm then 
initiates two Actions. One Action ttt.ittes to the ( iPS port 
instructing it to update the List •a)ted position. Thu other 
Action uctratrtoes tin API Message that causes ti position 
report  t 1) t_tencrtited. 

The vehicle was equipped \\ ith  a Cf`%1 P.-200 terminal and 
drove around  t lOri km course in Mi.: Ottawa area at 
highway speeds. The D \1R-n0 t..\ as pre-progranwricd to 
deliver tiPS p(isitioii reports every 4 minutes. t  he 
complete Ind;  s shoytn in Fig 5 and includes ihree 
segments as IN b./WS: 

a) Satellite Link: Ottawa <->Station 12 LES 
Nedierlands, 

b) Terrestrial Link I: Netherlands ::-•• Spain via 
X.25. and , 

C)  Terrestrial  I  ink II: Spain :ou tn, a v i a  h a  „net.  

The po,ition reports were reeeked at the (lis  mapping 
ser\ er in Spain and entered  as dots on a map or the Ottawa 
arLia. The annotated map \vas then 1Orwarded tit back to 
Ottawa  sin the Internet. The lintil result ,  as displayed on a 
PC, is shim n in Hu 5. 

CONCLI MONS 

The paper  titis  presented details or Mt.: design and 'kid trial. 
SI;y1,1 . :1+,e's D111:-200 terminal t. n ain't the Inintirsat 1)1- 

Sxstent. Both the terminal and the 1 )-. systent are intended 
cur  a new class or  high volume_ low est  appli ca ti on ,. 

Perles the trosi strikirn2 conclushni  t  that an enormous 
range td usertt! applications  cati  Ile ser‘ed ‘\..ith short 
IttessaLte sers ices such as I) 

ACI<NO\\ I 1...G1..NIENTS 

The de\ clot -nut:tit and Field trial acti\ ity descritted in the 
paper are the result or the support and commitment, h \ a 
people in a nuittIlLat orttrtmiiiiation, 

su, w ave  to. klics to recoitni/c ;.iltd thank 'the toll o ,\  t rig 
parituipants and supporter.: 

‘,.;tatioti Cartit. I. the 
C;inadian Coinintinications t \Tine. and - I he 
Calialiitri Space tiency. 

V\111A1 II ID1RIAL 

th,. ,,p r i n;„!  ( ) It io(p.) S1,\ Wa\ e conducted „in witial 
ri c k' up] ( )I th e  DMR -2.(to lick\ cen tin.raltt and I urope 
I 

 
lie ohjeuti\ e or the trial  n_i t demonsirate eiral-to-eit(1 

operation orail tuotaratinous ttlittplication. 
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ABSTRACT 

A low cost land mobile terminal is described that has been 
developed specifically for use with the MSAT Specialized 
Services Packet Data. It provides two-way messaging and 
GPS position determination for vehicles operating 
anywhere in North America. 

When the development program was 
started in September, 1998, the 
objective was to produce a terminal 
that could be manufactured at a 
fraction of the cost of existing 
equipment. Several design tradeoffs 
were necessary in order to meet the 
cost objective. Firstly, the terminal 
was implemented as a single, self-
contained unit housing all the 
electronics and the antenna. Only the 
user interface is, of necessity, external 
to the unit. Secondly, the half-duplex mode was selected 
to eliminate the need for a duplexer and two independent 
frequency synthesizers. Finally, the link budget was 
tightened to remove excess margin and permit 
simplification of the design. The most important result of 
this was the ability to adopt a fixed, omnidirectional 
antenna. 

The availability of a wide range of very small, low-cost 
parts intended for handsets and other portable devices 
presents both an opportunity and a challenge to the 
satellite terminal designer. The opportunity is clear in the 
form of a plentiful supply of parts intended for the mobile 
wireless environment. The challenges are to apply highly 
integrated devices in ways not necessarily envisaged by 
the manufacturer, to achieve a stable design in the face bf 
rapidly changing product portfolios, and to establish 
reliable supplier relationships given production quantities 
that are insignificant in relation to mainstream handset 
volumes. 

The omnidirectional antenna was the starting point for the 
design, and comprises a crossed drooping dipole at the 

centre of a circular ground plane. Careful optimization led 
to an antenna that provides the necessary coverage, is 
simple and robust, and can be manufactured easily. A 
single multi-layer circuit board carries all the electronic 
components and also provides the ground plane for the 
antenna. The enclosure is a two-piece design with 
provision for several installation options. 

A key element of the design is efficient 
implementation of the QPSK modem, 
which has been performed by a team at 
Communications Research Centre 
(CRC). Their collective experience in 
DSP modem architectures spans many 
years, and the design created for this 
project reflects this in the performance 
achieved, and in the minimum 
hardware requirements. 

This paper describes the overall design 
approach, the antenna design and characteristics, the 
modem performance, and other interesting aspects of this 
terminal. 

INTRODUCTION 

It has been apparent for some time that it is now feasible to 
produce a low cost land mobile packet data terminal, and 
that there is considerable demand for such a terminal. The 
Specialized Services Packet Data (SSPD) offered by TMI 
Communications supports the two-way transfer of 
messages between a fixed site such as a dispatch centre 
and a mobile user anywhere in the MSAT coverage area. 
The development of the Packet Data Terminal (PDT) was 
started in September, 1998, and at the time of writing is 
approaching the Critical Design Review. 

Some of the measures adopted to achieve the cost 
objective are listed below: 

— Packaged as a single self-contained unit including 
antenna and all electronics except the user 
interface; 

— Single circuit board carries all components; 
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/ 

— Fixed, omnidirectional antenna; 
— Half duplex protocol; and 
— Heavy use of components intended for high 

volume portable products. 

ANTENNA 

Figure 1: PDT Element 

The PDT requires an antenna having right-hand circular 
Polarization and the maximum possible gain in the upper 
hemisphere, particularly at low elevation angles where 
multipath losses can be high. The terminal will typically 
be mounted directly on a vehicle roof-top that is usually 
Metallic and the antenna is required to perform well in this 
type of installation as well as installations where a 
conductive roof-top is not present. There are a variety of 
antenna types that can meet this very general initial criteria 
including: 

— Quadrafilar helices 
— MiniCap radiators 
— Microstrip patches 
— Drooping crossed dipoles 
— Crossed slot radiators 
— Conical log-spirals 
— Dielectric resonators 

The quadrafilar helix is the most flexible of these antenna 
designs, allowing almost unlimited control of the radiation 
Pattern. In general the longer the helix is the better the 
Pattern can be matched to a specific gain mask. This is 
similar to the general source synthesis problem with 
constraints on the source norm wherein high spatial 
frequency components of 'the desired pattern can be 
Produced with a long source aperture. In this case 
however a low profile antenna is required and 
consequently the benefits of a long quadrafilar helix 
cannot be obtained. In addition the quadrafilar helix is 

generally more expensive to manufacture than the other 
antenna options. 

Several of the antenna types, in particular the MiniCap, 
microstrip patch, dielectric resonator, crossed-slot and 
(usually) the conical log-spiral, have beam peaks at zenith 
and relatively poor gain at the horizon. Of these the 
MiniCap and dielectric resonator have the best low 
elevation gain performance resulting from their small 
physical size and also have excellent bandwidth for 
electrically small structures. 

Some control of the elevation of the gain peak is possible 
in the case of the drooping crossed dipole through optimal 
selection of the radiator elevation above the vehicle roof-
top. In addition the beam peak width can be controlled 
through selection of the droop angle. The crossed dipole 
element can produce a dip in the gain in the zenith region 
if a small ground plane is present below the radiator and 
this dip tends to increase the horizon gain. Note that the 
PDT circuit board has a ground plane layer which is 
adequate to provide the horizon gain dip in installations 
where the unit is not mounted on a conductive roof-top. 
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Figure 3: PDT Antenna Radiation Pattern (0 degrees 
is zenith), Measured on lm by lm Ground Plane 

EMS Technologies has developed a particularly broadband 
printed crossed dipole antenna for use in the PDT terminal. 
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As illustrated in Figure 1 the antenna is manufactured as 
two printed circuit boards that slide together and drop into 
slots in the transceiver PCB below. Four 50ohm microstrip 
lines on the antenna solder directly to 50 ohm microstrip 
lines on the transceiver board and plated-through holes on 
the transceiver board provide a ground connection for the 
lower level of the microstrip transmission lines on the 
antenna. A microstrip feed was selected for this antenna 
instead of the usual co-planar waveguide because on the 
selected substrate microstrip lines have a much lower 
insertion loss and are less sensitive to the alignment of the 
crossed circuit boards. The element arms also have an 
unusual design each having a triangular shape such that the 
four arm radiating structure forms a crossed pair of 
drooping bow-ties. The arm shape is a truncated frequency 
independent structure that provides wider bandwidth than 
the usual constant width arm ( a frequency independent 
structure is one which remains unchanged when scaled). 
Several Moment Method analysis tools (WIPL, IE3D and 
Ensemble) have been used in the optimization of the 
antenna dimensions. 

HARDWARE DESIGN 

Architecture 

FigUre 4: Block Diagram of PDT 

Figure 4 shows a block diagram of the PDT, omitting such 
details as the power conditioner and some low level 
interfaces. In receive mode the antenna is shared by the 
main satcom down converter and the GPS receiver. Both 
are disconnected when transmitting, but since the duty 
cycle is normally very low and never exceeds ten percent; 

 GPS information is always available when required. The 
frequency synthesizer is switched between the transmit 
chain and the down converter, where it provides L01. The 
transmitter uses direct I/Q modulation of the L-band 
carrier generated by the synthesizer, this being simpler and 
less expensive than the more conventional up converter. A 
DSP performs all signal processing for both transmit and 

receive modes. Complete frames of data are passed 
between the DSP and the protocol processor, which looks 
after most internal and all external hardware interfaces in 
addition to executing the SSPD protocol. The primary 
user interface is provided via an RS-232 serial link to a 
terminal that facilitates two-way messaging in a format the 
may be customized to suit each particular application. 
Basic applications requiring only position reporting can be 
implemented by the PDT alone without requiring a user 
interface, once initial commissioning and configuration 
have been accomplished. 

Low Noise Amplifier (LNA) 
The PDT low noise amplifier is the state-of-the-art in low 
cost, high performance design, achieving a 0.4dB noise 
figure without tuning and using only low-cost surface 
mount components. The first stage of the LNA uses a 
discrete PHEMT device that has an outstanding Fmin  of 
0.2dB and is offered in an inexpensive plastic surface 
mount package. Losses in the input matching circuit are 
typically minimized through the use of a flying lead or 
single turn custom inductor, often requiring tuning in 
production test. In this case however high Q tight-
tolerance surface mount coil inductors were selected that 
provide equal performance without any tuning being 
required. Two versions of the first stage were developed, 
the first having a measured noise figure of less than 0.28 
dB over the PDT receive band with a gain of greater than 
15dB, and the second having a noise figure of less than 
0.35dB with a similar gain. The version with the higher 
noise figure has been selected for production because of 
the lower cost of the PHEMT device used. 

The second LNA stage is an unconditionally stable RFIC 
with a noise figure, when measured in isolation, of less 
than ldB. Stability of the second LNA stage is particularly 
important since it is terminated by a non-absorptive filter. 
Figure 5 and Figure 6 show the noise figure and gain 
respectively for the two-stage LNA using the lower cost 
PHEMT device. 

Noise Figure vs Frequency 
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Figure 6: Gain of Two-Stage LNA 

High Power Amplifier (HPA) 
Since the return link modulation uses filtered DQPSK, a 
linear HPA is required to meet the spectral mask 
requirements. Laterally-diffused MOS (LDMOS) devices 
suitable for L-band use are now available, and one was 
selected having a nominal Pie of 12 watts. These devices 
are remarkably linear even when operated close to 
compression, and it was found that it was almost possible 
to achieve the required linearity in a class AB 
configuration without using additional measures. 
However, as described later, predistortion was adopted to 
give margin for temperature and production variations. A 
three stage monolithic device was selected as the driver, 
and this is driven directly from the 1/Q modulator. 

Transmit/Receive Switch 
The TIR  switch had to combine high isolation, in the 
region of 50 dB, with very low loss due to the demanding 
noise temperature budget. This eliminated GaAs switches, 
so three PIN diodes were used in a series/shunt 
configuration. The diode parasitics, both series inductance 
and shunt capacitance, had to be tuned to achieve the 
required performance, and ultimately a receive path 
insertion loss of under 0.2 dB was achieved. The transmit 
loss is about 0.45 dB and the isolation exceeds the required 
50 dB across the transmit band. 

Down Converter 
Direct to baseband down conversion was considered, but 
rejected for the following reasons. It would require a very 
high gain at baseband, which would make it susceptible to 
the high EMI environment of a transport truck, and also it 
would also be susceptible to microphony in the presence of 
high vibration levels. A conventional dual-conversion 
architecture was therefore adopted. The starting point for 
the down converter design was a coupled resonator SAW 
filter centred at 83.16 MHz. This component is in high 
volume production for use in handsets, and has sufficient 
selectivity to permit the use of a 455 kHz second IF. The 
reference oscillator frequency was set at 82.705 MHz, 
enabling it to be used directly for L02 without the use of 
an auxiliary PLL. The L-band front end filter is a ceramic 
resonator type, and the 455 kHz filter is a piezoelectric 
type selected for a small group delay variation over the 
approximately 6 kHz signal bandwidth. The main active 
devices are a combined RF amplifier/first mixer, and a 
second mixer/AGC amplifier with an AGC range 
exceeding 50 dB. The real 455 kHz IF output is 
undersampled at 67.5 kHz yielding a digitized IF of 
17.5 kHz. 

Frequency Synthesizer 
The synthesizer performance required for this type of 
terminal is quite demanding, and made more so by the 
decision to use direct I/Q modulation rather than an up 
converter chain. In addition to channel tuning, the 

synthesizer must provide fine tuning capability to deal 
with reference oscillator drift and doppler offset due to 
vehicle motion. Fortunately, direct digital synthesizer 
(DDS) chips with an integral D/A converter are now 
available, providing the starting point for a low cost 
synthesizer with the required performance. The challenge 
is to shift the DDS tuning range to L-band without 
introducing unacceptable spurious products or phase noise. 
The solution adopted here is to operate the DDS at a very 
low output frequency to achieve exceptional spectral 
purity, then mix this signal with a divided version of the 
reference, which is also very clean, and finally to multiply 
this signal to L-band using a PLL. The PLL provides 
coarse steps and the DDS provides fine tuning within each 
step with a resolution of approximately 3 Hz. 

Digital Hardware 
The digital hardware comprises two processors with 
associated RAM and flash ROM, an RS-232 interface, and 
a few miscellaneous functions. The DSP is an 
ADSP2185L, selected for compatibility with a platform at 
CRC that was to be used in the development of the DSP 
code for the PDT. The protocol processor is an 
MC68LC302, chosen for its low cost and compatibility 
with earlier members of the same family that had been 
used on previous projects. Interprocessor communication 
uses the internal DMA interface of the DSP processor, and 
is interrupt driven in both directions. 

GPS Receiver 
The GPS receiver uses an approach that lies half way 
between a complete OEM card and a chip level solution. 
The RF front end is packaged as a small module in the 
style of a ball-grid array, and the processor and memory 
are supplied as discrete chips. This permits considerable 
layout flexibility while minimizing the risk through the use 
of a fully tested RF front end. 

MODEM IMPLEMENTATION 

The modem portion of this terminal is implemented 
entirely in a digital signal processor. This allows one to 
use signal processing techniques to offset some of the 
hardware/cost tradeoffs made in other parts of the 
terminal. In developing this modem, there were five main 
objectives identified: 

i) low cost, low power and simple hardware 
implementation; 

ii) ability to compensate for frequency variations 
due to a low-cost reference oscillator; 

iii) fast and reliable acquisition and reacquisition to 
allow seamless transition between transmit and 

• receive modes of this half duplex terminal; 
iv) high performance demodulator to minimize losses 

and allow margin for other hardware components 
in the system; and 

v) precompensation of the transmit nonlinearity to 
meet the transmit spectral mask. 
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Obviously, the opportunity here is to lower the overall 
terminal complexity and cost through the use of 
compensation techniques in the DSP. 

The first challenge was met by selecting an Analog 
Devices 218x series fixed point Digital Signal Processor. 
This provided not only a flexible, low power solution, but 
with its on-chip data and program memory, it provides a 
single-chip hardware solution. 

To keep terminal costs low, a reference oscillator with an 
accuracy of only ±25 ppm had been selected. As a result, 
initial frequency error on the order of several channel 
bandwidths is possible. The DSP approach allows division 
of this uncertainty into a number of bins and rapidly 
searching through the bins until the desired signal is 
located. There also may be significant variation in this 
frequency during the period when the terminal is warming 
up. Again because the tracking mechanism is implemented 
in the DSP, short term variations can be tracked accurately 
in software while longer term corrections are passed on to 
and corrected by the hardware. 

Forward link acquisition is based on the 32-bit unique 
word associated with each 238ms outbound frame. This 
unique word is used to provide timing and frequency 
synchronization. Although the modulation is DQPSK, 
frequency detection and correction in software permits the 
demodulation of signals with large hardware frequency 
offsets with negligible degradation. It also allows tracking 
of frequency offsets with time whether they are induced by 
reference oscillator variations due to temperature or 
Doppler variation due to a change in terminal motion. 
Initially, acquisition is performed on two successive 
unique words to provide sufficiently low probabilities of 
false alarm. Consequently, acquisition occurs in two frame 
periods with high probability (assuming the correct 
frequency bin). For reacquisition, frequency and timing of 
the next frame are estimated from the last lcnown frame 
boundary. Timing and frequency drift are such that only 
one unique word is required to confirm frame sync in this 
case. 

The modulation scheme in the forward direction is 
differential QPSK with rate 1/4 convolutional coding. 
There are several keys to optimizing the performance of 
this demodulator. The first is maintaining very good 
frequency and timing synchronization, so the that loss 
relative to an ideal differential front end is minimized. It 
was explained above how this frequency and timing 
synchronization was obtained. The second is maintaining 
soft decisions throughout the received chain. This implies 
multiple bits of precision to allow for potential gain 
variations in the receive chain and also to accurately 
capture the effects of fading. The Viterbi decoder was 
implemented in software on the DSP using 16-bit values. 
This not only reduces the part count but also eliminates the 
losses that are inherent with 3-bit soft-decision hardware 
decoders. 

On the transmit side of the terminal, one of the key 
requirements is meeting the transmit spectral mask with 
minimal terminal cost in terms of hardware and power. 
The spectral mask specification is representative of quasi-
linear operation. The approach taken with this terminal is 
to choose a low cost amplifier that nominally meets the 
requirements, and then to precompensate the transmitted 
signal in the DSP for the nominal amplifier characteristics. 
In this way, there is sufficient margin to reliably meet the 
spectral requirements across manufacturing tolerances. 

CONTROL & PROTOCOL PROCESSING 

The control processor executes the SSPD protocol as 
required for communication and messaging via the TMI 
Data Hub. A few changes were found to be necessary to 
deal with the half duplex format, which had not previously 
been implemented. In addition to the satellite protocol, the 
control processor is responsible for many of the hardware 
interfaces and algorithms, such as: 

— Self test 
— Downloading code to DSP 
— Assisting initial acquisition of DH-D channel 
— Crystal temperature compensation 
— Setting HPA bias levels 
— Transmit/receive switching 
— Synthesizer tuning 
— Communication with GPS receiver 
— Communication with user interface 
— Monitoring and controlling discrete I/O lines 

The general philosophy has been to use software 
algorithms to permit reduced cost hardware 
implementation where possible. The use of predistortion 
in the DSP is one example, and the simple AT-cut crystal 
(rather than a TCXO) used in the reference oscillator is 
another. The crystal temperature is monitored, and its 
frequency offset is available by comparison with the 
satellite DH-D channel frequency. For land mobile 
applications the doppler shift is small compared with the 
crystal drift. This makes it possible to implement a 
software TCXO that adapts to the characteristic of an 
individual crystal, removing to a large extent the effects of 
initial tolerance, temperature variation and aging. The 
benefit of this capability is a terminal that always starts up 
close to the centre of the wanted channel, minimizing the 
time that must be spent searching and leading to rapid 
acquisition. This is particularly beneficial when the 
terminal is programmed to "sleep" to conserve batterY 
power, waking for brief periods to check for messages. 

PACKAGING 

The circuit board is a laminate' of an upper layer of loW 
loss RF substrate, and a multilayer board of conventional 
FR4 material. Plated vias provide connections to the 
copper tracks on the RF layer, as well as interconnections 
within the multilayer board. A die cast aluminum alloY 
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base provides the ruggedness required for the most 
demanding land mobile applications, including 
installations on locomotives. It also provides overall 
shielding, reducing potential EMC problems. The radome 
is injection molded plastic, selected for the best 
compromise among the required characteristics of 
resistance to infrared and chemical exposure, resilience at 
lew temperatures, and low reflection and loss at L-band. 
A low cost environmental connector was selected, the 
choice being simplified by the absence of any requirement 
for coaxial inserts. 

CONCLUSION 

The design of a low cost terminal for use with the MSAT 
SSPD has been described. The integrated packaging, 
adoption of an omnidirectional antenna, half duplex 
protocol, and selection of high volume parts were the keys 
to a low recurring cost. The use of software to reduce 
hardware cost was also discussed. 
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ABSTRACT 

In terrestrial cellular systems the path between base 
station and terminal is seldom line-of-sight. As a 
result, these systems must be capable of coping with 
multiple tens of dB. of variability in path loss. By 
contrast, Mobile Satellite Systems (MSS), which 
provide communications through satellites to mobile 
users, depend on the fact that the path between 
satellite and user is usually clear of obstructions. 
Nevertheless, a small but significant number of times 
there are obstructions and each MSS must have a way 
of coping with these events. This paper compares the 
approaches taken in the ICO, Iridium and Globalstar 
systems'. 

I-INTRODUCTION 

In terrestrial cellular systems the path between base 
station and terminal is seldom line-of-sight. There is 
a large path loss variation caused by variations in 
distance between base station and user. Then there is 
substantial variation in the so-called shadow loss 
even at a specific distance. Finally there are the 
microscopic variations in signals strength with 
distances of the order of a wavelength usually 
modeled as Rayleigh distributions. As a result, these 
systems must be capable of coping with multiple tens 
of dB. of variability in path loss. 

In a typical MSS things are quite different. The path 
between satellite and user is usually unobstructed. 
Assuming the satellite beam shapes and/or power is 
used to try to compensate for 1/r2  loss, the variation • 
in loss at different satellite elevations is not that 
large. There is some variability due to specular 
reflections, particularly at low angles. And there is 
microscopic variation that is usually modeled as 
Ricean. But taken together these effects produce far 
less variability than in a terrestrial cellular 
environment. That's important because it would be 

difficult to build satellites and handsets able to cope 
with multiple tens of dB. greater path loss on every 
link. 

Nonetheless, there will be times when the path is 
obstructed (by vegetation, terrain, man-made 
structures, etc.) and each system must have a strategy 
for coping with those times. In section II below we 
describe the strategies used by ICO, Iridium and 
Globalstar to deal with such obstructions that occur 
during a normal call. In section III we contrast the 
efficacies of these approaches and finally in section 
IV we discuss the cost, in terms of satellite power and 
bandwidth, for the different approaches. 

II-COPING STRATEGIES 

All the systems we will compare make use of power 
control. So they all try to power each link with the 
minimum power needed to provide the error rate 
objectives and no more. This is done to reduce 
interference to other users. In the Iridium system this 
power control, normally used to adjust for the small 
variations in path loss, is used to cope with the larger 
losses encountered during blockages. It is a simple 
strategy made possible, in part, by the fact that 
Iridium flies at a lower altitude and has a smaller 
average path loss than the other systems. This feature 
is sometimes described by saying that Iridium has a 
16 dB. margin against such fades. The word margin 
is somewhat misleading. In most satellite systems a 
margin of X dB. implies that X dB. more than the 
power normally needed is always being transmitted. 
In this case it means that power control adjusts for 
increased path loss and the limit of its ability to 
correct is an added power of 16 dB. compared to the 
average case. The Iridium link budget advantage is 
what enables, for example, the user terminal to come 
up with 40x more power than it usually needs to 
overcome a 16 dB. obstruction. 

we, 
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The other two systems are also power controlled and 
have the ability to cope with some amount of excess 
loss through that mechanism. But the primary means 
of coping with obstructions is through the use of 
diversity. Botir systems rely on the fact that when 
communications is to be established from a user to a 
terrestrial gateway there are usually multiple 
satellites in the constellation that are jointly visible to 
user and gateway; and a call can be simultaneously 
established through, for example, two different links-
-one on each satellites. If one of the links is 
obstructed the other link can carry the call. But even 
though both systems rely on diversity, important 
details are different. The Globalstar system is an 
extension of the IS-95 system used for terrestrial 
cellular. 2,3  

As such, the ability to diversity combine both paths 
using maximal ratio combining is built-in. This is the 
optimal form of diversity combining4 . The ICO 
system uses switch combining (i.e., one of the two 
paths is used--whichever is better). The ICO system 
uses narrow band TDMA modulation and hence 
cannot easily derive a timing signal to time align the 
two signals for maximal ratio combining. The spread 
nature of the IS-95 type signal used in Globalstar is 
what permits the time alignment in Globalstar. 

III-EFFICACY OF STRATEGY 

To make a meaningful quantitative assessment of 
how well any of these schemes works requires a 
lcnowledge of how often paths are obstructed and 
what their excess attenuation is once they are 
obstructed. That is something that is not available. It 
isn't that there haven't been a great deal of 
measurement campaigns. There have. (See, for 
example, reference 5 and other tests done since that 
time). But the problem is that any test campaign can 
only test a relatively small number of areas. There is 
no way of knowing what is "typical" on a world-wide 
basis. Based on a limited amount of testing in the 
Globalstar program the probability of an obstruction 
is estimated at 0.1 and most of the time excess 
attenuation introduced by a blockage is above 10 dB., 
sometimes considerably above 10 dB. The reader 
should not treat these as hard numbers but only 
plausible guesses that are in the right range of values. 
Using these values allows one to say that for Iridium 
the probability of dropping a call because of an 
obstruction is certainly less than 0.1--how much less 
depending on what fraction of the time the excess 
attenuation is greater than 16 dB. 

for the ICO and Globalstar systems the value of the 
diversity is dependent on how uncorrelated the 

probability of obstruction is on each path. The 
satellite are usually well separated in angle because 
of the constellation design. Hence if 2 satellites are 
used and the blocking probability on each is 0.1, then 
the probability of dropping a call due to obstruction is 
0.01. This assumes that both obstructions have 
sufficient loss that the normal power control cannot 
overcome the obstruction. There is some degradation 
due to the small percentage of the time the angle 
between the satellites is small and blockage is 
correlated and some degradation due to the fact that 
two satellite are occasionally not available. 

There would also be some degradation if a mixed 
diversity strategy is used. In this approach the system 
uses two satellites if the highest satellite is below 
some elevation angle El L Li  I1If not, only one satellite 
is used. Hence when elevation angles are low and 
obstruction is more likely, two satellites are used. 
And when one is sufficiently high the system drops 
back to only one. For the ICO system the use of this 
approach can save a substantial amount of satellite 
power (see next section). For the Globalstar system it 
does not and this mode is not planned for Globalstar. 

The above describes how effective each system is in 
ameliorating the effect of obstructions and in 
particular how diversity is used. The reduction in the 
probability of a dropped call is the greatest benefit of 
diversity. But there is a subsidiary benefit in that 
when diversity is used the amount of satellite power 
is reduced. This effect is perhaps easiest to see in the 
ICO system. Consider the case of a terminal driving 
at high speed. The power control cannot adjust the 
Eb/No  to the precise value needed for a given error 
probability because the fluctuations are too rapid. It 
can only adjust the mean of the fluctuation of Eb/No  
to be high enough so that the error objective is 
reached. Assume there is only one link with the 
power adjusted so that the average Eb/No  over a 
frame were exactly right to just meet the desired 
frame error rate. But if the user had two such 
independent links of the same power the frame error 
rate would be better than the desired frame error rate. 
Because whenever there is a failure on one link the 
other link may still be successful. Hence it is possible 
to reduce the average Eb/No  on both links and still 
reach the desired frame error rate. The author is not 
aware of any place in the literature where the 
computation of how much power is saved but it is 
clear qualitatively that there is a power reduction. 
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For the Globalstar case the equivalent effect for the 
forward direction is described in reference 6. Results 

k value in dB. 
10 15 20  

of a simulation are given there. We summarize these 
results in Tables 1 and 2 below. 

k value in dB. 
10 15 20 

0 
velocity 
(mph) 

20 

2.2 2.2 2.2 

6.47 3.75 2.82 

3.81 2.89 2.55 

none none none 

2.0 0.6 0.2 

0.7 0.2 none 

Table 1-Eb/No (in dB.) Needed 
for single path 

The Eb/N o  values in Table 1 come from single path 
simulations for different velocities and values of 
Ricean k. The values in the second table show the 
reduction in total Eb/No  when you have two equal 
paths (i.e. the total Eb/No  needed for 5 mph and a k 
of 10 dB is 6.47-2.0=4.47). Since the paths are equal 
you need 3 dB. less for each of the two paths. The 
results given in the reference 

for two unequal paths show that the diversity gain is 
only slightly reduced when the paths are unequal in 
strength. 

For the ICO case we do not have any quantitative 
results and even in the Globalstar case the power 
reduction is highly dependent on the specific cases so 
it is hard to estimate an average value. But this 
reduction in power in the forward direction is 
important to note because in the next section we will 
estimate the extra power burden diversity places on 
the satellites. That burden is an increase in power. 
But it is the gross increase. To find the net increase 
one must subtract the diversity gain value above. 

IV-COST OF STRATEGY 

Each system's coping strategy imposes its own cost 
on the satellites and handsets. For Iridium the cost of 
powering through obstructions imposes the price of 
40x higher power capability than needed for the 
average case. But clearly the satellite does not require 
40x the power--not all users are simultaneously 
obstructed and not all require the full 16 dB. of 
reserve power. Assume that the average power 
needed for an unobstructed link is s and the average 
power of an obstructed link is S. Assume that the link 
is clear with probability q and obstructed with 
probability p=1-q. Then the average power needed by 

Table2-Diversity Gain (Eb/No 
reduction) for 2 Equal Paths 
a call is qs+pS and the power increase factor over a 
line-of-sight call is q+p(S/s). As an example assume 
that the probability of blockage is 0.1 and that the 
average power increase for an obstructed call is 10 
dB. Then the power increase factor for all calls is 1.9 
or 2.78 dB. The satellite has to be sized larger in 
power than 2.78 dB. more than what it would need to 
handle only clear calls because one must consider the 
variations around the average. But this adds very 
little to the needed power when the number of 
simultaneous calls is high. If, for example, the 
satellite is sized to handle 1000 calls then a two 
standard deviation allowance will increase power 
only 3%. This gives a feeling for the resource cost for 
the Iridium strategy. 

In the ICO system diversity extracts a price in power 
at the satellites. All calls that are in diversity mode 
get transmissions from two different satellites each of 
which is powerful enough to supply the objective for 
frame error rate. That's twice the power needed to 
supply a call in a non-diversity mode in an unblocked 
state (less the diversity gain mentioned in the last 
section). As pointed out in the previous section the 
use of a mixed strategy will reduce this penalty to a 
factor of I rather than 2 for calls in which the highest 
satellite is above rl 0  in elevation. This comes at the 
cost of slightly degraded protection for the non-
diversity calls above ri 1 . So for this mode the 
satellite increased power is somewhat less than 3 dB., 
depending on the value of H J and the probability 
that the highest satellite is above  L] . . But the 
diversity mode used in ICO has an impact on the 
bandwidth resources as well as power. When two 
different satellites transmit to a user in diversity 
mode they must transmit on different frequencies (or 
on the same frequency in 2 different time slots). 
Transmission on the same frequency at the same time 
would cause too much interference for the 
narrowband TDMA modulation used. This may or 
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may not be an important factor depending on whether 
the assigned bandwidth is large enough to allow the 
system to be power limited rather than bandwidth 
limited. 

The Globalstar system, by contrast, requires no extra 
bandwidth (although two walsh codes are used which 
takes up more of the non-power resources). Both 
satellites transmit on the same frequency; the 
interference being overcome because of the wideband 
CDMA modulation. To examine the satellite power 
Penalty we begin by analyzing an idealized system 
and then make adjustments for some practical 
implementation details. 

Consider a satellite with ideal antennas for each beam 
for this purpose. This would be an antenna pattern 
with ideal isoflux correction. The gain would 
increase with increasing angle from nadir to exactly 
compensate for the increased space loss caused by 
the curvature of the earth--i.e., that the earth is a 
larger distance away with increasing angle. Therefore 
the EIRP over the whole area on earth illumined by 
the beam is constant. The EIRP outside the nominal 
area falls off rapidly. Further the different beams are 
matched in gain so that not only is the EIRP constant 
across the beam but that value will be the same in the 
next beam and all over the satellite footprint. That 
was the goal of the antenna designers. One exception 
was that for the far outer portion of the outer forward 
beams, the beam was rolled off harder than an isoflux 
correction would indicate because of requirements on 
Power flux density limitations at low user elevation 
angles to limit interference into terrestrial microwave 
systems. 

Now consider the case where satellites with such 
beams are in the position where a beam in each of 
two satellites covers the same area. Assume that this 
area on the earth has a total of N users active and 
because all N users are in the beam of each satellite 
we can consider two disparate ways of serving those 
customers. The first method is to have N/2 users 
served from one satellite and N/2 served from the 
other--a technique that doesn't use diversity. The 
second is the diversity technique of serving all N 
users from both satellites. Let us compare the satellite 
Power required for each scheme. Consider the first 
scheme first. Half the N users are "tuned" to one satellite--i.e., using its PN pattern to despread-- and half are tuned to the other. Since all users are in 
exactly the same propagation condition each will 
require the same average satellite power P to produce the same  rs,  energy per bit, at each receiver. Each 
receiver sees a thermal noise density No  and an 

interference density I o  which is caused by the 
interference effect of the N/2 users at power P. The 
fact that each user is on a different walsh channel 
guarantees that the receiver doesn't see the 
interference effect of the N/2-1 other users on its own 
satellite because of the orthogonality of the walsh 
functions. Hence the SNR each user receives in this 
scenario is Eb/No+Io  while each satellite expends 
NP/2 units of power and the constellation as a whole 
expends NP. 

Now contrast this with the case where all N users are 
served in diversity manner from both satellites. Let 
the power used by each user on each satellite be P72. 
Now each receiver on the ground uses two fingers for 
reception--one for each satellite. The finger tuned to 
the first satellite receives an energy per bit value of 
Eb/2 on each finger. Its thermal noise density is No  
and the interference density it sees from the second 
satellite is Io  because, compared to the scenario 
above, it sees twice as many interferers, each one of 
whom is at one half the power. So the SNR on each 
finger is Eb/2(N o+I0). But with maximal ratio 
combining the SNRs add. Hence the SNR for each 
receiver is still Eb/No+Io  as it was in the last 
scenario. And like the last scenario each satellite 
expends NP/2 units of power and the constellation 
NP overall. The conclusion is that diversity costs 
nothing extra in terms of satellite power. 

Of course the actual situations with beam overlap are 
more complicated and more complicated to analyze. 
And the satellite and user antennas cannot be as ideal 
as we have described. And the operation of the 
combiner actually involves a couple of tenths of a 
dB. of combining loss. So this conclusion cannot be 
taken too literally. In order to gain some 
understanding of what diversity will cost in more 
practical situations we begin with the case of 
diversity with equal path gains and P72 units of power 
from each satellite as above and consider variations 
from the equal gain. The variations can be caused by 
departures from perfect isoflux correction in the 
satellite antennas or by non equal gain in all 
directions by the user antenna or by multipath on one 
of the paths, etc. Assume that one of the path gains 
becomes poorer than the other by X dB. Assume that 
we still apply equal satellite power on each satellite 
(equal RF power not EIRP--the gain of the satellite 
antenna in part of the total path gain). The total 
satellite power must then increase to P' (P' 72 in each 
one) to maintain the same SNR. It's straightforward 
to calculate the increase of power as a function of X. 
The result is shown in Figure 1 below. 
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Figure 1: Increase in Satellite Power as a Function of Excess Attenuation in one of the 
Paths 

With this policy the satellite power increases as the 
excess attenuation in one of them does. For very 
large values of excess attenuation the satellite power 
asymptotes to 3 dB. That is quite obvious because a 
path with large attenuation plays negligible role in 
boosting the SNR and the good path which used to 
contribute half the power must now be boosted by 3 
dB. to contribute all. It makes no sense to try to carry 
both paths if one is highly attenuated. As can be seen 
above it increases satellite power. But also it may not 
help the goal of redundancy in case of blockage. If 
the path gain on the poor path is sufficiently low the 
receiver looking at that satellite will not even be able 
to capture the pilot. Not only will that mean that the 
poorer path is unable to contribute to the SNR but if 
the good path is suddenly obstructed the poorer path 
cannot serve the purpose of carrying the call. Hence 
when the weaker one becomes sufficiently weaker 
than the stronger it should be dropped. The range of 
excess attenuation (at which the weaker should be 
dropped) that seems appropriate is 4 - 6 dB. The extra 
satellite power is then in the range of 1.5 - 2 dB. Note 
that this is the extra satellite power at the moment 
before the poorer one is dropped and is the largest 
that excess power ever is. The average excess power 
is much less. The beams are designed so that the 
beam gain varies by 2 -3 dB. across the whole beam 
area and as the user varies in his position in both 
beams the extra satellite power varies between 0 and 
2 dB. (for a 6 dB. threshold) and when the threshold 

is exceeded the weaker link is dropped and the extra 
satellite power drops to 0. When the weaker link rises 
above the threshold it is restored. Hence, the worst 
case price in extra power is 2 dB. and the average 
value is much less. 
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ABSTRACT 

The number of subscribers that can be served by a non-
GEO satellite system is conditioned by the coverage area 
and allowable traffic load of each satellite in the 
constellation. Coverage area and traffic load vary with the 
terminal location due to constellation dynamics that may 
result in satellite diversity. Satellite diversity is managed 
thanks to different diversity techniques. Allowable traffic 
load, local coverage areas, and diversity techniques are 
discussed within this paper. A method to evaluate the 
allowable traffic load density (Erlang per km2 ) with 
respect to satellite diversity is derived. An estimation of 
the total potential number of subscribers of different 
circular LEO/MEO constellations is given. 

INTRODUCTION 

The commercial success of candidate non-GEO satellite 
systems providing personal mobile communications is 
related to the size of the market with respect to the overall 
offered capacity. The capacity of a system conditions the 
call blocking probability, given the traffic load, and the 
subscriber's acceptance of the service. For the evaluation 
of the traffic load of non-GEO satellite communications 
sYstems, two basic features must be considered: First, the 
terminal residing time in a cell is conditioned by the 
sPeed of the satellite rather then by the user mobility. 
Second, the satellite resource allocation is a dynamic 
Process so as to provide the required service quality in 
various regions (according to the latitute) and user environments (urban, suburban and rural). Satellite 
diversitY, dynamic antenna beam forming are examples of 
such allocation techniques. 

This paper presents a method for evaluating the capacity 
of constellations of satellites in circular orbits, talcing 
into consideration the influence of satellite diversity. This 
method is then used to evaluate the capacity of the space 
segment of first-generation non-GEO mobile satellite 
communications systems, namely Iridium, Globalstar, 
and ICO. Intrinsic constellation parameters are given in 
[1]. 
Section 2 discusses the allowable traffic load. The 
allowable traffic load per satellite is calculated using a 
traffic model based on the concept of street of coverage 
[21[3]. This model leads to a simple mathematical 
formulation and is considered accurate enough for the 
Purpose [4]. The model takes into account different 

' Channel allocation schemes (queued, non-queued, priority, 
non-priority, pre- and non pre-emptive, guaranteed HO, 
ate. ). In this paper a non-queued birth-death process is aumed  for all constellations. Section 3 discusses 

coverage area according to either fixed or dynamic satellite 
antenna beam forming. The terminal to satellite 
allocation in case of simultaneous coverage by multiple 
satellites (satellite diversity) is discussed in Section 4, and 
path diversity techniques are introduced. Section 5 derives 
the allowable traffic load density as the ratio of the 
allowable traffic load upon the coverage area. The total 
number of potential subscribers for typical non-GEO 
constellations is evaluated in Section 6. Finally, Section 
7 concludes. 

ALLOWABLE TRAFFIC LOAD 

The traffic model based on the concept of street of 
converage (SOC) has been introduced in [3] and [5]. 

Arrival Rates 

The flux equilibrium of newly generated call attempt rate, 
X.. h , and incoming handover rate, ?t, h  determines the 
average number of handovers (HO) per call attempt: 

xh (1-PbI)Phl  G x n  1-(1 P b2,- h2 

where the probabilities are: 
Ph1 : a newly generated call faces a HO 
Ph2 : a handed-over call faces a further HO 
Pt,' : blocicing probability for new call requests 
P132 : probability of hand over failure 

Service Rates 

The mean call duration, Tcei, (as well as the arrival rate 
of newly generated traffic) is assumed to follow a negative 
exponential distribution. 
The probability density function (pdf) of the cell residing 
time, Tc, applying the street of coverage model is given 
in [3]. The channel holding time T= 14t is either Tchn or 
Tc, whatever is less. The probabilities Ph1 and Ph2, are 
given by : 

Phi  = y(1— exp(-1 / y) 
= exp(-1 / y) 

where the user mobility y is given by pTcall/Tc . The 
total traffic intensity per cell A t  = 441 is given by: 

At =2" - — XIITcal[(1 -Ph 1)+G( 1 -Pia)] (Eci. 3)  
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In the non-priority case (Pb 1 =Pb2=Pb) ,  the amount of 
newly generated traffic as a function of Pb is given by 

An(Pb) = At(Pbf(1 -Ph1)+G(Pb)(1 -Phe l (Eq. 4) 

where G(Pb) is calculated according to Eq. L The factor 
Xh= [(1-Phi)+G(1-Phe I in Eq. 4 determines the ratio 
of newly generated to total carried traffic, thus Xh = 
An/At . The variation of Xh as a function of the blocking 
probability is shown in Figure 1 for residing times of 
different commercial constellations: 600s (Iridium), 
1.000s (Globalstar), and 7.000s (ICO). 

0.91- 

0.55 

0.8" 
10-1  

Fig. 1 Newly generated to total carried traffic 
(Xh = An/At) vs. Blocking Probability for different 

residing times 

It can be seen that Xh varies only slightly with the 
residing time for small blocking probabilities 
(Pb 5 0.01), and that An  =A  up to this boundary. The 
allowable total traffic load At  is determined by the 
blocking probability, Pb, and the selected channel 
allocation scheme. In this paper a non-queued birth-death 
process is considered, and At(Ph) is determined by the 
Erlang-B formula. 

COVERAGE AREA 

Permanent coverage of the service area is the considered 
requirement. The size of the coverage area is determinated 
by the lower limit of the elevation angle, Einin, [6]: 

F(Ermn ) = 2ff.R41_cogmmi02)] 
R, 

where the range S is given by 

S(Erm„) = 4cos 1 le• c°s(  
Re  + h 1 Emin] 

with the earth radius Re  = 6378 km and h = orbit height. 
Two coverage area allocation schemes are investigated: 
(i) pre-defined fixed coverage, (ii) dynamic coverage 
provided by active satellite antennas. 

Predefined fixed coverage 

If (Emin)glob is the minimum elevation angle for 
permanent coverage all over the service area, then the 
fixed size of the coverage area is F = F((Emin)glob). This
possibly corresponds to a too much demanding case as a 
higher elevation angle, (Entin)ioe , could locally suffice to 
provide the required coverage. For example, with Iridium 
the lowest minimum elevation angle providing global 
coverage is 8.2 deg. A higher minimum elevation angle 
is obtained for non-equatorial locations, so that (Emin)loc  

(Emin)glob,  and F((Emin)glob) F((Einin)loc). 
However, predefining a fixed coverage with (Emin)glob as 
the minimum elevation angle results in an overlap of 
several coverage areas, as shown in Figure 2. This 
provides an opportunity for satellite diversity (see Section 
4). 

Predefined fixed coverage for 
permanent global coverage (E (E min )giob) 

Satellite Diversity Area 

Fig. 2 Predifined fixed coverage of the service area 

Dynamic coverage 

Active array antennas allow the generation of beams with 
variable shape and size in time [7][81191 Figure 3 shows 
that the size of the coverage area reduces to the minimum 
area that provides permanent coverage at a specific 
terminal location. 

Fig. 3: Dynamic coverage of the service area 

The corresponding coverage area is then F = F((E rinn)inn), 
where (Emin)i is the minimum elevation angle providing 
permanent coverage at a given terminal location. 

10° 10' 
Blocking Probability (%) 
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SATELLITE DIVERSITY 

Satellite diversity deals with the situation where several 
satellites are above a specified elevation angle for a given 
user on the earth [1]. Satellite diversity then allows for 
either combining signals transmitted via several satellites 
(combining-path diversity) or selecting the signal from a 
non-blocked satellite path among all path from the 
covering satellites (selection path diversity). 

Combining path diversity 

Combining diversity as a fade mitigation technique 
imposes the implementation of special means to result in 
a combined signal superior to any single signal. Satellite 
systems using those facilities will hereinafter be called 
diversity based systems. Diversity based systems (such as 
Globalstar, for instance) are characterised by high 
multiple visibility statistics (dual visibility about 100% 
Of time), whereas non-diversity based systems (e.g. 
Iridium) are characterised by high fade margins (about 10 
dB higher than in diversity based systems). 

Combining diversity is of importance in shadowed 
environments (sub-urb an  and tree shadowed), where fading 
mostly does not result in complete blockage. In this case, 
already dual satellite diversity yields system cost reduction 
and better user acceptance (smaller size of terminals, for 
instance) [10]. Due to the smaller link margin, however, 
the  availability of two non-blocked satellites are required. 
The margin reduction resulting from diversity (diversity 
gain) has to be paid by a decrease of the allowable traffic 
load density, since simultanous coverage by two non-
blocked/non-saturated satellites is required for 
communications. 

Selection path diversity 

Communications in rural and urban environments are 
mainly effectuated under LOS-conditions. Subscriber 
terminals of all candidate systems (diversity based or not) 
will then operate with a single satellite in view. Satellite 
diversity may therefore be available but signal combining is  flot used, either because fading is negligable or that 
strong that it cannot be overcome by diversity 
combining. Diversity results then in the opportunity to 
select one of all covering satellites, following a selection 
Path diversity scheme. In the simplest scheme (scheme a) 
the terminal selects the nearest satellite providing the 
,trengest signal and sends an access request. If no channel 
is available, the access is denied odierwise the call can 
Proceed. The second scheme (b) differs from scheme (a) in that an access is not denied in case all channels of the 
nearest satellite are busy but the second nearest satellite is 
then selected. 

ALLOWABLE TRAFFIC LOAD DENSITY 

Allowable traffic load density is the ratio of the allowable 
traffic load (see Section 2) upon the coverage area (see 
Sec tion 3), and expresses in Erl./km2 . Formulas will be 
derived according to the considered path diversity ,technique (see Section 4), which impacts the call 
°locking probability. 

Combining path diversity 

The blocking probability for each satellite (Pb2) will be 
derived for fixed and dynamic coverage as a function of the 
overall call blocking probability,  P.  

Fixed coverage. The coverage area is of constant size all 
over the service area, and provides permanent coverage by 
at least one satellite. This is given for (Ei min)gb,b, and the 
corresponding coverage area is F=F((Elmin)glob)• 
Furthermore, two non-blocked satellite channels are 
required for combining diversity. Call blocking and dual 
coverage are statistically independent. The allowable 
traffic load density is therefore: 

k(42 1111:-11- ) 
Py2  P = 

R(4Inin )glob 

where Pv2 is the probability that at least two satellites are 
visible. The fixed coverage of an area corresponding to 
(E mi n )g iob is a suitable allocation scheme only for 
systems performing (at least approximately) permanent 
dual coverage at (Ei rnb)giob, since Eq. 7 requires Pv2 > (1- 
Pbc). Assuming a call blocking probability of Pbc = 1 % 
dual visivility of at least Pv2 = 99% at (Et min)glob is 
required. In case of Globalstar, for example, Pv2 k 99% 
at (Elmin)glob = 10°  is given for terminals located within a 
latitude band of 25° < L < 50° [11]. If coverage beyond 
this band is required, a higher call blocking probability 
has to be accepted. At the equator, for instance, Pbc 
exceeds (1- P„2) = 0.16 due to a dual visibility of Pv2 = 
84% at latitude L  = 0° for (Ei min)glob = 10°. 
A more reasonable coverage area corresponds to the 
minimum elevation angle that performs permanent (i.e. 
Pv2 = 1) coverage from at least two satellites all over the 
service area. The minimum elevation angle above which 
at least two satellites are permanently visible all over the 
service area is hereinafter named (E2min)glob• The 
allowable traffic load density is then: 

 

An (F;,2  = 1 —‘11  —  Pk )  
P = rur, 

‘..-a min  /glob / 

Dynamic coverage. The disadvantage of the fixed coverage 
area originates in the fact that a smaller coverage area 
would be sufficient for permanent coverage, since 
(Emi n )loc  is larger than (Embaglob almost all over the 
service area. In case of dynamic coverage the allowable 
traffic load density then becomes: 

An(Pb2 = 1 — — Pbe  
P 

R(E2rnin) toc) 

where (E2,b,)b„c  is the minimum elevation angle above 
which at least two satellites are permanently visible at a 
given terminal location. 

Selection path diversity (scheme a) 

In this scheme, the call blocking probability is directly 
conditioned by the blocking probability of the nearest 

(Ecl. 8) 
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satellite (and only of this satellite, since only the best can 
be selected). Thus _Pb2 = Pbc, regardless of whether the 
service area is covered by one or several satellites. 

Fixed coverage. In case of fixed coverage (F = 
F((Einin)giob)) the allowable traffic load density is 

both satellites are blocked. The allowable traffic load 
density is given by: 

A.(42= Pbc) 
P 

ME2min) s1e) 

(Eq. 13) 

k( Pb2 = Pbc) 
P — F((E.,„)g) 

Dynamic coverage. In the case of dynamic coverage area 
(Eq. 10) allocation to F = F((Ehnin)mc), the allowable traffic load 

increases to (since F((Ei min)kx) F((Ehnin)gi nb)) 

Dynamic coverage. Dynamic coverage takes into account 
the local value of Emin, so that 

A.(42 = Pk) 
P - 

Selection path diversity (scheme b) 

Fixed coverage. Similarly to the combining satellite 
allocation scheme, the size of the fixed coverage area is 
determined by M.--Imin)glob or (E2min)glob with consequences 
on the blocking probability. We will first consider the 
allocation to fixed single coverage. The probability that a 
call is blocked is then the sum of the probability to be 
covered by only one satellite that is blocked, on the one 
hand, and the probability to be covered by two satellites, 
both being blocked, on the other hand. The allowable 
traffic load density is therefore: 

4,(42 +per Van ) 

P= l• v2 2 .fi,2 

MEIntin)siob) 

Figure 4 visualises the allowable traffic load per satellite 
as a function of the multiple visibility probability, Pv2 ,  
for a call blocking probability of Pbc = 1% (C = 2400 
channels). In this chart, the minimum value (A(Pv2 = 0)) 
indicates the allowable traffic load for single visibility, 
whereas the maximum ((A(P,2 = 1)) is the allowable 
traffic load for permanent coverage of at least two 
satellites. 

Fig. 4 Allowable traffic load per satellite for the Erlang- 
loss system (C = 2400 channels per satellite, Pbc  = 1%) 

We now consider the coverage area corresponding to 
(E2min)gIob, i.e. permanent coverage from two satellites. 
The call blocking probability is then the probability that 

k(pb2 = +pie  

- 2P  ) 
p —  R(E,,„in)w) v2 

The dynamical allocation to F = K(E2min)loc),  as  
discussed for the case of combining satellite diversity 
allocation, results in 

An(Pb2= Pb c ) 
P 

R(E2min)loc) 

Example 

In Table 1 , numerical values of the allowable traffic load 
density are given for Globalstar at latitude I, =400  (see 
Table 2) 

Table 1: Allowable traffic load density in 10-5  Erl/km2 
 (Globalstar, L=40°, Pbn  = 1%) 

Coverage Combining Sekction (a) Selection (b)  

Fixed F((El.i.) lah) (8.7) 8.8 9.8  

IME9.in/21.1.) 5.9 5.9 6.6  

Dynamic F((E,„„„),„,) - 30.4 30.6  

Ft(E.,..i.à...) 12.4 12.5 14.0 

Combining diversity in case of fixed or dynamic dual 
coverage leads to an allowable traffic load density of 
5.9.10-5  Erl/km 2  and 12.4.10-5  Erl/km2  respectively. 
Non-shadowed users apply either the path diversity 
scheme (a) or (b). Should there be dynamic beam 
forming, the allowable traffic load density would increase 
up to about 12.5.10'5  Erl/km2  and 14.4•10' 5  Erl/km2 , 
respectively. These values are lower than the theoretical 
values from permanent local single coverage (30.4.10 -5 

 Erl/km2  and 30.6.10-5Erl/km2), but are still higher than 
values obtained from fixed coverage. Thus, dynamic 
coverage increases the allowable traffic load density 
significanly (by a factor of nearly two), but the diversity 
gain due to signal combining has to be paid by a decrea.se 
of the allowable traffic load density. The slight increase 
(about 10%) of the allowable traffic load density with 
scheme (b) probably does not pstify the increase in the 
system complexity. 

COMPARISON OF TYPICAL SYSTEMS 

Table 2 presents the parameters for the considered systems 
Figure 5 shows the local single coverage area for Iridium 
and ICO, and local dual coverage area for Globalstar. 

(Eq. 11) 

(Eq. 12) 

(Eq. 14) 

(Eq. 15) 
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Table  2: Parameters of considered systems 
Iridium Globalstar ICO  

No of satellites 66 48 10  
Prbit height (lcm) 780 1414 10355  
çhannels/satellite - 550 2400 4500  
___.megjs e )(Ei • 8.2° 100 2 18°  
Fe • ) Xicm2) 1.53E7 2.64E7 2  9.37E7  
Min. offered traffic 3 .4 5 .92,3 / 8 .8 2.4 4.8 
det_t_si..tyl (10-5Eri/km2)  
Diversity-based no yes on 

demand  
Satellite use nearest combining/ neatest 

only nearest only only 
Pbe= 1% assuming Erlang-B 3if combining 
2in latitude band -700< 7o° 4if no combining 

The service area of the diversity based system Globalstar 
has to be covered permanently by two satellites. The 
comparison is therefore based on guaranteed single 
coverage in case of the non-diversity based systems 
(Iridium, IC0), and on guaranteed dual coverage for 
Globalstar. Scheme (a) as discussed in Section 5.2 is 
considered. 

0 3 10 13 20 25 30 35 40 43 50 55 60 65 70 73 80 85 90 

Latitude (deg) 

-- tridiwn —0— Globelster 

Pig. 5 Coverage area at minimum elevation angles of the 
non-GEO constellations in Table 2 

Allowable traffic load density 

The allowable traffic load density is calculated by Eq. 11 
for all constellations and shown in Figure 6. 

Lee* (dea 

—11---Iridiom Olobeher • ICO 

Fig. 6 Traffic load density 

Maximum number of subscribers 

Deviding the allowable traffic load density at a given 
terminal location (latitude, I-) as given in Figure 6 by the 
subscriber activity in Erlang per subscriber leads to the 
density of subscribers that can be served with the reference 
quality of service (Pbe  = 1%). The traffic generated by 
urban and rural subscribers is taken equal to 7.87E-4  En.  
and 3.25E-3 Erlang per subscriber, respectively [12]. The 
type of subscriber is decided upon the population density 
at the terminal location as shown in Table 3: 

Table 3: Type of subscriber 
urban rural non-populated  

Population per lcm2 > 25 1 - 25 <1  
Subscriber Activity 7.87E-4 3.25E-3 o 
(Erlang/ Subscriber) 

A coarse estimation of the percentage of each category for 
every latitude band has been taken from [13]. Multiplying 
the subscriber density by the area of a latitude band 
between latitude 1. 1 and L2 gives the maximum number of 
subscribers as a function of the latitude band that can be 
served per system. The surface of a latitude band between 
latitude 1.1 and L2 is given by: 

111=27cRe2(sin(l.2)-sin(1.1)) (Eq. 16) 

This procedure results in an estimation of the maximum 
number of subscribers per system. Figure 7 shows the 
number of subscribers per latitude band, and the 
cumulated number up to latitude of ±90 deg, for both the 
northern and southern hemisphere of the ICO 
constellation. 

Fig. 7 Estimated maximum number of subscribers (ICO) 

Total capacity estimations of the analysed systems under 
the condition of system saturation in all latitude bands are 
shown in Table 4. 

Table 4 Estimated Capacity of some mobile satellite 
communications systems (subscribers in millions 
Hemisphere Iridium Globalstar ICO  
Northern 4 7.8 5.5  
Southern 1 2.4 1.5  
Total s 10.2 7 

foe 
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[2] 

Figure 8 shows the potential regional share of the traffic 
load of mobile satellite communications services for all 
systems: 

Ili I I I I I I I  
5 10 15 20 23 30 35 40 43 50 53 60 65 70 75 80 

Ladlude(41611) 

Iriclium —0— Global/tar —4--- ro 

Fig. 8 Potential regional proportion of 
mobile satellite communications traffic load 

Globalstar appears to be in the position to serve the 
largest part of the mobile satellite communications traffic 
load (somewhat about 46%). Globalstar officialy 
anticipates capturing about 2.7 million subscribers by the 
year 2002, growing to 16 million subscribers by 2012 
[14]. However, equatorial subscribers in shadowed 
environments will face higher link blockage probability 
since dual visibility at the required minimum elevation 
angle of about 10 deg is performed with a probability of 
Pv2 = 84 %, only. Assuming a fading-probability of Pf = 
0.05 and a call blocking probability of Pbc  = 0.01, as 
well as these events being not correlated, results in 
service availability of the order of 

A = Py •(1-Pf)•(1-Pbc) = 0.8411-0.05)•(1-0.01) = 0.79 

Iridium aims at a subscriber base of 5 million subscribers 
until year 2002 [15]. This is feasible under the condition 
of system saturation in all latitude bands. 

CONCLUSION 

This paper has outlined a method for evaluating the 
capacity of non-GEO satellite constellations for mobile 
communications, taking into account both fixed coverage 
and dynamic coverage, the latter implying reconfigurable 
satellite antenna patterns. The method considers the 
coverage from several satellites in the constellation, and 
therefore provides means for comparing the capacity for 
diversity and non-diversity based systems. Dynamic 
coverage is shown to bring a significant increase in the 
capacity, and therefore such a feature is an appealing one 
for future system design. Finally, the paper has presented 
an estimation of the share of the overall mobile satellite 
communications traffic load between candidate first 
generation systems according to their respective capacity. 
The estimated capacity of all considered systems is about 
22.2 Million subscribers world-wide. This number is 
much below the amount of 426 Million subscribers that 
has been forecast for the year 2000 by the UMTS-Forum 
[16]. This shows that there will be enough room in the 
mobile satellite communications arena for all first-
generation mobile satellite systems. 
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ABSTRACT 
INTRODUCTION 

The ELLIPSO system is one of five so-called Big-
LEO' commercial satellite communications systems 
licensed by the US Federal Communications 
Commission. ELLIPSO is unique among these 
systems in that it uses a patented constellation of 
elliptical orbits that permit it to selectively bias 
coverage and capacity to desired latitude bands and 
to selected local times of day or night. Thus, this 
system can more efficiently match designed system 
performance to the actual or projected market 
requirements with significantly fewer satellites than 
are needed by its circular-orbit competitors. The two 
inclined, elliptic, sun-synchronous planes of 
ELLIPSO (referred to as the  BOREALISTM  planes) 
both have apogees that remain at a high Northern 
latitude, where they provide excellent coverage of all 
of Canada. They are also biased towards to lean 
towards the sunlit hemisphere of the earth, so that 
they provide augmented daytime coverage of Canada 
(as well as the rest of North America). The advanced 
design of the ELLIPSO system promises to bring 
user costs per minute down to affordable levels. The 
ELLIPSO system will provide mobile cellular-like 
communications from a hand-held phone at any 
location in Canada to any public-switched, cellular, 
or ELLIPSO phone at anywhere in Canada or 
overseas. 

Big-LEO mobile satellite service providers will 
provide wireless regional and global 
telecommunications. Major market segments include: 
(1) extension of terrestrial cellular networks in 
regions with low population density, (2) telephony 
service in regions with no access to wireless or 
wireline communications, and (3) international 
travelers visiting countries with various cellular 
modes/bands and unreliable/congested networks. 
Big-LEO service providers include Iridium, 
Globalstar, ICO, ELLIPSO, and Constellation. The 
first three received their FCC license in January 
1995. ELLIPSO and Constellation (ECCO) were 
granted their FCC license in July 1997. All these 
systems rely on circular orbit constellations except 
ELLIPSO. By definition, circular orbits imply equal 
Northern Hemisphere versus Southern Hemisphere 
coverage, and additionally, equal day versus night 
coverage. ELLIPSO has two sub-constellations in 
three planes. See Fig. 1. The two inclined, elliptic, 
sun-synchronous planes are called BOREALIS. The 
circular-orbit equatorial plane sub-constellation is 
called CONCORDIA; it serves the lower Northern 
latitudes, the tropics, and populated areas of the 
Southern Hemisphere. (Elliptic orbit satellites will be 
added to Concordia at a later date.) In serving the 
Canadian market, ELLIPSO will rely primarily on 
BOREALIS, with some nighttime coverage by 
CONCORDIA of lower portions of Canada. For that 
reason, this paper will contentrate mostly on the two 
BOREALIS planes of the ELLIPSO System. 

The European terminology is Global Mobile 
Personal Communications  ystem (GMPCS). 
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Fig. 1, ELLIPSO Constellation 

ELLIPSO is unique in the group of Big-LEOs in that 
il employs elliptical orbits to better target the satellite 
cellular market. By placing the satellite apogees over 
more heavily populated areas during daytime hours, the system uses fewer satellites than are required by 
competing circular-orbit systems. Additionally, 
advanced design in the space segment, ground 
segment and user network, drawing upon recent 
developing technologies, assures high voice quality 
and seamless handovers with low probability of 
dropped calls. All of these factors translate directly into a lower cost per minute to the customer since 
fewer satellites also means fewer launch vehicles-
both of which are major components in any total 
system cost. The rather heavy biasing of ELLIPSO 
towards Northern Hemisphere coverage will strongly 
benefit ELLIPSO customers in Canada, where they 
will be assured of high quality, ubiquitous coverage 
thr°ugh at least two satellites at high elevation 
angles. Using a hand-held ELLIPSO phone (similar 
to a cell phone), customers will be able place a call 
from anywhere in Canada to any other telephone in-
cennitrY or internationally through the Public-
Switched Telephone Network (PSTN), or to any 
°tiler ELLIPSO mobile phone anywhere in the world. 

THE ELLIPSO CONSTELLATION 

Constellation Overview 

The unique ELLIPSO constellation, covered by US and foreign patents, employs a combination of elliptic and circular orbits to ensure efficient application of satellite resources to real-world communications ELLIPSO's requirements. 
constellation allows considerable flexibility in 
tailoring overall ystem capacity through its use of several forms of elliptic orbits. One primary consideration is the very uneven distribution of Population between the Northern and Southern 

Hemispheres. It makes eminently good sense to bias 
communications capacity in favor of the Northern 
Hemisphere (while still maintaining adequate 
continuous coverage of the Southern Hemisphere). 
Also, it makes good sense to have extra capacity 
available during daytime communication peaks with 
lesser capacity at night when the need for 
communications drops off dramatically. In sum, the 
coverage (number of satellites in view and their 
elevation angles) and the capacity (throughput per 
satellite multiplied by the number of satellites in 
view) provided by the ELLIPSO constellation is 
optimized for both latitude and time-of-day. 

BOREALIS - Northern Hemisphere Coverage: 

Coverage of most of the Northern Hemisphere by 
ELLIPSO is accomplished by the BOREALIS sub-
constellation - (you might have guessed this from its 
name!) BOREALIS comprises two planes, each 
having five elliptic sun-synchronous satellites, in 
approximately three-hour orbits. They are aligned so 
that the orbit planes are edge-on to the sun. Another 
way of stating this is that one has a noon ascending 
node, and the other a midnight ascending node. 
Being sun-synchronous, they maintain this condition 
of being edge on to the sun year in, year out. Like 
the Russian Molniyas, they have apogees high in the 
Northern Hemisphere, giving them considerable 
dwell time to better serve Northern Hemisphere 
(including Canadian) customers. On average, each 
Borealis satellite spends two-thirds of each orbital 
period in the Northern Hemisphere. Unlike the 
Molniyas (that are not sun-synchronous) BOREALIS 
satellites can be biased towards daylight hours due to 
their inherent sun-synchronicity. We do this merely 
by leaning the axes of both sets of these elliptical 
orbits towards the sun about 100. In effect, this tilt 
puts the apogees more on the sunny side of the earth, 
thus biasing coverage towards daytime hours (local 
time). 

The design of BOREALIS ensures that it will 
inherently provide superior coverage of Northern 
Hemisphere countries, such as Canada, Norway, 
Sweden, the UK, Russia, Northern China and Japan. 
Furthermore, the much higher minimum and average 
elevation angles attained in this region will permit 
reliable communications for users in rugged or 
mountainous terrain, or in heavily forested areas, as 

* well as during periods of heavy precipitation. 
Wireless satellite communications typically degrades 
markedly at the lower elevation angles common to 
most of the other Big-LEO systems. A comparison 
of the minimum elevation angles, as a function of 
latitude, is revealing in this regard. See Fig. 2. 
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WINTER 

Fig. 2, Minimum Elevation Angle Comparison 

CONCORDIA - Tropical and Southern Hemisphere 
Coverage : 

In order to cover the tropics and the remainder of the 
Southern Hemisphere, ELLIPSO makes use of the 
CONCORDIA sub-constellation. The baseline, 
initial deployment of this plane uses seven circular 
orbit satellites of approximately 4.8 hour periods. 
This ensures both day and night coverage down to 
55° South latitude. A later augmentation will be 
accomplished using several elliptical satellites whose 
motion is integrated with the encompassing circular 
satellites. This is the so-called CONCORDIA "Gear" 
array (US Patent Pending). See Fig. 3. The elliptical 
portion of this array employs the Apogee Pointing To 
the Sun (APTS) concept. The total combination will 
then provide both tropical and Southern Hemisphere 
coverage of populated areas, with augmented 
coverage during daylight hours. It will still not, 
however, provide coverage of Antarctica (impossible 
for equatorial plane satellites). 

CONCORDIA can provide lower elevation angle 
coverage of the southern  portions of Canada. 
However, ELLIPSO operators will generally use the 
BOREALIS satellites for coverage above 30° North 
latitude during daytime, and above 40° North during 
nighttime. 

ELLIPSO COVERAGE IN CANADA 

For reasons just described, the BOREALIS satellites 
will provide the vast majority of the 

Fig. 3, ELLIPSO GEAR Array 
(US Patent Pending) 

coverage service to Canadian customers. They will 
cover Canada ubiquitously, filling in all regions not 
covered by existing terrestrial cellular service. The 
high elevation angles and long dwell time of the 
satellites will ensure single satellite connectivity 
between the more densely populated areas of Canada 
with the vast areas of the country presently 
uncovered by wire-line or terrestrial cellular services. 

Fig. 4, BOREALIS Ground Tracks; 
6 a.m. Ottawa Time 

The satellite sub-points (tracks) for the two 
BOREALIS rings are shown on a Cartesian map in 
Fig 4. The satellites, being in retrograde 116.5° orbits, 
move from East to West. Those satellites marked 
"BD" are in the noon ascending node ring (note the 
position of the sun). Those satellites marked "B" have 
a midnight ascending node. At the time shown in 
Fig. 5 (about 6 am local Ottawa time) there are two 
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BOREALIS satellites in view of OTTAWA- BD2 
and BD3. 
Note also that, due to the elliptic orbits with perigees 
in the Soixthern Hemisphere, only one satellite in 
each ring is south of the equator; the other four being 
in the Northern  Hemisphere! Since Borealis apogees 
of 7605 km occur at about 60°N, the satellite 
footprints in this region are quite large, covering 
approximately one-fifth of the earth's surface. Figure 
5 shows an azimuth-elevation (az-el) view as seen by 
an observer looking up from Ottawa at noon local 
time. [Caution: North is up, and South is down; but, 
East is to the left and West is to the right in this 
ground-to-space view!] Four satellites are now in 
view, all at rather high elevation angles. Also shown 
is the locus of all the geostationary satellites, as well 
as the locus of the equatorial CONCORDIA 
satellites. None of the satellites are near either the 
ring of geostationary satellites, or the ring of 
CONCORDIA satellites. Thus, no inter-satellite 
interference is possible. At this point, it might be 
noted that at local midnight, it was found that only 
two satellites were in view from Ottawa, thus 
demonstrating the relative capacity bias on favor of 
day-time. 

Fig. 5, Az-El View (Center is at zenith) 
Ottawa local noon 

A 24-hour time plot at Ottawa for all ten BOREALIS 
satellites elevation angles, is shown in Fig. 6. 
Satellites will pass directly overhead when the 
BOREALIS orbit plane contains the geocentric 
radius of Ottawa. This will occur twice each day for 
each plane. The two peaks in elevation angles for 
each plane are clearly shown in Fig. 6. Some idea of 
the envelope of minimum elevation angle (to the 
highest satellite) can be gained by a closer study of 
this Figure. 

DG 

Fig. 6, Elevation Angles to BOREALIS Satellites 
from Ottawa, over a 24-hr period 

If a Canadian ELLIPSO user is located farther North 
near Yellowknife, at 62° 29' N, coverage is similar to 
that seen at Ottawa. See Fig. 7. Also, note that he will 
now be always able to access satellites in both of the 
two BOREALIS planes. In addition, since his latitude 
almost matches that of the Borealis apogees, there 
will be only one peak per day per Borealis ring. 
Looking North over the pole towards the opposite 
BOREALIS ring satellites, he will find their 
elevation angles can fall as low as 7 or 8 degrees. 
Still, he will have at least two, and sometimes three, 
satellites from the nearest ring visible at much higher 
elevation angles. 

-  1111111 .  •unolikirmiliiiiinimo •locumatiimuminnumalite mourtmiumbrommenloll . dOMMIIMOUR 
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Fig. 7, Elevation Angles to BOREALIS Satellites 
from Yellowknife, over a 24-hr period. 
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On the average, two to four satellites will be in view 
from any particular location within Canadian 
territory. Both the average and the minimum 
elevation angles to these usable satellites will be 
quite high, ensuring high quality voice transmissions, 
not adversely affected by terrain or atmospherics. In 
addition, due to their lower velocities near apogee 
and their higher operating altitudes, the BOREALIS 
satellites will remain in view for longer periods of 
time and the frequency of handovers is greatly 
reduced. 
A final chart showing the minimum and average 
elevation angles for both BOREALIS and 
CONCORDIA over a two-week period is shown as 
Fig. 8. 

LAIITUDO MO) 

Fig. 8, Minimum and Average Elevation 
Angles as a Function of Latitude 

THE ELLIPSO SATELLITE 

All ELLIPSO satellites (whether for BOREALIS or 
CONCORDIA) are identical in design. They all 
enjoy relatively small beta angles' of less than  23.5°. 
This is because CONCORDIA lies in the equatorial 
plane, while BOREALIS is sun-synchronous with 
noon and midnight ascending nodes. This use of a 
single design saves money in design and 
manufacturing costs. 

The Ellipso satellite is a three-axis stabilized vehicle 
using advanced composite materials in its structure. 
Its mass is approximately 1350 kg, and it derives its 
power from two large solar array panels having a 
total area of approximately 40 square meters. See 
Fig. 9. The satellite carries a communications 
payload designed to furnish cellular telephone like 
service, using broad-band CDMA signals. The user 

1 Beta Angle is defined as the angle between 
the orbit plane and the sun line. 

up-link(from the hand-held or fixed user terminal to 
the satellite) operates in the L-Band at 1610-1621 
MHz. The user down-link from the satellite operates 
in the S-Band at 2484 to 2500 MHz. 

Fig. 9, ELLIPSO Satellite 

ELLIPSO'S ECONOMICS AND MARKET 

Ellipso will provide wireless domestic, regional and 
international connectivity. Major market segments 
include: (1) extension of terrestrial cellular network 
services in regions with low population density, (2) 
telephony service in regions with no access to 
wireline communications, and (3) global wireless 
cormectivity to international travelers visiting 
countries with differing cellular modes/bands and 
unreliable networks. 

Coverage — Most of the Canadian territory remains 
uncovered by terrestrial infrastructure. Canada's 
northern  provinces, prairies, mountainous and 
forested lands, offshore fishing areas, mining sites, 
offshore oil surveying, drilling, and producing sites, 
extend through vast distances. These areas have a 
low population density and the cost per user/line of 
laying cables or building out cellular networks is 
prohibitive (Figure 10 highlights the gaps in 
Canadian cellular coverage and its concentration in 
metropolitan areas around the United States and 
coastal borders.) Ellipso satellite footprints will 
cover the entire Canadian territory, providing 
seamless connectivity to users traveling or residing 
outside of cellular and wireline coverage. Ellipso 
satellites will additionally provide high quality 
transmission even in forested or mountainous amas: 
the satellites will hover over the user at a high 
elevation angle for a long period of time, reducing 
the likeliness of signal  obstruction. 
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Fig. 10, Canada's Cellular Coverage 

User Profile — By providing universal and seamless 
connectivity, ELLIPSO will serve travelling as well 
as semi-fixed and fixed communities. These include: 
(a) residents of remote towns, hinterland and offshore 
mining and exploration sites, timbering sites, pipeline 
monitoring centers; (b) outdoor tourists, 
mountaineers, hunters, campers; (c) geological and 
ecological monitoring, and exploration centers; (d) 
Park, emergency, health, search and rescue, and 
security forces, as well as the RCMP and the 
Canadian Forces; (e) cross-country transportation 
fleets, as well as maritime, Coast Guard, and fishing 
fleets, and (f) commercial, general, and private 
aviation. ELLIPSO will enable customers to place 
secure emergency, personal, and professional calls 
from anywhere in Canadian territory, and will 
connect them to a switch from where their call will 
be routed locally, nationally, or internationally. 

Services — ELLIPSO will offer two baseline 
services: mobile and fixed. Mobile services will be 
provided via a multi-mode handset, similar in size, 
weight, and functionality to state-of-the-art cellular 
Phones. The mobile handset will be mounted on 
vehicles with a rooftop external antenna for improved 
signal quality, and a vehicular cradle for hand-free 
usage. Ruggedized versions will be available for 
maritime and military uses, in compliance with all 
relevant standards. Fixed and semi-fixed services 
will be provided through public and private phones. 
Ellipso public payphones will be solar-powered, coin 
or card-operated, and will provide a single or 
multiple lines in a phone booth. Ellipso private residential or business phones will consist of a 
r. °°ftop-mounted antenna wired to building phone 
Jacks to which regular phones will be connected. A 

ruggedized transportable version to be used for 
moving sites will also be available. 

Cost of Service — As ELLIPSO extends the reach of 
the terrestrial infrastructure, the cost to the end-user 
of this last, or first, mile of a call will come at a 
premium over terrestrial rates, assuming terrestrial 
options were available, and be added to PSTN tail 
charges. 
Mobile Services — ELLIPSO plans to wholesale its 
mobile services at CAN$0.71/mn on average 
(including monthly fee) to service providers. Retail 
price before landline and tax charges is estimated at 
CAN$0.92/mn on average (including monthly fee). 
As a benchmark, Telus Mobility's median airtime 
rate is CAN$0.18/mn (including monthly fee and 
before landline and tax charges.) 
Fixed Services — ELLIPSO plans to wholesale its 
fixed services at CAN$0.12/mn on average to service 
providers. Retail prices before PSTN tail charges and 
taxes are estimated at CAN$0.18/mn on average. As 
a benchmark, Telus's Domestic Direct Dial (DDD) 
rates for Canada range from CAN$0.05/mn to 
CAN$0.56/mn. 
It is expected that these last or first mile costs are 
affordable to the user who has limited or no 
alternative option available to him. They are made 
possible by ELLIPSO's BOREALIS planes, which 
are uniquely designed to efficiently serve the 
Canadian territory. Initial service by ELLIPSO 
BOREALIS satellites is expected by 2003. 

CONCLUSIONS 

In conclusion, the design and implementation of the 
ELLIPSO GMPCS provides efficient, moderately 
priced, satellite cellular telephone coverage to all 
parts of Canada. The efficient use of elliptical sun-
synchronous orbits with apogees at approximately 
60° North latitude ensures satellite visibility at high 
angles of elevation. This translates directly into 
efficient, ubiquitous coverage in difficult 
mountainous terrain, in fairly densely forested areas, 
and in conditions of bad weather. Moreover, the 
biasing of the ELLIPSO BOREALIS satellites 
towards daytime hours ensures that there will be 
augmented circuit capacity in the day, when it is most 
needed. Besides the many Canadian civilian and 
business uses for ELLIPSO services, appreciable 
.military, police and government market segments 
may also be well served by ELLIPSO BOREALIS 
satellites after the turn of the century. 
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ABSTRACT 

This paper reviews the proposals for second generation Big 
LEO systems, including a description of the role of these 
systems in third generation mobile communications. 
Spectrum requirements, standards issues and network 
architecture issues are examined. 

INTRODUCTION 

The growth of wireless mobile communications has 
exceeded the most ambitious estimates, with a projected 
285 million users worldwide at year-end 1998. Mobile 
satellite systems have had a small share of this market, with 
more than 400,000 users globally. However, the advent of 
satellite cellular systems (e.g., Big LEO systems) beginning 
in the fall of 1998 demonstrates the utility of mobile 
satellites in extending the range and utility of wireless 
mobile communications. For example, the satellite cellular 
systems will allow users to seamlessly utilize mobile 
communications globally, using terrestrial mobile systems 
where available, and accessing the satellite systems when 
the terrestrial signals are not present. These systems also 
will provide an important mechanism for instant 
telecommunications infrastructure in locations where 
neither terrestrial wireline nor wireless facilities exist. The 
satellite cellular systems will work compatibly as a 
component of second generation (e.g., digital) mobile 
systems. , 

Third generation wireless mobile communications systems 
(terrestrial) are under development. These systems will 
provide higher data rate connectivity to e-mail and the 
Internet, as well as interactive services such as 
videoconferencing. The satellite cellular systems are 
already planning enhanced second generation systems that 
will be a full-fledged component of third generdtion 
wireless, making mobile wireless Internet connectivity a 
reality on a global basis. 

SPECTRUM AND SERVICES FOR FIRST 
GENERATION MSS 

Mobile satellite (voice) services are currently available 
from Iridium (low earth orbit, (LEO)), and from 
geostationary systems lnmarsat, American Mobile Satellite, 

TM1, Solidaridad and OPTUS. LEO systems under 
construction include Globalstar, ICO Global 
Communications, Constellation Communications and 
Mobile Communications Holdings Inc. Ellipso. Their 
scheduled implementation dates and data rates are 
presented below. 

First Generation LEO MSS Systems 
System Date 
Iridium 1998 
Globalstar 1999 
ICO 2000 
Ellipso 2002 
Constellation 2003 

There are also a number of regional mobile satellite 
systems either under construction or in the planning stages; 
these systems will operate using geostationary satellites , 

 and are called Regional GSOs (Geostationary Satellite 
Orbit). Examples include ACeS (Asia), EAST (EuroPe , 

 Middle East and parts of Asia), and Thuraya (Middle East ,  
Europe and parts of Asia). [1] 

The frequencies being used by these mobile satellite 
systems are noted in the table below. 

Direction Current 
planned use 

1610-1621 MHz 

1621-1626.5 MHz 

2483.5-2500 MHz Space to earth 

1980-2010 MHz* Earth to space 

2160-2200 MHz Space to earth 

Data rates 
9.6 kbps 
9.6 kbps 
38.4 kbps 
9.6 kbps 
Not indicated 

Frequencies or ;',5  

Earth to space Globalstar, 
Constellation, 
Ellipso 

Earth to space Iridium 
and space to 
earth 

Globalstar, 
Constellation, 
Ellipso 
ICO, US 2 Ge. 
applicants 
ICO, US 2 Gle 
applicants 
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Frequencies 

1626.5-1660.5 
MHz 

Direction Current or 
planned use 

Earth to space lnmarsat, Am. 
Mobile, ACeS, 
other regional 
GSOs 

1525-1559 MHz Space to earth Inmarsat, Am. 
Mobile, ACeS, 
other regional 
GSOs 

2570-2690 MHz Earth to space N-Star, many 
terrestrial 
systems 

2500-2520 MHz Space to earth N-Star, many 
terrestrial 
systems 

*1990-2025 MHz/2165-2200 MHz in the US 

The first generation mobile satellite systems operating in 
kw earth orbit will provide data rates only up to 
aPProximately 9.6 kbps. However, ICO has announced 
Plans to expand its service offering to include rates up to 
38 .4 kbps. As will be seen below, for their second 
generation systems, the Big LEOs plan to move into the 2 
Cliz or other frequency bands and dramatically improve 
their data rate capabilities. 

THIRD GENERATION WIRELESS SERVICE 
DEFINITIONS 

International Mobile Telecommunications 2000 (IMT-
2, 000) will provide access to the global telecommunications 
infrastructure through both satellite and terrestrial systems, 
serving both fixed and mobile users in public and private 
netWorks. It is being developed on the basis of the "family 
of sYstems" concept, a federation of systems providing 
IMT-2000 service capabilities to users of all family 
rnernbers in a global roaming offer. [2] 

Key features of IMT-2000 include a high degree of 
eninnlonality of design worldwide; compatibility of 
seniices within IMT-2000 and with fixed networks; use of a 
sire terminals; and capability for a wide range of services. 

For the terrestrial component of 1MT-2000, the i  
' nternational Telecommunication Union (ITU) has 
Irlentified various services within the IMT-2000 menu. 
Services are expected to include "toll" quality voice, simple 
frilessaging (rates up to 14 kbps) and switched data (rates up 
`n 64 kbps). In addition, asymmetrical multimedia services are 

 expected to available, including high speed service with 
ait  rate of 2000 kbps in one direction and 128 kbps in the ,tku

gier. Another service will operate at 384 kbps in one d-i
—reetinn, and 64 kbps in the other. Applications include file  download, Internet browsing, full motion video and 
nen-interactive telemedicine. 

Symmetrical services would include high fidelity audio, 
video conferencing, telemedicine and various video 
conferencing applications. 

The ITU has identified four broad categories of mobile 
satellite services in the IMT-2000 offering, including voice 
services (likely to meet "toll" quality expectations), 
messaging services (enhanced over current capabilities to 
include extended message length, better delivery rates, and 
two-way paging), medium speed multimedia services, up to 
144 kbps, and highly interactive multimedia services. The 
latter are symmetric applications requiring the highest 
available speeds, up to 384 kbps. [3] 

Service 
Voice • Up to 8-16 kbps . 
Messaging Up to 40 kbps 
Medium multimedia Up to 144 kbps 
Remote offices* 144 kbps 
Highly Interactive 384 kbps 
Multimedia** 
*Access lntranets, downloads, electronic commerce. 
**Symmetric high-speed connections including image 
transfer and video. 

POTENTIAL MARKET FOR IMT-2000 SERVICES 

When WARC-92 identified spectrum for third generation 
wireless services (see below), voice service was considered 
to be the major source of traffic. Now, however, with the 
introduction of the Internet and skyrocketing demand for 
multimedia services, IMT-2000 has been redefined as a 
range of services, including voice, data and multimedia 
applications. While demand for voice services will 
continue to grow over the next several years, by 2002/2003, 
data services are expected to comprise an increasingly 
larger percentage of overall wireless traffic. Higher data 
rate services are expected to grow at a rapid rate between 
2005-2015. 

SPECTRUM FOR THIRD GENERATION WIRELESS 

In 1992, the World Administrative Radio Conference 
identified (but did not allocate) 230 megahertz of spectrum 
(1885-2025 MHz/2110-2200 MHz) that could be used by 
administrations wishing to implement third generation 
wireless systems, IMT-2000. The spectrum is allocated to 
several services, including fixed, mobile and mobile 
satellite services (MSS). The intention was to enable 
administrations to plan for implementation of future 
generation wireless communications services in these 
frequency bands. A portion of these bands (1980-2010 
MHz/2170-2200 MHz) was allocated internationally for 
MSS. 

Satellite "Third" Generation INireless Services 
Bit Rate Required 
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The table below shows the current allocations where the 
IMT-2000 frequencies overlap with Mobile Satellite 
allocations. 

THIRD Generation Spectrum, Terrestrial/Satellite 
Terrestrial, MHz MSS, MHz 

ITU 1885-2025/2110-2200 1980-2010/ 
2170-2200 

CEPT DECT:1880-1900 1980-2010/ 
UMTS: 1900-1980/ 2170-2200 
2110-2170 

Japan PHS: 1895-1918 1980-2010/ 
IMT-2000: 1918-1980/ 2170-2200 
2110-2170 

US PCS:1850-1990 1990-2025/ 
No spectrum identified for 2160-2200 
3rd gen. wireless 

Note: the only common spectrum which includes the US is 
1990-2010 MHz (earth to space) and 2170-2200 MHz 
(space to earth) for MSS. 

While Europe and Asia have largely observed the WARC-
92 designations for IMT-2000, the US, in 1994, allocated 
1850-1990 MHz for second generation wireless personal 
communications services (PCS) to be licensed through 
competitive bidding for the right to implement service in 
discrete service areas. [4] No national licenses were made 
available. This had the result of rendering unusable, in the 
US, a portion of the international MSS allocations. The US 
allocations for MSS are 1990-2025 MHz/2165-2200 MHz. 
[5] This could significantly reduce the spectrum available 
for global MSS systems, unless they are designed to operate 
in frequency bands that vary by region. 

In addition, the implementation of PCS in geographically 
discrete areas by multiple licensees raises questions about 
whether and how third generation wireless systems will be 
implemented in the US, even terrestrially. 

As terrestrial wireless has matured, the benefits of utilizing 
common frequency bands and a global standard have 
become evident. Users of GSM wireless systems, operating 
in the 1800 MHz band, can roam to 90 or more countries. 
However, US users of digital or analog cellular or PCS 
(including AMPS, GSM and CDMA standards) cannot 
readily roam beyond the US. This marketing aspect may 
work to the advantage of the global mobile satellite systems 
such as Iridium, Globalstar and ICO, who may find an 
eager market segment consisting of US travelers to 
overseas destinations and non-US travelers coming to the 
US, who wish to use a single phone number. Smart cards 
provide solutions to some users but these are not widely 
implemented as of 1999. 

Unfortunately, now that the US has gone its separate way 
with the PCS allocations and licenses, the stage is set for 
the US isolating itself once again when third generation 
wireless is implemented. Ironically that could again create 
opportunities for mobile satellite service providers who will 

provide at least some of the enhanced features and 
functions of third generation wireless. 

In Europe, access to certain of the MSS frequencies is 
restricted. The CEPT band plan, as currently reflected in 
the CEPT decisions, does not provide an opportunity for 
US space segment licensees/applicants for global systems 
in the 2 GHz licensing round to obtain access to 2 GHz 
MSS spectrum Europe before 2005. [6] 

REGULATORY SITUATION — THE ITU 

At the ITU, Study Group 8/1 is exploring the spectruni 
requirements for IMT-2000. The goals of the group include 
improving capabilities of wireless systems by supporting 
greatly increased bit rates and use of common frequeneY 
bands and identified standards to facilitate global roaming. 
Within TG 8/1, radio transmission technology (RTT) (air 
interface) proposals have been submitted. Ten terrestrial 
RTT proposals have been submitted and there are six 
satellite RTT proposals. Below is a chart of the satellite 
RTT proposals: 

Satellite TG 8/1 RTT Proposals 
Description Service 
49 LEO satellites, S. Korea  UA 

 2000 km alt. 
Satellite ESA 
wideband  COMA 
Satellite hybrid ESA 
CDMA/TDMA 
10 MEOs, 10,390 ICO Global 
km. Alt 
Horizons satellite Inmersat 
system 
Iridium Next Gen. Iridium 

With regard to the terrestrial RTT proposals, Europe i S  
primarily promoting UTRA, which is an evolution of GSM 
and WCDMA that has been developed by Ericsson. The 
US has submitted several RTTS, but its cdma2000 

 proposal, developed by Qualcomm, has generated the most 
 controversy. Technical groups are now meeting to develoP 

a compromise solution to accommodate both CDMA 
approaches. 

From the standpoint of TG 8/1, most, if not all of the 
proposed RTTs, both terrestrial and satellite, are likely t° 
be reflected in its final recommendation. Howeve 
pursuant to ITU policy, the submitting entities must either 
waive IP rights or agree to license the IP to others  oø 
reasonable terms. This is an element in the conflict 

 between the Ericsson and Qualcomm proposals as both 
companies have suggested they may withdraw their Rill 
if no consensus is reached on the CDMA standard. Base° 
on second generation wireless trends, it is reasonable t° 
assume that one TDMA standard and one CDMA standar d  
will predominate in third generation systems. 
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The satellite situation is somewhat outside this debate as 
the satellite systems now being implemented are able to 
operate using the proprietary IP of the satellite system and 
switch to one or more terrestrial systems, standards and 
frequencies as needed. So the main concern for potential 
satellite systems which plan to participate in third 
generation wireless is whether some administrations will 
require that their RTT be contained in an ITU 
recommendation as a prerequisite for licensing authority in 
that country. While the two may have little or no 
relationship, many administrations use the ITU processes 
and recommendations as a proxy for their own evaluation. 
This is especially the case when an administration lacks 
sufficient resources to evaluate technically a proposed 
sYstern. 

While RTTs were required to be submitted in 1998, it is 
Possible the process will be extended or reopened and other 
satellite RTTs permitted to be filed. This would appear reasonable as the first generation personal communications 
satellites are just now being implemented and system 
operators have had little opportunity to look ahead to their 
second generations. 

REGULATORY SITUATION: THE US 

In the US, the Federal Communications Commission (FCC) 
Itas  initiated a proceeding soliciting input from industry on 
sPectrum requirements for both the terrestrial and satellite 
enmPonents of IMT-2000. [7] Contributions to the 
Prciceeding were received in fall 1998, and the FCC is 
„studYing the contributions in preparation for developing the 
L'S position on spectrum requirements. 

SECOND  GENERATION MSS PROPOSALS IN THE IJS 

'Part  from its solicitation of views on IMT-2000, the FCC 
is conducting a rulemaking to develop licensing 

Prcicedures and service rules for provision of MSS in the 2 
Cliz bands. [8] A processing mechanism is required to 
°evaluate applications and letters of intent filed by nine 
'nutPanies to use the 2 GHz frequencies for mobile satellite aPplications. [9] [10] Included in the filings are 
aPPlications from Iridium, Constellation, Mobile 
enrurnunications Holdings, Inc., and Globalstar to launch 
isr,ee,.,nud generation mobile satellite systems. In addition, 

Global Communications filed to provide its first 
generation mobile satellite services in those frequencies. }°,eestationary system operators Inmarsat and TM I (Canada) tiled notices of intent to provide second generation mobile 
(satel lite services using higher-powered, next generation 
a'  satellites. The Boeing Company filed an 

l3Plication to build and launch a satellite-based air 
navigation and communications system. 

The chart below summarizes the applications. 

SAT/ SERVICES 
ORBIT 
1/GEO Mobile voice and data, point-to-

multipoint applications, data up to 
384 kbps 

16/ Aeronautical navigation 
MEG 
1/GEO Mobile voice, data, paging, 

messaging, video 
46/ Mobile voice, data up to 28.8 
LEO kbps, multimedia 

Globalstar 64/ Voice, data, paging, data up to 
GS-2 LEO 144 kbps 

4/ME0 
Globalstar 80/ Cellular trunking, LAN, Internet 
GS-40 LEO connections 
I CO 10/ First generation voice and data 

ME0 
Inmarsat 4/GEO Data up to 144 kbps with small 
Horizons terminals 
Iridium 96/ Voice, data up to 384 kbps 
Macro-Cell LEO 
MCHI 26/ Voice, data up to 64 kbps 
Ellipso 2G LEO 
TMI 1/GEO Voice and data, including Internet 

American Mobile Satellite, currently licensed to provide 
mobile satellite services in the US using the L-band 
frequencies, proposed to launch a more powerful satellite to 
offer enhanced services, including the use of non-directive 
antennas. American Mobile expects to offer higher-speed 
packet data services for connections to the Internet or other 
data networks, offering transmission rates up to 384 kbps. 
The American Mobile system would be capable of 
providing service in the Western Hemisphere. 

The Boeing Co. proposed to launch a 16 medium earth 
orbit satellite system to provide a range of communications, 
navigation and surveillance air traffic management 
services, on a global basis. 

The Celsat system, comprised of 3 geostationary satellites, 
would offer voice, data, message, image and video services 
at variable bandwidths up to 144 kbps. 

The Constellation system would be comprised of 46 
satellites, in low earth orbit, offering high speed digital 
transmission services at rates up to 28.8 kbps, including 
high speed file transfer, Group 3 facsimile, Internet access 
and other multimedia services on a global basis. 
Constellation is in the process of building its first 
generation mobile satellite system, and plans to integrate its 
two satellite systems. The ground network will include 
satellite control stations and gateways located around the 
world. 
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Globalstar filed applications to build a second generation 
mobile satellite system using either of two frequency bands, 
the 2 GHz and/or the V-band frequencies. The GS-2 
system, operating at the 2 GHz frequency, would consist of 
64 low earth orbiting and 4 geostationary satellites. The 
system could provide global voice and mobile data 
communications, facsimile, tracking and monitoring, 
position location and paging services. The terminals, which 
will include handheld, transportable and fixed units, will be 
designed to support various data rates up to 144 kbps. The 
handheld and vehicle-mounted terminals will use quasi-
omni-antennas, and the fixed terminals will use high gain 
directive antennas. The ground network will include 
satellite operations centers and gateways 

The V-band system, GS-40, will include 80 satellites in low 
earth orbit, providing an array of services including 
trunking and Internet access. The GS-40 is seen to 
augment Globalstar's first generation system, currently 
being launched. 

ICO Global Communications is building a 12-satellite, 
medium earth orbiting system to provide voice and data 
services, on a global basis, to mobile and fixed terminals. It 
plans to launch its first satellite later this year, and to begin 
providing satellite-based communications services in 2000. 
The ICO ground segment includes 12 satellite access nodes, 
located around the world, interconnected with a fiber optic 
network. 

Inmarsat, the global mobile communications entity, is 
planning to launch four satellites to geostationary orbit to 
provide personal multimedia communications and high 
speed services. The ground network would include access 
networks linking to points of presence in each country. 
Subscriber terminals would have an antenna size of 0.25 
meters, and the high speed data terminal would have an 
antenna of 0.75 meters. 

The Iridium Macrocell system will consist of 96 low earth 
orbiting satellites. The system will, according to Iridium, 
be interoperable with IMT-2000, and will provide voice, e-
mail retrieval, fax transfer, video and Internet connectivity 
and one- and two-way messaging services. A range of data 
rates are expected to be offered, including from 4.6 kbps 
(for basic voice) up to 384 kbps. The ground segment will 
include the satellite operational center and local gateways. 

Mobile Communications Holdings, Inc. plans to build a 
second constellation of 26 satellites; as is the case for 
MCHI's first generation, the Ellipso 2G will operate in 
elliptical orbit. The Ellipso 2G system will offer data 
transmission at speeds up to 64 kbps and Internet access. 
The ground segment includes a satellite control center, 
several regional network control centers, ground control 
stations and switching offices. 

TM I Communications plans to launch a single 
geostationary satellite to provide sophisticated mobile 

satellite communications in North America. It plans to 
offer a mix of services, including voice, circuit-switched 
and packet-switched data, fax and paging. Internet 
connections will be available. 

The Commission is considering a variety of options for 
handling the multiple applicants, including dividing up the 
spectrum a priori, licensing all the systems and allowing 
negotiations after licensing, or even after launch, and 
spectrum auctions. 

NETWORK ARCHITECTURE 

Plans for the network architecture for the second generation 
Big LEOs will be similar to those already being built for 
the first generation. The ground segment includes satellite 
operations centers, located where necessary, which will 
have a certain number of antennas and associated 
equipment to communicate with the satellites. A network 
control center will monitor and control the entire network, 
and will be interconnected with the gateways located 
strategically around the world. 

The gateways handle call interconnection to and from the 
terrestrial network, either fixed or wireless, and route the 
call through the satellite network. 

The gateways are responsible for mobility management 
(tracking subscribers and routing calls to and from them), 
call set-up, maintenance and tear-down, security and fraud 
management and network operations. The gateways also 
provide the interface to the terrestrial networks, including 
the Public Switched and Public Data Networks. 

INTERCONNECTION WITH TERRESTRIAL 
NETWORKS 

The gateways of MSS systems provide the interface 
between the ground segment and the switch of the local 
network operator. Interfaces will be provided to the Public 
Switched Telephone Network and data networks. 

Assuming that the Big LEO operators will use their first 
generation ground segment as the basis upon which to 
integrate the second generation services, the gatewaY 
interface will be enhanced to meet the new service 
requirements. This may mean adding additional switching 
equipment, as well as an Internet node, to provide 
appropriate interconnections. Various subsystems may be 
installed, depending on service requirements, including 
switching subsystems for circuit services, and packet 
services subsystems and/or messaging subsystems for data 
services. 

As the table below shows, each of the system operators will 
be using a variety of modulation techniques in their second 
generation MSS: 
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Modulation Techniques, 2ne  Gen MSS 
System 
Constellation 
Globalstar 

Horizons 
lrjdiuyri 
MCHI 

The systems intend to be interoperable with third 
generation digital cellular standards, which will require the 
aPpropriate switching equipment located at each gateway to 
perform the conversion between the satellite system and the 
cellular network. For calls going into the fixed public 
network, a different conversion process is required. 

TECHNICAL STANDARDS 

In the first generation mobile satellite systems, all systems 
are being built to be compatible with the GSM digital 
cellular network, as it is a global standard. In addition, the 
SYStem operators are specifying user terminals that will be 
Compatible  with other second generation wireless standards 
such as D-AMPS and CDMA. None of the current 
generation of Big LEO systems is compatible with each 
°,ther. Each of the five systems has developed a proprietary 
air interface and specifications for handsets. As an 
example, Iridium handsets will not work on Globalstar, nor 
will the ICO handset operate with the Constellation or 
MCHI systems. 

The situation will not change in the second generation LEO 
Mobile satellite systems. Each satellite operator is again 
developing proprietary air interfaces. Global roaming 
Within each system will be possible, but roaming between 
sYstems will not. 

Two of the regional geostationary mobile satellite systems, 
ACeS and EAST, have agreed upon a common air interface 
t° permit seamless roaming between both systems. 
However, neither system has announced plans regarding its 
aPProach to providing third generation wireless services. 

CONCLUSION 

The dramatic growth in Internet use has changed the way 
We work, learn, access information and entertainment and 
I nteract. To date, ready access to these capabilities has 
been restricted to those with fixed communications and a 

C.  Third generation wireless envisions a world in which 
access to the Internet, to e-mail, and the ability to take 
advantage of multimedia communications will be possible 
regardless of the subscriber's proximity to a fi xed 
*communications port. 

To extend those opportunities to every location on earth, 
mobile satellite services will be key. Second generation 
mobile satellite systems will play a crucial role in providing 
ubiquitous coverage, making mobile wireless Internet 
connectivity a reality on a global basis. 

[1] For details on the systems, see Leslie Taylor Associates' 
The Complete Book on Mobile Satellites: Systems, 
Services and Markets, Bethesda, Phillips Business 
Information, Inc., 1999, Chapters 9-12. 
[2] ITU IMT-2000 web site, at www.itu.int. 
[3] US IMT-SPEC Working Document Revision 5.0, Draft 
Contribution, Document 8-1/USA98-26, Working 
Document Towards a Draft New Report ITU-R M. 
[IMT.SPEC.], Spectrum Requirements for IMT-2000, 8 
October 1998, Table 10 at 20. 
[4] Amendment of the Commission's Rules to Establish 
New Personal Communications Services (PCS Proceeding), 
GEN Docket No. 90-314, Memorandum Opinion and 
Order, 9 FCC  Red 5947 (1994). 
[5] Amendment of Section 2.106 of the Commission's 
Rules to Allocate Spectrum at 2 GHz for Use by the Mobile 
Satellite Service, ET Docket No. 95-18, First Report and 
Order and Further Notice of Proposed Rule Making, 12 
FCC  Red 7388 (1997). 
[6] CEPT decision ERC/DEC/(96)SS. 
[7] Public Notice, Commission Staff Seek Comment on 
Spectrum Issues Related to Third Generation 
Wireless/IMT-2000, Report No. IN 98-48, August 26, 
1998. 
[8] FCC Adopts Notice Proposing Policies and Services 
Rules for the 2 GHz Mobile Satellite Service, IB docket 99- 
81, Report No. IN 99-12, March 18, 1999. 
[9] Public Notice, Report No. SPB-119, March 19, 1998. 
[10] For details on the systems, see LTA study, Op. Cit., 
Chapter 13. 

Modulation 
COMA 
CDMA, TDMA, FDMA 

' TDMA 
TDMA 
COMA, TDMA 
CDMA 
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• 10 operational satellites in two orbital \ 
planes; 10,390 km (6 hours) orbit s 

• Each orbital plane inclined 45 degrees to 
equator 

• One spare satellite in each plane; making 
12 total launched  

• 12 Satellite Access Nodes located 
globally 

Performance of Non-GEO Systems 

The ICO System for Personal Communications by 
Satellite 
Dr. N. Bains 

ICO Global Communications, 
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THE OPPORTUNITY 

By the end of this decade more than 80% of the world's 
land surface, and about 40% of its population, is likely to 
be without cellular coverage. There will also be many 
different cellular standards, both analogue and digital, and 
even when standards are common, there may be limitations 
on roaming between different systems. The result is a non-
uniform service availability for the customer. The gradual 
introduction of new digital standards will only partially 
relieve this, and until well into the next century there will 
be many situations where a single-standard cellular/PCS 
phone will not obtain service everywhere. 

The fragmentation of standards and the remaining unserved 
geographical areas represent an opportunity for satellite 
phones. ICO does not believe that a satellite handheld 
phone service will ever be deliverable at prices competitive 
with well-designed terrestrial systems, but it will form an 
ideal complement for use in regions where terrestrial 
services are not compatible with the user's home region, or 
where there simply is no terrestrial coverage. 

SUMMARY OF ICO SOLUTION 

ICO is a satellite-based mobile communications system 
designed primarily to provide services to handheld phones. 
The system will offer digital voice, data, facsimile, and a 
suite of messaging services anywhere in the intended 
environments world-wide. 

Overview 

The system design integrates mobile satellite 
communications capability with terrestrial networks and 
employs, among others, handheld mobile telephones which 
offer services similar to normal cellular phones, in outdoor 
environments. It will route calls from terrestrial networks 
through ground stations (called Satellite Access Nodes or 
"SANs") which will select a satellite through which the call 
will be connected. Calls from a mobile terminal will be 
routed via the satellite constellation to the appropriate fixed 
or mobile networks or to another mobile satellite terminal. 
Handsets will be produced by major manufacturers of 
telecommunications equipment, benefiting from terrestrial 

cellular/PCS technology. Single-mode satellite-only 
versions will be available, but most are expected to be 
capable of dual-mode operation with both satellite and 
terrestrial cellular/PCS systems. Dual-mode handsets will 
be able to select either satellite or terrestrial modes of 
operation automatically or under user control, subject to the 
availability of the satellite and terrestrial systems and the 
user's preferred service arrangements. 

The Space Segment 

A constellation of 10 satellites in medium earth orbit 
(MEO), 10,390 km above the earth's surface will be 
arranged in two planes of five satellites each, with one 
spare satellite in each plane (i.e. 12 in orbit). Hughes Space 
& Communications International, Inc., is currently building 
the satellites under a contract signed in July 1995. 

ICO Satellite Constellation 

The configuration has been designed to provide coverage of 
the entire surface of the earth at all times and to maximise 
the path diversity of the system. Path diversity is the 
availability to a user of more than one satellite at the same 
time, and provides an alternative path for transmission in 
case one satellite is obstructed, increasing the likelihood of 
uninterrupted calls. 

The satellites will be linked to a ground network (the 
ICONET) which will interconnect twelve SANs located 
throughout the world. SANs comprise earth stations with 
multiple antennas for communicating with satellites, and 
associated switching equipment and databases. The 
ICONET and SANs will implement the selection of call 
routings to ensure the highest possible quality and 
availability of service to system users. Gateways are the 
points of interconnection between terrestrial networks and 
the ICONET, and are located throughout the world. 
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ICO System Overview 

SELECTION OF ORBITAL CONFIGURATION 

The generally known technically feasible options of 
providing a communication service to handheld satellite 
Phones are:  

(i) low earth orbit (LEO - up to 2,000 km 
altitude); 

(ii) medium earth orbit (ME0 - 8,000 to 20,000 
km); or 

(iii) geostationary orbit (GEO). 

T° cover the earth fully, LEO requires around 40-70 satell ites, ME0 needs 6-20 satellites, and GEO needs 3-6 satellites. 

The choice of orbital configuration has to take into account 
rot only the quality of service which will be delivered to 
,-"e+  User, but also the feasibility and technical risk of the satellites 

 themselves, and the problems of procuring and 
'anaging the required number of satellites. 

kit was concluded that the ME0 configuration could offer est civerall service quality for the desired market. This is bu 
eeause of the orbital properties, which confer, with a 

reasonable number of satellites, the following benefits: 

high average elevation angle from user to 
satellites, minimising probability of blockage 
a user being in the field of view of more than 
one satellite hence offering good satellite 
path diversity 
slow-moving satellites (about 1 degree per 
minute across the sky as perceived by the 
user). 
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The technology studies of the LEO, MEO, and GEO 
satellite constellations concluded that MEO represents a 
reasonable implementation and schedule compromise. The 
large number of LEO satellites which would be needed, 
taken with their relatively short lifetimes in their expected 
radiation environment, present logistical and manufacturing 
problems in maintaining the constellation. GEO satellites 
become very complex in view of the high number of beams 
which would be needed from each one, and services are 
characterised by a relatively long transmission delay. 

Service coverage of one ICO satellite. 

Satellite Constellation 

The orbital pattern is designed for significant erage 
overlap, ensuring that usually two but sometimes three and 
up to four satellites will be in view of a user and a SAN at 
any time. Each satellite will cover approximately 30 Per 
cent of the earth's surface at a given time. The satellite 
orbits have been selected to provide coverage of the entire 
globe on a continuous basis, while allowing high elevation 
angles to users, averaging 40-50 degrees. An instantaneous 
view of the coverage of the 10 satellites is shown below. 

Satellite Design 

The satellites are based on the proven HS601 geostationarY 
satellite bus. The communications payload is of transparen t  
design, allowing flexibility to transmission format, using 3  
high degree of digital technology for functions such as 
channelisation and beam generation that have traditionallY 
been performed by analogue technology. The digital 
technology provides a very flexible satellite configuration , 

 while having significant advantages over analogue 
technology in terms of production and manufacture for the 

 comparatively large production run as compared with more 
conventional geostationary satellite orders. 

Another key feature of the design is the separate transtni t  
and receive antennas for the service link antennas, allowing 
easier manufacture and better intermodulation protection  
than a combined transmit/receive antenna. 

Links between individual users and satellites will he 
established via service antennas mounted on each of the  
satellites. To provide robust radio links with handheld 

 units, the satellites use antennas with an aperture in excess 
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of two metres. The use of multiple service link beams on 
each satellite also allows frequency re-use and increases the 
efficient use of spectrum allocation. 

Each satellite is designed to support at least 4,500 telephone 
channels using time  division multiple access (TDMA). 
TDMA technology was selected after careful consideration 
of other technologies. 

The life span of ICO satellites is expected to be 
aPproximately twelve years. 

Satellite Technology 

Service link and number of beams: The system performance 
will be well in excess of that required to provide the desired 
level of service. The 163 transmit and receive service link 
beams will provide links with a minimum power margin in 
excess of 8 dB. 

Feeder link antennas: Feeder link antennas support the link 
between the satellites and the SANs. At any time, each 
satellite will usually be in direct contact with between two 
aPid four SANs. Before a satellite falls outside the line of Sig ht of one SAN, it will establish contact with another 
S.AN. This SAN will then track the satellite whilst it is in its 
line of sight. 

Service coverage of one ICO satellite 

Satellite mass and power estimates: The total satellite 
launch mass, for a 'direct injection' into the final orbit, is 
ab.out 2600 kgs allowing multiple launch vehicle capability. 
birect injection allows some simplification to the HS601 as 
o aPogee motor is needed to achieve final orbit. The solar 

arrays will use the latest Gallium Arsenide cells to provide 
end of life powers in excess of 8,700W.  

Service link spectrum requirements  (for  connection between 
user terminals and satellites): The choice of bands for the 
provision of service links for MSS systems include 1.6/1.5 
GHz, 1.6/2.4 GHz and around 2 GHz. 

The World Radio Conference 1995 (WRC-95) made a 
number of important modifications to the original 
allocations at 2 GHz. The most relevant of these was that 
the date of access to the bands by the MSS was brought 
forward to 1st January 2000 (previously 2005), and that 
additional spectrum was made available in Region 2 (the 
Americas). 

Feeder link spectrum requirements (for connection between 
satellites and SANs): For feeder link operation, ICO has 
chosen to operate in the 5 GHz and 7 GHz bands. These 
bands form part of a pair of new allocations made by WRC-
95 for feeder links to non-geostationary satellites providing 
MSS. 

T7'&C 

The satellite control centre (SCC) will manage the ICO 
satellite system by tracicing the movements of the satellites 
and adjusting their orbits to maintain the constellation. It 
will also monitor the general condition of the satellites by 
collecting data on the power supply, temperature, stability 
and other operating characteristics of the satellites and will 
also have the ability to manoeuvre satellites to realign the 
satellite constellation in the event of any satellite 
malfunctions. In addition, at the outset of the ICO system 
implementation, the SCC will support the launch and 
deployment of the satellites. 

The SCC will control the transponder linkages between the 
feeder and service antennas on the satellites. This process 

C-band transmit array Calibration probe 

S-band trauma array 

C-band TT&C antenna 

Indicative ICO Satellite 
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will dictate, among other things, frequency reconfiguration 
within feeder link beams and optimal channel allocation 
between high and low traffic spot beams. 

USER TERMINALS 

Handheld Phones 

The large majority of ICO user terminals are expected to be 
handheld, pocket-sized telephones, capable of dual-mode 
(satellite and cellular or PCS) operation and very similar in 
size and appearance and in voice quality to today's 
handheld cellular/PCS phones. The price of ICO dual 
mode phones, on the basis of high volume production, is 
expected to be competitive with other comparable satellite 
systems at service introduction. 

The ICO handheld phone is planned to have optional 
features including extemal data ports and intemal buffer 
memory to support data communication, messaging 
functions, facsimile, and the use of smartcards (SIMs). 

ICO phone 

Safety 

The ICO system has been designed to ensure that the 
handheld phone will comply with expected safety 
requirements in respect of radio frequency radiation. The 
average transmitted power typically during use will not 
exceed 0.25 watts. Existing cellular phones have average 
transmitted power typically in the range of 0.25 to 0.6 
watts. 

Other Derived User Terminal Types 

The technology used in ICO handheld phones is expected 
also to be incorporated in a wide range of other user 
terminal types including vehicular, aeronautical, and 
maritime mobile terminals and semi-fixed and fixed 

terminals, such as rural phone booths and community 
telephones. 

ICONET AND SATELLITE ACCESS NODES 

SANs will be the primary interface between the satellites 
and the terrestrial networks. They will also house the 
equipment which will route the satellite signals for 
distribution to the appropriate Gateways. A SAN will 
comprise three main elements: 

five antennas, with associated equipment to 
communicate with the satellites; 
a switch to route traffic within the ICONET 
and to Gateways; and 

(iii) databases to support mobility management. 

Each SAN will contain a database to hold details of user 
terminals currently registered to that SAN (in GSM 
terminology, this is a Visitor Location Register or VLR). 

Each SAN will track the satellites within its sight, direct 
communications traffic to the optimal satellite for the most 

 robust link, and subsequently, as appropriate, will execute 
hand-offs to maintain uninterrupted communication. 

The ICONET will be managed by the Network 
Management Centre. 

USER MOBILITY MANAGEMENT 

A critical feature of ICO will be its integration into public 
land mobile networks (PLMNs). In most instances the 
satellite network will be viewed as a complementarY 
service into which PLMN subscribers who wish to have the 
capability of making and receiving calls in areas not 

 serviced by their PLMNs may roam. 

In order to provide global roaming, the ICONET will 
include a system for management of global user mobilitY 
based upon the existing digital cellular standard, GSM. 

HLRs in co-ordination with VLRs will verify user 
information and status, and locate the user anywhere in the 
world. Any handset which is turned on will send a signal  
via satellite and SAN to the user's HLR which will verifY 
the user's status and allow access to the system. The systall  
will communicate this clearance to that SAN and register it 
in its VLR. The HLRs second function is to communicate  
the VLR location of any user to the SAN through which an 
incoming call is originated. This will enable the call to he 
directed to the SAN closest ,to the intended call recipient. 
The call will then be completed via satellite link. 

VLRs will register the location of users outside of their 
home regions. Each SAN will have VLR capability. A s  
described above, at registration, a signal from the handset  

(i)  

(ii) 
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will be sent through the nearest SAN to the HLR and back 
to the VLR at that SAN. Incoming calls, initially signalling 
the HLR, will be sent to the SAN whose VLR is registering 
the current location of the user to complete the linkage via a 
satellite in that area. 

ICO SERVICES 

The Company intends to offer a wide range of satellite-
based mobile telecommunications services through 
handheld, speciality and semi-fixed ICO Phones in the four 
market segments discussed above. These services includes 
v°ice, data, facsimile and value-added services such as 
voicemail, messaging, high penetration notification; three-
way calling and call forwarding. Satellite-based access to 
computer systems, corporate networks and the Internet will 
also be offered by means of data communications at various 
speeds. The ICO System is designed to accommodate 
'various data rates, initially at speeds of up to 9.6 kbits per 
second. The Company intends to offer specialised services such as vehicle location and fleet management services to 
customers in the ICO Speciality Mobile segment. The 
Company also intends to offer, in conjunction with its 
S.  ervice Partners, customer support packages in addition to 
Its Primary services. The Company is also considering 
offering a packet data service within its product portfolio. 

An important feature of the ICO service will be a high 
penetration notification function intended to deliver alerts 
t°  ICO Phones to inform users of incoming voice calls or 
data messages in circumstances where normal 
coMmunication is not possible. Unlike typical paging 
services, ICO's high penetration notification service is 
expected to provide confirmation to the call that the notification has been delivered. 

CURRENT STATUS 

SAN Sitê under construction  

ICO is in its fourth year of implementation and on track to 
launch a full commercial service in the year 2000: 

• Satellite construction by Hughes Space and 
Communications International since July 1995. 

• Satellite System Critical Design Review completed. 
• Launch vehicle procurement is complete. The satellites 

will be launched by a selection of vehicles: the US 
Atlas IIA and Delta III, Russia's Proton and the 
Ukrainian Zenit. The first launch is scheduled for 
1999. 

• A consortium comprising NEC, Hughes Network 
Systems and Ericsson has begun work on the design, 
construction and delivery of the ICONET. 

• First set of SAN RFT equipment shipped. 
• Sites for 12 SANs have been selected in the USA, 

Brazil, Chile, Mexico, South Africa, Germany, UAE, 
India, China, Australia, Korea and Indonesia. 

• Site infrastructure and operations contracts have been 
signed in the USA, Chile, South Africa, Germany, 
UAE, India, Australia, Korea and Indonesia. 

• Establishment of the Network Management Centre in 
Japan and the Satellite Control Centre in London is in 
progress. 

• Contracts have been signed with NEC, Samsung and 
Mitsubishi for the design, development and 
manufacture of handsets. Negotiations are in progress 
with other manufacturers. 

• Wavecom of France has been contracted as ICO's user 
terminal technical reference partner. 

• DVSI has been contracted as the vocoder provider. 
• Exclusive and non-exclusive distribution agreements 

have been signed with national service partners in over 
90 markets. 

• Service licences have been awarded in five countries 
and other jurisdictions have assured ICO investors that 
licences will be granted. 

• The ITU has advanced the availability of ICO's 
preferred service-link frequencies in the 2GHz band to 
January 1, 2000, and allocated feeder-link frequencies 
in the 5/7GHz band. 

• The ITU has allocated the country and mobile network 
codes needed to route calls to ICO customers. 

• CEPT has confirmed that ICO has demonstrated 
compliance with first five of eight milestones. 
(Submission of relevant data for international 
frequency co-ordination, evidence of satellite 
manufacturing contract, satellite launch agreements, 
SAN agreements and completion of the spacecraft 
critical design review). 
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ABSTRACT 

This paper aims at the investigation of interference for a 
multibeam antenna satellite system and a method to reduce 
the impact of the interference. 
First, the theoretical background is outlined and then a 
method is derived to combat interference. Simulations with 
the interference cancellation technique are shown. At the 
end possible restrictions due to imperfect knowledge and 
effects like Doppler are discussed. 

INTRODUCTION 

For a TDMA satellite systems there are two major 
limitations on the capacity of a satellite system: the 
achievable signal to noise ratio (SNR) due to the link 
budget and the signal to interference ratio (SIR) owing to 
the interference between users of different cells. The link 
budget influences mainly the capacity of one cell, whereas 
the interference in a TDMA system limits the possible 
number of cells with the same frequency. 

Regarding interference in a TDMA system, the uplink is 
the worse case, since the transmitter of a user is allowed to 
be positioned anywhere in its cell, and therefore the 
distance between a transmitter and its interference sources 
can become smaller than for the downlink case. For that 
reason, the article deals only with the uplink channel to the 
satellite. 

The investigated system is a geostationary satellite with a 
multibeam antenna realized with a fixed beam forming 
network. It is also assumed that synchronization is done in 
the digità1 domain. Therefore the different phases/delays 
between all signals are accessible. In order to emphasize 
the main points of the idea a simplified model will be used, 
assuming that all users are bit-synchronous and have a 
random phase shift. 

Most of the aspects of the interference cancellation will be 
shown for an ideal regular 61-cell beam antenna, see. fig. I. 
The grey shaded cells indicate the later used cells for the 3 
frequency TDMA system. 

For this pattern, the antenna elements are assumed to be as 
defined by ITU-R S.672.3, with quadratic increasing 
attenuation in dB, —30 dB side lobe-level and cell radius at 
the —3dB limit. 

INFORMATION THEORETIC ASPECTS 

A first approach for this system is to compute the capacity 
of the whole system. For simplicity, the satellite channel is 
assumed to be an AWGN channel with a defined 
interference between different beams. 

Fig. 1: Regular 61 cells pattern 

As stated in Suard et. al. [1] the sum capacity of all users 
of a multibeam antenna can be written as : 

1 
R k  - log det (1 + AR s  A H  ) ( 1 ) 

k=1 2 
Where P is the number of users, the columns of A, ak  are 
defined as the response vector of the antenna beam for the 
k'th user. So the element A(i,k) is the impulse response of 
the k-th user on the i-th antenna beam. 

R s  = } (2) 
is the SNR of the different uncorrelated user signals. 
Formula 1 assumes that all user signals are jointly 
decoded. 

If the signals are independently decoded, as normally done, 
the signal power of all other users in the beam is treated as 
noise. The sum capacity can then be expressed as: 

P 1 . .-9' 1 A(k,  kt • E R k  log(1+ p ) (3)  
k=1 2k 2  1+ E A(k,h) • cr

1  
h- 

h=1,h#k 

Therefore the possible increase of capacity by using joint 
detection can be computed. In the case of the regular 61- 
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cell pattern with 61 users, joint detection would more than 
double the sum capacity of the satellite, depending on the 
individual SNR and the positions of the users. Additionally 
the capacity could increase further, since even more users 
than beams could be allowed. 

The main drawback for joint decoding is the complexity of 
the receiver. The optimal maximum-likelihood decoder 
described by Verdu in [2] has to combine all available 
knowledge from every terminal's signal. This is done, 
roughly speaking, by using a Viterbi-like decoding 
algorithm where each state defines the combination of the 
signals sent by all users. Therefore, there are 2uSERS  states 
and the complexity of the decoder grows exponentially. 

Thus, different suboptimal schemes were developed, one 
of them is interference cancellation. 

INTERFERENCE CANCELLATION 

In the case of interference cancellation the information is 
independently decoded in a first step, just like in the 
conventional scheme. After demodulation and channel 
decoding there exists an estimate of the transmitted 
Signals. This information is then used to eliminate the 
interference by subtracting the estimated influence of the 
signais from the interfering users from the signal which is 
looked on. This improved signal is then again decoded, 
giving a better estimate of the signal. This is done for all 
signals. 

These 2 last steps (decoding and cancellation) can then be 
iterated with ever increasing reliability on the bits, until 
near single user performance has been reached, see e.g. 

Fig. 2: One stage interference cancellation 

In order to generate a good estimation of the influence of 
the signal, the channel decoder does not only compute hard 
d.  ecisions but soft-information about the quality of the 
Information, so that reliable decisions are taken into 
account to a greater extent than unreliable. An example for 
a soft decoding algorithm is the soft-output-Viterbi-
decoder (SOVA) [4]. 

TIDMA AND INTERFERENCE REDUCTION 

Even, though these sub-optimal schemes need a much 
1°‘ver complexity than the optimal decoder, their 
complexity still increase significantly with the number of 
users. 

For TDMA an interesting aspect is the frequency re-use 
scheme used for a typical regular TDMA system. There are 
always 6 nearest neighbors, which are responsible for the 
main inter-cell interference. Therefore the complexity of 
interference cancellation for only 6 next neighbors seems 
manageable. Additionally the signals are fairly 
synchronized and have a common frequency slot. 

In the satellite case, there are two points which make inter-
cell interference cancellation especially attractive. First, 
there is only one "base station" , i.e. the satellite, where all 
the information from the different user from different cells 
is present. Secondly the attenuation of the antenna drops 
only with the square of boresight deviation, which is far 
less than in the terrestrial case, resulting in a higher 
influence on the cell pattern. 

In the following part of the paper the improvement is 
shown, which can be obtained by a simple l -stage 
interference cancellation, for an regular TDMA pattern 
with cluster-size 3, as indicated in figure 1. 

SIMULATIONS 

In the simulation a soft-output-Viterbi-decoder (SOVA) is 
used with a memory 4 Rate R=1/2 convolutional code. 
BPSK is chosen and the phase between users is assumed to 
be random. Additionally, the TDMA-frames of the users 
are individually interleaved. The matrix A, which defines 
the correlation between the users, is assumed to be known 
at the receiver. 

RESULTS 

The first simulation is done for the case of the TDMA 
system indicated in figure 1. First, the worst case is 
considered: the positions of the users are shown by dots in 
figure 3. The carrier to interference ratio (C/I) for the user 
in the center cell of the pattern is then 1.1 dB. 

Fig. 3: User position for worst case 
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The overall signal to noise and interference ratio (SNIR) 
for independent decoding and the assumption of equal 
power for all user is then: 

Figure 4 shows the bit error rate over Eb/No  for the center 
user, first in the case of independent decoding. The second 
curve marks the joint decoding, taking only into account 
the 6 nearest neighbors, the third curve is full joint 
decoding. Finally, it is shown what can be achieved by 
iterating the interference cancellation once more with the 
single user curve as reference. 

As can be seen in figure 4, the bit error rate of the 
independent decoding is only decreasing very slowly, since 
the interference is equivalent to a second noise source at 
4.1 dB (due to the rate R= '/2 convolutional code) and 
therefore the independent decoding at Eb/No  4.1 dB is 
equivalent to a single user at SNR =1.1 dB. For higher 
SNR the BER is then asymptotically reaching the single 
user SNR = 4.1 dB point. 

without IC 
IC, 6 nearest 

single IC 
double IC 

. single-user 

ce 

le-005 
1.5 2 2.5 3 
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Fig. 4: BER for worst case single user 

In contrast to this, the joint decoders have only a small loss 
of less than 0.5 dB with respect to the single user case. 
Also theie is only a negligible loss, if only the 6 nearest 
neighbors are taken into account and only a small gain, if 
the interference cancellation is iterated. 

Since the reduction of interference is so successful, it can 
be used to design a pattern with even higher capacity. 
Therefore an scenario is assumed with the users at the 
center of their cells but using only a single frequenzy, see 
figure 5. 

Actually this pattern is equivalent, regarding interference, 
to a standard 3 frequency scenario as in figure 1, with the 
only difference, that the cell radius is not defined to be at 
the —3 dB edge, but at -1.3 dB. This would result in tripling 

the number of cells, whereas the diameter of the antenna 
reflector would stay constant. 

Fig. 5: Single frequency scenario 

The C/I at the center cell is 0.55 dB. The results for this 
user can be seen in figure 6. 
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Fig. 6: BER for single frequency system 

Since there is now a higher interference between the 
signals, the gain by doing an additionally interference 
cancellation stage is increased. A characteristic of repeated 
interference cancellation is the fact, that there is a 
threshold, after which it can reach single user BER with 
enough iterations, see [3]. But at lower SNR, the 
improvement due to iterations is not so high. 

For interference cancellation it is important, that there is 
an independent interleaving between the users. Figure 7 
shows the loss, if the convolutional encoders are 
synchronous. 

without IC 
double IC, no-interleave 

double IC 
single-user 

LU 

1 1.5 2 2.5 3 3.5 4 4.5 
SNR In dB 

Fig. 7: With and without interleaver for single 
frequency 
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UNEQUAL POWER DISTRIBUTION 

In the mobile satellite case, the power difference between 
the received signals of line-of-sight user and a shadowed 
user can be quite high. Therefore a high link margin is 
necessary to combat this effect (or alternatively satellite 
diversity is needed). But a high link margin increases the 
effect of the interference, since the link margin doesn't 
include the effect, that each line-of-sight user generates a 
relative much higher interference for the signal of the 
shadowed user. 

The Lutz-model [5] was used as channel model. We 
simulated a highway environment with a Rice-factor of 
11.9 dB, a shadowing probability of 0.25 a mean 
attenuation of —7.7 dB for the lognormal fading and a 
Sigma 6 dB for the fully interleaved Rayleigh part. In 
contrast to the last paragraphs here the BER is computed 
over all users. 

without IC 
IC, 6 nearest 

with IC 
single-user 

A second effect is, that there is noticeable interference 
from cells which are farther away than the next 6 cells. But 
the neighboring cells still dominate the interference, as can 
be seen in the small loss in figure 7 in the curve for the 
interference cancellation for only the 6 nearest neighbors. 

SECOMS-PATTERN 

In the frame of the European ACTS project 
SECOMS/ABATE[6] a multi-beam antenna was designed 
to cover Europe. In the project a 4-frequency reuse pattern 
was devised for the uplink [7]. In this paper we assume a 
frequency reuse of 3. A fixed pattern for the positions of 
the users was selected, which is shown in figure 11. The 
C/I of the different cell can be seen in the following table: 

Cell # 1 3 6 8 11 14  
C/I 19 dB 19 dB 18 dB 19 dB 12 dB 16 dB  
Cell # 17 20 23 26 29 31  
C/I 12 dB 10 dB 19 dB 19 dB 7 dB 10 dB 

Fig. 10: C/I of the different cells 0.1 

0.01 
CO 

CO 0.001 

0.0001 

le-005 '- 
2 4 6 8 10 

SNR in dB 

What is typical, is the fact that for a given pattern and user 
distribution, some links have a C/I as high as 20 dB, 
whereas only a few have a C/I worse than 10 dB. It is often 
easy to find a user distribution that ensures, that a specific 
link has a really bad C/I, but then other cells must have 
good C/I. This eases the task for the interference 
cancellation,' since there are always signals which can be 

12 14 16 subtracted with a very high reliability. 

c:4 

co 

Fig. 8: BER for best case in an highway environment 
In figure 8 the best possible situation is assumed, that 
every user is exactly in the center of its beam, resulting in 
a C/I of ca. 20 dB. But even then the interference 
cancellation results in a gain of roughly 2 dB at 10-3  BER. 

without IC 
IC, 6 nearest 

with IC 
single-user 

0.01 

0.001 

0.0001 

le-005 - 
2 4 6 8 10 

SNR in dB 
12 14 16 

Fig. 11: Cell-Pattern for SECOMS project 
Fig. 9 BER for worst case in an highway environment 

In the second figure the worst case from figure 3 is used, 
but the BER is computed over all users. It can be easily 
s. een that even a high static link margin is useless without 
interference cancellation. In a real system this effect would 
be of course be diminished by the power control of the 
system, but the effect still exists for the transition time, 
until power control can react. 
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Fig. 12 BER-curve for SECOMS-antenna 
Since there is only a small interference, even interference 
cancellation, taking into account only the 6 nearest 
neighbors, is near optimal, but on the other hand the gain is 
small and only increasing for low bit error rates. A second 
problem for interference cancellation for small interference 
is the fact that the estimation of the correlation matrix A 
will become more problematic, since the relative influence 
of error sources will increase. 

PROBLEMS: DOPPLER AND FREQUENCY-OFFSET 

The main problem of the interference cancellation scheme 
is getting a correct estimation of the correlation matrix A. 
Therefore not only the power and attenuation of the 
different signals have to be computed, but also the phase 
shift between the different users. 

Unfortunately this phase difference is not fixed for one 
block, because of the frequency difference of the signals 
and the possibility of Doppler shift. Therefore the 
correlation for every bit of the block has to be phase 
shifted according to the frequency difference. 

Since the frequency difference and the Doppler shift has to 
be estimated, inaccuracies are introduced to the correlation 
matrix. 

Further error sources can be incorrect knowledge on the 
position, resulting in an incorrect estimated phase and 
amplitude value for the antenna pattern, and the error due 
to syhchronization inaccuracy. Since in the case of a geo-
stationary satellite, even a coarse knowledge of the 
position of the user results in a very good estimate on the 
boresight angle to the satellite antenna, the main problem 
is in the synchronization and frequency difference. 

For the evaluation of the effect of imperfect knowledge on 
the interference cancellation, the following .simulation 
assumes not anymore perfect knowledge on the correlation 
matrix A between user signals, but Gaussian noise is added 
to the correlation matrix, according to a given SNR. The 
SNR in the channel is held constant at an  E1,/N0  of 3.5 dB. 

without IC - 
single IC 

double IC 
Reference single IC 

Reference double IC — 
- 

0.0001 
2 4 6 8 10 1 '2 

SNR of correlation matrix in dB 

Fig. 13 Effect of noise on BER 

The effect of the noise is a degradation of the interference 
cancellation. Interestingly the algorithm is only in a small 
region worse than independent decoding and even this 
region could be reduced, if the algorithm would be aware 
of the bad correlation estimations. Summarizing the result, 
interference cancellation is a relative robust algorithm. 

CONCLUSION 

It has been shown how and to what extent interference 
cancellation may be used to improve TDMA satellite 
systems. 

In contrast to CDMA, interference cancellation for TDMA 
needs less complexity, since only a small number of 
neighbors dominate the interference and it can be done 
with less iterations, since the difference between the user 
with worst C/I and users with very good Ca is typically 
very large. Also there exist for a given user position 
always some antenna beams, where the interference can be 
neglected and which can be decoded successfully in the 
first step. 

On the other hand the computation and estimation of the 
correlation coefficients may be more difficult, due to the 
fact that for an overlapping zone more than 1 bit of the 
interfering user's signal has to be taken into account. 

One alternative method to the full computation of the 
correlation coefficients could be a measurement of its 
influence in the registration phase, if e.g. one TDMA 
frame is especially reserved for registration purpose. 

But even in this case, important parts of the demodulation 
and filtering have to be done in the digital domain to make 
adjustments for frequency differences and the Doppler 
effect. 

As a further area, the application of interference 
cancellation for satellites is not limited to this topic, but 
can also be used e.g. to get an increased cross-polarization 
attenuation and in CDMA based systems. 

. I 
3.5 4 4.5 
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ABSTRACT 

In this paper, we present an approach to maximize 
the capacity of a CDMA based mobile satellite 
system by band sharing. The overall increase in total 
system capacity due to band sharing will enhance 
system performance by utilising the available 
bandwidth efficiently. The results of the investigation 
on the total system capacity achievable by band 
sharing between the two mobile satellite systems (48 
satellites LEO system and 12 satellites MEO system) 
are presented. Results for a single satellite system 
operating in a band segmentation approach are also 
presented for performance analysis and comparison. 

INTRODUCTION 

The next generation of mobile satellite systems 
(MSS) will use constellations of satellites in non-
geostationary orbits, such as LEO (low earth orbit) or 
MEO (medium earth orbit) for provision of mobile 
and personal services with global coverage. These 
new MSS will provide communications to both 
developed and developing areas of the world where 
there is little or no telecommunications infrastructure 
or where it is not economically viable to offer 
terrestrial cellular coverage due to low population 
density. The proposed satellite personal 
communication networks (S-PCNs) are Iridium, ICO, 
Globalstar and Ellipso. The MSS will use L-band 
(1610-1626.5MHz) for uplink and S-band (2483.5- 
2500MHz) for downlink to provide world wide 
services. These bands were allocated to the MSS on a 
primary basis at 1992 World Administrative Radio 
Conference (WARC-92). However, the scarcity of 
free spectrum, together with the bandwidth required 
means that MSS will have to share these bands with 
other systems and services. The first two systems 
propose to use a Time Division Multiple Access 

(TDMA) scheme and the others Code Division 
Multiple Access (CDMA) scheme. It is claimed that 
CDMA based S-PCNs can share the allocated 
frequency bands due to the interference resistant 
property of CDMA [1][2]. The advantages of using 
CDMA access scheme include: low user terminal 
power flux density emission, full frequency reuse, 
soft hand-off (improves the call drop probability), 
path diversity exploitation capabilities (combining of 
multiple signals using a RAKE receiver) and intra-
system interference control capabilities. 

SYSTEM MODEL 

A mobile terminal monitors the best two satellites in 
view for each constellation. The link is established with 
the satellite from which the maximum power is 
received. The received power from each satellite is a 
function of elevation angle and shadowing (channel 
state). Once the link is set up between the mobile 
terminal and the selected satellite spotbeam, the 
interference will be caused by the following: 

• multiple access interference from other users in the 
coverage area (same spotbeam) 

• interference from adjacent spotbeams  (sanie  
satellite), 

• interference from other satellite spotbearns (all the 
satellites that are visible to the mobile terminal) and 

• external interference from other MSS sharing the 
spectrum. 

The received carrier from the desired satellite spotbeale 
and interferences from the above mentioned sources 
are illustrated in Figure 1. 
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Figure 1: Received carrier power and interference 
from adjacent satellite spotbeams 

The following assumptions are used for the carrier-to-
interference (C/I) calculations: 

• The selected satellite for the communication link is 
the one from which maximum power is received. 

• Any mobile will have the same carrier power at the 
receiver input. Hence power control is required to 
compensate the variations in losses, which are 
dependent on the mobile location relative to the 
satellite. 

• The mobile antenna is omni-directional. 

• Maximum interference is caused by the interferer 
vvhen the frequency spectrum is totally overlapped. 

thing the above assumptions the C/I equations are as 
fellows: 
The C is the carrier power received at the mobile 
terminal. 

P G (0)G (a) c TW TW RW  

L(d)13,am 

The pseudo noise density Io, , is the multiple access interference resulting from (m-1) interferers (i.e. m 
users are communicating simultaneously per carrier in 
each spotbeam) in the same spotbeam and can be 
wlitten as: 

= 
Ca(m-1)1,(10)1°  

/  

111. e pseudo noise density 102, is the beam-to-beam 
interference resulting from m interferers in each 
adjacent spotbeams assuming frequency re-use of '1' 
and can be written as: 

_ PTI GTI RW (0)G (a) 
L(d)p,am 

C1 amF2 (10) 1°  

The C/I levels are added as thermal noise. The total 
interfering signal power is the sum of the powers from 
all 'N' visible satellite spotbeams in the interfering 
system. 

[ 11 = 

where: 
: Wanted satellite spotbeam power 
: Interfering satellite spotbeam power 

Grw(0) : Wanted spotbeam gain in direction 0 
Gr(0) : Interfering spotbeam gain in direction 0 
GRw(a) : Mobile terminal antenna gain in direction a 
L(d) : Free space path loss 
Pe : Propagation effects which takes into account 

the shadowing/fading loss for the link which 
is a function of elevation angle and 
environment. 

a : Voice activity ratio 
: Number of users per carrier 

• : Power control error 
F, : Correlation factor 
• : Sub-band bandwidth 
103 : External interference in band shared scenario. 

Isoflux satellite antenna design is assumed to 
compensate the differential path loss (i.e. to 
compensate for the path loss variations due to the slant 
range differences from the satellite to the earth). 

MOBILE SATELLITE SYSTEM CHANNEL 

Correlated MSS channel model 

As the mobile terminal moves from one location to 
another, the environmental properties change. Hence 
the received signal is represented by a model with 
varying parameters. This type of model is known as 
non-stationary. Although the channel characteristics 
vary over large areas, propagation experiments have 
shown that channel characteristics remain constant 
over areas with identical environmental features [3]. 
Therefore a land mobile satellite channel can be 
modelled with constant parameters over these areas. 
A channel model for a large area of interest can be 
modelled by a finite state Markov model [3][4]. 

In a Markov model, the whole area of interest is 
divided into M different areas with constant 
environmental characteristics. Then each of the M 
areas is represented by a stationary channel models. 
Particular channel states are characterised by one of 
the models, Rician, Rayleigh and Log-normal. The 

(1 ) 

(2) 

(3) 

PTW 
PTI 
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probability of a mobile terminal moving from one 
state to another is described by the transition 
probability matrix. During each state the mobile 
terminal is in, the transition probabilities are assumed 
to be constant. The probability of switch from one 
state to the next is dependent on the time a mobile 
terminal was in present state, the elevation angle (i.e. 
at high elevation angles, probability of satellite 
visibility is high) and the satellite constellation 
dynamics. 

In this model, we assume two statistically dependent 
land mobile satellite channels. The combined 
shadowing behaviour of the two land mobile satellite 
channels can be modelled by a four state Markov 
with azimuth correlation [6]. The correlation 
coefficient is dependent on the elevation angles and 
on the azimuth separation of the two satellites. The 
correlation decreases as the azimuth separation 
between the two satellite increases. Figure 2 shows 
the possible combinations of good and bad states of 
channels 1 and 2. The two channels are used in the 
simulation for the two highest satellites. If one of 
these satellites is shadowed, there is some chance for 
another satellite to be still in view of the user and 
maintain service. In this way, service availability can 
be substantially improved (the percentage of time 
when the service is available). The channel states 1,2 
and 3 correspond to good channel, where at least one 
satellite is available; the bad channel state 0, 
represents a situation where the signal from both 
satellite is blocked by an obstacle in the propagation 
path. 

Figure 2: Correlated four state Markov model 

The land mobile satellite channel use'd in the 
simulation is for the suburban environment. The 
parameters of the model used are taken from the 
measured data for low elevation angle from [4] and 
high elevation angle from [5]. 

Cross polarization characteristics 

In [7], the channel measurements were carried out to 
assess the isolation between co- and cross-polarized 
transmission using the Japanese ETS-V and 
Inmarsat-POR satellites. The isolation at the different 
fade levels by defining the "equal-probability 
isolation" as the ratio of cross-polarized to the co-
polarized signal levels were derived. The isolation 
between the polarization reduces as the fading level 
increases. Figure 3 shows the cross polar isolation. 

Figure 3: Cross polarization isolation 

Based on this land mobile satellite channel, the total 
system capacities are calculated for band segmented 
and band shared scenarios. 

BAND SHARING SCENARIO 

The total available bandwidth is shared between a LEO 
system and a ME0 system. The constellation 
parameters for the two systems are tabulated in Table 
1. 

Table 1: Constellation Parameters 

Parameters 1 LEO-48 1 ME0-1  
Orbit altitude 1414km 10354k1: 
Orbit Period 113min 6hrs _ 
Number of satellites 48 12 _ 
Number of planes 8 3 _ 
Inclination 52° 50° _ 
Minimum elevation angle 10 0  20 0  _ 
Number  of spotbeams/sat 19 61 _ 
Available Bandwidth 11 MHz  11 MHz. 
Carrier Bandwidth 1.25MHz 5.5MH?, 
Downlink frequency S-Band S-Band_ 
Uplink frequency L-Band L-Band_ 
Satellite power 1000W 3500W  _ 
Voice activity ratio . 0.4 0.4 . 

• 
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Band segmentation 

The total available bandwidth of 11 MHz is divided 
into two 5.5 MHz sub bands. Both MSS operate in 
different bands without interfering with each other. 

Band shared 

The total available bandwidth of 11 MHz is shared 
between the MSS. In the first scenario, both system 
share the frequency bandwidth by fully overlapping 
[81191 In the second scenario, each system share the 
total bandwidth by operating in different polarization. 
The LEO system uses the RHCF, while the ME0 
system uses the LHCP. Figure 4 presents both 
sharing scenarios. The external interference between 
the MSS is unavoidable as there is no co-ordination 
assumed between the two systems. To minimize the 
external interference between the systems, each 
system must control its transmitted carrier power. 

Total Available Bandwidth 

11.0 MHz  

Hence the service link is transferred from spotbeam to 
spotbeam. When the mobile terminal is out of satellite 
coverage area (i.e. the elevation angle is less than the 
minimum elevation angle), the link is then transferred 
to another satellite. The intra and inter satellite 
interference is calculated from all the satellites that are 
visible to a mobile terminal. 

RESULTS 

In this section, we present numerical results on total 
system capacities of a band segmented and a band 
shared scenarios. A wanted mobile terminal is selected 
on the surface of the earth and C/I values are calculated 
by measuring the carrier level and the corresponding 
interference levels. The worst case scenario for the C/I 
will occur when the mobile terminal is in the vicinity 
of several satellites (i.e. the location where the mobile 
terminal has the highest satellite diversity). The 
C/(No+Io) of 44.8dB is assumed for a required bit rate 
of 9600 bps at a bit error rate (BER) of le. The 
C/(No+Io) statistics calculated correspond to those 
values that are exceeded for 95% of the time. 

MSS carrier-to-interference statistics 
Fully Overlapped Carriers Adjacent Polarisation 

1.25 MHz 

LEO-48 
bands ClUd.r.1(1C)nel RHCP 

MH 
MEO 12 

S5 
 

bonds    LHCP 

Figure 4: Bandwidth sharing scenario 

Carrier-to-interference cakulations 

Computation of C/I values involves calculating the 
satellite antenna gain, free space path loss (i.e. distance 
between the satellite and mobile) and propagation 
losses. These parameters vary with time according to 
the satellite motion dynamics. 
The SPOC+ (Simulation Package for Orbital 
Constellation Plus) simulation package was used to 
Predict the positions of each satellite in a constellation 
at any instance. Hence knowing the position of a 
Mobile terminal on the earth , the software calculates 
all the satellites that are visible (including the one's 
over the horizon) to a mobile terminal. Once these are 
known the software calculates the elevation angle (E) 
and slant range (d). The two highest satellites are 
selected for the communication link. The 
communication link is established with the satellite 
sPotbeam from which the mobile terminal receives the 
Inaximum power. The service area of the spotbeam 
varies with time, according to constellation dynamics. 

Figure 5 and Figure 6 show the carrier-to-interference, 
C/(No+Io) profile and the C/(No+Io) cumulative 
distribution functions for the link into the LEO MSS 
mobile terminal receiver. The C/(No+Io) profile shows 
the C/(No+Io) against time as the satellite moves away 
from the mobile terminal. The worst interference event 
occurs when the mobile terminal is in the vicinity of 
several interfering satellites and the mobile terminal is 
shadowed (deep fade) from the wanted satellite. At 
various times the C/(No+Io) level changes in a 
discontinuous manner, this is due to the mobile 
terminal switching from one LEO system satellite to 
another. Satellite handover is determined by the 
system design and takes place either when the mobile 
terminal is at the edge of a satellite spotbeam coverage, 
or when the wanted satellite goes into deep fade due to 
shadowing. Similarly, Figure 7 and Figure 8 present 
the carrier-to-interference, C/(No+Io) profile and the 
C/(No+Io) cumulative distribution functions for the 
link into the MEO MSS mobile terminal receiver. It is 
seen in the C/(No+Io) profiles, the variation of 
C/(No+Io) in the LEO system is more frequent than the 
ME0 system. This is due to the nature of the LEO and 
the ME0 orbit dynamics. 

The distribution functions shows that the required 
quality of service is achieved for 95% of the time. 
However, there are times when the C/(No+Io) drops 
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Figure 5: Variation of C/I for a LEO system 

Figure 6: Distribution of C/I for a LEO system 

Figure 7: Variation of C/I for a MEO system 
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below the required protection ratio and the link outage 
will occur. This happens due to higher interference 
received from adjacent users or when the carrier level 
drops below the threshold due to shadowing. 

MSS capacity 

The capacity of the MSS is computed such that the 
required quality of service (C/(No+Io) is achieved for 
95% of the time. The system capacity for the band 
segmented scenario is used for comparison and 
performance analysis with the other band sharing 
schemes. In Table 2, the capacity per satellite for the 
LEO and the MEO systems are presented. Capacities 
of 1637 and 3841 users per satellite can be supported 
for conventional band segmentation approach for the 
LEO and the MEO system, respectively. For fully 
overlapped band shared scenario, the satellite capacity 
of each system is reduced to 1632 and 2063. This 
corresponds to reduction in capacity of 0.3% and 
24.6% for the LEO and the ME0 system, which 
translates into total capacity reduction of 18.4%. The 
reduction in capacity for MEO system is severe due to 
multiple LEO system carriers falling within the ME0 
system bandwidth, whereas in the LEO system only 
fraction of the ME0 carrier power is received by the 
LEO system receiver. In the second scenario, adjacent 
polarization is used for each system to enhance 
capacity. Using band segmentation approach with 
adjacent polarization, capacities of 1664 and 4167 
users per satellite are achieved for the LEO and the 
MEO system. To further enhance the overall system 
capacities of each system, the total available bandwidth 
is shared, with each system operating in a single 
polarization. The results presented showed an increase 
in system capacities of 1776 and 4271 users per 
satellite for the LEO and the ME0 system. This 
represents an enhancement of capacity by 6.7% and 
2.5% for the LEO and the MEO system compared with 
capacity achieved using band segmentation approach 
with adjacent polarization. However, when this 
capacity is compared with the conventional band 
segmentation approach, the increase is 8.5% and 
11.2% for the LEO and the ME0 system, respectively. 
This translates into overall system capacity gain of 
10.5% for both the LEO and the ME0 system. 

The total system capacities of the LEO and the MEO 
system are shown in Figure 9 for band segmented and 
band shared scenarios. 
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Figure 8: Distribution of C/I for a ME0 system 
Table 2: Capacity estimate per satellite for LEO and 

ME0 system 

rio/ Full Overlapping Adjacent polarization 

n Band Band Band Band 
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Figure 9: Capacity estimate for LEO and MEO 
systems 

CONCLUSIONS 

In this paper, we assessed the capacities of a CDMA 
based mobile satellite system. Different sharing 
scenario were evaluated for performance analysis and 
cemparison. We presented an approach to maximise 
the capacity of the LEO and the MEO system by band 
sharing. The simulation results presented in this paper 
are for a conventional band segmentation approach and 
a  new overlapped band sharing approach. In a band 
segmentation approach, each system operates in its 
ewri allocated bandwidth. However, in the band shared 
Case, external interference is unavoidable due to 
°verlapping of carrier bandwidths. The results show 

that the total capacity can be increased by band sharing 
the available bandwidth between the LEO and the 
MEO system. This increase in total system capacity 
due to band sharing has enhanced system performance 
by utilising the available bandwidth efficiently. 
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ABSTRACT 

An Australian microsatellite called "FedSat" is planned for 
launch in 2000 [1]. This LEO satellite will be used for 
scientific research and as a technology demonstrator. 
FedSat will include a Communications Payload (CP) 
which provides links in the UHF and Ka bands, and 
includes an on-board modem called the Baseband 
Processor (BBP). 

The BBP will be used during CP modes of operation 
which involve on-board demodulation and modulation. 
The paper gives an overview of the FedSat CP and a brief 
description of the two-way UHF band messaging and the 
multimedia Ka band packet-switching applications. It 
includes an overview of modem processing, architecture, 
implementation and current status. 

1. INTRODUCTION 

The Cooperative Research Centre for Satellite Systems 
(CRCSS) was established in January 1998. The core 
participants of the CRCSS are drawn from Australian 
Industry, Australian Universities, and the CSIRO 
(Commonwealth Scientific and Industrial Research 
Organisation). 
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experience in space engineering and in practical 
applications of space technologies. FedSat is expected to 
have a mass of approximately 50kg and reside in a Low 
Earth Orbit (LEO). Space Innovations Limited (SIL) has 
been selected to provide the FedSat satellite bus. 

The aims of the FedSat CP are to provide both space and 
terrestrial facilities for the communications research 
program, to supply communication services for other 
FedSat research experiments, to provide backup for 
satellite Telemetry, Tracking, and Control System 
(TT&C), and to demonstrate LEO satellite 
communications capabilities. 

The CP will provide a two-way communications links in 
the UHF and Ka bands for applications described in the 
next section. The Baseband Processor (BBP) provides 
advanced on-board communications processing for the CP. 
The BBP is a packet modem with low power and flexible 
rate operation. DSpace Pty Ltd and the Institute for 
Telecommunications Research (ITR) at the University of 
South Australia are responsible for the design, 

 development and testing of the BBP. 

Section 2 of this paper describes BBP requirements for the 
UHF and Ka band applications. In Section 3, selected 
aspects of modem processing are described, while Section 
4 discusses the BBP implementation. 

The mission of the CRCSS is to deliver sustainable 
advantage for Australian industries and government 
agencies based on the applications of small satellites. The 
participants aim to undertake a targeted research and 
development program in communication, space science, 
remote sensing, and space engineering. The Centre's first 
major space mission will be to develop an innovative 
scientific satellite, FedSat, and install it in orbit in late 
2000 for the Centenary of Federation. 

FedSat will be the first Australian scientifie satellite 
mission for more than thirty years. It will be a low cost 
microsatellite, conducting communications, space science, 
remote sensing and engineering experiments. The FedSat 
mission will give Australian scientists and engineers 
valuable data about the space environment, as well as 

2. BBP REQUIREMENTS 

As mentioned in Section 1, the BBP supports two main 
modes of operation. We now outline the modern 
requirements for the Ka and UHF band applications. 

Ka Band BBP Requirements 

For Ka band operation the CP supports both "bent pipe"  
and on-board processing modes. This paper considers the 
latter. The aim is to demonstrate flexible packet 
communications between two or more Ka band eartn 
stations (ESs), tailored to support "multi-media" 
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Figure 1 Ka Band Uplink Frame Format 

applications using compressed video and audio signals. Bit 
rate assignment must be flexible enough to cope with a 
wide range of variable traffic rates from each ES. 

To satisfy these requirements the FedSat BBP employs a 
T1DMA uplink and TDM downlink. The frame rate is 
selected to suit multimedia applications. Figure 1 shows 
the uplink frame structure for Ka band packet switching 
triode. Each of the 11 traffic slots may be assigned to a 
sPecific ES, generally for a period of about 1 second. 
These assignments are made in the BBP as a result of 
reservation requests in an Aloha-style request slot. 

UPlink and downlink symbol rates are the same, although 
there is slightly more downlink capacity due to the uplink 
°yerheads such as guard bands. The downlink is a 
continuous TDM signal since, when low-gain iso-flux 
antennas are employed on the satellite, there is no 
advantage to be gained with a TDMA downlink. Each ES 
derives its frame timing from the TDM dovvnlink The first 
doWnlink slot is used for reservation acknowledgments and 
status information. The remaining slots may be used to 
fteward uplink slots, or for "broadcast mode" applications. 

A sample link budget for the Ka band uplink is shown in 
Table 1. This assumes a tracking —1m parabolic antenna in 
the ES. The nominal bit rate is 250kbit/s with rate-half 
coded QPSK. LEO orbit at Ka band gives rise to doppler 
fr.equency offsets up to approximately 700 kHz. This is 
Ifficult to handle in a burst demodulator where the bit rate 

Is limited. In order to simplify the processing on-board, the 
ESs adjust their transmit frequency so that frequency 

°ffset is very small at the satellite (eg < 1 kHz). This 
strategy assumes that each ES knows the position of the 
satellite sufficiently accurately to predict the doppler 
trajectory during the pass. Obviously an acquisition  

procedure is required to determine the initial frequency 
offset due to LO drift. 

Carrier frequ 
Link distance 
Required Eb/NO 
Tx EIRP 
Rx G/T 
Link Margin 
Atmos loss 
Modem loss 
Free space loss 
Rx C/NO 
Info bit rate 

Table 1: Sample Ka Band Link Budget for FedSat Uplink 

In a similar fashion the Ka ES adjusts its slot 
transmission time relative to the derived frame clock 
in order that their transmission arrives at the satellite 
on time. This strategy allows minimal guard bands in 
the frame structure shown in Figure 1. 

UHF Band BBP Requirements 

The objective for the UHF band is to implement a two-way 
messaging system which provides robust data collection 
and store-and-forward services to low cost mobile 
terminals (MTs). Efficient use of the narrowband UHF 
frequency allocations is required and several MTs must be 
able to access the system at any time. 

30000 MHz 
800 km 
10 dB 
48.5 dBW 
-26.7 dB/K 
3 dB 
1 dB 
1 dB 
180.0 dB 
65.3 dB-Hz 
340.3 kbps 
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To satisfy these requirements a TDMA and TDM access 
technique is also used, with a reservation-based allocation 
system. Frame periods are much longer, for reasons 
explained later. Link budgets constrain the transmission 
rates to about 4 kbit/s. 

A number of frame formats are envisaged in this service. 
For example, the mode primarily suited to remote data 
collection employs a 4 kbit/s, half-rate coded, QPSK 
uplink and an uncoded, 1 kbit/s, BPSK or FSK downlink. 
In this case the downlink is mainly used for 
acknowledgments, status information and short messages. 
A lower rate downlink allows more link margin suitable 
for uncoded low-cost MTs, for example for oceanographic 
data collection applications. Another mode of operation is 
better suited to messaging between MTs and employs 
equal uplink and downlink transmission rates of 4 kbit/s. 

The on-board SIL data handling system (DHS) computer 
will be used to store messages from, or to, MTs. Messages 
received from the "data collection" MTs will be stored in 
the DHS until they can be returned to the TT&C station in 
Adelaide via the S band telemetry system. 

In the UHF MTs, doppler and slot timing compensation is 
not possible since the MTs are low cost and don't know 
their own locations. Consequently the MT must be able to 
estimate the frequency offset and remove it. Also the 
TDMA guard bands must be large enough to accommodate 
variations in packet transmission time. 

OVERVIEW OF BBP PROCESSING 

This section gives an overview of some aspects of BBP 
signal processing and simulations. In general, the BBP 
employs feedforward synchronisation approaches to 

achieve burst-mode packet processing, plus IF sampling 
and synthesis (e.g. see [3], [4], [5]). 

Figure 2 shows a block diagram of the demodulator 
processing for the Ka band rate. As previously explained, 
doppler offsets will be removed in this situation, so the 
NCO #1 represents a very simple fixed-frequency down -
conversion operation. 

The feedforward phase estimator shown in Figure 2  
accepts one-sample-per-symbol-period samples and 
estimates the phase offset over a limited number of 
symbols. Although most of the frequency offset has been 
removed at this stage, the residual offset still proves 
difficult to handle due to the significant rate of doppler 
change. 

Figure 3 shows simulation results of one approach to this 
problem. The phase ambiguity has been resolved from the 
unique word (UW), and then a sequence of phase estimates 
have been calculated (via [5]) during the slot duration. An 
observation interval (No) of 12 symbols per phase estimate 
was employed and the phase estimates were "unwrapped" 
progressively from the UW phase. The simulation used 
ideal symbol timing in an AWGN channel. It can be seen 
that this technique can handle reasonable frequency offset. 
(The frequency offsets in the figure have been normalise' 
by the symbol rate.) In addition it avoids the penalty of 
differential coding (eg see [2]). 

UHF processing involves a lower symbol rate but is 
complicated by the need to estimate and remove doper 
frequency offsets. A rate-half turbo coding scheme is 
envisaged on the UHF uplink, with interleaver sizes 
selected to match the slot durations. 

Figure 2 Ka Band Demodulator Processing 
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Figure 3 Detector Simulation showing Effects of 
Frequency Offset 

Modeling of the UHF communications channel is being 
carried out for oceanographic data collection from floating 
buoys. The UHF maritime channel is modeled as a 
shadowed Rician channel where the shadowing statistics 
depend on the ocean state, satellite elevation and pass 
hearing relative to wave direction. The reservation and 
ARQ schemes have been simulated using Opnet in order to 
estimate the overall link capacity. An example of a high 
elevation pass is shown in Figure 4. In this case the 
Minimum shadowing during the middle of the pass was 
quite small (about 10%). As might be expected, the arrival 
rate of valid packets is much lower at the edges of the pass. 
We are currently trying to determine realistic parameter 
values for the ocean surface statistics to complete this 
model. 

BBP IMPLEMENTATION 

The BBP design is constrained by power, mass, area and 
radiation specifications, however it is the radiation and 
Power limitations which impact the most on the system 
architecture and limit the selection of suitable components. 
lo addition to these constraints, the BBP is designed to 
°Perate in two, very different modes of operation, thus 
requiring some flexibility in design. Due to the power 
budget of 4W, the majority of the BBP will be 

implemented using FPGAs. There are a number of one 
time programmable (OTP) and reprogrammable FPGAs 
which are suitable for space applications, solving some of 
the constraints. 

Figure 4 Simulation of ARQ Protocol for UHF MT 

The BBP architecture can be divided into three main 
modules: modulator, demodulator and a data routing 
processor (DRP). Both modulator and demodulators are to 
be implemented solely using FPGAs, in order to meet the 
speed requirements, whilst minimising power usage. To 
implement the demodulator using a processor, it is 
expected that a high power DSP would be required which 
would exceed the power budget. 

The DRP is to be implemented using a simple 
microcontroller as it's main task is to shift data packets, 
interfacing between the modulator, demodulator and the 
central storage system onboard the satellite. In addition, 
the DRP is required to implement simple channel 
allocation and UHF ARQ protocols. The DRP interfaces to 
the modulator and demodulator via a single bus, with a 
DMA facility included to allow for high throughput. 

Figure 5 provides a high level architecture of the BBP, 
highlighting the three modules and indicating the main 
components. It can be seen that the demodulator will be 
implemented using 2 FPGAs; Actel (OTP) for prefiltering 
and Xilinx for the main acquisition and synchronisation 
tasks. An additional Xilinx FPGA is required for decoding 
tasks. 
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Figure 5 — BBP Architecture 

Implementing two modes within the one modem 
represents a difficult process due to their different 
requirements. Therefore some flexibility in design is 
required with different programs expected for the 
microcontroller and the Xilinx FPGAs. However as 
the Acte!  OTP FPGAs will be used for the modulator 
and prefiltering, it is important to maximise the 
reusability of code where possible. 

The radiation environment is not severe, with the expected 
total dose of < 10 krads for the 3 year mission. However 
radiation tolerant components are still required to provide 
a high degree of reliability and provide some reduction in 
the number of single event upsets. Despite using radiation 
tolerant components single event upsets are still likely to 
occur and thus their effects on operation must be 
considered during the design phase. This means fault 
handling of bit flips inside the microcontroller and the 
FPGAs should be implemented where possible. 

CONCLUSIONS 

This paper has given an overview of the baseband 
processor planned for the FedSat microsatellite. The 
payload implements a flexible packet modem for LEO 
satellite applications. 

The BBP project is currently in the detailed design phase. 
FedSat is due to be launched in late 2000. 
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ABSTRACT 

We address a demodulation receiver that could be 
irnplemented in mobile satellite digital communications 
systems. The advantage of implementing this proposed 
receiver is demonstrated in terms of the bit error rate of the 
overall demodulation performance. It is tested under 
varying channel conditions including mildly to severely 
frequency selective fading, and the analytical and 
simulated results are reported. 

INTRODUCTION 

Iri this paper, we introduce a joint bit timing 
sYrichronization and carrier frequency offset estimation 
algorithm that is based on the unique words inserted in 
bursts that employ constant envelope modulation formats. 
It is derived from statistical decision theory and is shown 
to be robust under various adverse channel conditions. In 
addition, we introduce channel estimation technique to 
extract the time-varying random fading parameters 
eXperienced in typical mobile satellite transmission. This 

procedure is necessary to successfully aid in coherent bit 
retrieval. 

In the physical layer of a typical system there exists a set 
of channels. The first is a traffic channel used for 
transmission of encoded speech or data between the user 
and the network. The other is a control channel dedicated 
for conveying signaling functions. It is assumed here that 
the multiplexing of the channels is achieved via a Time 
Division Multiple Access (TDMA) scheme. On the uplink, 
the modulation technique employed could be a Gaussian 
Minimum Shift Keying (GMSK) for its constant-envelope 
property. The constant envelope property is highly 
desirable as it allows the handheld terminals to use cost-
effective non-linear power amplifiers that operate in full 
saturation. This property however introduces memory into 
the modulation which could increase the complexity 
depending on the bandwidth efficiency required. Further, 
the traffic and control bursts could contain groups of 
unique-word (UW) symbols that are evenly distributed 
across the burst. 

The communications link model considered varies from a 

Figure 1. Architecture of timing and frequency synchronization circuitry. 
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static additive white Gaussian noise (AWGN) to a 
frequency-selective multipath one that follows a Rician 
model. In the latter, the Rician K factor (the ratio of direct 
path power to total multipath power) and the fading 
bandwidth are varied to cover the situations of a user 
terminal (UT) held by a walking user to one that is aboard 
a travelling vehicle. 

algorithm to simultaneously identify the burst type such as 
control bursts that could preempt the normal traffic. 

Noteworthy in this respect is that the derivation of such an 
algorithm is justified from a statistical decision-theoretic 
viewpoint. In other words, it results from the application of 
the average likelihood-ratio function (ALF) when the 
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Figure 2. Timing estimation performance. 
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optimal non-linearities are simplified using mathematical 
series approximations. 

TIMING SYNCHRONIZATION 

The timing synchronizer circuitry is depicted in the upper 
portion of Figure 1. In this figure, the first operation 
involved is a matched filter bank to correlate against the 
UW intervals. A bank of filters is needed in this case 
because of the variation in the waveform appearance due 
to the memory inherent in the constant-envelope GMSK 
modulation. These outputs are then processed through an 
envelope detector, a maximum operation and then an 
accumulator. This is done to combine the contributions of 
the distributed UW's in a non-coherent manner. Non-
coherent combining is important as it produces 
performance that is robust with respect to the channel 
fading conditions. It also allows for reducing the 
computational complexity as the timing estimation can 
precede the frequency estimation procedure. This 
consequently reduces the joint search in the time-
frequency plane to two disjoint searches in one-
dimensional planes. The symbol timing estimate is then the 
value at which the accumulator output is maximized. The 
resolution of the timing estimate will depend on the 
number of samples per symbol afforded by the hardware. 
It can however be enhanced using interpolation techniques 
such as the Lagrange method. By correlating against 
different UW patterns, it is possible for the above 

The standard deviation of the timing estimation error iS 
illustrated in Figure 2 under AWGN and two Rician-faded 
channel conditions. 

FREQUENCY OFFSET ESTIMATION 

The frequency offset estimator uses the matched filter 
bank output as depicted in Figure 1. It can be seen that the 
correlation operation against the distributed UW's IIi 

principle transforms the GMSK burst into a set of discrete-
time samples of a single-tone. For this, it is essential that 
the individual UW's be short enough in duration so that 
the phase rotation due to the frequency uncertainty over a 
UW interval is small. The matched filter output along with 
the timing synchronizer output is then processed through 
fast Fourier transformer (FFT). The frequency estimate is 
based on the value at which the magnitude of the FFT i S  
maximized. The resolution of the frequency offset estimate 
depends on the duraticin of the GMSK burst, while the  
search range depends on the separation between the UW' s  
within the burst. The FFT of the single-tone is the optimal 
method for estimating the frequency offset. 
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The performance of the proposed algorithm is shown in 
Figure 3, measured in terms of the standard deviation of 
the frequency estimation error under different channel 
conditions. 

It is well Irnown that non-linear estimation suffers from 
drastic degradation in performance below some critical 
SNR value. This performance degradation can be 
attributed to the presence of large subsidiary noise spikes 
which cause the estimator output to peak at values that 
have no relation to the true value associated with the 

symbols of each burst due to the stringent need of 
removing constant-envelope modulation. Data-aided 
estimation procedure is implemented instead. 

As described previously, multiple UW's are transmitted 
with each burst. After matched filtering, the channel fading 
is theoretically retrievable from received UW symbols. 
Since variation of fading during each UW can actually be 
ignored, the filtered UW's are virtually discrete fading 
samples located at the multiple UW's. Based on the 
deviation between the filtered UW's and their presumably 

4 5 6 

Per-Bit SNR, Eb/No (dB) 

Figure 3. Frequency estimation performance. 

transmitted signal. When that occurs, bounding techniques 
such as the Cramer-Rao rule fail to be accurately 
representative of performance, and effort should be 
expended in trying to incorporate the large noise spikes 
associated with the strong noise condition. The modified 
Performance bound is illustrated in Figure 3. To remedy 
the situation and improve performance, one can employ a 
recursive loop that tracks the frequency variation across 
!Indtiple bursts and utilize this knowledge to progressively 
limit the FFT search range. 

FADING CHANNEL ESTIMATION 
kician fading is a typical channel condition in mobile 
satellite transmission systems. With random variation in 
both amplitude and phase, fading incurs performance 
degradation to the extent that it can not be ignored in most 
digital receiver applications. This is especially true when 
coherent demodulation is employed. Estimation and 
eimnpensation of such random channel variation is 
indispensable. 

A. Iinough channel fading is reflected by the received 
signal, it is not practical to perform the estimation over all 

known patterns, the fading estimation is thus obtained as 
the least-square solution. 

On the other hand, the above estimation is actually a noisy 
observation of the channel fading. To improve the 
estimation, the direct sample estimation is filtered with 
moving-average. By linear interpolation, the unknown 
fading variation over the whole burst can be inferred from 
the newly obtained finer estimation. Although various 
curve-fitting approaches are readily available for 
interpolation, simulation demonstrates that the optimal 
estimation is obtained with our proposed linear 
interpolation. 

Depending on the receiver structure in application, the 
estimated fading patterns are applied to the received signal 
for compensation of either phase or amplitude, or phase 
only. 

Figure 4 depicts the simulated demodulation performance 
in terms of the bit error rate including the timing and 
frequency errors due to the estimation algorithms. It is 
shown that fairly good performance can be achieved under 
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Rician fading channel conditions given the hardware 
implementation constraints. 

CONCLUSIONS 

An algorithm for providing timing synchronization and 
carrier frequency offset estimation was proposed. Its 
performance was tested in different channel conditions, 
representative of ones encountered in mobile satellite 
scenarios. The modulation scheme considered contains 
inherent memory, for example due to reasons of 
maintaining constant-envelope property such as GMSK. 
The overall demodulation results were shown when 
implementing the proposed scheme. The application of the 

algorithm can be extended to many other digital 
communications platforms. 
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ABSTRACT 
In this paper, we describe the basic signal processing 
elements for the broadcast control channel (BCCH) of 
Mobile satellite systems. Emphases will be given on the 
detection, estimation and demodulation processes. In 
addition, some theoretical and simulation results are 
Presented. 

1. INTRODUCTION 
In mobile satellite communication, the BCCH, which is a 
unidirectional channel from a satellite gateway station to 
user terminals, broadcasts general information on a beam 
basis. In addition, it also provides complementary 
information for user terminals' synchronization. 

BCCH bursts for a beam are transmitted periodically on a 
Pre-assigned frequency carrier with a much lower 

transmission rate compared to the traffic channel (TCH) 
bursts. Therefore with the same modulation rate, there 
must be a long idle period between any two consecutive 
BCCH bursts. Figure 1 reveals a transmission format of 
BCCH. From this figure, the BCCH bursts are transmitted 
at the period of one BCCH frame consisting of 24 time-
slots. Each BCCH burst occupies one slot which is made 
of a number of modulation symbols. In the Hughes Geo 
Mobile (GEMTN4 ) satellite system [1], some slots in 
between two consecturive BCCH bursts may be used to 
transmit a synchronization burst named frequency 
correction channel (FCCH). The FCCH is a chirp 
modulated burst in GEM. CW burst can be also used for 
the same purpose. In this paper, we do not use any 
synchronization burst. Instead, detection, frequency and 
time estimation are all based on the BCCH bursts. In this 
paper, we assume that BCCH is BPSK modulated. 

Figure 1. BCCH transmission format 
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Figure 2. Block diagram of BCCH processing 

A complete BCCH data information block may consists of 
several BCCH bursts. These bursts carry their unique 
words (UW) in certain pattern, such as ABBB for a block 
made of 4 bursts, where the burst carrying A is considered 
to be the first burst of the block. A and B are two different 
unique words with a small cross-correlation. It is clear 
from diversity point of view that transmitting a BCCH 
block over a few frames on which the fading profiles are 
independent is better than transmitting the block in one 
frame. 

The BCCH block synchronization can be achieved by 
checking the UW pattern of at least 3 consecutive BCCH 
bursts. One pair of UWs may be constructed by two 
combined Barker sequences, i.e., A=[BK BK] and B=[BK 
—BK], where BK is a Barker sequence. The cross-
correlation of the two UWs is zero. 

A user terminal (UT) has a non-volatile storage of BCC 
carrier information. When the UT powers on, it initially 
limits its search to the BCCH carriers included in the 
storage list, and then locks to the strongest one, which is 
most likely from the beam that the UT is in. The selected 
BCCH carrier is further processed for frequency and time 
information. With the precise frequency and time 
reference, the UT is able to conduct demodulation and 
decoding. 

The block diagram in Figure 2 shows the BCCII 
processing elements. In the following sections, we 

 describe these blocks in more detail. 

2. DETECTION 
The initial time and frequency uncertainties can be ver)' 
large during the detection. The time uncertainty comes 
from the long idle period of the BCCH transmission, and 

BCCH 

J111111111111  j111111111111111.--e  

Signal window 

Power ratio 

Figure 3. Power ratio detection for BCCH 
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the large frequency uncertainty is mainly caused by the 
instability of UTs' oscillators. The detection filter has to 
be large enough to accommodate the frequency offset. 

Burst envelope detector or power detector may be used to 
acquire a BCCH burst. The problem is how to determine 
the threshold of the detector. In reality, the signal as well 
as the noise floor may all vary. Though an optimal 
threshold can be found when the noise floor is known, the 
threshold optimized may not be optimal all the time since 
the noise floor could change significantly. Besides, the 
estimate on the noise may be far from accurate if it takes 
samples from the BCCH signal. This is true since timing is 
flot  available during the detection. Figure 3 illustrates a 
sliding power ratio detector proposed for BCCH signal 
detection. In this figure, the signal window tries to 
Measure the power of the BCCH burst and the noise 
Window tries to measure the noise floor in the idle period. 
The ratio of the two measurements is compared with a 
threshold. If the threshold is exceeded, a tentative BCCH 
carrier is found and its power level is stored. Then the UT 
Will test other carriers using the same method until all the 
carriers on the list have been tested. The carrier 
corresponding to the largest power level is chosen for 
further signal processing. If the test ratio does not exceed 
the threshold, the UT just slides its two windows by one 
sample and repeats the ratio test. The new signal power 
and noise power can be easily computed recursively. If the 
test has been repeated for one whole frame, but no BCCH 
signal is found, the UT shall test a new carrier. Using this 

method, the threshold can be easily optimized for the 
minimum operating SNR, and the threshold does not need 
to change as the noise floor varies. 

The detection performance may be measured by the 
probability of missing a packet when the signal window 
aligns with the BCCH burst and the probability of false 
detection when the signal window contains noise only. It is 
easy to show that the test variable has a singly-non-central 
F distribution [2]. For the proposed ratio detector, these 
probabilities are plotted in Figure 4. In this figure, we see 
that the longer the noise window, the better the detection 
performance. 

3. TIME AND FREQUENCY ESTIMATION 
Time and frequency estimations for BCCH are conducted 
in the order as described in Figure 2. First we obtain a 
coarse timing from the detected burst. With this timing, we 
can estimate the large part of the frequency offset. This 
frequency offset can be removed for the new bursts to pass 
a much tighter detection filter. Then the fine frequency and 
time estimations are conducted on the filtered signal. 

3.1 COARSE TIMING AND FREQUENCY 
Upon a detection of a BCCH carrier, the UT can roughly 
measure the burst timing by looking at the power profile of 
the power ratio in time domain. The time instant 
corresponding to the maximum power output is used as 
coarse burst timing. In practice, the timing thus obtained is 

ceM IN 

Figure 4. Probabilities of miss and false detection for power ratio detector. Es/No=0 dB. N/M is the ratio 
of the signal window length to the noise window length. 
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far from accurate at low SNR. Multiple bursts are used to 
improve the time estimation. 

The coarse frequency estimation also requires a multi-
burst processing. It simply uses the same bursts that the 
coarse timing has used. Since we use a wide detection 
filter, both the estimators are not optimal and they can 
produce some very large estimation errors if the SNR is 
below a certain level. This is noticed as the threshold 
effect. Multi-burst processing is used to combat the effect. 
The number of bursts used for this purpose can be adjusted 
according to the channel condition. If the channel is really 
poor, we use more bursts; otherwise, fewer bursts. 

3.2 FINE TIMING AND FREQUENCY 
With the coarse frequency estimation, a large portion of 
the frequency offset is removed before a new burst is 
passed to the tight filter. The output of the filter is squared 
to remove its BPSK modulation. Then its residual 
frequency offset is estimated by zero-padding DFT with 
much finer frequency bins [3]. 

The fine time estimation is based on the correlation 
measurement of the unique words. Two UW matched 
filters are operated all the time. Again multi-burst 
estimation is used for the fine timing in order to improve 
the timing performance in fading channel. 

4. BCCH BLOCK SYNCHRONIZATION 
The block synchronization is a process for recognizing the 
UW pattern of the received BCCH bursts. If 4 consecutive 
bursts carry a UW pattern of ABBB, they are recognized 
as a complete BCCH block. The BCCH decoder always 
takes the soft decision values of a whole block. 

BCCH block synchronization is conducted together with 
the multi-burst fine time estimation. There are always 4 
pattern candidates in the sync process, such as ABBB..., 
BBBA..., BBAB... and BABB.... After the multi-burst 
correlation, we select the pattern which yields the 
maximum correlation value. The time estimation is 
measured based on the detected UW pattern. 

Table 1 lists the simulation results for BCCH detection, 
estimation and the block synchronization. Different initial 

frequency offsets are considered in the simulation. 
Because the detection filter cannot have a flat frequency 
response up to very high freuqncy, the number of miss 
detection is higher for the burst with large frequency 
offset. 

5. DEMODULATION 
BCCH demodulation includes frequency and time 
tracking, miss block sync detection, channel estimation 
and bit demodulation. The frequency and time tracking can 
be done in block basis or multi-block basis. For frequency 
tracking, single burst frequency estimation is good enough 
for the tracking loop input. For the timing, multi-burst 
estimation is necessary for the loop input. 

Figure 5. Simulated frame error rates 

As shown in Table 1, the block synchronization can be 
wrong. The miss sync detection is employed during the  
demodulation process. This is done by monitoring the 

 correlation of A and B matched filters. If the number of 

timation and block synchronization 
# of Es/No Initial # of # of wrong Standard Standard 

bursts (dB) frequency misses block sync. deviation of deviation of 
tested in offset (Hz) frequency time 

AWGN estimation estimation 
(Hz) (p s)  

5000 0 -53 59 1 7.69 3.34  
5000 0 4035 135 1 7.63 3.34  
5000 0 7933 800 0 7.42 3.31 
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miss matches for a number of bursts exceeds a threshold, 
the miss sync is detected; otherwise, the block sync is 
considered to be right. 

Channel estimation has to consider the two extreme 
Channel conditions. One of them is the AWGN or static 
Channel with very low SNR. The other is the Rician fading 
Channel  with K=0 dB and fading bandwidth of 200 Hz. 
Block phase estimation is recommended for the channel 
estimation. Figure 5 shows the simulated frame (block) 
error rate. 

6. CONCLUSION 
In this paper, we present the detailed signal processing 
procedures for BCCH channel of mobile satellite systems. 
We proposed a power ratio detector for burst acquisition, 
which eliminates the requirement for computing the 
Optimal  threshold from time to time. We also proposed the 
Multi-burst estimation process for frequency and time. 
And finally we recommend the block phase channel 
estimation, which yields satisfactory FER performance. 
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ABSTRACT 

The main problem addressed is the spectrally efficient 
multiplexing of offset quadrature phase shift keyed 
(OQPSK) or digital vestigial sideband (VSB) signals for 
mobile satellite and personal communications applications. 
A set of requirements are set down for an advanced mobile 
out-bound communication system. A system is described 
that has its genesis in wavelet packet-based tree-structured 
synthesis quadrature mirror filter (QMF) banks for 
multiplexing signals at the transmitter, and corresponding 
analysis QMF banks for demultiplexing signals at the 
receiver. The underlying theoretical principles and the 
progress that has been made, including a novel 
synchronization scheme, in realizing a system design 
based on such a multiplexer—demultiplexer pair 
constructed of tree-structured QMF bank pairs that meets 
these requirements for out-bound transmission are 
described with the aid of computational examples and 
computer simulation results. Future work on error control 
using turbo codes and design of the system for in-bound 
communication is proposed. 

INTRODUCTION 

This paper is on communications signal processing applied 
to the theory and design of multi-user systems for mobile 
satellite, personal and multi-media communications which 
are spectrally efficient, minimally interfering, have 
significant bandwidth-on-demand capability, and yet are 
reasonably efficiently and economically implementable. It 
focuses on a concise exposition of the design of the digital 
signal processing for a wavelet packet-based synthesis 
quadrature mirror filter (QMF) bank tree [1, 10] at the 
transmitter for multiplexing digital signals. The receiver 
consists of the corresponding matching analysis QMF bank 
tree. We describe studies that have been undertaken at 
CRC to provide new results on how to design a multi-user 
communication system that significantly improve the 
spectral efficiency of future transmission systems with an 

FDM/FDMA component (perhaps in combination with 
time division and/or code division techniques). This is 
achieved, in the out-bound direction, along with other 
important benefits, by allowing significant spectral overlap 
between adjacent channels and applying orthogonal 
multiplexing (based on the orthogonality of signal paths 
through wavelet packet trees in this case). A number of 
potentially important applications for such a multi-user 
sYstem have been identified, so the search for 
improvements of such designs is important for current and 
future system developments. 

An Example System Configuration for an Application [1 5 ] 

As one application among the considered systems that 
could advantageously use the features of the system design 
described herein, terrestrial transmission facilities are 
connected by digital trunks to a satellite ground station as 
in Fig. 1. In the ground station, a digital to FDM converter 
creates a composite FDM signal in which the sidebands for 
individual channels overlap, creating spectral efficiencY . 

 This composite FDM signal is sent to a satellite that relaYs 
it to mobile stations. This direction of transmission is 
called the out-bound direction. In the mobile station a 
receiver demodulates the FDM signal associated with itS 
carrier. The channels and bandwidths are assigned using a 
dedicated channel. 

Such a system is attractive because it requires no on-board 
satellite processing, permits a simple per channel mobile  
station transmitter-receiver, and is spectrally efficient . 

 There is ground station processing, and the multicarrie r  
system probably requires backoff of the satellite amplifiers 
to avoid saturation. 

REQUIREMENTS ON MULTIPLEXER- 
DEMULTIPLEXER 

Our studies of properties of multiplexer-demultiplexe r 
 pairs based on the wavelet packet synthesis and analysis 
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trees of QMF pairs [1-7, 10] for multiplexing (as in Fig. 2) 
and demultiplexing binary signals, respectively, and 
Matching wideband VSB filters at the roots of the 
sYnthesis and analysis filter banks, made it possible to 
envision a set of requirements that a multiplexer in the 

Mobile 
terminals 

Network 

------._.._ 

Pig. 1: A typical communication application is shown in 
this figure to illustrate how this fits into an overall 
network. 

transmitter and a matching demultiplexer in the receiver 
must satisfy, and to realize typical design examples which 
satisfy many of these requirements [8-16]. In the 
frequency division multiplexing of streams of digital Signas for personal communication systems such as 
Mobile satellite communication systems it has become a 
high priority to use spectrum-efficient schemes which also 
meet a number of other performance and implementation 
requirements. These requirements include (with references 
t° publications on our studies in which each of the 
requirements have been addressed or illustrated): 
1. The theoretically perfect orthogonality of the signals that  are received at the outputs of the demultiplexer when 

,rthere are separate input signal streams into the multiplexer. 
he orthogonality means, in communication terms, that the 

receiver is matched to the transmitter so there is no intersymbol interference and no interference from other 
channels along a path from the input to the multiplexer to 
tile output of the receiver. In this paper the signal inputs 
Into the multiplexer are assumed to be real. The 
equivalence of digital Vestigial Sideband (VSB) to Offset 
Quadrature Phase Shift Keying (OQPSK) enables the 
studies of VSB to apply to OQPSK [8]. 
2. The magnitude frequency responses of each of the Multiplexer channels from the leaves to the root of the 
wavelet packet-based filter bank tree used here as the Multiplexer (as in Fig. 2), consist of two channels, 
SYmmetrically situated with respect the origin of 
,frequency, one at positive frequencies and one at negative 
irequencies. When-these channels are modulated to radio 
frequencies the positive and negative frequencies around 
the unit circle are mapped to opposite sides of the carrier 
fr,equency, so the signals in the negative and positive parts 

each multiplexer channel will generally experience 
different channel degradations. It is clearly desirable to  

keep the information for each multiplexer channel in either 
a positive or negative frequency band [8]. 
3. The paths taken by the input signals through the 
multiplexer, to the multiplexer output are such that the 
magnitude frequency responses along these paths have a 
stopband attenuation that is greater or equal to a specified 
minimum value. These multiplexer paths are referred to 
herein as multiplexer channels. This requirement on 
stopband attenuation is necessary to keep crosstalk from 
other channels and out-of-band interference from other 
channels below a specified value [9]. 
4. The whole of the frequency axis around the unit circle 
must be utilized and the packing of the magnitude 
frequency responses of the multiplexer channels for both 
positive and negative frequencies must be as efficient as 
possible to conserve the spectrum [8-16]. 
5. Because of the growth of multimedia services of 
widely differing bandwidths, as much bandwidth-on-
demand capability as possible must be provided [8-16]. 
6. The minimization of overall system delay by using a 
concatenation of wavelet packet-based filter bank trees and 
DFT polyphase filter banks (as in Fig. 3, and related Figs. 
4 - 6) to trade off number of levels of bandwidth on 
demand and overall filter length from the input of the 
transmitter to the output of the receiver [12,13]. 
7. Design of a simplified receiver (as in Fig. 6) for the 
case in which the filter designs have non-linear phase [12- 
14], and for which a further simplification in the receiver is 
effected when all the filter designs have linear phase, as 
described in [15], and briefly in this paper. 
8. The system must have sensitivities to carrier phase 
(see Fig. 7) and symbol timing offsets (see Fig. 8) that 
enable design of a synchronization scheme without overly 
difficult specifications [12, 14]. 
9. The system should have low sensitivities of carrier 
phase and symbol timing offsets to channel rolloffs [14]. 
10. For reasonable errors in phase and symbol 
timing offsets, the system must have BER performance 
that can be compensated by feasible error control schemes 
[14]. 
11. A synchronization scheme with suitable performance 
can be designed [15, 16]. 

GENESIS OF CONCEPTS AND 
DESCRIPTION OF SYSTEM DESIGN 

We were motivated originally by the orthogonality and 
other properties of wavelet packets [1, 10] that seemed to 
have potential applications to communications, further 
inspired by insights into such applications from an early 
work by Learned [2], followed by [3], and our later studies 
of [4-7], to design multiplexer-demultiplexer pairs of trees 
of quadrature mirror filter (QMF) pairs with many 
desirable properties [8-10, 11]. The relationship of these 
filter bank trees to wavelet packet trees is derived and 
discussed in [10]. In [10] survey of the theory and 
applications of scaling functions, wavelets and wavelet 
packets in communications is also given. 

Satellite 
Ground 
Station 
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Fig. 2: The first basic 4-input wavelet packet-based 
synthesis filter bank repeated 3 times, with 
different channel numbering each time with 
successive output signals at the roots as the input 
signals X (z), X 2 (z) and X 3 (z) to a DFT 1 
polyphase synthesis filter bank shown in Fig. 3. 

In [8] the equivalence of Offset Quadrature Phase Shift 
Keying (OQPSK) and digital Vestigial Sideband (VSB) is 
proven, enabling the use of real inputs in all our 
subsequent studies, and descriptions and discussions in 
terms of VSB concepts. 

Two designs for the filters in the QMF pairs that are used 
to construct the filter bank trees are described in [9]. In 
both of these designs the minimum stopband attenuation in 
multiplexer channels from the leaves, or from an 
intermediate node of the tree, to the root of the tree, can be 
specified at a prescribed value for which the required filter 
design or designs can be found. In one of these designs the 
same QMF pair is repeated throughout the tree, as required 
for the standard definition of the wavelet packet tree. In 
this case the multiplexer channel magnitude frequency 
responses are not symmetric about the centres of their 
passbands. In the other case, the QMF pair designs are 
replicated at each level of the tree, but the designs at each 
level are different. The total number of coefficients in the 
path corresponding to a multiplexer channel is 
substantially lower, by about one-half, than in the previous 
case. Since the 3-dB bandwidth is the same in the two 
cases, and it is convenient to use this as the measure of 
essential bandwidth, the tiles in the time-frequency plane 
remain the same in height, but differ in width. 'Thus, this 
second design no longer gives the wavelet packet tree that 
is standard, but an extension thereof which we have 
employed in most of our subsequent studies. The main 
reasons for our preference is that this design yields fewer 
total filter coefficients in the tree, and the multiplexer 
channel magnitude frequency characteristics are 
symmetrical about the centres of their passbands. 

In [8-10] we have also shown how to design a wideband 
VSB filter ( G 10  (— jz) in Fig. 2) following the root of the 

tree to eliminate (attenuate to below the minimum 
specified multiplexer channel attenuation) signals in all the 
multiplexer channels at negative frequencies and to pass 
the signals in all the multiplexer channels at positive 
frequencies. The multiplexer channels at positive 
frequencies are thus "pure" VSB channels, in contrast to 
the QAM channels that exist at the roots of the trees. A 
related wideband VSB filter design ( G i0 ( jz) in Fig. 2) 
after the root of an identical tree can be used to pass all the 
multiplexer channels at negative frequencies and eliminate 
all those at positive frequencies. The outputs of the two 
wideband VSB filters can be multiplexed to obtain a 
covering of the positive and negative and frequencies with 
single channel multiplexer VSB communication channels. 
Adjacent channels overlap at the 3-dB down points, so the 
spectrum coverage is efficient. 

By feeding signals into the multiplexer at different levels 
of the tree bandwidth on demand by factors of two is 
realized [8]. 

Another flexibility in design requirements we have  
explored is the tradeoff between number of levels of 
bandwidth on demand and the total number of taps along a 
multiplexer channel (or total delay). This has been done,  
as in Fig. 3, by using the outputs at the roots of identical 
filterbank trees as inputs to two related DFT polyphas e 

 synthesis filter banks, whose outputs are multiplexed, and 
implementing a receiver, as in Fig. 6, with the matched 
filtering realizing the filtering by the matching DFI 
polyphase analysis filterbank and then by the correct filters 
in the matching analysis filter bank tree, as described and 
discussed in [12, 131. For example, with the outputs at the 
roots of 4 trees with 4 leaves as inputs into each of two 
closely related DFT polyphase synthesis filter banks (se e  
Fig. 3), and a matching receiver (Fig. 6) simplified PI)  
receive one channel at a time, there are 32 multiple'
channels, of which 16 are shown in Fig. 5, and the other 1 6  
fill the gaps. The delay and number of coefficients iS  
about one quarter of those required if the outputs of two 
identical 16-input trees, each followed by a wideband V513  
filter (one passing positive and the other negative 

 frequencies), were multiplexed to obtain 32 multiplexer 
 channels, but there are now only two levels of bandwidth  

on demand instead of four. 

A study of the BER performance of the concatenation Of 
 filter bank trees and DFT polyphase filter banks wi th 

 different phase offsets (e.g., Fig. 7), timing offsets (e.g'' 
Fig.8) and combinations of both phase and timing offsets 
at the receiver has 1Deen documented in [12, 14], are! 
indicated that the design of a synchronization scheme re 
reasonable complexity should be possible without 

 introducing errors which cannot be corrected by curre0t131 
 available forward error correction schemes such as ture 

codes and hypercodes. 
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All  the designs for filters described above resulted in 
Perfect reconstruction at the output of the receiver. This 
results in the theoretically perfect orthogonality of the 
signals that are received at the output of the demultiplexer 
fl'ara each of the separate input signal streams into the 
multiplexer. Note that the filter designs used in the filter 
banks described and used in our publications cited above 
an had nonlinear phase. We have not been able to obtain a 
further simplification of the receiver structure in these Cases.  

Note 1: The Gio(z) and G„(z)are the owpass and 
highpass transfer functions of the QMF pair next to 
the root of the synthesis filter bank trees, and the  G20(z) 
and G, i (z) are the transfer functions of the QMF pairs 
at the leaves of the trees. 

Fig. 6: Block diagram of the receiver architecture, and 
relative symbol rates at various points. 

Using the linear phase filter designs with equiripple 
stopband attenuation with a minimum of 40 dB, provided 
to us by W.F. McGee [15], resulted in negligible (for 
example, sidelobes of about 4% of the unit pulse at the 
output of the receiver, as response to a unit pulse at an 
input port at the leaf of the synthesis filter bank tree in the 
transmitter) intersymbol interference (ISI) due to non-
perfect reconstruction, but provided other, overriding 
advantages, one of which was the further simplification of 
the receiver. 

Fig. 9 shows an example that yields 8 multiplexer channels 
at positive frequencies and 8 multiplexer channels at 
negative frequencies, for a total of 16 multiplexer channels 
around the unit circle. (Fig. 9 also shows the proposed 
synchronization scheme at the transmitter, which will be 
succinctly described in the following section). Fig. 10 
shows the matching receiver to the transmitter of Fig. 9. 

Oa 
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The filters, in general, could be non-linear phase or linear 
phase. Because the magnitude frequency responses of the 
multiplexer channels have such similar shapes, and are 
even symmetric around their centre frequencies if the 
QMF pair designs at each level are different, but the same 
at each level, it was thought that a simple frequency shift 
to centre each channel at, say, the centre frequency of the 
first multiplexer channel would enable a further 
simplification of the receiver. However, in the nonlinear 
phase case it was not found possible to obtain a further 
simplification. In the linear phase case, however, 
assuming that the filtering by the receiver is matched to 
receive channel 1, the frequency shift of any other channel 
so that its centre frequency lies at the centre frequency of 
channel 1, plus the correct one of four phase shifts- rc/4 for 
channels 2, 6, 10 and 14, it/2 for channels 3, 7, 11 and 15, 
311/4 for channels 4, 8, 12 and 16, and 27t for channels 5, 9 
and 13-will enable reception of the other channels using 
the same filtering as for channel 1. 

DESCRIPTION OF A NOVEL SYNCHRONIZATION 
SCHEME 

Jones [4, p. 121], somewhat generically, and Lindsey [5, p. 
84], specifically, have identified synchronization for 
wavelet packet tree structures for communications as an 
unsolved problem. We have seen no solution in the 
literature since then, so the solution described in this paper 
is the first solution for the design of a synchronization 
scheme [16] for a tree-structured bank of QMF pairs. 

First it is noted that the number of independent input ports 
in a tree such as the one in Fig. 9 is the same as the number 
of independent wavelet packet basis functions for such a 
tree of QMF pairs [10], and is given by the recursion 

=  T 
The recursion begins with n=1, for which T 1 =0. The 
rapid growth in number of possible independent input 
ports is itself intriguing in its possibilities for innovative 
communication applications. For the tree with 8 leaves 
and 3 levels shown in Fig. 9 there are 26 sets of 
independent input ports-25 if direct transmission into the 
root of the tree is considered to be a degenerate case. 
The main idea of the synchronization scheme at the 
transmitter is to insert a sequence of 32 synchronization 
bits into the data stream after the root of the tree into a 
window as shown in Fig. 9 that is correctly located, as 
described in [16], and to effect this insertion in spite of the 
fact that the data inputs into input ports generally cause 
samples of responses to fall inside the window. This is 
accomplished by "zeroing out" the effects of the data by 
finding the real inputs at pre-calculated locations of 
synchronization words at each of the input ports in a set 
which will result in the negative of the values appearing in 
the window due to the data outside the locations of these 
input synchronization words at the input ports in each set. 

Fig. 7: Simulated BER vs. SNR in channel 6, with non-
zero random inputs into all 32 input ports, and 
AWGN in the transmission channel, for phase 
errors from zero degrees (lowest curve), by 5- 

 degree intervals, to 30 degrees (highest curve), nt 
all 32 communication channels, in the receiver 
demodulator, for 25% rolloff in the multiplexer' 
demultiplexer channel magnitude frequeucY 
characteristics. 

10" 

j 4 
alirelSo Ne41. F.410 in de 

Fig. 8: Simulated BER vs. SNR for channel 6 with  non-Z° 
 random inputs into all 32 input ports, and AWGN 
 in the transmission channel, for timing errors fret: 

zero samples (lowest curve) to 4 samples of 1 0,  
which is (4/16)T baud, (highest curve), in all 32  
communication channels, in the receiver 

 demodulator, for the phase offset yielding the beSt 
 BER vs. SNR plot, for 25% rolloff in the  

multiplexer-demultiplexer channel magnitude 
 frequency characteristics. 

The values appearing in the window due to unit pulses at 
the locations in the synchronization words are related bY a  
transfer matrix, A , whose columns are the unit 

3 1 5 5 
Ste& I blmee qv» .à 415 

1r 

responses in the window. This is just the path through all  
the high pass filters, which are maximum phase, in the 

 nonlinear phase case. For the linear phase case all of the 
 paths from each level of the tree have the same delay, s°  

the locations of the synchronization words at input ports at 
the same level are all the same. For the nonlinear case' 

nulse 
r 

124 SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 



PERIODICALLY 
INSERTED 

32-BIT 
SEQUENCE 

16 SAMPLES 8 SAMPLES 4 SAMPLES 
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eig. 9: Example tree with 8 leaves and different designs of the quadrature mirror filter pairs at each level used to illustrate the 
proposed synchronization scheme method and computations. 

ll'eY are generally different, even at the same level. This is 
One attractive feature of the linear phase case for 
calculations and simulations. Another is that the window 
and input sync word locations can all be easily calculated 
analytically. As seen from Fig. 9, for an example with 
Independent input ports 6, 5, 12 and 13 there are 4 
s. tlecessive inputs into each of ports 6 and 5, 8 successive 
inputs into port 12, and 16 inputs into port 13. Since the 
Path from port 6 is all through highpass filters it is the 
longest delay path determining the window location in the 
nonlinear phase case. All paths from the leaves of the tree 
are the same lengths in the linear phase case. The input 
unit pulse in the first position of the sync word at port 6 
results in a response which determines the location of the 
Window to be such that the peak of that response and 

several of the largest peaks on each side of it must fall 
within the leftmost quarter of the window. This response 
is shifted to the right by 8 positions for each of the 
following successive 3 inputs at port 6, and the last one 
must, like the first one, have its maximum energy inside 
the window, which is achieved by as symmetrical a 
location of the four responses within the window as 
possible. The input sync word for port 6 is located in 
positions 1-4. The beginning of the sync words at ports 5, 
12 and 13 must be delayed for the maximum energy to fall 
in the window. Responses to successive unit pulses at 
ports 12 and 13 are shifted by 4 and 2 samples, 
respectively, in the window. The 32x32 matrix A is 
formed from the 32 columns of unit pulse responses in the 
window due to unit pulse inputs in the sync words at the 
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Fig. 10: Matched receiver to the transmitter of Fig. 1. The exponential multiplier at the input frequency shifts a selected 
channel to the centre frequency of a fixed baseband channel to simplify the receiver further in the linear phase case. 

input ports in each set. This matrix has interesting 
properties, and the ratios of the maximum to minimum 
eigenvalues of A A T are very close to and greater than 
unity, showing that the A is well-conditioned, so we can 
use A 1  as shown in [21] to zero out the window, after 
which a 32-bit synchronization sequence is inserted into 
the window location. A dedicated channel communicates 
information such as the configuration of input ports to the 
receiver. Analysis, calculations and simulations for Rician 
fading channels verify that the receiver shown in Fig. 10 
will work with the synchronization scheme shown in Fig. 9 
at the transmitter. The effects of a variety of Doppler 
shifts have been evaluated for the linear phase case in [15]. 

FUTURE RESEARCH 

This includes turbo code or hypercode implementation in 
the out-bound direction, further studies and improvements 
of the synchronization scheme, performance studies and 
possible redesign for a variety of channel models such as 
frequency selective fading, study of the backoff of the 
satellite amplifiers needed, design of a method for 
achieving this backoff, and and design of the upstream 
transmission and receiving schemes. 

For the upstream direction the transmission is 
asynchronous so multi-user detection methods using soft-
decision inputs and outputs in an iterative method as done 
in turbo decoding offer a promising new approach [17]. 
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ABSTRACT 

Land Mobile Satellite (LMS) Systems require fade 
countermeasure techniques since they suffer from limited 
link margins and severe channel degradations. In this paper, 
satellite diversity and satellite handover strategies are 
evaluated and compared by means of case studies in non-
urban areas. A novel way of post-processing ray tracing 
results is outlined; quality criteria for handover and 
diversity are defined, calculated and compared. Focus is on 
typical scenarios and the correlation between parameters 
that influence system performance. 

INTRODUCTION 

The majority of the available LMS propagation models are 
derived from measurements and of statistical nature. Their 
aim is to support general system design (orbit type, link 
margin, etc.) and to provide estimates of channel statistics. 
However, due to their empirical background, it is virtually 
impossible to consider the complex interaction and 
correlation between different propagation factors, like 
azimuth correlation of shadowing, blockage, signaling 
delay, channel state, operational scenario, multipath effects, 
mobile and satellite motion and Doppler shift. Moreover, 
with the venue of third generation systems, the relevance of 
wideband effects has to be investigated and realistic time 
series of the signal-to-noise ratio (SNR) are required for 
efficient receiver design. 

The new simulation tool, which is introduced in this paper, 
is designed to fill this gap and to complement conventional 
channel models. It inherently considers correlation of the 
above mentioned propagation effects using a ray tracing 
propagation model in conjunction with an orbit generator. 
The mobile surroundings are simulated by high resolution 
topographical and land use data, as well as by stochastically 
generated roadside objects [1]. At each time step, all 
relevant signal paths are calculated for each satellite, 
including amplitude, polarization, delay time, Doppler 

frequency and direction of arrival. Hence, wideband  tune 
 series of power delay profiles are available. Comparisons 

with LMS measurements show the validity and capabilitY 
of this approach [2, 3]. 

The propagation data is used to investigate different 
handover, diversity and combining schemes for the 
satellite-to-mobile link. First, time series of bit energY Per 
noise spectral density (Eb/NO) are calculated from the 
power delay profiles, including the influence of systein 
noise, intersymbol interference, multiple access interference 
and imperfect power control due to signaling delay. Net,  
probability density functions (PDF) and cumulative 
distribution functions (CDF) of Eb/NO are calculated  and 
compared. Selection, equal gain and maximum ratio 
combining are considered for two- and three-branch 
diversity. 

Based on the channel time series, the effect of different 
 handover initialization thresholds is evaluated. QualitY 

measures, like handover rate, handover delay and outage 
time, are calculated. A comparison between diversity and 
handover is performed. Results are given for different  
satellite constellations, like Iridium, Globalstar and ICO , 

 and different mobile operational scenarios (pedestrian and 
vehicular). 

THE CHANNEL MODEL 

The surroundings of the mobile terminal (MT) ar e  
characterized by topographical and land use data containing 
geographical height and a classification of the surfac e  
properties, respectively. As an example, Fig. 1 depicts an 
area of 20km x 20km in the Rhine Valley, southern 
Germany. The z-axis is topographical height, whereas the 
land use classes are shown in different colors. The, 
landscape shows a typical non-urban mixture of terrain allu 
land use elements. The mobile trajectory follows the 

 German highway no. 8 westbound and no. 5 southbountl,  
respectively. The 50m-grid is sufficient to resolve  all 
relevant land use and terrain features. However, further 
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input data is necessary to compensate for the missing 
roadside objects, which influence propagation notably [4]. 
Therefore roadside trees and buildings are generated 
stochastically, with varying statistics for density, height and 
location according to the land use class of the mobile 
Position [3]. 

eig. I Topography, land use and mobile trajectory in the Rhine 
Valley, southern Germany 

An orbit generator provides the satellites' positions for each 
time step of the simulation. Topography, land use, mobile 
trajectory, roadside obstacles and orbit data are fed into the 
raY tracer. The ray tracing algorithm is divided into a 2D 
Vertical Plane Model and a 3D Scattering Model. The 
Vertical Plane Model contains the most important signal 
Paths in a vertical plane that embodies satellite and mobile. 
Free space propagation, losses due to diffraction or 
transmission through vegetation are considered as well as 
ground reflection and bacicreflection. Single scattering 
Contributions are evaluated in the 3D Scattering Model [2]. 

For each satellite and every time step t the complex 
Polarimetric transmission matrix T,(t), delay time  t(t) and 
direction of arrival  (t9  p)  are calculated for all N(t) 
relevant rays. After weighting each ray with the antemia 
Pattern  CR of the MT the complex transmission factor Mt) 
Is obtained: 

40= C TR  (ei ,yt i ). 1" (t) , (1) 

Where the superscript T denotes the transpose operation. 
The superposition of all contributions yields the power 
delaY profile, whi,ch is equivalent to the satellite's time-
variant channel transfer function 

CALCULATION OF EFFECTIVE SNR TIME SERIES 

The time series of power delay profiles are transformed into 
instantaneous effective SNR values by 

SNR 
(t)  O —  EP sys 14" N 151 (t)+ EtN „,,, 

where S(t) denotes the signal, My, the system noise,  N 1(t) 
the equivalent noise due to intersymbol interference and 
N„,„; the noise due to multiple access interference in code 
division multiple access (CDMA) systems. E{x} denotes 
the expectation of variable x. All noise contributions are 
modeled as white Gaussian noise. 

The received signal in the n-th symbol period Ts can be 
expressed as 

YR(e)t E of h tot Ijrs  t 
(4) 

= a, + 
1= 

n 

where the first term represents the contribution of the 
wanted symbol an  and the second term the influence of all 
other symbols [5]. The total transfer function h,o, is given 
by 

htot(r h sys  (r> hch (r,t), 

where the channel transfer function lich  is computed by the 
ray tracer. In the sequel, raised-cosine filtering is assumed 
for the system transfer function hsys . By evaluation of (5), 
(4) and (2) the wanted signal power yields: 

2 

A, 0. h sys  ;WI (6) 
N 

and the corresponding intersymbol interference power is 

2  Nisi(t) = 241)PT 6 r PR • 

2 

N (t) 

E A 1 (t)h 05 — i (t),t . 
=— 
#(1 

(3 ) 

(5 ) 

2 
S(t) = [J PT 6 T PR 

dIrc t=1 

(7) 

N (t) Although Ns, is negligible for second generation systems, it 
k h (r ,t)= A ,(t) - ,t). (2) may influence future wideband LMS systems. 

1=1 
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For CDMA systems multiple access interference is the 
limiting factor for SNR. For the downlink the MAI is a 
function of the received power Ps  = from each 
visible satellite s and the number of equivalent channels 
C„: 

.5 0) 
EIN Mal(t)1= 1P SO. eq (t)). (8) 

s=sO 

Ps  is calculated by the propagation model for all S(t) 
satellites. For synchronous orthogonal CDMA so =  2 (i. e. 
no MAI from the serving satellite), else so  =  1. G, depends 
on the number of co-channel beams, beam overlap, channel 
utilization, voice activity and antenna discrimination. 
Comprehensive derivations of E{C„} can be found in [6, 
7]. 

Signaling Delay 

For LMS systems propagation time has to be considered. 
Especially the efficiency of system control commands is 
impaired by the signaling delay, which can be 
approximated by 

A ts = gt • tst ,egw , Enit)± t pr (9) 

where n„ is the number of single trips between gateway and 
MT, ts, the corresponding propagation time and tpr  an 
additional delay due to signal processing in the control 
instances. The impact of the slant range on t„ is calculated 
based on orbit heigth h and the satellite's elevations as seen 
from the gateway (E„) and from the mobile terminal (e„,i). 

Power Control (PC) 

The system's power control is simulated by a user-defined 
number of power control steps, the corresponding 
thresholds and power correction steps. Additionally, the 
target SNR value, the maximum and minimum transmitted 
power, as well as the power control update rate are 
specifièd by the user. The power-controlled received power 
Ps  is calculated by: 

Ps0= 7(1.  Ats) Ps ,nom (10) 

where y is the power control factor and  s,nom  the received 
power for nominal transmitted power. 

HANDOVER MODELING 

monitoring of the SNR values of all satellites. If the SNR  of 
the active satellite falls below a certain margin ASNRHo 
with respect to the best satellite, a HO is initiated. To 
prevent system congestion with signaling, a maximum HO 
rate can be specified. Based on these parameters, a time 
series of Eb/NO is calculated, which includes the effect of 
handover and signaling delay At,. 

Performance criteria 

The performance of the handover scheme is evaluated by 
comparing the corresponding CDF of Eb/NO. As all 
alternative, a common minimum of HO rate, relative outage 
time and relative HO delay may be searched. The relative 
outage time is defined as the percentage of time that the 
Eb/NO time series is below a certain target value. The 
relative HO delay is the percentage of time that the 
connection is not provided by the best available satellite. 
Consequently, the relative HO delay includes both, 
signaling delay and delay due to the hysteresis ASNRHo. 

SATELLITE DIVERSITY MODELING 

Another way to increase system availability is satellite 
diversity. The SNR values of all satellites are permanently 
monitored. For m-branch satellite diversity, a connection 
with maximum m satellites is established and power-
controlled. The actual number of satellites in the active set 
is determined by ASNR add and ASNR drop. If the SNR level of 
an inactive satellite is less than ASNR add  below the best 
satellite a request for adding this satellite to the active set is 
issued. In a similar way, a request for dropping a satellite 
from the active set is transmitted if its SNR value is more 
than ASNR drop  below the best satellite. Both actions occurr 
with signaling delay. 

Combining 

The superposition of the active satellites' signals iS 

performed in the combiner. Each branch i is weighted with 
factor b,. For selection combining (SC) b, = 1 for the best 
satellite and b, =  0 else. The equal gain combiner (EGC) 
uses the same factors in each branch, while the weights fol' 
maximum ration combining (MRC) are: 

Si7 

Note that the noise level of the satellites can be different .  
For coherent detection, the resulting signal power Sc(t) and  
noise power  N0(t) for L(t) active satellites yields: 

(11 ) 

This study considers the feasibility and benefit of satellite 
handover based on SNR measurements, since this type of 
handover requires the highest signaling effort and charges 
the system resources notably. To mitigate shadowing, a fast 
handover scheme is necessary. It is based on a constant 
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Fig. 3: HO performance for ICO, pedestrian scenario 

Table 1: Start, climax and end elevation of satellites 

Propagation 

L(r) 
A r c (t)= teî (t). N(t). 

Performance criteria 

In diversity systems the trade-off between diversity gain and 
system loading due to the L(t) channels per connection has 
to be considered. The PDF and CDF of Eb/NO after 
combining allows evaluating the diversity gain, while the 
costs in terms of system capacity are determined by the 
mean number of active channels E{L(t)}. 

RESULTS AND DISCUSSION 

The interaction between mobile velocity, imperfect power 
control, signaling delay, different HO and diversity schemes 
are investigated by means of exemplary simulations in a 
nen-urban area. Topography, land use and mobile trajectory 
are depicted in Fig. 1. The high-speed vehicular scenario 
(190s, 50ms resolution) uses a mean MT velocity of 60m/s 
(e. g. high-speed train). The pedestrian scenario (470s, 
100ms resolution) uses a speed of 1 m/s and covers only a 
Part of the mobile path of Fig. 1. The signaling delay 
Parameters are set to n„= 4 and tp, = 50ms. Table 1 lists the 
start, climax and end elevation of all visible satellites for the 
LMS systems under consideration. Since not all required 
sYstern 'parameters for Iridium, ICO and Globalstar are 
available in open literature the absolute values of the results 
are subject to change. Therefore the following comparisons 
should only be regarded as typical for the type of system 
these implementations represent. 

Fig. 2 shows the PDF of Eb/NO with and without power 
control for both scenarios. It is evident, that for low earth 
orbit (LEO) systems slow fading and light shadowing at low 
mobile speeds can be controlled, whereas the power control 
becomes more and more ineffective as the mobile speed 
(and as a result the fading bandwidth) increases. Similar 
observations are made in [6]. 

L L _ ws-ske.1. 4ii  I \4-: '4 V\ I I I 
-5 0 5 10 15 

Eb/NO in dB 

Fig. 2: PDF of Eb/NO for Globalstar, with and without power 
control (pc) for high-speed (hsp) and pedestrian (ped) 
scenario 

The impact of signaling delay and HO initialization criteria 
on system performance is investigated by comparing a 
medium earth orbit (MEO) system like ICO to a LEO 
system (Iridium). For the pedestrian scenario the HO 
performance criteria are displayed as a function of ASNR HO . 
For ICO the minimum of the relative HO delay occurs at 
ASNR H0  = 5dB (Fig. 3). 

(13) 

The influence of mobile speed on power control efficiency 
is illustrated by comparing the time series of Eb/NO of both 
"cenarios for the Globalstar simulation. The resulting Eb/NO 
is calculated assuming three-branch satellite diversity with 
Mr  RC. A 3-bit power control is used with parameters as in 
161 The dynamic range is ±10dB and the target SNR corre-
sPonds to Eb/NO = 7.5dB after combining. 

The relative outage time and HO delay decreases with 
increasing ASNR 110  due to the considerable signaling delay 
for ME0 systems: for a small hysteresis ASNRHo many HO 
lead from the short-time shadowed "best" satellite to a non-
optimal one. At the completion time of the HO, the channel 
states of the satellites may already have changed, so that the 
HO leads to deterioration. Thus, ASNR Ho based HO 
initialization seems not to be appropriate for MED systems. 
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Fig. 5: Comparison of HO and diversity schemes, pedestrian 
 scenario, MRC 

In the pedestrian scenario (Fig. 5) both systems benefit from 
satellite diversity. However, at low Eb/NO values the effect 
is more distinct for Globalstar, while the diversity gain for 

1CO : 
m=1 
m=2 
m-3 

5 10 
Eb/NO in dB 

15 

0.1 
Lt. 

0.01 

0.001 

z 

, 

: '1 
I till It il I I 

Propagation 

Sophisticated HO schemes should include e. g. satellite 
elevation or a history of SNR values to prevent such 
erroneous HO and be channel adaptive [8]. Fig. 4 shows the 
results for Iridium. Due to the smaller signaling delay, less 
erroneous HO occur, and the relative HO delay and outage 
time increase with increasing ASNR Ho . The optimum value 
of ASNR H  is 3dB. However, it is observed that for both 
systems the differences in HO delay and outage time are not 
significant. 

,-- 0 012 

0.011 

- rel. HO delay 0.01 e, 
0.009 -t 

rel. outage time (1) 

 0.008 .= 

0.007 RI', 
r-;  0 006 

4 6 8 10 12 
A SNRH0 in dB 

Fig. 4: HO performance for Iridium, pedestrian  scenario 

The following comparisons investigate, whether satellite 
diversity yields considerable performance gain with respect 
to a fast satellite handover approach. Fig. 5 and Fig. 6 
oppose a HO system approach (m=1) to two- and three-
branch satellite diversity with MRC. 

ICO occurs at higher Eb/NO values. For a target Eb/NO 
value of 5dB, the improvement is 92% (m = 2) and 96% 
(m = 3) for Globalstar, while ICO shows an increase of 14% 
in both cases. Two-branch and three-branch diversitY 
produce identical results for ICO, while there is an 
additional gain for Globalstar at Eb/NO > 6dB. For 
Globalstar, the diversity gain is 3dB (m = 2) and 3.4dB 
(m = 3) at the Eb/NO value that is exceeded by 90%. These 
values are slightly smaller than results reported in urban 
environment [9]. Note that [9] does not consider imperfect 
power control and signaling delay. Fig. 6 shows the same 
comparison for the high-speed scenario. While the diversitY 
gain at Eb/NO = 5dB has practically disappeared for ICO 
(5%), Globalstar still benefits from diversity gain (32% for 
m =2 and 40% for m = 3). 
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Fig. 6: Comparison of HO and diversity schemes, high-sPeed  
scenario, MRC 

Different combining schemes for the Globalstar simulation 
with m = 2 are compared in Fig. 7. For both scenarios, the 
EGC and MRC perform nearly equal since the SNR vale 
of the active satellites are comparable. MRC and EGC are 

 considerably better than SC: an increase of 82% is observe° 
for the pedestrian scenario at Eb/NO = 5dB. For the high-
speed application the increase is still 31%. 

The influence of different margins ASNR drop  and ASNRadd 
the Globalstar system performance (in = 2, MRC) ii5  
depicted in Fig. 8. Both values are set to 3dB, 6dB, 9dB an' 
12dB, respectively. For the high-speed scenario, le  

significant gain is achieved for Eb/NO < 10dB. The ineen  
number of active channel rises from 1.46 to 1.75. 
interesting effect is visible in the pedestrian scenario: th e 

 smallest hysteresis (3dB) with lowest channel occupane 
(E {L(0) = 1.90) performs best. This can be explained bY 
the active set updating algorithm, which aims at minimizing 
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of them falls short of ASNRdrop,  even if a new satellite 
would be the better choice. As a result, large hysteresis 
leads to a deadlock in a non-optimal active set. Low 
LISNR drop  values cause more frequent changes of satellites 
but yield 10%-better performance at Eb/NO = 7dB. 

5 10 
Eb/NO in dB 

pedestrian: high speed: 
--------- select. comb.   select. comb. 

- - - - equal gain comb. - - - - - equal gain comb. 
max. ratio comb. max. ratio comb. 

eig- 7: Comparison of different combining schemes, Globalstar, 
-m=2 

1 

0 . 1 

0.01 

0.001 

Comparison of different satellite diversity schemes, 
Globalstar, m=2, MRC, in brackets: mean number of 
active channels 

CONCLUSION 

This paper outlines a new simulation tool to investigate 
satellite diversity and satellite handover based on a ray 
optical LMS propagation model. Due to the physical and 
deterministic basis, the software includes the complex 
interaction and correlation of several factors that play a 
major role in LMS system performance, like correlation of 
shadowing, satellite elevation, blockage, signaling delay, 
mobile speed, imperfect power control and system 
parameters for HO and diversity. Thus the new approach is 
seen as a necessary complement to existing statistical 
models. It provides important in-sight for system parameter 
definition and allows to compare different fade 
countermeasure techniques. First exemplary results are 
shown and discussed to stress the capability of the new 
approach. Further simulations are intended to provide a 
broad basis for general conclusions in system design issues. 
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ABSTRACT 

This paper details a measurement campaign which was 
undertaken to investigate the effects of buildings and trees 
on signal depolarisation within a personal satellite 
communications environment. The satellite environment 
was simulated using a circular polarised transmit antenna 
elevated above the buildings, with a dual linear polarised 
receive antenna with separate receivers for the vertical and 
horizontal components of the signal. The received signal 
was sampled and digitally stored for processing at a later 
stage. Data was collected at a number of different sites, 
such that the effects of diffraction and reflection from both 
buildings and trees were observed, along with effects 
within urban corridor situations. 

The presented results show a clear indication that there is 
considerable potential diversity gain available in areas 
where the signal is greatly diffracted or where the main 
signal is a reflected one. Diversity gains of around 10dB 
have been observed and are presented here. There is 
however an adverse effect of up to 3dB due to the noise 
from the second receiver when comparing the signal to 
noise ratios from maximum ratio diversity combining with 
a standard circular polarised antenna in areas where the 
two signals are not decorrelated, such as line of sight 
situations or areas where there is little shadowing or 
multipath effect.. 

A pre detection weighting system could be a potential 
solution to the performance degradation in line of sight 
situations by applying complex weights to the two signals 
and summing them prior to the receiver rather applying 
them after the receiver chain at baseband. There are 
however complexity penalties which may make this 
solution not practical or realisable as training sequences 
which are too long and time consuming may be fequired to 
optimise the output signal to noise ratio. 

INTRODUCTION 

The newly proposed and deployed Satellite Personal 
Communication Networks (SPCN) will offer seamless 
communication of high quality to handheld terminal users 
around the globe. 

The satellite to mobile downlink signal has right hand 
circular polarisation (RCP) at the source, a little 
depolarisation is caused by the various effects within ille 
environment[1]. Diffraction and scattering from the frees 
in rural environments, diffraction and reflections frolli  
building edges and surfaces in urban environments are 
expected to have a considerably greater effect on tle 
polarisation state of the downlink[2]. This will introduce 
extra losses in the link budget deteriorating the systen' 
performance. The level of these losses depends on the  
polarisation mismatch of the antenna on the mobile 
terminal with the incoming signal. 

The aim of the measurement campaign reported in th is  
contribution, was to measure and then model de s° 

 depolarisation phenomena. This information can then be 
used to either recalculate the downlink budget including 
the polarisation losses or to form new requirements for the 
antenna on the mobile terminal in order to adjust to  the  
polarisation characteristics of the propagation 

 environment. 

An antenna system that is able to adjust its polarisation t°  
that of the received signal could achieve significant exte 
gain, depending on the level of polarisation matching. 

 Furthermore, an antenna which can switch from circular t°, 
linear polarisation, or the two linear components cel  
elliptical polarisation, can establish communication in al 
situations : circular polarisation for line of sight, line 
when in shadow receiving the diffracted (elliptical C°-  
polar) or the reflected (elliptical co- or cross-polar)  Si  
or even the opposite hand of circular polarisation wle°  
receiving reflected signals. 

The potential benefits of using a diversity scheme such a s  
maximum ratio diversity combining are presented alt)%g 
with a possible disadvantages in terms of received sir', 
to noise ratio in line of sight environments. A potente 
solution to these disadvantages is also presented. 

THE DEPOLARISATION MEASUREMENT 
CAMPAIGN 

The aim of the depolarisation measurement campaign  
to measure and record the different  po larise 
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components of the received signal at a number of locations 
of various types in a satellite communications 
environment. 

A transmitting antenna with right hand circular 
Polarisation (RCP) was placed on a stationary elevated 
Position illuminating a number of different types of 
environment, trees, building surfaces, building edges and 
combinations of the above. The two linear wave 
components perpendicular to the direction of propagation, 
nominally horizontal and vertical, were collected by a dual 
linear patch antenna which was attached to mobile 
receivers. The two signals were mixed down to a 
Manageable frequency (IF), digitally sampled and stored. 
These measurements were made at a number of different 
locations around the campus of The University of Surrey. 

Equipment 

The equipment used in the measurements (Figure 1) 
consisted of a carrier wave source at 2.385GHz, which was 
transmitted via an RCP antenna with 7dBi gain at 
boresight and a 3dB beamwidth of 80 0. The receive 
antenna, a dual linear polarised patch antenna with 13dBi 
boresight gain was orientated at a number of different 
elevation angles towards either the diffracting or the 
reflecting object. The two received signals were fed into 
custom built RF receivers which filtered and mixed the 
frequency down to an IF of 8kHz. These IFs were 
sampled • simultaneously using parallel 16bit analogue to 
digital converters at a rate of 32k5/s and the resultant 
samples stored on a computer. As well as the received 
Merles, trigger pulses from a  5th  wheel were recorded. The 
S t  wheel gave pulses approximately every 10 th  of a 
wavelength as the mobile receive platform moved through 
the environment under observation. 

giving further clarification during the analysis of the 
results. 

Measurements 

Measurements were made in a number of different 
locations which fulfilled the requirements of the campaign 
objectives, in terms of the position of buildings and trees, 
such that the measured signal variations could be attributed 
solely to the one diffracting or one reflecting object. 

Figure 2 shows the measurement setup. The mobile 
receiver station, consisting of the multiple receivers, 
antennas, common local oscillator source, data acquisition 
and storage system and the 5`11  wheel trigger was moved 
along a path parallel with the diffracting or reflecting 
building or line of trees. The path lengths ranged from a 
few tens of metres up to one hundred metres depending on 
the surrounding area. Measurements were made at various 
distances from the building with the elevation of the patch 
set to a number of different angles. 

Figure 2: The measurement system 

RESULTS 

Figure I :Measurement equipment 

riSu. bsequent off line processing was undertaken which 
rignallY mixed the stored data down to a complex 
unseband signal, filtered and decimated it to a smaller and 
°I:3re manageable lkS/s time based data. The stored 
trigger pulses from the 5`11  wheel were used to sample the 
darn so that position based results which were independent 
Lof Mobile speed could be obtained in addition to the time 
°used ones. This has the advantage of removing any effect 
caused by the variation in speed of the receiving platform, 

Analysis Methods 

The results presented in this section are primarily based on 
comparison between cumulative distribution functions 
(cdfs) of the probability of receiving a signal to noise ratio 
less than the abscissa in the different environments and 
scenarios. 

There are four different scenarios in which the data is 
analysed, the two independent and orthogonal polarised 
signals from the patch antenna, termed horizontal and 
nominally vertical are taken individually. These two 
polarised signals are phased with a 90° phase difference to 
simulate the received signal from a circular polarised 
antenna. The remaining two scenarios are both diversity 
techniques, the first is selection combining and the second, 
maximum ratio combining (MRC), both of which are taken 
calculated as a post detection system[4]. 
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It is important to note that the results presented are a 
simulation for a circular polarised receive antenna and not 
for a post detection weighted system optimised for CP. If 
this were the case then the results for CP would be 3dB 
lower due to the extra noise from the second receiver thus 
showing an improvement in available diversity gain. All of 
the diversity gains quoted in this paper are based on the 
1% probability that the signal is less than the abscissa. 

Selection combining is chosen as the optimum condition 
for switch combining as there is prior knowledge of the 
signals in this case. MRC is the best diversity scheme for 
obtaining maximum signal to noise ratio so this indicates 
the absolute best available diversity gain from the two 
signals when employing a post detection weighting 
system. It is theoretically possible to obtain up to an extra 
3dB of diversity gain when using a pre detection weighting 
system. 

It is assumed in all the analysis, that the received voltages 
are independent of noise due to the fact that the received 
signals have a large signal to noise ratio. This was 
determined by closely examining the level of the received 
signal relative to the level of the noise floor of the receiver 
system and assuming that the contributing noise of the 
system comes predominantly from the receiver chains. 

During the off line processing some calibration of the 
receivers was undertaken and the effective differences 
between different receivers were extracted from the data, 
this include both phase and amplitude differences between 
the receiver chains. A through calibration of received 
voltage to expected received power was not however 
incorporated into the analysis as all the results in this paper 
are based on comparison between different signals and 
diversity techniques so absolute received power and 
consequently signal to noise ratios are not necessary. No 
account for free space loss has been taken into account 
therefore different locations should not be directly 
compared in terms of power levels, thus indications of 
power on graphs within this paper should only be taken 
comparatively and not as an absolute received power from 
the system. 

Results 

Figure 3 and Figure 4 show example cdfs for received 
diffracted and reflected signals from one particular 
building, however they are indicative of findings at other 
locations. In the case of both diffraction and reflection, it 
can be seen that the result for a CP receive antenna is 
considerably inferior to that of the MRC case. In these 
regions, it can be noted that a CP antenna would perform 
worse than a simple vertical polarised antenna by a couple 
of dBs, the reason for this is that the horizontal component 
of the signal is attenuated significantly more by the process 
of diffraction and reflection. Thus the signal is no longer 
circular polarised, in fact it is considerably elliptical in 
polarisation and there is a polarisation mismatch. 

Patch data for reflection at 5m from building 

It can be seen from both Figure 3 and Figure 4, that there 
is significant diversity gain available from using MRC at 
these specific locations and distances. A bette r 
understanding of the available diversity gain in these 
environments can be seen from the. diversity gain versus, 
distance from the building graphs in Figure 5 and Figure 6. 

These graphs present the different forms of diversity and 
 diversity gain relative to that obtained by an RCP reeeiv 

antenna (referenced to OdB on the graphs). In Figure 5  it 
 can be seen that MRC does not produce diversity gain over 

an RCP antenna at all distances from the building. At 
 around 14 metres a line of sight between the transmittill,g 

antenna and the receiving patch antenna was establisheu.  
It is seen that diversity' gain is obtained at distances less 
than 1 1m from the building. It is however within these 
regions of deep shadow that the signal is most attenuate d 

 by diffraction and that the diversity gain is beneficial 10  
maintaining the link budget. 
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Diversity gain over a standard CP antenna 

Diversity gain over a standard CP antenna 

Figure 6: Diversity gain versus distance from a reflecting 
building 

In the case of reflection (Figure 6) even the linear 
Polarised signals have diversity gain over an RCP antenna 
for a small range of distances of the mobile receiver from 
the building. It can also be seen that the dominant circular 
Polarisation is in fact LCP in this case, due to the sense of 
rotation of the wave being swapped upon reflection. This 
is related to the Brewster angle[3]. At low elevation angles 
of the satellite, the angle of incidence will be similar to 
that used this study. Figure 6 indicates that MRC will 
achieve diversity gain at all distances measured in this 
8tudY when the signal is reflected by a building. MRC 
Would still give significant diversity gain over an LCP 
antenna in this situation. 

biscussion of Results 

It is clear from the values of diversity gain obtained that 
the presence of a building in the path of low elevation 
satellite signals can have a serious impact on the 

polarisation state of the received signal. The fact that good 
diversity gain is obtained indicates that there is a 
significant amount of decorrelation between the horizontal 
and vertical components of the received signal in these 
situations. 

The inferior performance of an MRC post detection 
weighting system in an area where the mobile is not in 
deep shadow or in open cases where there may well be in a 
line of sight link with the satellite is a disadvantage to this 
type of system. There may well be arguments that a 3dB 
degradation in a line of sight performance is a reasonable 
price to pay for diversity gain of around 10dB in regions of 
deep shadow such as urban areas. The answer to this may 
well be specific to each individual satellite 
communications provider based on the system and the link 
margin which is designed into it. 

There is however another alternative which alleviates the 
problem of the MRC signal being inferior to that of a CP 
antenna in a line of sight situation. This solution is to use 
a pre detection weighting system. In this kind of system, 
the two signals are weighted at RF, combined and then fed 
into the receiver, thus there is only one receiver which is 
the dominant source of noise, thus the signal to noise ratio 
of the system is dependent on one source of noise not two. 
This has the effect of increasing the SNR of the MRC 
system by up to 3dB. 

There are some side effects of this pre detection weighting 
system, namely that phase and amplitude weighting 
circuits need to be implemented at RF rather than a much 
lower IF. Optimising these weights at RF frequencies with 
only one receiver output is much more difficult and time 
consuming, and thus longer training periods are required to 
get the optimum SNR from the system. From a mobile 
terminal point of view, however there is the added 
advantage in terms of size and power consumption of 
having only one receiver. 

CONCLUSIONS 

The potential benefits of using a polarisation diversity 
technique based on maximum ratio gain combining has 
been presented. Benefits in areas of deep shadow or urban 
environments have been indicated in the region of up to 
10dB of diversity gain. The possible disadvantages of a 
diversity system have also been highlighted in terms of 
performance degradation in line of sight environments and 
the added complexity of the mobile receiver in terms of 
size, weight and power consumption, all of which are very 
critical in design of mobile handsets nowadays. 

Potential benefits of diversity without the system 
performance degradation and with hopefully less impact 
on the size, weight and battery life problem have also been 
alluded to. A trade off must be made between additional 
diversity gain available and the complexity and ease of 
realisation of an industrially viable product. 
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Abstract 
This paper reports land mobile satellite 

propagation measurements at higher elevation 
angles using ETS-VI satellite at S-band (2.1 
GHz) frequency. During the links between the 
ETS-VI and a ground earth station are 
established, the satellite is available at 50 to 67 
degrees in elevation, 10 to 20 degrees higher 
than one with geostationary satellites. 
Propagation data at the same test course and 
different elevation angles to the satellite are 
taken that describe elevation dependent 
properties of fade and non-fade duration 
statistics. Measured data show that shadowing 
statistics depend on the elevation angle and that 
the use of inclined orbit satellite greatly 
enhances the availability of land mobile satellite 
communication systems. Conditional 
distributions of non-fade duration after fade state 
are analyzed for possible application to packet 
data communications. 

Introduction 
Land mobile satellite links suffer from 

shadowing and blockage due to road side trees 
and buildings. Recently, personal satellite 
communication systems which utilize low and 
medium earth orbit satellites are planned and 
extensive studies are performed all over the 
world. In these systems, the effects of 
shadowing will be relaxed because the satellite 
can be seen at relatively high elevation angles 
from earth stations compared with geostationary 
satellite systems. This will become an  

advantage for land mobile satellite system from 
the propagation stand point of view. 

This paper deals with land mobile satellite 
propagation measurements at higher elevation 
angles using ETS-V1 satellite at S-band (2.1 
GHz) frequency. During the links between the 
ETS-VI and a ground earth station are 
established, for 3 to 4 hours, the satellite is 
available at 50 to 67 degrees in elevation, 10 to 
20 degrees higher than one with geostationary 
satellites. Extensive propagation measurements 
are undertaken with both omni-directional and 
directional (15 dBi in gain) antennas at 
measuring van in urban, suburban and rural areas 
in Japan including Tokyo, Chiba, Ibaraki and 
Okinawa[1]. 

Propagation data at the same test course and 
different elevation angles to the satellite are 
taken that describe elevation dependent 
properties of fade and non-fade duration 
statistics. Non-fade duration, which is defined 
as a duration that received signal level exceeds a 
certain threshold (usually 3 to 6 dB), is a 
measure of link availability of mobile satellite 
systems. Because a fade margin of more than 
20 dB is not practical in mobile satellite systems 
of limited available transmission power. 
Measured data show that shadowing statistics 
depend on the elevation angle and that the use of 
higher elevation satellite greatly enhance the 
availability of land mobile satellite 
communication systems. In order to evaluate 
the link availability of mobile satellite channels, 
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angle of elevation: 

- 60.0 60.5deg 

- 61.8 - 62.Ideg 

-- 63.4 63.6deg 

Propagation 

especially for packet data communications, we 
propose an analysis based on conditional 
distributions of non-fade duration after the fade 
state. 

MeasurementsIll 
Outline of measurements is shown in Fig.  1.  Ka-
band 30GHz carrier is transmitted to ETS-VI 
(Engineering Test Satellite six) satellite from 
base atation at Kashima Space Research Center. 
A transponder onboard the ETS-VI converts the 
Ka-band signal into S-band 2.1GHz signal and 
transmits it back to the ground in left-handed 
circular polarization. The test van receives the 
S-band signal with directional and omni-
directional antennas and the measured signal 
strengths are recorded in DAT data recorder with 
running pulses of the van. Propagation losses 
and Doppler shift caused by satellite movement 
are compensated for by controlling the output 
frequency and the level of the signal generator at 
the base station. The received signal level, 
speed of the test van and distance pulses every 5 
cm are recorded on a data recorder. Extensive 
propagation measurements are undertaken in 
urban, suburban and rural areas in Japan 
including Tokyo, Chiba, Ibaraki and Okinawa. 
In this paper, we focus on the results in suburban 
Kashima-city of Ibaraki obtained with a 
direcitonal antenna. 

[TS -VI 

Fig. 1 Outline of measurements 

Results  

Fig.2 shows a cumulative distribution of the 
received signal level in Kashima. The abscissa 
shows the relative received power with respect to 
the line-of-sight signal power. The ordinate 
shows the probability that the recieved power is 
less than the abscissa value in Gaussian scale. 
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Fig. 2 Cumulative distribution of 
received power (Kashima) 

For each run (elevation angles: 60.0-60.5, 61.8- 
62.1 and 63.4-63.6 degrees), the test van ran the 
same test course in Kashima-city. Kashima-city 
is a suburban small city with few tall strucute. 
Most of the roadside buildings are less than 3 
stories. The characteristics of each elevation 
change at the —1 dB point, so a region above this 
point corresponds to line-of-sight and the region 
below corresponds to shadowing. Shadowing 
probabilities are about 5% of the total 
measurement duration, however becoming lower 
as the angle of elevation increased. Within the 
range of —1 to —20dB, received signal is not 
blocked completely and attenuated or scatterd by 
small structures, such as utility poles or trees. In 
order to evaluate the link availability of mobile 
satellite channels, fade and non-fade duration 
analysis of the received signal measurements is 
necessary. The fade duration(FD) means the 
distance at which received signal is continually 
below a certain threshold level. The non-fade 
duration(NFD) means the distance at which 
received level is continually above a threshold. 
In this paper, conditional distibutions of NFD 
after fade state at each elevation are analysed. 
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Fig. 3 Conditional cumulative distribution of 
FD event (Kashima, E1=60.0-60.5 deg.) 
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Figures 3-8 correspond to conditional 
distibutions of FD event after a certain non-fade 
state and NFD event after a certain fade state in 
Kashima, respectively. Each line means 
conditional probability that NFD or FD is greater 
than abscissa value, provided that previous FD or 
NFD is greater than the designated value. 

Fig. 4 Conditional cumulative distribution of 
NFD event (Kashima, El=60.0-60.5 deg.) 

Fig. 5 Conditional cumulative distribution of 
FD event (Kashima, El=61.8-62.1 deg.) 

1 
1 

Fig. 6 Conditional cumulative distribution of 
NFD event (Kashima, El=61.8-62.1 deg.) 

Fig. 7 Conditional cumulative distribution of 
FD event (Kashima, El=63.4-63.6 deg.) 
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Fig. 8 Conditional cumulative distribution of 
NFD event (Kashima, El=63.4-63.6 deg.) 

In order to clarify the link availability, 
cumulative distributions of Fig. 3-8 are scaled to 
total running distances of the test van at each 
run. Results are shown in Figure 9-14. 

Fig. 9 Conditional cumulative distribution of 
FD, normalized in total run 

(Kashima, El=60.0-60.5 deg.) 

Fig. 10 Conditional cumulative distribution of 
NFD, normalized in total run 
(Kashima, El=60.0-60.5 deg.) 

100 
F0(l0) 

Fig. 11 Conditional cumulative distribution of 
FD, normalized in total run 

(Kashima, El=61.8-62.1 deg.) 

NFD(m) 

Fig. 12 Conditional cumulative distribution of 
NFD, normalized in total run 
(Kashima, El=61.8-62.1 deg.) 
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Fig. 13 Conditional cumulative distribution of 
FD, normalized in total run 

(Kashima, El=63.4-63.6 deg.) 
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Fig. 14 Conditional cumulative distribution of 
NFD, normalized in total run 
(Kashima, El=63.4-63.6 deg.) 

Conclusions 
An analysis of S-band (2.1 GHz) land mobile 
satellite propagation measurements at higher 
elevation angles using ETS-VI is described. In 
order to evaluate the link availability of mobile 
satellite channels, an analysis based on 

conditional distributions of non-fade duration 
after the fade state is proposed. Measured data 
show that shadowing statistics depend on the 
elevation angle and that the use of higher 
elevation satellite greatly enhance the 
availability of land mobile satellite 
communication systems. Results with different 
environments in urban, suburban and rural areas 
including Tokyo, Chiba, Ibaraki and Okinawa 
will be reported in the near future. 
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0.1 

From these figures, following facts can be seen: 
Long NFD over 500 m increases and relatively 

short NFD event of 0.2 to 2 m decreases as angle 
of elevation increases. 

NFD with previous fade state of 0.05 m 
decreases more rapidly as angle of elevation 
increases than with fade state of 0.2 m. 
These fact explain that long NFD of more than 1 
km with short fade state, i.e. good link state, 
occur as elevation increases. 
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ABSTRACT 

A measurement campaign is presented for high data rate 
satellite services at K-band using an aeronautical terminal. 
A mechanically steered high-gain Cassegrain antenna with 
a beamwidth of 4.2° is used for signal reception. Both 
differential GPS and avionic data based open-loop steering 
as well as a closed loop step tracking can be used for 
antenna control. 1TALSAT's 18.685 GHz beacon is used 
for channel measurements by monitoring the received 
signal strength in inphase and quadrature component. The 
recorded data was processed in the laboratory and channel 
statistics have been derived. 

I. INTRODUCTION 

In the framework of SECOMS (Satellite EHF 
Communications for Mobile Multimedia Services, an 
European ACTS project) and ABATE (ACTS Broadband 
Aeronautical Terminal Experi_ment) several field trials and 
service demonstrations have been performed for future 
wideband multimedia satellite services at higher frequency 
bands (20/30 GHz and 40/50 GHz) [LLV97]. In the 
SECOMS project a satellite system is being developed for 
mobile multimedia throughout Europe. A constellation of 
up to five satellites operating at K/Ka and EHF bands will 
provide high data rate services for all lcind of mobile 
terminals. The ABATE sub-project is focusing on the 
utilisation of this system for aeronautical applications; for 
example in-flight entertainment or telemedicine. Besides 
the here discussed aeronautical channel characterisation 
measurements, DLR has conducted trials involving high 
capacitS/ bi-directional links for multimedia 
communications for service demonstration [HJM98]. 

In this paper a aeronautical satellite experiment at 
18.685 GHz is highlighted. Since the behaviour of the of 
the mobile satellite channel has a crucial impact on the 
design and development of satellite-based communications 
networks, comprehensive field trials are necessary for 
system design. Moreover, the aeronautical propagation at 
higher frequencies is still little known. The purpose of the 
measurement campaign was i) to perform measurements in 
order to collect a channel database with a wide range of 
flight scenarios; and ii) to investigate antenna steering 
algorithms for airborne applications. 

Although attenuation caused by shadowing of the 
wings or the tail structure can be predicted in for  

aeronautical applications, the effects are yet not well 
known especially when the satellite's elevation is in order 
of the bank or pitch angels of the aircraft. For example 
diffraction of the signal path by tail structure crossing or 
multipath fading effects caused by reflections are of 
special interest and were investigated during special flight 
manoeuvres. 

Also flights during different weather conditions, below 
and above clouds, including normal in-flight manoeuvres 
and forced shadowing manoeuvres were performed. The 
link performance while the antenna exposed to the heavY 
vibrations during start and landing was investigated. 

Fig. 1 - Aeronautical testbed DO 22811. 

II. MEASUREMENT TESTBED 

The receiving antenna was mounted on the two engine 
turboprop aircraft DO 228 of DLR as shown in Fig. 1 . 

Important parameters of the aircraft are listed below. 
-  flight characteristics 

max. altitude 12 000 ft (without oxygen) 
8 h flight duration, max. cruising speed ca. 250 knots,. 
operable under non-freezing weather conditions 
all autopilot and landing aids available 

-  volume 
2 pilots, one mechanic, operators or passengers, dep. 
on payload, max. 16 passengers 
2000 kg payload mass 

-  basic equipment 
antenna outlet, GPS (differential, RTCM/NMEA 
183), time ref. system (IR1G-A/B), inertial Gyro, 
compass with MagrietoFlux compensation (ARINC -
429 interface), aircraft instrumentation bus (ARINC 
429) 

This aircraft type was chosen in order to simulate the 
in-flight behaviour of most of the today's aircraft types and 
to perform flight situations with forced shadowing frnel  
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wings and tail structure. Drawback was the cruising speed 
of only 250 knots and the max. flight altitude of 12 000 ft, 
both cruising speed and flight altitude are less than those 
of an airliner., But a higher cruising speed will impact the 
mainly the frequency shifts which can be also calculated 
theoretically. The flight altitude was sufficient for 
Performing flights above the clouds. On the other hand it 
was possible to perform forced shadowing being of prime 
interest. For example, flight manoeuvres with up to 50 0  
banked circles or ascent and decent with nose up (15° 
pitch) and nose down (-15° pitch) were performed as well 
as typical holding patterns. 

III. MEASUREMENT SET-UP 

The measurement set-up basically consists of an 
antenna rack and a rack which holds the control, 
Monitoring and down-converter units. The receiver 
consists of two-stage demodulators transferring the 20 
eliz signal to a 2.15 GHz and a 70 MHz intermediate 
frequency band. Another in phase and quadrature 
demodulator is mixing the received signal into baseband. 

At the moment two ITALSAT satellites are 
transmitting a 20 GHz beacon. The orbital position of both 
differs by 3° and the beamwidth of the receiving antenna is 
4.2°. In order to avoid interference on the measurements 
one of the two satellite beacons was switched off during 
the trials. 

The receiving antenna is a Cassegrain antenna with 
4 .2°  beamwidth (Fig. 2) produced by DLR. A side lobe 
suppression of min. 22 dB and a extreme light weight 
structure yield excellent pointing performance. 

The steering platform allows a tracking of the antenna 
with an azimuth speed of 70°/sec and elevation speed of 
40°/sec. Two control modes have been implemented for 
the antenna pointing, acquisition and tracking (PAT): i) 
open-loop tracking based on differential GPS and avionic 
data, and ii) closed loop step tracking algorithm. Most of 
the data was recorded using the open loop algorithm. A 
GPS reference station located at DLR premises and on-line 
Correction of the GPS data in the aircraft via a 30 MHz 
differential GPS link was used in order to achieve best 
geographical position and flight altitude data of the 
aircraft. This leads to a position accuracy of 1...2 m. Three 
axis stabilised gyroscopes and additional compasses and 
angular sensors implemented in the aircraft set high 
Precision attitude data distributed via a standardised 
ARINC 429 aircraft instrumentation bus to our disposal. 
With this knowledge of the aircraft's position, the aircraft's 
attitude and position of the geostationary satellite it is 
Possible to calculate the antenna pointing angle. 
Ceographical (latitude, longitude, altitude) and attitude 
(pitch, roll, magnetic heading) data was monitored during 
all flight trials and stored. 

Fig. 2 - Picture of the steered platform 
with antenna and low noise amplifier 

The pointing accuracy of this algorithm is hard to 
determine. Variations of the received power during a 
normal cruise with line-of-sight conditions give 
information about the pointing error, but variations have 
been very small and could be caused by other effects, too. 
The same PAT algorithm was also implemented for land-
mobile trials. Here the satellite was simulated by an 
aircraft and the receiver was implemented in a vehicle. A 
video camera mounted on the steered antenna platform 
allowed to prove the resulting steering accuracy. The 
pointing error was less than 0.6° standard deviation 
[LJ97]. Since all equipment was identical the pointing 
error is assumed equal for the aeronautical experiment. 

The antenna platform was top mounted on the aircraft 
between the wings and tail structure (Fig.3). Rotary joints 
enable full service coverage from -7° to 90° in elevation 
and several rotations in azimuth. The platform was 
covered by a radome. A low noise amplifier (LNA) with 
50 dB gain was mounted directly at the antenna feed. It is 
followed by the rotary joints the two down-converters to 
70 MHz (Fig. 4). Then the received signal is down-
converted to baseband and recorded in inphase and 
quadrature component on a DAT recorder with 10kHz 
bandwidth. Doppler compensation was implemented to 
counteract frequency shifts. The actual frequency offset at 
70 MHz was measured and a control signal was calculated 
with a PC. Based on this signal one of the synthesisers was 
tuned via GPIB bus to compensate for Doppler shifts. 
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Fig. 3  -  Picture of the aircraft mounted 
Cassegrain antenna and the GPS antenna 

II Me 

Fig. 4  -  18.685 GHz beacon reception and 
down-conversion to 70 MHz RF/IF section 

Figure 5 shows a view inside the aircraft's cabin fitted 
with all the measurement equipment. 

Sperlium An :lyser 

DAT Regorder 

Baseband Converter- ./ 

IF Converter 
Syntteizers 

 

Power Supply 

Fig. 5 - View of the measurement 
equipment inside the aircraft 

IV. MEASUREMENT SCENARIOS 

Trials during different flight scenarios and weather 
conditions were performed. All flights have been 
performed in an area of Munich, Germany. 

The flight conditions comprise: Start and landing, 
ascent and descent, normal cruise, in flight manoeuvres, 
touch and go, and forced shadowing manoeuvres : for 
example turns with 45 degrees roll angle and curves with 
20 degrees roll angle and 10 deg pitch angle. 

The weather conditions comprise: rainy, cloudy, sunny, 
flights below, throughout and above clouds. 

Before take-off, the inertial sensors of the airplane and 
the synthesisers involved in the reception of the satellite 
beacon were carefully powered up in order to reach their 
stability point. 

For all flights, a high accuracy time handling was 
assured. The measurement and controlling PCs were 
synchronised using GPS time and programmed to store 
each geographical, attitude and Doppler compensation data 
with GPS time. Secondly, this GPS time was recorded 
with the I and Q components of the received beacon via 
IRIG-B signal to enable synchronisation and recoverY Of 
each reported scenario. Those cares enables a precise 
synchronisation of the different PCs and data-recorders. 

Figure 6 shows a representation of the flight path of the 
airplane during a measurement flight. This picture was 
processed in the laboratory using the recorded position 
data (GPS). 

Fig. 6 - Typical flight path for a 
measurement scenario 

V. RESULTS 

Data processing in the laboratory was necessary to read 
the position and attitude from the Antenna PAT PC, the  
Doppler compensation data from the Doppler 

 compensation laptop, and the received signal from the 
 DAT recorder. The complete set of data is available for 

Comm* 

Antenna PAT PC 
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each reported scenario. First, the results concerning a 
complete flight, then some records of the most interesting 
flight scenarios (normal flight, waiting loop, circle) are 
presented in what follows. 

in our case a continuous variation of the frequency 
between +4 kHz and -4 kHz. These results confirm the 
analysis that have been performed before the flight trials. 

Doppler frequency vs Time 

4 . DOPPLER SHIFT MEASUREMENT 

Measurements were made with and without Doppler 
compensation. Without Doppler compensation, the 
frequency of the recorded signal is more accurate but the 
Doppler shift can exceed the bandwidth of the 
Measurement DAT recorder. With Doppler compensation, 
the Doppler shift is set to zero every second. We have 
recorded the Doppler correction for a complete flight. The 
frequency shifts of the Doppler compensated signal are 
about 200 Hz. The variations of the Doppler shift during 
the flight (fig. 7) show: i) no variation during a cruise 
flight, ii) maximum variation during U-turn manoeuvres. 
The maximum variation is about 8kHz. This implies that it 
Would be about 12 kHz for an airliner at cruising speed. 

t ine 

Fig. 7 - Doppler shift variations during a measurement 
scenario 

The theoretical value of the Doppler shift between a 
'nerving airplane and a GEO satellite can be calculated by: 

fpoppi, 
fctic 

with the Doppler velocity Vd  

Fig. 8 - Comparison of theoretical and measured 
Doppler shift variation during a U-turn 

B. RECEIVED POWER ANALYSIS 

Besides analysing the recorded flight parameters, the 
received inphase and quadrature signals have been 
processed, yielding channel statistics. The digitised 
received signals were processed in an FFT-analysis. We 
used overlapped signal samples to increase the resolution 
of this analysis and we have also processed the FFT with a 
high resolution (4096 points). A special algorithm has 
been developed to correct the error introduced by 
frequency steps when the Doppler compensation was used. 
The Figure 9 shows the principles of our signal analysis. 

Fig. 9 - Algorithm used to process the received signals 

The processed results have been carefully analysed. 
The results let clearly appear two states: i) when the signal 
was received without shadowing (this case is the most 
cun-ent); and (ii) the second one when the reception was 
attenuated because of the manoeuvres. This also confirms 
the Lutz Model [LCD91]. 

Also other effects can be observed. For example 
reflection due to the tail or nose structure or mean received 
power variation by clear or rainy weather. 

SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 147 



10 20 30 
Tirne In seconds 

50 60 40 

vr• v le • ere 11.11 +. 

Amot........mov4A. 

4 

17.5 

15 - 

12.5- 

10-1 

7.5 

0.95 1 1.05 
received power 

Fig. 11 - Probability density function for the same line of 
sight case 

1.15 

Propagation 

C. LINE OF SIGHT CASE 

The 'line of sight' case has occurred, as it was 
explained before, when no shadowing was present: this 
was the case for instance when the airplane was on the 
taxiway, in cruise flight and also in ascent and descent. 

In this case the received power was nearly constant and 
the variation from the mean value can be describe using a 
Rican probability density function. 

pRicE(S)= c • e—c(S+1) 142c1FS) 

Where S is the momentary received power (with the 0 
dB reference set to mean(S)), c is the direct-to-multipath 
ratio (Rice factor) and 10  is the modified Bessel function of 
zero'th order. 

ath flight, ID 45 ( start time 141543) 

Using a data interpolation software it was possible to 
determine the value of the Rice probability densitY 
function. For example figure 11 shows a line of sight 
scenario. The corresponding Rice factor is c = 34 dB. 

D. NON LINE OF SIGHT FLIGHT CASES 

In second scenario the multipath fading or signal 
shadowing occurs. The reception level is changing during 
the flight manoeuvres. For a flight turn  for instance the 
reception level decreases during the inclination of the body 
of the airplane (roll angle about 20 degree), because the 
wing disturbs the reception of the signal. This can be seen 
in figure 12. We have also tried to increase this effect hY 
making critical turns with roll angles about 45 degrees 
(satellite elevation was approximately 35°). The signal 
shadowing of up to 15 dB can be observed when the wing 
crosses the line of sight as shown on figure 13. 

Fig. 10 - Received power for a typical line 
of sight case 

Figure 10 shows a graph of a received power versus 
time for a cruise flight and figure 11 shows the 
corresponding probability density function. 

Probability density function 
Rank 1 Eqn 8001 [UDF 1 3  y=Rice(a) 

r52=0.99003315  OF  AdJ  102=0.98998281 FitStdErr=0.54211238 Fatat=19767.178 

a=2948.134  

s:" 
1 mu remorela 

Fig. 12 - Attenuation of the received signal because of a 
wing. 

10 NI ( awl WM 1424.13) 

Fig. 13 - Shadowing of the signal because of the airPlalle  
structure (wing) 
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In figure 14 the aircraft flew in meanders like a wavy 
line in line with the propagation path from the satellite. In 
this way the aircraft tail crossed periodically the 
Propagation path of the satellite signal, causing diffraction 
and shadowing. The fade depth is about 2-3 dB. These 
effects can be clearly identified in Fig. 14. The 
corresponding aircraft attitude is given in Fig. 15. The 
Period of the aircraft movement corresponds to the signal 
fades 

- 

Fig. 14 - Shadowing of the signal because of 
the aeroplane structure (tail) during meander 

manoeuvres 
Venation of latch and roll during manoeuvre 

Fig. 15 - Aircraft attitude for the meander 
manoeuvres. 

Another result is the influence of the weather condition 
on the received signal level. Flights under and above 
clouds were performed. The mean difference between the 
two measured received signal levels is 0.78 dB. Figure 16 
shows the measured‘data. 

30 40 50 BO 
1,4 in seconds 

Fig.16 - Received power level comparison of 
different weather conditions 

REFERENCES 
[LLV97] G. Losquadro, M. Luglio F. Vatalaro: "A 

geostationary satellite system for mobile 
multimedia applications using portable, 
aeronautical and mobile terminals," 
Proceedings 5th International Mobile Satellite 
Conference (IMSC 197), pp. 427--432, 1997 

[HJM98] Matthias Holzbock, Axel Jahn, Massimo 
Barbieri, Jean-Pierre Grao: Broadband End-to-
End Satellite Service Demonstrator in the 
Frame of ABATE, ACTS Mobile Summit 1998, 
1998, 

[LCD91] E. Lutz, D. Cygan, M. Dippold, F. Dolainsky, 
W. Papke: "The land mobile satellite 
communication channel - recording, statistics 
and channel model," IEEE Trans. Vehicular 
Technology, vol. 40, 1991, pp 375--386. 

[JL97] A. Jahn, E. Lutz: "LMS channel measurements 
at EHF-band," Proceedings 5th International 
Mobile Satellite Conference (IMSC'97), pp. 
183--188, 1997. 

5 

0 

1 -S 

-10 [ 

-1S [o  

10?  

SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 149 



Propagation 

Large Distance Site Diversity in Satellite 
Communication Systems: Long Term Experimental 
Results obtained in Italy with the Synthetic Storm 

Technique 
Emilio Matricciani l , Luciano Ordano2, Luca  brio'  

1 Politecnico di Milano, DEI & CNR-CSTS, Piazza L. da Vinci, 32-20133 Milano, Italy 
2CSELT, Via G. Reiss Romoli, 274-10148 Torino, Italy 

'matricci@elet.polimi.it ; 2ordano@cselt.it  

AB ST RACT 
Satellite system design for fixed or mobile 
communications, in bands affected by rain attenuation can 
benefit from knowing information on the simultaneous 
performance of distant stations (large distance site 
diversity) during rain. Also feeder links designed for a very 
high availability (of the order of 99.99% of the time) can 
benefit from it. To assess how distance affects site 
diversity performance, we have processed a large database 
of rain rate time series available to CSELT, for 9 years and 
for 12 sites, in Italy. Distance ranges from 3.3 km to 593.8 
km. We have converted the rain rate time series into 
realistic rain attenuation time series in slant paths to Italsat 
at 39.6 GHz, circular polarization, by applying the 
synthetic storm technique. The results can be taken as 
experimental data. We have not included the attenuation 
due to oxygen and water vapor, because these effects do 
not impact on the diversity performance, as they should 
not significantly change within the simultaneous rain 
events. Cloud attenuation could be a factor to include for 
low power margin systems, but we have not modeled this 
effect. In other words, the results below concern only rain 
attenuation. 

INTRODUCTION 

Several experiments and radar simulations have provided 
data for small site diversity, i.e. the usually considered site 
diversity scheme with two (or more) stations, with distance 
ranging from few kilometers to some tens of kilometers. 
Reliable experimental information on large distance site 
diversity (tens to hundreds of kilometers) is very scarce 
and, in any case, is very lengthy and costly to dbtain, so 
that estimates were derived from rain rate time series (e.g. 
[1]). 
In this work we have used rain rate time series, but we 
have converted them into realistic rain attenuation time 
series in slant paths, by applying the synthetic storm 
technique as developed in [2]. We have already tested it 
for several applications and sites, including a case of large 
distance site diversity for three sites [3], with good overall 
results. 

If we apply this technique to rain rate time series 
concurrently collected for many years at several distant 
sites, then we can simulate several receivers and 
transmitters, and thus estimate the site diversity (joint) 
probability distribution for couples of sites, for triples, etc. 
To assess how distance between sites affect site diversity 
performance, we have processed a large rain rate database 
available to CSELT, for 9 years and for 12 sites in ItalY,  
Table I. Distance ranges from 3.3 km (small distance site 
diversity) to 593.8 km (large distance site diversity), Table 
I. The rain rate time series (with data effectively averaged 
over about 3 minutes, subsequently sampled every minute) 
have been converted into rain attenuation time series ar 
39.6 GHz (circular polarization) to simulate slant paths to 
the geostationary satellite ITALSAT (13.2° E) as seerl 
from each site (elevation angle ranges from 36° to 42° , 
Table II). 

REVIEW OF THE SYNTHETIC STORM 
TECHNIQUE 

We sketch a brief summary of the fundamentals of the 
synthetic storin technique as developed in [2], to which we 
refer the reader for the theory and details. A synthetic 
storm is obtained by converting a rain rate time series, 
recorded at a point by a rain gauge, and usually  average  d 
over 1 minute, to a rain rate space series along a line, bY 
using an estimate of the storm translation speed v, re 
transform time to distance, according to the uniforlo 
rectilinear motion law s=vt. 
Evidence is good that the statistical properties of re in 

 attenuation, derived from a large sample of rain rate tiro. ° 
 series, closely agree with those of the actual measured  raie  

attenuation, and that the predictions are insensitive to the 
value of v. Rain attenuation time series can be simulated 

 by using the average value of y, obtainable fen, 
measurements of wind speed at about the 700-mbar leve l; 
often available from meteorological or aeronautic al  
services. In the following we have assumed v=10.6 Ill's ,  !_s  
in [2], a value estimated from radar measurements in th 

 

Po Valley. 
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Table!.  Distances (km) between couples of sites with rain rate time series recorded in the years 1971-1979. 

Ber Bor Cod Don Fuc Lat Lod RCR EUR RMM Son Vit Site 
Bereguardo 

Borgomanero 
Codera 
Dongo 
Fucino 
Latina 

Lodi 
Roma C. R. 
Roma EUR 

Roma M. M. 
Sondrio 
Viterbo 

- 66.8 114.4 98.3 514.3 521.2 37.4 464.9 471.7 461.8 119.4 399.1 
66.8 - 97.6 78.5 580.9 587.9 91.3 531.6 538.4 528.5 118.0 465.8 

114.4 97.6 - 19.2 574.2 593.8 101.9 538.7 545.9 535.8 29.3 472.6 

98.3 78.0 19.2 - 572.4 589.6 90.5 534.1 541.3 531.2 42.9 467.9 
514.3 580.9 574.2 572.4 - 76.2 493.8 88.9 88.7 91.5 551.9 130.3 
521.2 587.9 593.8 589.6 76.2 - 505.5 56.4 49.8 59.5 574.1 122.3 

37.4 91.3 101.9 90.5 493.8 505.5 - 449.5 456.6 446.5 98.0 383.3 
464.9 531.6 538.7 534.1 88.9 56.4 449.5 - 7.5 3.3 519.4 66.2 
471.7 538.4 545.9 541.3 88.7 49.8 456.6 7.5 - 10.1 526.8 73.4 
461.8 528.5 535.8 531.2 91.5 59.5 446,5 3.3 10.1 - 516.6 63.3 
119.4 118.0 29.3 42.9 551.9 574,1 98.0 519.4 526.8 516.6 - 453.7 
399.1 465.8 472.6 467.9 130.3 122.3 383.3 66.2 73.4 63.3 453.7 

The vertical structure of rain is modeled with two layers of 
Precipitation of different depths. Starting from ground 
there is rain (hydrometeors in the form of raindrops, water 
temperature of 20°C), followed by a melting layer, i.e., 
melting hydrometeors at 0°C. The rain rate in the lower 
layer, R(mm/h), is assumed to be uniform and given by 
that measured at ground, i.e. by the rain gauge. With 
simple physical hypotheses, calculations show that also the 
Precipitation rate in the melting layer, termed "apparent 
rain rate", can be supposed to be uniform and given by 
3 .134R [4]. 
The height of the precipitation (rain and melting layer) 
above sea level at a site is assumed to be the ITU-R 0°C 
isotherm height above sea level, and the depth of the 
melting layer to be 400 m, regardless of the latitude of the 
site [2]. The two layers, used together, may describe for 
rain attenuation prediction, on the average, and effectively, 
all rain events made up of the two main types of 
Precipitation, i.e. stratiform and convective. 

The synthetic storm technique is a powerful rain 
attenuation prediction method, which can reproduce not 
only the average annual rain attenuation probability 
distribution, P(A), in a given slant path [2], but also its 
dynamic characteristics such as fade durations [5], power 
spectra [6], and worst month statistics [7]. Suitably 
adapted to a 2-D space simulation it can also be used to 
assess the P(A)'s to be expected in satellite systems with 
mobile terminals [8], and it reproduces the probability 
distributions of rain rate cells dimensions [9]. 
The values of the constant k and a used in the specific rain 

attenuation formula rkRa (dB/km) are directly given by 
the ITU-R [10], after the Laws and Parson raindrop size 
distribution, water temperature 20°C. The constants for the 
melting layer, i.e. drops at 0°C, are given by [11], in which 
there are also the 20°C parameters recommended by the 
ITU-R. They can be interpolated at 39.6 GHz, circular 
polarization, for which they are independent of slant path 
elevation angle. 

Table II. List of sites with rain rate time series recorded in the years 1971-1979, with chronological data. The slant paths are to 
eostatiot 

Latitude (°N) Longitude (°E) Altitude a.s.l.  (m) Elevation Angle (°) Site  
Bereguardo 
Borgomanero 
Codera 
Dongo  
Pucino Borgo 8000 
Latina 
Lodi 
Roma Collegio Rom. 
Roma EUR 
Roma Monte Mario 
Seildrio • 

,:y.iterbo 
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Figure 1. Cumulative total number of minutes R is exceeded in an average year in the years 1971-1979 (CSELT) and in the 
years 1978-1982 (SIRIO experiment, continuous line). Notice expanded abscissa scale in figures below. 

RAIN RATE DATA BASE 

The data base is made up of rain rate time series (averaged 
over about 3 minutes, subsequently sampled every minute) 
collected with tipping-bucket rain gauges in 12 sites in 
Italy for •9 years (1971-1979), originally recorded on paper 
and later digitalized by CSELT for radio propagation 
studies [12]. These data have been selected from a larger 
database conce rning 68 sites, as they report chronological 
data, indispensable for site diversity assessment. The 
distance between couples ranges form a minimum of 3.3 
km (Roma Collegio Romano, Roma Monte Mario) to a 
maximum of 593.8 km (Codera, Latina), Table I. 
Not all rain events recorded on paper, however, were 
digitalized by CSELT, but only those for which: (a) the 
amount of total water collected during the rain event 
exceeded 4 mm, or (b) the maximum rain rate observed 
during the event exceeded 4 mm/h. In other words, the rain 
events with very low rain rates are not included in the data 
base. This is an unfortunate event because satellite systems 

with very low power margin are designed for high outage 
 probabilities corresponding to these low rains. 

This database limit is clearly shown in Figure 1, which  
reports, as an example, the cumulative total number of 
minutes R in abscissa was exceeded in an average year (i.e. 
averaged over the years 1971-1979), for three sites: 

- Codera, Dongo in Northern  Italy, and Fucino in Centre  
Italy (once divided by the number of minutes in a Year' 
525600, these curves yield the probability distribution). AS  
Codera and Dongo are only few kilometers away from 
Gera Lario, a site where a Telespazio satellite station is 
still located, and for which a reliable long term rai  rate 
distribution is available from the times of the SIRI° 
experiment [13][2], 5 years (1978-1982), their 
distributions are compared to that of Gera Lario: we see 

 that significant differences occur just for R<2-3 
which is consistent with the data base. Similarly the  
Fucino CSELT data are compared to the reliable long-tee 
rai  rate curve, measured in the same site during the SIRIO 
experiment in 1978-1982 [13] [2] . Significant difference s 

 appear again for R <2-3 mm/h. The fact that in both cases 

• 

152 SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 



Borgornanero 

Bereguardo 

20  - 
E 
111 15 - 
ce 
.g 

5 

50 

401- 

E 30 

Lt

▪ 

 20 
Fs' Borgomanero 
▪ 10-  

_I II 

Time (minutes) Time (minutes) 

Borgomanero 

Bereguardo 

100 200 300 400 
Time (minutes) 

oo 

60 

50 
c73 

- 40  
z 

30 
O) 
en 
© 20  

10 

(4',) 

50 100 150 
Time (minutes) 

Propagation 

100 200 300 400 0 50 100 150 

Figure 2: Examples of rain rate time series and corresponding rain attenuation time series for two sites. Left column: the event 
starts at 19:36 (local time), 28-05-1971, and ends at 1:45, 29-05-71 at Borgomanero. Right column: the event starts at 11:40, 
2°-08-1971 and ends at 14:30, 20-08-1971 at Borgomanero. Distance between sites is 66.8 km. 

the CSELT distributions are below those of the SIRIO 
experiment could be due to the different observation 
Periods considered (1971-1979 against 1978-1982). The 
Sanie  behavior is found for all other sites. 
Notice, however, that the main parameter that we will be 
shortly using, the diversity probability factor h, is less 
sensitive to this data base limit, so that the results below 
are meaningful also for the very low attenuation. 
Figure 2 shows an example of the simultaneous rain 
attenuation time series that can be generated form the rain 
rate time series. Compared to rain attenuation time series 
,derived from real 1-minute rain rate time series (e.g., 
‘r igilre 1 of [3]), the ones shown in Figure 2 are more 
'squared": they appear more similar to the rain rate time 
aeries than to beacon measurements, as, on the contrary, is 
the case with 1-minute data. 

SITE DIVERSITY PROBABILITY FACTOR 

Given two sites i, j, at a distance du, and their long term 
Probability distributions of exceeding the same rain 

attenuation A z—AT-A (dB) at a given carrier frequency, 
P,(A), Pi(A), site diversity system performance can be 
estimated from the (bivariate) joint probability distribution 
of exceeding simultaneously A, i.e. Pi„(A). The same 
information, however, can be retrieved from the 
probability factor hy (A,d,), defined as: 

(1) 

i.e. the ratio between the joint distributions in the real case 
and in the case of statistical independence. This probability 
factor has the advantage that, from the knowledge of the 
marginal distributions  P(A), P,(A), it yields P,,,(A,d„) 
directly. Now, since the marginal distributions P(A) can be 
predicted with good models, such as the synthetic storm 
technique or others, a knowledge of hu  as function of 
distance du, and possibly, of attenuation A, is very useful. 
Notice that h, is linked to the so-called probability 
improvement, defined (for site i) according to: 
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Figure 3. Cumulative total number of minutes A is exceeded in an 
the joint link, and in case of statistical independence, at some sites. 

average year, in the years 1971-1979, in the single links, la 

I i (A,d if ) = Pi (A) I (A, d ii ) 

as 

I (A, c 1 i1 ). 1 1[11 u  (A, c 1 ,i )1 '1 (A)] 

The probability factor hu  ranges form hu=0 (mutually 
exclusive events), when only one radio link is faded by 
rain (supposedly for very distant sites) to 
hellP1(A)=11P/A) (the reciprocal of the annual 
probability distribution) when dy=0 km. The statistical 
independence case yields hy  =1. 

RESULTS AND CONCLUSIONS 

Figure 3 shows some examples of the average cumulative 
times obtained for some couples of sites, in the single radio 
links, in the joint link, and in case of statistical 
independence. Several sound physical features can be 
noticed. The roman sites (Roma Collegio Romano, CO, 
and Roma Monte Mario, MM) yield, as expected, the same 
marginal distributions (expressed in minutes/year); also 

Codera (Cod) and Dongo (Don) yield about the sale 
distributions since they are not too far. In both cases the 
joint distributions (here expressed in minutes/year) are far 

 from the statistical independence, as expected. 
For the other two couples, the marginal distributions ae 
different, the joint distribution is still far from the 
statistical independence in the Bereguardo-Borgomarlely  
case (66.8 km), but it is very close to it in the codera-
Fucino case (574.2 km). 
The unusual downward concavity of these distributions at 
the low attenuations is due, of course, to the missing  10"  
rains, as mentioned above. These curves are hence reliable 
approximately for A >4-5 dB. 
From curves like those reported in Figure 3, we can 
calculate the factor hu, eq.(1). Figure 4 shows seine 

 examples. We can see that for distances just below 60 lah,  
A increases as hy  gets larger. Just beyond 60 km, hy  tends 
to be a constant and then, for larger distances, it falls off l° 
hy=-1 (statistical independence), or even hy  =0 (no raia 
attenuation in one of the two sites). For a given A, hu iS  
larger as the distance gets smaller, since it must approach a 
larger value 11P(A) when dy  approaches zero. 
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Figure 4. Examples of how the probability factor h changes as 

Since  h given by the ratio of eq.(1), we may expect that 
the  low rains that were not considered in the analysis in 
Pi(A), P(A) and P,,(A,d,) (although with different 
weights), have less impact on its values. This seems to be 
case, according to Figure 4, which shows a regular 
behavior. A numerical example will help: let us consider 
konla CO and Roma MM, which have the same 
distributions, and are only 3.3 km apart, so that we can 
assume de--0 km. In this case ki =11P,(A=OdB)=11p,(0)=62 
according to Figure 4. This means that P1 (0)= 
P1(6)=- 1/62=1.6x10 -2 , compared to an expected  3x10 2-
4Xl02 [13]. The distributions of Figure 3, when referred to 
a Year, yield the less realistic value 6x10-3 . 
Figure 5 shows hy (A, d) for the entire data base (66 
Couples) as a function of the exceeded A. The case A=0 is 
frequency independent since it applies whenever A=0 + . We 
notice that  h  is a strong function of distance, with a 
behavior close to the statistical independence at d v-=600 
km. A range in which h is almost a constant, for any A, is 
below about 10 km (small site diversity). It is also 
interesting to notice that h is a function of rain attenuation: 
for a given distance d, h increases as A becomes larger, in 
a&reement with the higher limit it has to approach when 

km.  

a function of A jointly exceeded, and distance between two sites. 

In conclusion, the synthetic storm technique seems to be a 
reliable, useful and cheap way to assess site diversity 
performance for a given rain attenuation A jointly 
exceeded. Future work will be, however, necessary to fill 
up the missing distances in Figure 5, especially below 10 
km, between 100 and 600 km, and above 600 km. The 
final end would be to find a mathematical model of h,,(A, 
dy). 
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ABSTRACT 

This paper uses a new approach to millimeter wave 
satellite communication studies for the Northern 
Hemisphere. It starts with new and important [1,2] 
attenuation results in Part 1 and applies these results to 
high elevation angle satellite constellations in Part 2. The 
high elevation angles of a Teledesic system and of a 
Molniya system imply new attenuation maps appropriate 
to the constellations. Then, the 40-50 GHz and 90-100 
GHz regions are examined for suitability at Cuba, New 
York, and Hudson Bay. 

1. BARBALISCIA'S ZENITH ATTENUATION MAPS 

Barbaliscia et al [1] have recognized that a large portion of 
satellite communications will occur during non- rainy 
Conditions. This will be especially important for the 
Millimeter wave communication which the Italians 

envision for frequencies well over 40 GHz. They have 
constructed topographic maps for zenith attenuation over 
the whole Earth[2] for 1% non-rainy conditions. This may 
be thought of as cloud and water vapor conditions which 
are almost associated with rainfall. Their results for 49.5 
and 22 GHz are especially interesting because they offer 
the possibility of separating cloud and water vapor effects. 
The method for separating the effects is discussed 
elsewhere[3], and the result for zenith attenuation in the 
Northern Hemisphere as a general function of frequency is 
included here as the Appendix. 

Attenuation of Figure 1-1, consists largely of water vapor 
at the 22.2 GHz resonance and some cloud attenuation. 
The 49.5 GHz attenuation of Figure 1-2 is assumed to be 
composed largely of cloud attenuation and (nearly 
constant) 1.2 dB oxygen attenuation. Cloud attenuation is 
assumed to vary as e. The attenuation of Figures 1 and 2 
may be solved simultaneously to separate cloud and vapor. 

Barbaliscia's 22.2 GHz Zenith Attenuation for N. Hemisphere 

20 

100 I 0 

Fig. 1-1 Barbaliscia's 22.2 GHz Zenith Attenuation in Smoothed Form For Northern Hemisphere; note Longitude — 180 to 
+180 Deg 

LON 
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Fig.  1-3  Zenith Attenuation for N. Hemisphere 30 GHz 
(note peaks at Florida, West Africa, SE Asia) 
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49.5 GHz Zenith Attenuation for N. Hemisphere 

Fig.1-2 Barbaliscia's 49.5 GHz Zenith Attenuation in Smoothed Form, N. Hemisphere 

For perspective, attenuation peaks at Florida, West Africa, 
and Southeast Asia appear in the figures from left to right, 
respectively. 

After clouds and water vapor are separated, other 
interesting estimates can be found. The water vapor 
attenuation can be associated with a surface humidity, and 
the results (as function of LON, LAT, and frequency) can 
be substituted into an integ,rated gaseous attenuation model 
(Appendix)4'5 . Clouds can also be added to give 
attenuation estimates for a wide range of frequencies. 

We emphasize that the zenith attenuation results are 
intended to be a general function of location and 
frequency, as seen in Figs 1-3 and 1-4. 

Zenith Attenuation for N. 
Hemisphere at F = GHz, derived 

from Barbaliscia 

Zenith Attenuation for N. 
Hemisphere at F = GHz, derived 

from Barbaliscia 

Fig.  l-4  Zenith Attenuation Estimates for N. Hemisphere 
40GHz 

Barbaliscia's non- rainy results for zenith attenuation at 
22.2 and 49.5 GHz appear to be very helpful for finding 
new results at a wide range of frequencies. Some results 
were shown here from the general equation of th e 

 Appendix, but the results may apply to a much wider range 
of frequencies. The separation of clouds and water vale* 

 effects may also be of interest for optical  satellite links.  

2. SATELLITE CONSTELLATIONS FOR 
MILLIMETER WAVE COMMUNICATION 

Zenith attenuation can be helpful for describing attenuation  
on a wide range of satellite links. The actual atmospheric 

 attenuation on i  a link may be estimated by multiplying the 
zenith attenuation by the cosecant of the elevation angle' 
This corresponds closely to the path length through the  
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atmosphere for elevation greater than 10 degrees. We then 
ask: What kind of satellites would offer low attenuation for 
frequencies greater than 40 GHz? Geosynchronous 
satellites would clearly have problems because of low 
elevation angles at high latitudes. Fortunately, there are 
satellite constellations which offer high elevation angles 
(5) over significant parts of the Earth. The Teledesic and 
Molniya constellations are two representative choices for 
high elevation angles and promising performance at 
millimeter wave frequencies. 

The Teledesic- Boeing constellation consists of 24 
satellites per plane in 12 planes (288 satellites) at 98 
degrees inclination and 1350 km altitude. Snapshots can 
be taken at any instant of time to find elevation angle to 
the highest available satellite at every point on Earth. 
Ninety-six snapshots in time can then be used to generate a 
probability density function (pdf) for elevation at each 
Latitude. Fig. 2-1 shows a result with the Northern 
Hemisphere in the front part of the plot and the Southern 
Hemisphere at the rear. Elevation angles at high latitudes 
are seen to be excellent, with elevation often greater than 
60 degrees. Elevation at the Equator is not as good. The 
Pdf may be seen to resemble a camel with scoliosis. A 
Contour plot can also be helpful, as Fig. 2-2. 

P(E, Lat); Teledesic, 1350 km, 288 
sats. 

0 
Fig. 2-1 Elevation PDF for Teledesic Constellation vs. 

Latitude 

-60 -40 -20 0 m e so 
Fig. 2-2 Contour Plot of Teledesic PDF vs. LAT, 

Elevation 

The transformation to the attenuation domain is nonlinear. 
The integral of cosecant(elevation) is integrated over the 
pdf to yield Fig. 2-3. This function corresponds to 
elevation approximately 5- 10 degrees lower than the mean 
elevation at a given Latitude. 

Average Cosecant at Each 
Latitude 

Fig. 2-3 Mean Cosecant (Elevation) vs. LAT 

Attenuation at 30 GHz for Teledesic in the Northern 
Hemisphere may be generated as Fig. 2-4. Again, the 
attenuation humps are located near Florida, West Africa, 
and Southeast Asia, from left to right. Attenuation is 
higher than the earlier 30 GHz zenith attenuation by the 
factor shown in Fig. 2-3. How would attenuation look for 
a Teledesic type constellation at 40 GHz? This question 
can be answered with the function of the Appendix to yield 
Fig. 2-5. 
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Teledesic Attenuation for N. Hemisphere, from Barbaliscia 
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Fig. 2-4 Teledesic Attenuation at 30 GHz, using Barbaliscia's Data 

Teledesic Attenuation for N. Hemisphere, from Barbaliscia 

Fig. 2-5 40 GHz Attenuation for a Teledesic Type Constellation, As Implied from Barbaliscia's Data 
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The relative desirability of a wide range of frequencies can 
also be examined. Loss at constant antenna aperture can 
be of interest for a satellite system because system cost is 
strongly related to antenna size. Loss at constant aperture 
would be generated from [Attenuation-20Log[f]] and it 
might be called 'Net Loss'. One might choose a frequency 
to minimize Net Loss. Fig. 2-6 shows Net Loss vs 
frequency for a ground station near Cuba with a 
constellation like Teledesic. An attractive frequency 
(maybe even optimum) appears near 40 GHz. A ground 
station near New York (Fig. 2-7) could expect higher 
frequencies because of lower attenuation. Net  Loss at 90 
GHz is seen to be almost as attractive as 40 GHz for New 
York. An area near Hudson Bay (Fig. 2-8) has still lower 
attenuation and 90 GHz becomes distinctly attractive for 
these 1% non rainy conditions. 

Optimum Frequencies at East 
Coast for Teledesic 

Constellation 

Fig. 2-6 Net Loss at Constant Aperture 
Teledesic, Cuba (20N, -70LON) 

Optimum Frequencies at East 
Coast for Teledesic 

Constellation 

Optimum Frequencies at East 
Coast for Teledesic 

Constellation 

Fig. 2-8 Net Loss Near Hudson Bay (60N,-70LON) 

Molniya orbits also offer high elevation angles in the 
Northern Hemisphere. Only three (3) phased Molniya 
satellites can be combined with two (2) geosynchronous 
satellites to deliver an elevation pdf which in some ways is 
as promising as the Teledesic constellation. 

Fig. 2-9 Molniya Elevation Contours vs. Latitude 

Elevation contours for the Molniya- Geo system may be 
found as Fig. 2-9. These elevations group around 50 to 60 
degrees, and may be seen to be high throughout the 
Northern Hemisphere. They may also be seen to be not as 
favorable as the Teledesic elevation angles of Fig. 2-2. 
The Cosecant(elevation) may be integrated over the 
elevation pdf to find a representative path length multiplier 
for the zenith attenuation, as was done for the Teledesic 
example. The average Cosecant(elevation) at each 
latitude may be found as Fig. 2-10. A resultant attenuation 
for the Molniya system can be found (not shown) to be 
slightly higher than the Teledesic system of Fig. 2-5. 
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Average Cosecant for Molniya 
at Each Latitude 

Fig 2-10 Pathlength Multiplier for Molniya, vs. Latitude 

Barbaliscia's zenith attenuation plots for 1% non rainy 
conditions were found to be useful in many ways. We 
have outlined a method for converting the 49/22 GHz data 
to a general function for a wide range of frequencies 
(Appendix). The results were then applied to attenuation 
for attractive satellite constellations. Attenuation maps for 
a Teledesic type constellation were shown at 30 and 40 
GHz. Attractive frequencies for constant aperture systems 
were found in the 40-48 GHz region for a range of 
latitudes. Another favorable region near 90 GHz appeared 
at New York and Hudson Bay. 
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APPENDIX GENERAL EQUATION FOR NON-RAINY ZENITH ATTENUATION IN NORTHERN HEMISPHERE 

Mathematica5  offers powerful methods for multi-
dimensional curve fitting. Next, it has full 
symbolic capabilities for integrated gaseous 
attenuation. The zenith attenuation for the 

Northern Hemisphere may be found as a function 
of LON, LAT, and frequency to be 
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ABSTRACT 

In previous works the GH concept has been developed [1], 
and modelled [2][3]. This concept will guarantee to some 
users of MSS, that their calls will succeed the handovers. 
This paper presents several innovative applications based 
on GH concept. Such applications are: GH option, offering 
a GH service as a preferred option, but not mandatory. GH 
on demand, asking GH users to specify in advance the time 
duration of GH service. Leased Lines, allowing the MSS 
operator to offer a permanent connection. Such options are 
explained, and analytical models are derived, allowing to 
dimension traffic performance of MSS. Furthermore, 
satellite diversity on GH service is described. 

Keywords: MSS, GH, GH option, GH on demand, Leased 
Lines, Satellite Diversity 

1. INTRODUCTION 

Future mobile communication services will be based partly 
or totally on non-geostationary (non-GEO) constellations 
of satellites, namely Low Earth Orbits, LEO, and Medium 
Earth Orbits, ME0 [4]. The capacity of the network is 
increased through frequency reuse not only among satellite 
footprints, but also within the footprints themselves [5], by 
dividing  'the  footprint into cells, each one corresponding to 
a specific beam of the satellite. With Satellite-Fixed Cell, 
SFC, systems, beams maintain a constant geometry with 
respect to the spacecraft, and the cells on the ground move 
along with the satellite; they mainly apply for mobile 
communications, e.g., Mobile Satellite Systems, MSS [5]. 
With Earth-Fixed Cell, EFC, systems, the beams steer so 
as to point towards a given cell on the earth during some 
time interval; they mainly apply for fixed communications 
[5][6]. This paper only deals with SFC, i.e. MSS 

Due to the satellite motion with respect to the earth 
surface, an active user may change beam (beam handover), 
and eventually satellite (satellite handover)[5]. Whenever 
the incoming cell has not any idle channel, a handover 
failur occurs, entailing a forced termination of the on-
going call [7]. This affects both fixed and mobile users [2]. 
Forced termination can also be caused by propagation 

impairments. Forced terminations are perceived by the 
user as frustrating events, and the system designer should 
aim at achieving a low forced termination probability. 

Current terrestrial cellular networks and GEO systems are 
typically designed to provide a call forced termination 
probability of about 1% for mobile users [8], and even 
lower for fixed ones (about 0.01%). In these systems, users 
at fixed locations (i.e., fixed users) do not experience 
handover failures (because they never suffer handovers) , 

 whereas in MSS they could experience handover failures 
due to the satellite motion. Consequently, it makes sense to 
envisage that some fixed users will ask for an improved 
QoS when subscribing to the service. Additionally to this , 

 also some mobile users could be interested in a better QoS. 

In order to meet the expectation of such potential users, it 
is necessary to implement a Guaranteed Handover (GB) 
service. Users having subscribed to this service will be 
named GH users, and their calls, GH calls, while other 
users will be named Regular users, and their calls, Regular 
calls. This GH concept has been proposed in [1]. It should 
reserve the strictly necessary capacity, during the  
minimum time, and as late as possible, in the cells visited 
by GH user during a call. It requires a known user position 
at call set-up, and very low mobile velocity, with respect to 
that of subsatellite point (less than 100 m/s) [9]. 

One can envisage that MSS will simultaneously service 
two types of users (i.e., Regular users and GH users), each 

 category stipulating a specific QoS. Hence, it is importan t 
 to evaluate the impact on satellite capacity of servicing a 

mixed population of GH and Regular users. With this ge l: 
analytical models for GH services have been developen  
and validated [2][3]. This paper presents several 
innovative applications based on GH concept. such  
applications are: 
- GH option: it offers GI-I service as a preferred option, but 

 not mandatory. Hence, GH users would obtain a 61.1 
 service only when capacity in future visited cells is 

available; otherwise, their calls could be accepted, but a$ 
 regular ones. 

- GH on demand: it allows GH users to specify in advance 
the GH service duration. In this manner, call is  connected 
as GH, and this service is guaranteed until that specifie d  
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GH time duration; whenever a call exceeds the specified 
GH service duration, it becomes a regular one. 

- Leased Lines, this service allows MSS operators to offer 
a permanent. connection. Thus, providing adequate fading 
margins, they could offer communication services with 
fixed-likely QoS, becoming an attracting alternative for 
last mile solutions or thin routes, in rural telephony. 

Such applications are explained and modelled, allowing to 
dimension traffic performance of MSS when improving 
them. Furthermore, satellite diversity on GH service is 
described. The organisation of the paper is as follows: 
Section 2 revisits the analytical model for basic GH 
service. Section 3 exposes and models GH option. Section 
4 describes and analyses GH on Demand. Section 5 
explains and models Leased Lines in MSS. Section 6 
describes GH service when Satellite Diversity is available. 
Finally, Section 7 summarises the results and concludes. 

2. BASIC GH PROCEDURE 

This procedure has been initially studied and developed 
[l]. Latter it has been modelled, firstly by an one 
dimension model, thus, valid for LEO systems [2], and 
enlarged to a two dimensions model, taking into account 
the earth rotation effects, hence valid for any kind of orbit 
[3 ]. Here below, this last one is revisited, and taken as a 
reference, to be modified according to the behaviour of 
users along the different proposed GH applications. 

Coverage geometry and mobility model: 

Q.  Satellite cell pattern b. Satellite footprint excerption 
Figure 1: Satellite coverage geometry 

Figure 1 a displays an earth view of one satellite in the 
constellation, following an orbit with inclination I. Figure 
lb shows an enlarged view of satellite footprint, displaying 
the orientation of the cell pattern with respect to the two 
Involved motions: that of the satellite, Vs, aligned with the 
X axis, and that of the earth rotation, Va,  at an angle I with 
respect to axis X, when the satellite is in the equatorial 
Plane. At a given latitude 9, the velocity VE is found by: 

VE = DE RE COS cp (Eq. I) 
Where : 

QE: earth angular velocity [10; p 263] 
: earth radius (R E  = 6378 km ) [10; p 257] 

The relative user velocity V is the resultant of vectors -Vs 
and VE, and calculated by : 

V = [-Vs + VE cos 1] X + [-VE sin I] (Eq. 2a) 

And its apparent is inclined at an angle 0, defined by: 

atan (0) =  [-Vu sin I] / [-Vs  + VE cos 1] (Eq. 2b) 

2.2. GH procedure at call set-up time [3]: 
Any cell is split into three regions, as shown in Figure 2. 
Regions II and III are separated by an oblique segment 
from a specific user path aligned with vector V. 

Cells configuration 

Regions inside a cell 

For b < a 

Waiting List Region 

Figure 2: cell configuration 

According to [1], Dmax is the longest path in a given cell, 
and is determined by [3]: 

Dmax = a/ cose. if 0 < 0 < atan(b/a) 
b/ sine if atan(b/a)  <9  < fr,/2 (Eq. 3) 

For any cell targeted for handover, and placed before 
Dmax at the GH call set-up instant, a GH user reserves a 
channel at call set-up. Should no channel be available in it 
at this time, the call attempt is refused. According to that, 
when analysing channel occupancy in cell A, eight regions 
are concerned [3], as shown in Figure 2: AI ,  A11 , A111 ,  
H11 , G11, G111, F111. GH users placed into any of them, shall 
reserve a channel in the cell A, at call set-up, therefore, 
they must be considered on traffic load of cell A. 

2.3. Waiting list for reserved call [3]: 
For any cell targeted for handover, and placed beyond 
Dmax at the GH call set-up instant, a GH user reserves a 
channel when arriving at distance Dmax from the 
boundary of that cell. Should no channel be available in it 
at this time, the channel reservation request is placed in a 
waiting list. The requests in the queue are prioritised with 
respect to any other call. Channels liberated in visited cells 
are firstly allocated to users, whose requests are standing 
in the queue, following a FIFO discipline. In order to 
guarantee a channel to any GH handed-over user, it is 
mandatory that the number of active GH users do not 
exceeds channel cell capacity, C, during the whole residing 
period of a given GH user. This requires knowing the 
position of GH users at every GH call set-up (which is 
actually done in MSS [9]). Unlike the Waiting List model, 
WL, of [3], based on an unknown user position, this paper 
takes into account a known one, and the WL can be 
reduced to: 
1- For each next visited cell, find out the probability that 

the number of future GH active user reaches the 
channel capacity C. This probability is named Pbwl 

2.1 
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2- The blocking probability of GH procedure due to a 
unsuccessful Waiting List, PwL,  corresponds to the 
product of Pbwi by the mean number of visited cells, 
Nwl . As GH concept guarantees the success of 
handoff, Ni T can/Tc= yGH  (see Eq. 7a) 

2.4. User mobility model: 
The user mobility can be characterised by a parameter y, 
which is the inverse of parameter a introduced in [1 1 ][12]: 

Tcail Tc  
where Teal' is the mean call duration (an unique common 
value will be retained, both regular and GH users), and T, 
is the mean residing time, i.e., the time it takes a user to 
proceed through a cell, and is given by: 

--= L / V (Eq. 5) 
where : 

- L: mean length along the subsatellite point trace, of 
different users path in cell (see [3]) 

- V: the apparent user motion speed (Figure lb) 

2.5. Traffic assumptions [2][13]: 
The following assumptions will be considered: Uniform 
traffic distribution per area unit; Equal number of channels 
per cell, C; Equal cell size; No priority discipline for 
handovers, then, equal blocking probability, Pb, in all cells. 

2.6. Mobility for Regular users: 
Mobility parameter for Regular users, ?REG, which also 
represents the average number of handover requests of 
regular users, is defined by: 

?REG  = Tcall TcREG (Eq. 6a) 
TeREG is the mean residing time for Regular users, given 

by: 

TcREG = LREG / V 

where LREG is the average length of paths followed by 
Regular users into a cell. 

2.7. Mobility for GH users: 
The mdbility parameter for GH users, ycH, which also 
represents the average number of handover requests of GH 
users (then, mean number of handovers), is defined by: 

YGH Tcall TcGH (Eq. 7a) 
T,GH is the mean occupancy time for GH users, given by : 

cGH= LGH I V 
7b) 

where LGH is the average length of paths followed by GH 
during time they occupy channels in cell A (8 regions of 
Section 2.2) [3] 

2.8. Analytic model for GH service: 
Basic assumptions: Traffic model is based on the 
following assumptions: Sojourn times in cells are constant; 
Allocation of capacity is according to FCA (Fixed Channel 
Allocation); Channel capacity of each_cell is a constant, C; 

Traffic model is an exponential model based on a Markov 
chain of the M/M/C/S type; All new call arrival and 
handover arrival processes are independent Poisson ones; 
Infinite population of users; channel holding times are 
exponentially distributed; uniform traffic generation (calls 
attempts/km2) is, corresponding to the peak value. 

Handover assumptions: let it define P hi  as the probability 
for the first handover (into the source cell), and P the 
probability for subsequent handover (into the transit cells), 
[11 ] [12]. Subsequently, resulting handovers probabilities 
for both Regular and GH users, are respectievelyREGgiv(eEnqb. y8a: 

1 _-1/1 -1/y 
Phl REG = YREG -u  REG)  Ph2REG — 
Ph I GH = ?CH ( 1 e - 1  fYGH) Ph2GH = eGH (Eq. 8b) 

Regular users traffic: The arrival of channel requests frorn 
Regular users in a cell is characterised by: 
AREGH:mean call attempts rate of handed-over Regular calls 

ÂREGh:mean call attempts rate of new Regular calls, given 
by: 

REGn = REG(S) S (Eq. 9) 

where ÂREG(S) is the mean call attempts distribution per 
area unit, for Regular users, and S is the area of the cell 

The following equation, which is derived from  express
flux equilibrium [7], determines the handover traffic: 

2 'REGH 1REGn (1-Pb) 1 hIREG/[(1- (1-Pb) Ph2REG)]  (Egg ' 10)  

GH users traffic: Similar to Regular users, GH users in a 
cell are characterised by the following average rates: 

: mean call attempts rate of handed-over GH calls 

GHn : mean call attempts rate of new GH calls 

The traffic component of new GH calls is given by [3]: 

Xciin =IGH(s)( 1 -Fwi.)[S(A1)(1-Pb)+S(Aii)(1-Pb) 2+  
S(A111)( 1-P02±S(11 1)( 1-Pb)+S(Flii)( 1-P02+ 

 S(G11)(1-Pb)2+S(Gild(1-Pb)2+S(Fiii)(1-Pb)2] (Eq. 11) 

where: 

S(X1 ): Area of region i (I, II or III) in cell X (A, H, G or f) 

X GH(s) : mean call attempt rate per area unit, for GH users. 

- PwL : blocking probability of GH procedure due to a 
unsuccessful Waiting List, determined by: 

PwL = 'My ErlangH [ Ot,GH(A)T call) ; C] (Eq. 12) 

XGH(A): mean call attempts from GH users placed into cell 
A only, and finding a channel into it. It can be deducte d 

 from Eq. 11, as follows: 

XGH(A) =  IGH(S)( 1-  Pb) [S(Ai) çl-Pb) S(A11) 
+S(A111) ( -Pb) ] (Eq. 1 3)  

As for Reguiar users, the GH handover traffic is derived 
from expressing flux equilibrium [7], and is given by : 

(Eq. 4) 

(Eq. 6.b) 

(Eq. 
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(Eq. 21) 

(Eq. 22) 

(Eq. 23) 

(Eq. 24) 

(Eq. 26) 

(Eq. .27) 

(Eq. 28) 

System Performance Enhancement I 

2tcHh — kGHn (1-Pb) YGH (Eq. 14) 

Channel holding time in a cell: The mean channel holding 
time in a cell, 1/u r Tcell [12] [13], is given by: 

1 /14„:1=P E [TH.  i]+P2E[Tu2]+F3E[TH3] +1)4E[Tu4] (Eq. 15) 

where P1, P2 P3, and P4 are the probabilities that a channel 
be occupied/locked by a new Regular call, by a handed- 
over Regular call, by a new GH call, and by a handed-over 
GH call respectively. Similarly, E[THI ], E[TH2], E[TH3], 
and E[TH4]:are the mean channel holding time for new 
Regular calls, handed over Regular calls, new GH calls, 
and handed over GH calls rsepectively. P1, P2, P3, and P4 
are given by: 

P1 = XREGn (1- Pb)/A 

P3 = 1GHn (1- Pb)/A P4 = XGHh/A (4. 16) 

A is the mean rate of the total carried traffic, given by: 

A=IREGn( 1 -Pb) -FIREGH( 1 -Pb)+1GHn( 1 -Pb)+XGllh 

The mean holding times are given by: 
E[THI ]=TcalIREG ( 1—Ph 1REG) E[TH2] —TcalIREG( 1  Ph2REG) 

E[T114]=TeauGH (1 —  Ph2GH) (Eq• 18) 

Total traffic load in a cell: The total mean call rate in a 
cell, iS defined by: 

2 'REGn /REGH ? Glin X GHh (Eq. 19) 

The total traffic intensity per cell, n ,Tcell 5 is given by: 

PTcell 1Tcell 11-4cen (Eq. 20) 

Input parameters of GH traffic model: An input variable is 
the traffic load due to new calls in a given cell (both from 
GH and Regular users), o tncell• As Tcall  is unique, the total 
new call attempt rate per cell, Xtncell ' is given by: 

Xtncell Ptncell Tcall 

In this manner, we have that: 

Xtncell A.REGII + XGHncell 

One introduce a new parameter, kGH, defined as: 

kw./ = IGHncell / Xtncell 

Thus, the call attempt rates are given by : 

X'REGncell = tnceii  ( 1-  kcit) =/ tncell k GH 

Call attempts per area unit (Eqs. 10 and 12), is obtained by 
dividing the above variables by the cell surface: 

REG(s) =kREGncell /S G H(S) = kanncell / S (Eq. 25) 

The total new calls traffic load per cell, Ptncell,  and the 
fraction of GH calls, kG,i, will be considered as the input 
variables for the comparative analyses. 

Alarkov's chain: Now, cells are modelled as M/M/C/S 
queuing systems with non-homogeneous arrival rates and 

S = 2C, since the number of GH users handed-over calls in 
the queue cannot exceed C. A Markov's chain based on 
this model is shown in Figure 3. In this Figure, II and  all  

correspond to u. r Tcell (as in Eq. 15) and the inverse of Tcai i 
(gee  = 1 / Tcall ) respectively. 

Fig. 3: Markov chain for a GH service with FCA. 

This Markov's chain has been solved in [14][15] [16] [17]: 

, 1<nC —1 
n!p 

11,  ,C <n5.2C 

fl [cm+jp„,,, 
i=i 

where the idle system probability,  P0 ,  is given by: 
-1 

c_i zç 

/n t ± 
2fC  

n-C 
Hh  

n=0— - n=C c riî  .111.111 
il= 

Finally, Pb, is obtained as follows: 
2 C 

= EPn 
= c 

2.9. QoS parameters: 
Through the analytical evaluation above described, one 
can determine the blocking probability for a given cell, Pb. 
From this value, it can be deduced the different parameters 
of QoS, both for Regular and GH users, defined as 
follows: 

• Call blocking probability, Pb : the probability that a 
new call attempt is rejected at call set-up time. 

• Call dropping probability,  Pd,„: the probability that a 
call attempt is lost due to an unsuccessful handover. 

• Non successful ending call probability Pns : the 
probability that a call attempt is not successfully 
ended, either due to Call blocking or due to Call 
dropping. 

QoS lbr Regular users: defined by the following set: 

PbREG = Pb (Eq.29a) 
PdropREG = PbPhIREG [ — Pb)  Ph2REG] (Eq.29b) 
PnsREG =  Pb ( Pb )  PdropREG (Eq.29c) 

P2 — XREGH (1- Pb)/A 

(Eq. 17) 

E[TH3]=T calIGH( 1 —Ph I GH) 

P 
Po  

C! p 
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QoS  for  GH users: defined by the following set: 
PbGH = 14(1- PbwL) / S) [S(A1) (1-Pb) 2  + S(A11 ) ( 1-Pb)3  

( 1-Pb) 3)D (Eq. 30a) 
(GH concept) (Eq. 30b) 

(Eq. 30c) 
Extensive evaluation of this model, applied to the existing 
MSS [18][19][20], can be found in [3], concluding that 
there is not relevant difference among them. In this paper, 
in order to compare the different GH applications, only 
one of them is retained, whit the following parameters: 
• Latitude: 0 0  
• Orbit Inclination (at RAAN): 86°  
• Satellite Altitude: 780 Km 
• Cell size: 500x500 Km 
• Mean call duration: 3 min 
• Number of Channels per Cell: 10 

Traffic Load (Erlangs) 

....•-••481—PbR 5% - - X- -PbGH 5% —dr....—PbR 50% 
- X - - PbGH 50% —1111—•••PbR 100% - - X- -PbGH 100% 

Figure 4: Standard GH service 

Figure 4 displays results obtained for the above case. X-
axis shows different traffic loads, and Y-axis shows the 
resulting Pb both for GH users (dotted lines) and Regular 
ones (continuos lines). Curves are displayed for different 
portion of GH users (5, 50 and 100%). It can be deducted 
that the Pb  for GH users is roughly twice that of Regular 
ones, which is explained by the requirement of 2 channels 
at set-up for most of GH users. In order to study the effect 
of GH applications on the system performance, the next 
Sections will consider that thus GH service is the unique 
one, i.e., traffic models do not mix different GH services. 
Furthermore, the scenario above described will be retained 
as a reference, in such a manner that its associated Figure 4 
permits to establish relative comparisons 

3. GH OPTION 

In this GH application, GH users subscribe a GH service as 
a prime option. Hence, they firstly try to be connected as 
GH users; whether their attempt fails, they always accept 
to be treated as Regular ones. GH service should be 
refused by a different reason than lack of capacity into the 
source cell, because in this event, they can not be 
connected, regardless of being GH or Regular user. 

3.1. GH Option procedure: 
- For all of users (both GH and regular), if there is no 

channel into the source cell, the call will be rejected. 
- For Regular users the set-up procedure remains the same: 

they only require an idle channel into the source cell. 

- For GH option users the system will try firstly to connect 
them as GH standard, by guaranteeing the success of 
channel reservation in the next visited cells, i.e., set-up 
procedure (cells before Dmax) and waiting list procedure 
(cells beyond Dmax). Whether such a procedure fails, 
GH Option user accepts a regular status instead. 

3.2. Analytical model: 
GH users becoming Regular ones increase the traffic load 
of these last ones, therefore, they must be considered in the 
term expressing new call attempts from regular users 
kREGn • Hence this term shall be replaced by: 

X'REGn(op) = 2,REGn + /GH—>REG  

where: 
IREGn(op) : modified new call attempts rate of Regular users 

(be actual regular users, or GH transformed ones) 
XREGn new call attempts rate of actual Regular (found 

through Equation 10, in Section 2) 
?GH—>REG: new call attempts rate of GH users, becoming 

Regular ones. This term is determined by: 

XGH—>REG = IGH(N)P(GH-4REG) K-GH—>REG (Eq. 32) 

where 
XGH(N): new call attempts rate for GH users placed into 

source cell, found by: 

XGH(N) = 1GHS S 

with 
1GHS : density of new call attempts rate for GH users 

(as in Section 2, Eq. 25) 
5:  whole area of one cell. ( S =  A1  + All + A111) 

P(GH—>REG): transformation probability of a GH option call 
into a regular one, found by: 

P(GH—*REG)  = {  1—[(l  -PwL)[Ai( 1 -Pb)+2A/1( 1 -POI(  1/S)]]  (Eq. 34) 
PWL : blocking probability of the Waiting List. 
KGH—>REG :Portion of GH users accepting GH option service 

When modelling this GH application since the standard 
GH model, as seen in Section 2, all the Equations beyond 
Eq 11, and including XREGn,  should apply XREGn(op) instead: 
Additionally, the GH traffic load is not affected by this 
analysis, then, it remains as described in Section 2. On the 
other hand, the blocking probability for GH users (as in 
Eq. 30a), should be redefined for GH Option, as follows: 

(1 -PbGHopt) = 1 -PbcH) + P(GH—>R) KGH—>REG ( 1-Pb) (Eq' 
35) 

where: 
(1-Pbcll0pt): Total connection probability for GH option 

users (be as GH, be as Regular) 
(1-PbGH): Probability of GH call attempts to be granted as 

GH users 
P(GH,R) : Probability of GH call attempts to be transformed 

into Regular ones. 

Based on Eq. 34, this Equation can be rewritten as: 
( 1 -PbGHopt) = 1  "Pb) [ 1  - P(GH—>R)( 1  "KGH—>REG )[ (Eq. 36) 

PdropGH = 0 

PnsGH = PbGH 

(Eq. 31) 

(Eq. 33) 
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It can be shown that when KGH = 100%, one matches the 
Blocking probabilities of GH and Regular users. Also, 
when KGH= 100%, one obtains the basic GH value, P - bGH 
3.3. SyStep Performance: 

n1n111.+P GH 5% - - - -PcGHloit n-n—.11, ,  CH “, 
-  - A  - -5000,H5/ 50% ...n415n H G11 100% - - - -PcGH1o15 100%  

Figure 5: Pc vs. Traffic Load in GH Option 

The Figure 5 has been obtained from the GH option model, 
for KGH =100%. It shows the succeeding probability of GH 
users to a GH service (continuos lines), or being connected 
through a Regular status (dotted lines); the total 
Probability of connection will be the sum of those. Curves 
are drawn for different portion of GH users. An in-deep 
comparison between Figure 4 (Basic GH service) and 
Figure 5 (GH Option), leads to the following statements: 
- For high traffic loads and large kGH, the blocking 

probability of GH option is greater than that of basic GH. 
- For low traffic loads and small kGH, the blocking 

probability of GH option, is lower than that of basic GH. 

As matter of example, in the first case, the PbGH is very 
high, and rejected calls being transformed into regular 
users, create a relevant traffic load, e.g., for kGH=100% and 
Traffic load of 5 Erlg., PbGH (as in GH basic case) is about 
30%, thus, it generates a regular traffic load of about 1.5 
Erlg, and it entails a modified condition, with about 6.5 
Erlg and kGH  — 70%. It can be concluded that in the first 
case, the GH option is not recommended, because it leads 
to a higher Pb, affecting both GH and regular users. On the 
other hand, in the second case, the GH option allows a 
reduction of PbGH, with a small augmentation of PbR• 

4. GH on DEMAND 

In this application is considered that the GH users request 
the GH service during a given time, and after that time 
they become Regular Users. 

4.1. GH on Demand Procedure: 
- The set-up procedure remains the same, both for Regular 

and GH users. 
- When a GH user try to connect, he must specify the time 

duration he ask for a GH service, TGH. 
Once connected, ,  it is guaranteed the success of all 
handovers occurring before TGH. When the call duration 
exceeds TGH , it becomes regular and might suffer a 
handover failure. Let be noted that TGH should be equal 
to or greater than  T. In fact, if TGH is lower than the 
time to the first handover, this service has not sense 

4.2. Analytical model: 
Once GH calls are transformed in regular ones, they will 
be seen by the system as new regular connected calls, thus, 
they are able to be part of regular handover rate. This 
contribution can be determined by: 

XCHR = XGHh PhGHR (Eq. 37) 

where: 
2 .G1112: Connected GH call rate becoming Regular ones. 
PhGHR  : Probability that a GH user becomes Regular. Since 
call duration follows a negative exponential distribution, 
this probability can be calculated from: 

-T 
i T " dT PhGHR = f 

e  n, exp( T  GH /  Tcall) (Eq. 38) 
TGH TCail 

Where T GH is the average time that the GH users request 
the service before becoming regular users. 

In this manner, Regular handover traffic is increased by 
XGHR. Hence, based on the flux equilibrium for Regular 
Users [7], Equation 10 becomes: 

X.REGH= RREGn( 1-130-14,GHRI ( 1  -Ph REG )/[1 —(1 —Ps) -- Ph2REG ]  (Eq• 39) 
Similarly, the GH traffic is reduced by XGHR,  and, Equation 
14 becomes: 

XGIlh = [XGHn ( 1-  Pb) PhIGH] [ 1—  (Pri2Gn - PhGHR )] (Eq. 40) 

Comparing Eqs. 8b, 38, and 40, it can be deducted that 
GHR >T, (i.e., GH duration should be larger than cell 

residing time, as assumed before). 

4.3. System Performance: 
The Figure 6 has been obtained from the GH on Demand 
model, for T GH = Tcall =3  min. It shows the blocking 
probability of both GH (dotted lines) and Regular ones 
(continuos lines). Curves are drawn for different portion of 
GH users. 

Traffic Load (Erlangs) 

—•--PbR 5% - -•- - PbGHR 5% --à—PbR 50% 
-A- - PbGH 50% —41E-- PbR 100% - - PbGH 100% 

Figure 6: Pb VS. Traffic load in GH on Demand 

When comparing this Figure with that of Basic GH service 
(Figure 4), it is shovvn that GH on Demand always leads to 
a lower Pb, both for GH and regular users. It is explained 
by a reduction of the mean number of reserved channels 
from handed over GH calls, which increase the mean 
channel availability. Furthermore, it is also interesting to 
look at the performance effects due to T GH . As a matter of 
example, one has retained a traffic load of 3.1 Erlg., and 
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where n Li(s) is the Leased lines density (lines / Km 2 ) 

n LL(s) • S (Eq. 41) 
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KGH = 50 %. Then, a curve is obtained showing the Pb vs. 
TGH , as in Figure 7. TCell = Rn Â,Rh ± LL (Eq. 44) 

Figure 7:  Ph  VS TGH changes (3 Erlg, k GH---50%) 

Figure 7 shows that when T GH grows, Pb improvement 
reduces, trending to that of basic GH service. This has 
been verified for other values of traffic load and kali. 
Hence, it can be considered a main characteristic of this 
application, resulting from less and less GH calls changing 
from GH to regular status. 

5. LEASED LINES 

Leased lines could be consider as already connected GH 
calls, never ending their calls, thus in constant handover 

5.1. Leased Lines Procedure: 
For such an application, P bGH  is not considered, because of 
the user can wait until the arrival of the appropriate 
conditions to be connected. After that connection, he is 
seen by the system as a permanent handed over call, i.e., a 
connected call of infinite duration. 

5.2. Analytical Model: 
Whether mean call duration becomes infinite, it leads to a 
mean channel occupancy time equal to the residing time. 
As the set-up procedure is not considered, it can be 
assumed that X. -GHn=0, and PbGH=0.  Additionally, leased 
lines generate a GH handed over traffic, XGH1=2n,LL, given 
by: 

Based on GH procedure from Section 2, the mobility 
parameter (Eq. 7a) becomes infinite, thus, in Eq. 8b hand 
over probabilities P h  IGH=P - h2GH-1 . Furthermore, in Eq. 18, 
the mean occupancy time for GH handed over calls (i.e., 
Leased Lines) can be deducted from: 

Te 

E(TLL ) = Lim TCall ( I  e r""  ) = T (Eq. 42)c  

where Tu  is the mean occupancy time of a leased lines in a 
cell. As they never end, they pass through all visited cells, 
and mean occupancy time is equal to the cell residing one, 
as demonstrated in Eq. 42. Furthermore, Eqs. 17, and 19, 
can be replaced by Eqs. 43 and 44 respectively, as follows: 

=4,(1—Pb)+2tIL  

Figure 8 displays the Blocking Probability for regular 
users, resulting from the above model, for 3 different MSS: 
Iridium-Likely (as In Section 2), Globalstar-likely (1=52 ° , 
h=1440 km) and ICO–likely (1=45°, h=10340 km). Curves 
are displayed for 3 different percentage of Leased Lines: 
25, 50 and 100%. 

• , 
— I - --"" f - _ -r• 

• 

- : 1 '4' - 1 .-- • 

n It —  ------------- 

Traffic Load 

I-a-IRIDIUM 25% -•- IRIDIUM 50% IRIDIUM 100% 
1-x-GLOBALSTAR 25% GLOBALSTAR 50% GLOBALSTAR 100%1 
,-a-ICO 25% ICO 50% ICO 100% 

Figure 8: P bR VS. Traffic Load for Leased Lines 

When comparing this Figure with that of Basic GH service 
(Figure 5), it is shown that in this application, Blocking 
Probability for regular users is a lot larger than that of GH 
basic Service. It is also observed that for LL<25%, the 
blocking probability for the regular users does not depend 
on the constellation type, and it is relatively small (lower 
than 10%). For LL=50%, differences among constellation 
increase, in such a manner that the higher the constellation 
altitude, the greater the resulting Pb. This divergence 
between constellation is even more notorious for 
LL=100%. This is due to the channel liberation rate, which 
is smaller for higher constellations. On the other hand, 
forced termination will be larger in lower constellations ,  
due to a larger handed over traffic. 

It can be also noted that, in spite of having LL–I00%, 
is lower than 100%. It is due to an uniform distribution ,  
which makes that not all Leased Lines enter in at the sane 
instant. Subsidiary; it can be verified that, if the positions 
of Leased Lines are very close, Pb trends rapidly to 1 00%' 
Thus, MSS operator must be very careful about relative 
distance among Leased Lines, to avoid such a situation. 

6. SATELLITE DIVERSITY IN GH 

In this application, fading impairments might be overcotn e 
 by the bias of satellite diversity, i.e., handing over the all 

call to another satellite in visibility. Two approach are  
being currently studied: 

6.1. Stand-by Diversity: 
In this case, GH users are connected uniquely to one 
satellite, and they appeal for a second one, only in the even 
of a deep fading. In this event, they should repeat the set' 
up procedure on the new satellite. In such a case, Gil  
forced termination probability is defined by: 

( 1 -Pdrop-SD) —( 1  'Pr (SI ) ) +Pf (SI) PV(S2)[ 1 -Pf (SIISa 1  -PbGif (S2)) (Eq. 45)  (Eq. 43) 

e 
É 
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[3 ] 

where: 
Pdrop_sD: call drop probability with satellite diversity 
Ff (si) : fading probability in satellite 1 

Pv(52): probability of having a second satellite in visibility 
Pr (sils2): probability of simultaneous fading in satellites 1 

and 2 
PbGH(s2) : blocking probability for GH users in satellite 2 

The GH call attempts rate in a given satellite will be: 

2,GHT(s1)— XGfir(SI)(1- Pf (s 1) )+ XGHC(S2) Pf (S2) )[ 1 -Pf (SI S2)1 (Eq. 46) 

where: 
Xcirt(si) : GH call attempts rate, seen by satellite 1 

2t,GHt(s1): GH call attempts rate from users into satellite 1 

XGH(S2) :GH connected call rate from users into satellite 2 

Pf(s2) : fading probability in satellite 2 

6.1. Permanent Diversity: 
In this case, GH users are connected simultaneously to 
both satellites; in the event of deep fading, communication 
is kept through the remaining link. Now, GH forced 
termination probability is defined by: 

(1 -Pdrop-SD)—( 1  "Pf (SI ) )+P( (SI) PV(S2)[ I "Pf (SI IS2)1 

The GH call attempts rate in a given satellite will be: 

XGIIT(S 1) — IGHt(SI) + XGlit(S2) (Eq. 48) 

Note that Pdrop iS reduced, but PbGH at set-up will increase, 
due both to a doubled traffic load, and a duplicated GH 
Procedure (2 simultaneous GH connection are required). 
Further studies will analyse these options, which must be 
compared with required fading margins, in the absence of 
diversity. 

7. CONCLUSIONS 

In this paper, the basic GH service has been revisited. 
Some new GH applications derived from it has been 
exposed and modelled. It has been shown that GH Option 
becomes an interesting application only for low traffic 
loads and low Kui  percentages. GH on Demand seems to 
be a very attractive application of GH, because it always 
increases the system performance. Leased Lines provide a 
Permanent connection in MSS, but reduces strongly the 
Performance of regular users. 

Purtherworks : An in-deep study about Satellite diversity 
in GH service, compared with fading margins would be 
realised. Also, all these analytical models will be validated 
through a simulation campaign. 
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ABSTRACT 

Fig. 1. Function of genetic algorithms 

sent all states of the system under investigation. Improve-
ments of a performance measure can be achieved through 
modifications of the bit structures if the modification process 
is subject to a control process. Different bit sequences reP -
resent individuals of a population with different characteris -
tics. Based on Darwin's evolution theory, the population is 
developing over several generations. The genes of the fittest 

 individuals are selected for parents of the next generation. 
The function principles of genetic algorithms are illus-

trated in Fig. 1. GA start from a random initial population .  
The fitness of each individual of the population is assessed 
through an appropriate evaluation function. Parents are now 
selected according to their fitness. The genes of two Parents 
are taken for reproduction. For this, the genes of the Parents 
are crossed in pairs. Additionally, parts of the genes naaY 
be modified by random mutation. Iteration of this procedure 
will yield an improvement of the population fitness.  

A.1 Chromosome Representation 
Chromosomes ch represent the characteristics of the in" 

dividuals. In general, different characteristics are separated  
in subsets, called genes  g,  such that 

ch = {gil i = 1 . . Ng } . ( 1 ) 

in which Ng  denoted the genetic length of the code. The 
 genes gi are elements of a finite alphabet (often is gi E 2).  

The individuals of a population at a time k consist of Ni'  

II I 

I I  
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Stochastic Optimization of Satellite Frequency 
Assignment 
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P.O. Box 1116, D-82230 Wessling, Germany 

Email: AxelJahn@d1r.de  

This paper presents stochastic optimization methods for 
frequency assignments in land mobile satellite (LMS) sys-
tems. Genetic algorithms (GA) and simulated annealing 
(SA) can be used for channel assignment in satellite multi-
beam antennas. The principles of stochastic optimization is 
described, the performance of the assignment is evaluated as 
fitness or cost criteria based on the co-channel interference. 
Several operators for selection, mutation and crossing are in-
vestigated. Finally, results show the applicability and power 
of the algorithms. The results are compared against regular 
reuse patterns for satellite antennas with equal beamwidth 
and equal cell area. 

I. INTRODUCTION 
Frequency assignment plays an important role in the de-

sign of satellite communication networks [1]. It determines 
the spectrum efficiency as well as the quality of service of 
the radio transmission link. Thus, efficient planning and 
performance evaluation tools for the channel assignment are 
prerequisite. Several approaches are known for channel as-
signment problems, for instance graph colouring [3], algo-
rithmic approaches [4] and stochastic optimization meth-
ods [5], [6], [7]. If co-channel and adjacent channel inter-
ference between overlapping satellite cells and overlapping 
footprints is addressed, the frequency assignment problem is 
highly non-linear. Stochastic optimization promises an effi-
cient and powerful approximation method whenever highly 
non-linear equations systems must be fitted to several con-
straints. Stochastic optimization methods are based on evo-
lution processes in nature (genetic algorithms, GA) and on 
processes with minimal entropy (simulated annealing, SA). 
The applicability of GA and SA has been studied for many 
areas in communications. Several publications have.already 
adopted GA [5], [7] and SA [6], [7] for channel assignment 
in cellular terrestrial networks. 

II. STOCHASTIC OPTIMIZATION METHODS 
A. Genetic Algorithms 

The application of GA for engineering aspects was 
founded by the work of Holland [8], [9]. He coded com-
plex structures by simple binary sequences that can repre- 
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chromosomes 

Pk  = { chn i 1 . Npop  } . (2) 

The chromosome representation of the channel assign-
ment problem can be written as a matrix S 

: with snin  E IIl = {0, 1} (3) 

Smn 

with  ru  network nodes and n available channels c3  = 
1 n  If the channel n is used at node m, it yields that 
smn  = 1, otherwise 8mn = 0 [5], [7]. The assignment 
nodes usually correspond to the satellite spotbeams or earth-
fixed cells. A chromosome of an individual of the chan-
nel assignment problem is formed by the arrangement of the 
matrix S as sequence of i = 1 . . . m genes gi = { sm } with 
j =  1 . . . n channel positions. 

Multiple assignments of channels to nodes as required for 
dynamic channel assignment schemes (DCA) according to a 
request function A (v) —  (ai am ) are possible as well. 
A condition for the channel assignment can be formulated 
for the chromosome structure that reflects the multiple de-
mand in each cell: 

ai • (4) 

The search space Illen " of the optimization can be substan-
tially reduced when only such chromosomes ch S are 
considered for the optimization that fulfill Eq. (4). 

A.2 Fitness Evaluation Function 

A performance measure is required for the selection of 
the individuals. The function maps the performance of each 
individual in the search space Ern to a positive real value 
called fitness f (ch) : Ifte n ' —> IRit. The fitness function may 
contain several performance aspects with different weights. 
Higher values of f (ch) indicate a better channel assignment. 
The carrier to interference power ratio C// is widely used to 
characterize the performance of a channel assignment. The 
C// contains the noise power No • B in the signal bandwidth 
B and all interferences coming from the own system (such 
as co-channel and adjacent channel interferences  I , CCI 
and ACI, of users i) or from other systems IF and inter-
symbol interferences due to multipath fading effects [10], 
[111. 

In satellite systems co-channel interference arises from 
insufficient co-channel suppression of the satellite antenna 
in neighbor spotbeams. In the following, we will consider 
the satellite up-link. A subscriber x i  appears in the satellite 
antenna spotbeam under an off-axis angle Gi in a distance di. 
Furthermore, j = 1 . Ari interferers exist in the same or in 
neighbor cells with distances di and off-axis angles Gi to its 
serving cell. An interferer j appears in the cell of the user  

i under an angle Oil  in distance dij . The received power of 
the ith subscriber at the satellite amounts to 

EIRPi(Oi. di) • L F-st(di) • hï • GB(O 2 ) . (5) 

in which the EIRP of the user depends on a power control 
scheme Ppc to compensate for the free space loss LFSL =- 
/ 4ird \ 2  ) and the satellite antenna gain GE: EIRPi(Oi. di) = 
PsG s • Ppc(t.Bi. di) Ppc = f(hi(t). GE(Gi). LFsL(di)). 
The transfer function of the land mobile satellite channel of 
the ith subscriber is denoted by hi (t). 

The interference power of the co-channels and adjacent 
channels of a subscriber j is given by 

Ij = EIRPi (0 di) • L F-st (dii) -1i7i  • GE(Oij) .  pi • ^yii (6) 

with the additional factors pi  for the mean voice activities 
and the orthogonality factor  yj3 .  The mean voice activity 
pi takes the reduction of the co-channel interference during 
speech gaps into consideration. The orthogonality factor 
characterizes the effective part of the interference from sub-
scriber j for the reception of subscriber i. It yields [12] 

for co-channels, 
for orthogonal channels, 
for adjacent channels or multiple 
access interference in CDMA. 

In CDMA systems the interference contribution of a sin-
gle interferer in a fading channel can be treated as additive 
white Gaussian noise (AWGN). The factor -yi 3  amounts to 
[13] 

(8)= 

with the processing gain Gp  = It (Rs: chip rate, Rb: data 
rate) and the mean cross correlation factor Se  of the spread-
ing sequence 

2Gp  for A-CDMA with PN-Codes, 
Se  = 0 for O-CDMA with orth. WH-Codes, 

N-1 for QO-CDMA with pp-Gold-Codes. 
(9) 

Abbreviations: A-CDMA: asynchronous CDMA with 
pseudo noise (PN)-codes; O-CDMA: orthogonal syn-
chronous CDMA with Walsh-Hadamard (WH)-codes; Q0- 
CDMA: quasi-orthogonal synchronous CDMA with prefer-
entially phased (pp) Gold-codes (N: number of active sub-
scribers). 

The total C// of the ith subscriber is according to Eq. (6) 
and (7) 

(c; _ 
kTiB + IF 

with IF denoting the other-system interference. 
The fitness of a channel assignment can thus be expressed 

as sum 
m n 

f(ch) = E E sii  ( 7c) ( 1 1 )  

1 
O 
«1  (7) 

(10) 

i.1 j=1 
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of all single C// contributions in all cells. Regarding Eq. 
(12) the advantage of stochastic optimization is obvious: the 
contributions of all interferers are taken into account. More-
over, not only co-channel interference is considered but also 
adjacent channel interference and co-site constraints can be 
included through the orthogonality factor  yjj  in Eq. (8). This 
is an advantage over graph-theoretical approaches that can 
only consider the interference between one pair of cells. 

If one wants to search also for inhomogeneous channel 
distributions on cell basis according to a channel request 
function, the fitness can reflect the matching between re-
quested and assigned channel numbers by 

2 
M 

E + E E (-) , . 
j=1 J i=1 j=1 z.cj 

(12) 

A.3 Selection 
The genetic manipulation of a population starts with the 

selection of suited chromosomes on the basis of their fitness 
f (ch). Several selection operators Sel (P ) can be used [141: 

Sel a  Roulette operator: the operator chooses a chromo- 
some with a probability proportional to the fitness: 

f (ch)  E{ ch} =  (13)  
f(ch) 

Sel b Ranking operator: the operator chooses n copies 
of the Npop /n fittest individuals. 

Sel , Tournier operator: the operator chooses itera-
tively a pair of individuals with equal probability. The 
fittest of both is selected. 

Sel d Monogamy operator: a pair is chosen with a prob-
ability proportional to the fitness (like Sel a ) but each 
individual may be taken only once. 

Sel , Mixture operator: equal occurrence of the opera-
tors Sel a , Sel b and Sel 

Selj Mixture operator: equal occurrence of the opera-
tors Sel , and Sel d 

A.4 Crosging 
The crossing of chromosomes Cr(ch) is the core of ge-

netic algorithms. Through crossing the search after optimal 
solutions of a problem is performed. A crossing operator 
takes two chromosomes chi .2 and forms another pair eh1.2. 
The most important operators are: 

Cr a  One-Point Crossing: the new chromosomes con-
sist of the genes from ch i  until a crossing point //;, then 
of the genes from ch2  

The crossing point 1k is equally distributed in [1. Ng ]. 
Cr b Multiple-Point Crossing: like operator Cr a , how-

ever with several crossing points 

Cr , Gene Crossing: each gene is taken from chi or ch2 
with equal probability. 

Cr , Mixture operator: equal occurrence of the opera-
tors Cr a  and Cr 

A.5 Mutation 
The mutation of chromosomes prevents the optimization 

from converging to local maxima. For this purpose the chro-
mosome structure is changed arbitrarily. For channel assign -
ment the following mutation operators Mut (ch) are suited 
(see Fig. 2) [71: 

Mut a  new channel assignment per cell: a new channel 
assignment is chosen for each cell with probability Pm 

Mut h channel exchange per cell: a channel exchange is 
done in each cell with probability  Pm  . 

Mut , new channel assignment, once per chromosome: 
for one cell a new channel assignment is chosen with 
probability  Pm  . 

Mut d channel exchange, once per chromosome: for 
one cell a channel exchange is done with probability 
Pm.  

Mut , channel exchange between cells: a channel ex-
change is done between two cells with probability Pm • 

Mut j  channel assignment of the least used channel: a 
channel of a randomly chosen cell is replaced by with 
a channel, that is used at least in the system. 

Mut g  withdrawal of the most frequently used chan-
nel: the channel that is used most frequently in the 
system is withdrawn in one cell and replaced by a ran-
domly chosen channel. 

Mut h channel roulette with maximum interference: a 
channel is replaced by a randomly chosen channel pro -
portional to the interference contribution of the chan-
nels. 

Mut , mixture operator: equal occurrence of the opera-
tors Mut d and Mut 

Mut mixture operator: equal occurrence of the opera-
tors Mut d and Mut h 

Mut k mixture operator: equal occurrence of the opera- 
tors Mut d, Mut  0 , Ma.  , Mut q and Mut h 

Additionally an Elite operator El (P) can be defined that 
selects a copy of the n, best chromosomes in the new popu-
lation if not already included. This operator accelerates the 
convergence of GA dramatically. 

The new population at time k + 1 is formed through 
the concatenated application of the operators for selection , 

 crossing and mutation, and eventually the elite operator 

Pk + 1  = Mut (Cr (Sel (Pk ))) + El (Pk ) . ( 15 ) 

B. Simulated Annealing 

Simulated Annealing (SA) is based on physical cooling 
processes which tend to minimize the energy in the system. 
The optimization procedure may be regarded as a special 
case of GA using one individual Npm  = 1 that is affected 
by mutation only. Kirkpatrick et al. [15] have first demon -
strated the applicability of SA for combinatorical problems. 

f (ch) (ai 
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„ 
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Mutai new channel assignment 
channe! channel 

77; 
Q  0 1 I 0 I (1 

Mutbi channel exchange in a cell 

Fig. 2. Mutation operators for genetic algorithms 

A cost function e(ch)  E  ilz (1-  is required for SA that maps 
a positive real number for each system state being repre-
sented by a chromosome structure ch. Lower cost coincides 
with a better state of ch. The cost function can be the re-
ciprocal of the fitness f (ch) (Eq. (12) or Eq. (13)), such 
that c(ch ) = g(f (ch)). A suitable function for instance is 
g( f) = 1+1,j 17]. 

Starting from a random initial state ch, adjacent states 
ch' are generated iteratively by mutation. The performance 
of the new states is evaluated using the cost function c(ch). 
The new state is taken always for lower cost. For higher cost 
the state is taken with probability 

1 for c(ch') < c(ch) . 
—[e(ch')—c(ch)]/Ts. for c(ch') > c(ch) 

(16) 
Equation (17) reflects the Boltzmann distribution for 
thermo-dynamic processes at a system temperature Tsp. At 
higher temperatures Tsp a state change to higher energy (or 
cost) levels is more likely as changes at lower temperatures. 
The possibility to change to higher states allows the opti-
mization procedure to escape from local minima. The sys-
tem temperature is decreased in the course of the optimiza-
tion. Thus, steady states will be reached with lower system 
energy. The start temperature Tstart and the cooling behavior 
TSA(t) affect (beside the mutation operator) the convergence 
of the SA optimization. 

III. EXAMPLES AND RESULTS 

A. Regular Patterns 

In this section we want to demonstrate the applicability 
and performance of stochastic optimization methods. Reg-
ular reuse patterns are used for comparison of the perfor-
mance. These patterns are well known from terrestrial net-
works. The planning of regular patterns is based on hexag-
onal grids with equilateral triangles. Maximum dense co-
channel assignments with n channels can be reached if the 
channel number follows the condition 

n = z 13 ij E No . (17) 

Regular patterns can also be adopted to multibeam satellite 
antennas. In this paper we will consider only one footprint, 
but the investigated methods can easily be extended to sev-
eral footprints in a multi-satellite constellation with overlap-
ping. The multibeam cells in a footprint are usually com-
posed by circular arrangements of cells in several rings rz  
where the number of cells n, increases for each ring by six: 

n z  = 1 E 6(r, — 1) =  1+3(r2  — 1) r„ . (18) 
2 

The cell boarders can be interpreted either i) as contours of 
the beamwidth in true view angles of the radiation pattern, 
or ii) as the earth projection of the antenna contours. In the 
first case the antenna has cells all with equal beamwidth and 
gain, in the latter case with equal cell areas that can be ap-
proximately achieved by elliptically-shaped beams. 

The normalized reuse distance cis°  between two co-
channels can then be interpreted as spherical angle 

do =  0 s 03 (33 / 2 

that is related to the 3-dB half beamwidth angle 03 dB  of the 
cell for antennas with equal beamwidth, or as earth-centered 
angles of earth contours for antennas with equal areas, re-
spectively. 

To evaluate the performance of the channel assignment 
the contribution of the co-channel interference (CCI) to the 
C/1101. must be investigated. For this purpose Eq. (11) can 
be rewritten to 

1  
(20) 

/tot . 1/k + 1/+--; + 1/ 

denoting the sum of all CCI contributions by icci  and the 
noise power N = NoB . For the system dimensioning one 
can claim that the interference contribution /co may deteri-
orate the CIN only by a factor x,so 

/7t.  x • y, (x < 1) or 

For instance if a deterioration by x -0,5 dB is allowed, it 
follows > +  8.5 dB. 

P  

(19) 
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The level of the co-channel interference ka that is re-

ceived through the sidelobes of the satellite antenna depends 
on several factors: i) the radiation pattern of the antenna, ii) 
the reuse distance d°, or the channel number n, iii) the po-
sition of the interferers in the cells, iv) the orbit height, and 
II) the power control. Figure 3 shows the numerical evalu- 

2 3 4 5 
normalized reuse distance 

1 

5 7 2 4 

1 3 5 7 

2 4 

C//co versus normalized spherical reuse distance 
d?, in a satellite antenna with 37 cells 

2 7 7/„ / 

3 

ation of the C//ca in the up-link according to Eq. (11) for 
co-channels = 1) in a satellite antenna with four tiers 
(37 cells). The radiation pattern was assumed to be that of 
a the envelope of a generic taper antenna with a taper at- 
tenuation Tdg =  20 dB and p = 2 according to [12]. The 
cell boarder corresponds to the 3-dB decrease of the antenna 
profile. The curves show the C/ka as a function of the nor- 
malized reuse distance d3e for different orbit heights. Fur- 
thermore, we distinguish between systems with and with- 
out power control (PC). If power control is adopted the an- 
tenna gain decrease G E (0) and the increasing free space loss 
L Fs (d) towards the cell boundaries is compensated by a PC 

"( 1  correction factor P In s t *th t PC the pc G E  (0 . ys ems wi ou 
transmit power shall be adjusted in a way that users in the 
cell centers receive the same CIN, thus, Ppc. ^* LFS  (8e). 
In addition, a homogeneous user distribution is assumed in 
the cells. 

The Circa ratio of antennas with equal cell area out-
performs by several decibel that of antennas with equal 
beamwidth since cells appear here on the average with 
smaller diameters, and thus the co-channel suppression be-
comes higher. The influence of the orbit height is ne-
glectible for antennas with equal beamwidth (the variation 
of the C/ka from 700... 36.000 km amounts to less than 
0.2 dB). However, the interference contribution of aniennas 
with equal beamsize increases with orbit height since the 
beams are closer collocated but the ratio of the beamwidth 
remains constant. Power control deteriorates the interfer-
ence slightly since the compensation of the antenna gain de-
crease and the free space loss increase of the wanted user in-
creases also the interference to other users due to the higher 
transmit power. This effect diminishes for higher channel 
numbers because of fewer co-channels in the pattern.  

30 

Ctica in the antenna cells 
for a ME0 satellite. Upper figure: antenna with equal 
beamwidth, lower figure: antenna with equal cell area 

Channel numbers between n =  3.  .  .7  will usually suffice 
for voice communications with low CIN requirements. The 
ICO system needs a  C/ I 0 . of 3,5 dB with QPSK modula-
tion. A reuse pattern with n = 4 channels is used (161. A 
lower bound for the C//ca is 12 dB according to Eq. (22). 
This value can be almost reached with the pattern of size 
n = 4. Using a pattern of size n = 7 improves the inter-
ference quite a bit, at the expense of the higher bandwidth 
requirement. 

Figure 4 compares the distribution of the mean values for 
the C/ka in the antenna cells for a MEO satellite with n 
7 chamtels. Two opposite effects are apparent: while the 
worst values in antennas with equal beamwidth occur in the 
inner cells, the best values can be found here in antennas 
with equal cell area since the interferers in the outer cells 
transmit with lower power due to the higher antenna gain. 
A second effect lies in the inhomogeneous distribution ef 
the CCI within the cells of a ring. This is caused bY the 
limited expansion of the reuse pattern that yields a unequal 
distribution of the co-channels. 

Above considerations showed that regular patterns ruaY 
not be optimal in antennas with few cells. Furthermore, one 
could wish to find patterns with 4 < n < 7 as a compromise 
between low comchannel interference and low bandwidth re-
quirements. Stochastic optimization can be used for this 
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1 

• C/ kci in satellite an- 
tennas using genetic algorithms for an MEO satellite an-
tenna diagram with equal beamwidth (upper fig.) and equal 
cell area (lower fig.) 

purpose. 

B. Channel Assignment by Stochastic Optimization 
We want now to demonstrate the application of stochastic 

optimization for the channel assignment in satellite multi-
beam antennas. The purpose is to get patterns for channel 
numbers between n = 4 and n = 7. To estimate the per-
formance a comparison with the optimal pattern for n = 7 
is given. Figures 5 and 6 show the channel assignments and 
the mean C/ka-values in the cells for n = 7 that result 
from the application of genetic algoritluns (GA) and simu-
lated annealing (SA). Like in the previous section a ME0 
satellite with power control and a generic aperture antenna 
is used with a homogeneous user distribution on earth. None 
of the algorithms did find the optimal regular pattern in rea-
sonable short time. The GA algorithm outperforms SA on 
the average. However, the variation of the mean 
values per per cell is higher as for SA. 

For smaller channel numbers n < 7, good results are 
also achieved by stochastic optimization methods. This can 
be seen from Fig. 7 that shows the average C/ka of all 
cells for several channel numbers, or their reuse distance, re-
spectively. Furthermore, the same problem was solved with 
a graph theoretical approach using the GLADYc-algorithm 

C/ ka in satellite an-
tennas using simulated annealing for an ME0 satellite an-
tenna diagram with equal beamwidth (upper fig.) and equal 
cell area (lower fig.) 

Cfica versus normalized spherical reuse distance 
ce with stochastic optimization of an 37-cell multibeam 
antenna.) 

(see [17]). The graph algorithm yields worse values for the 
C/ka than the stochastic optimization methods GA and 
SA. This is due to the fundamental problem of graph colour-
ing problems that the coupling of nodes can consider only 
the interference between two nodes. Thus, high margins 
must protect against worst case interference, yielding ineffi- 
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Fig. 8. Dependence of the GA convergence from the mutation op-
erator (upper fig.) and from the selection operator (lower 
fig.) represented by the relative fitness f (eh)/ f (ehopt) 
versus the number of simulated individuals k • Np, 

cient channel assignments. Similar findings are reported by 
Zuerbes [7] for terrestrial networks. Again, the performance 
of GA is superior with respect to SA. For channel numbers 
for which regular patterns exist the values for the Cficci 
are not reached due to the limited simulation time. Never-
theless, good solutions for n = 5 and n = 6 can be found 
that can be , considered as compromise between high C/kci 
values and low frequency demand. 

The GA optimization in Fig. 5 and 7 uses the sum of all 
Cficci (in linear units) according to Eq. (12) as fitness cri-
terium. Furthermore, the mixture operators Self for selec-
tion and Mutk for mutation wit probability pm  = 90% was 
taken for simulation, as well as one-point crossing Cr„ and 
the elite operator El with n e  = 4. The population size was 
chosen to Np.p  = 50. The mutation operator performs the 
search for the global optimum whereas the selection oper-
ator optimizes locally. The dependence of the convergence 
from the chosen operators is depicted in Fig. 8 for n = 7 and 
an antenna with equal beamwidth. The time course of the 
fitness f (ch) is normalized with respect to the fitness of the 
optimal regular pattern f (chopt ). In general, the mixture op-
erators show faster convergence although the operators Seld 
(monogamy selection) and Mutd (channel exchange once 

Fig. 9. Dependence of the GA convergence from the mutation 
probability pm  (upper fig.) and from the population size 
Np, and n e  of the elite operators (lower fig.) represented 
by the relative fitness  f(ch)/f (choi t)  versus the number 
of simulated individuals k • Noop 

per chromosome) yield the best results. The mutation prob-
ability p, (cf. Fig. 9) affects the convergence of the algo-
rithms, too. High mutation probabilities p, > 0.5 result 
in fast convergence. Bigger population sizes Npop  converge 
faster as well. The elite operator El has the biggest impact. 
Without the elite operator the convergence process appears 
very noisy and the final fitness reaches only 60% of the op-
timum. 

The SA simulation uses again the mutation operator 
Mutk. An exponential temperature decay is assumed for the 
cooling process, thus 

Ts,c, (I)  = Tstart exp 

where na,'  denotes the stait temperature and Teon,t  the de-
cay constant. Figure 10 shows the effect of these parameters 
for n = 7 by means of the time course of the cost func -
tion c(ch) normalized with respect to the cost c(chopt ) of 
an optimal reuse pattern. Cooling processes with high de-
cay constant n05„ yield good cost values after short simu -
lation time, however, on a long-term perspective the better 

Teons t t  
(22) 
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[8] 
[9] 

10°  

Tstart  and from the cooling constant Tconst rep-
resented by the relative cost c(ch)/c(chopt) versus the 
number of simulated individuals k • Npop 

C/ka in satellite anten-
nas with inhomogeneous traffic demand A( v). The sec-
tors in the cells represent an assigned channel for the 
whole cell, each. 

values are reached by slow temperature decays. This behav-
ior reflects nicely the underlying physical principles, e. g. of 
crystallization. 

C. Genetic Algorithms for DCA 

Stochastic optimization algorithms are also well suited 
for dynamic channel allocation (DCA) schemes. Figure 11 
Shows the result of a DCA channel allocation through GA. 
An arbitrary traffic demand vector A ( v) 

/5 for v = 1 
3 for v = 2 

A(v) = 4 for v = 8 
4 for v = 17 
1 otherwise  

was assumed for each cell v. The fitness criterium in Eq. 
(13) now considers not only the C//ca but also that the 
number of assigned channels matches with the demand A (v) 
in each cell v. The numbering of the cells in the multibeam 
footprint is done sequentially from inner to outer rings, 
counterclockwise in each ring. For Fig. 11 the same as-
sumptions as in Fig. 5 are valid. The chromosome struc-
ture was designed to assign n = 9 channels at most. The 
minimum reuse distance of the inhomogeneous channel as-
signment is determined by the most loaded cells, i. e. the 
cells v = {1, 2, 8}. One can easily see that for n = 9 the 
reuse pattern of theses cells must use three channels. Thus, 
the lower bound for the C//ca of these cells is given by the 
C//ca of the pattern with n = 3. As shown in Fig. 11 this 
was achieved by GA. Moreover, much better values were 
reached for cells in the outer cell rings. The traffic demand 
is satisfied in all cells. 
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In this paper, a new speed adapted closed loop power 
control algorithm applicable to land-mobile satellite system 
is proposed. The proposed scheme takes advantage of an 
advanced speed estimation algorithm to adapt the user 
terminal step size for improved performance. Further 
enhancement of the algorithm is achieved by employment of 
similar speed estimation algorithm at the fixed earth station, 
enabling issue of more accurate commands. It is shown that 
through the use of the combined algorithm reductions in 
standard deviation of the PCE of up to 0.8dB is achieved. 

Since the capacity of the CDMA system is interference 
limited, minimising the effects of multiple access 
interference is of great importance. The use of asynchronous 
CDMA in the return-link (user terminal -SAT- fixed earth 
station) gives rise to tight power control requirements as the 
spreading sequences of different user terminals loose their 
orthogonality with respect to each other to a large extent. It 
is hence desired that the received signals from all the user 
terminals within a spotbeam, at the input of the Fixed Earth 
Station (FES) receiver to have the same power level, 
regardless of the position of the user terminals and the 
characteristics of their channels. 
Due to inherent round-trip delays associated with satellite 
communications, the performance of conventional Closed 
Loop Power Control (CLPC), designed to track fast fading is 
greatly reduced . It is therefore desired to provide the User 
Terminal (UT) and the FES with some level of intelligence 
to respond to the fast variations appropriately by changing 
parameters such as the UT step size and the FES signal 
averaging period based on which commands are issued. 
In this paper, it is demonstrated that through the use of a 
novel adaptive step-size power control algorithm, the user 
terminal would be able to respond to fast variations more 
appropriately, thereby reducing the standard deviation of the 
Power Control Error (PCE). 
The paper is organised as follows- section-1 deals with the 
requirements and limitations of the CLPC in land-mobile 
satellite systems. This is followed by a description of the 
considered propagation channel in section-2. In section-3, a 
new power control algorithm is proposed and its 

I. INTRODUCTION 
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performance is evaluated. Finally, the major results and the 
finding are discussed in section-4. 

II. LIMITATIONS AND FtEQUIREMENTS 

CLPC is designed to track the faster variations of the 
channel. The fact that a feedback loop exists in the system, 
imposes an inherent hysteresis phenomenon. That is, by the 
time the received power is measured (at FES) and the actual 
power control commands are received by the UT, the fading 
may have changed and the command to increase or decrease 
the power may no longer be valid. 
As far as the accuracy of the CLPC is concerned, the long 
Round-Trip Delays (RTDs) associated with the satellite 
environment are by far the most limiting factor. This 
significantly limits the Power Control Command Rate 
(PCCR) which in turn reduces the capability of the CLPC, 
in tracking the fast fading. But nevertheless, CLPC could 
still prove very useful under circumstances such as a slow 
moving or a stationary UT which might be in fade for 
example in the return  but not in the forward link. 
Figure 1, shows the minimum and maximum RTDs for three 
typical non-geostationary orbits of, 

• a 66 satellite polar LEO system with a minimuin 
elevation angle of about 8°  

• a 48 satellite inclined LEO 
minimum elevation angle of 10P 

• a 10 satellite inclined MEO 
minimum elevation angle of 10°  
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Figure 1: Typical round trip delays (UT-LES-UT) 
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When considering a particular satellite constellation the 
minimum and maximum RTDs could be slightly misleading 
as they represent the two extremes where both the user 
and the feeder links are either at the minimum elevation 
angle (maximum RTD) or at 900  (minimum RTD). It is 
therefore more appropriate to consider the average elevation 
angles for each constellation for estimation of the average 
RTD. The average elevation angle statistics of a 
constellation change with latitude and therefore knowledge 
of the average RTD for different latitudes is of vital 
importance (Figure 2). 

180 

so 
60 

20 

10 20 30 40 50 80 

Latitude (Deg.) 

LEO (780km) —a— LEO (1414km) ME0 (10355km) 

Figure 2: Typical round trip delays (UT-LES-UT) 

Knowing the above, various CLPC algoritlun parameters can 
be fine-tuned for a given constellation. 

When considering CLPC, one must not also loose sight of 
the fact that even in the terrestrial environments, were the 
RTDs are much smaller, the use of CLPCs with high PCCRs 
is not common practice due to resource limitations. In fact at 
higher velocities interleaving becomes a more efficient 
technique in randomising the errors and hence maintaining 
the required quality of service. On the other and, increased 
interleaving depths would introduce longer delays which 
may not particularly suite a satellite system with an existing 
RTD. Therefore, striking the balance between the 
performance of CLPC and interleaving for a given 
Constellation becomes an absolute necessity. 

III. CHANNEL 

In terrestrial cellular communication systems, the mobile 
user does not benefit from direct Line-of-Sight (LOS) to the 
base station most of the time. This implies that the mobile 
terminal would rely on the multipath reflection and echoes 
for communication. In relatively narrowband communication 
sYstems, the existence of multipath causes severe fading and 
degradation of the link quality. In wideband CDMA 
sYstems, however, the multipath environment can be 
exploited through, RAKE receiver architecture, allowing 
signals arriving with different propagation delays to be 
independently received and combined to provide an 
additional gain. The use of RAKE receivers in terrestrial 
suburban and urban environments proves to be very 
effective due to the sufficient delay spread associated with 
such channels. However, it has been demonstrated in the 

wideband channel measurement campaigns of [1], [2] and 
[3], that in satellite channels the delay spread has an 
average of about 100ns. Hence any CDMA system designed 
to effectively make use of the spreading to combat multipath 
would have to be spreading by at least an amount greater 
than the coherence bandwidth, i.e. 10MHz or more. Even if 
the multipath in a satellite channel is resolved, it is very 
likely that the echoes arrive at much lower power compared 
to that of the LOS, limiting any potential multipath diversity 
gain. Nevertheless, RAKE receivers are still useful for 
combining different satellite diversity paths as discussed in 
[4]. 

Talcing all the above into consideration, a widely used 
narrowband two-state Markov representation of the 
propagation channel could therefore be considered. Under 
such an assumption, the propagation channel can be 
categorised into a good and bad state, the parameters of 
which depend on the operational frequency and 
environment. The good state is characterised as a Ricean 
channel and the bad state as log-normal shadowing together 
with a Rayleigh channel. When in the bad state (shadowed), 
the signal level significantly drops. In practice, the Open 
Loop Power Control (OLPC) would track the large signal 
variations caused by shadowing. However, considering the 
limited link margins of the first generation mobile personal 
satellite communication systems (typically 8-16dB), it is 
very unlikely that the power control dynamic range can cope 
with large shadowing variations particularly in hostile 
environments such as urban and tree-shadowed. In this case 
the CLPC would not help due to the same limited dynamic 
range of the UT and the fast variations of the channel. 

The CLPC is therefore used to combat the Ricean fading of 
the good sate which could introduce great improvements for 
a CDMA-based system with an asynchronous return-link. In 
this paper, the CLPC algorithm has therefore been optimised 
in correlated Ricean channels with Rice factors, representing 
two conunonly experienced elevation angles. 

IV. SPEED ADAPTED CLOSED LOOP POWER 
CONTROL 

a. Conventional CLPC 

Before describing and evaluating the proposed power 
control scheme, it is important to establish the reference 
conventional CLPC by which comparisons will be made. 

FES 

UT 

Figure 3: Conventional CLPC model 
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Figure 3, shows the considered conventional CLPC model 
[5]. In this model, it is assumed that the power control 
commands are all received by the UT correctly in the 
forward link. It is further assumed that the power control bits 
are not encoded and hence do not experience any additional 
decoding delay. Due to the correlated nature of the channel, 
it is extremely difficult to analytically derive the power 
control error [6]. Simulation is therefore used to evaluate the 
performance of the loop. 
In conventional CLPC, different UT power control step sizes 
may be negotiated during the call set-up. But nevertheless, 
the power control step size is assumed to be fixed for the 
entire duration of the call. This is to some extent limited as 
the fixed step CLPC performance varies under different, 

• vehicular speeds 
• operating centre frequencies 
• propagation channels 
• round trip delays 

In fact different values of step size can enhance the 
performance for particular combination of the above 
operational parameters. 

0 0.1 0.2 0.3 0.4 05 0.6 

Figure 4...Performance of fixed step power control in Ricean 
channel, Rice factor of 10 dB 

Figure 4, shows the experienced power control error (PCE) 
versus FdT, where, Fd represents the Doppler frequency (the 
combined speed and centre frequency effect), and T 
represents both the power control command period and the 
round trip delay as the received signal is averaged over a 
period of a single round trip delay. This implies a maximum 
power control command rate of 1/1' . 
As expected, the CLPC performance in satellite systems is 
generally much worst than that of the terrestrial cellular case. 
This is simply due to long round trip delays associated with 
such systems. Nevertheless, CLPC is still effective for lower 
values of FdT. It is important to point out that the 
performance figures above show that for higher values of 
FdT, an increased PCE compared to that of the Ricean 
channel with no CLPC (the dashed line) is experienced. For 

higher values of FdT, clearly, the lower the step size is, the 
lower PCE would be. 
From the above it can also be observed that the performance 
of the CLPC varies with different power control step sizes. 
This can be better observed in the magnified version of same 
plot in Figure 5. 

As it can be seen below, a single step size does not 
necessarily have the best performance at all the FdTs'. 

0.1 0.12 0.14 0.18 0.18 02  
FdT 

Figure 5: Magnified performance of fixed step power 

control of Figure 4 

Figure 6, shows the performance of the conventional loop to 
a Ricean channel with a lower factor of 8dB. 

Figure 6: Performance of fixed step power control-in Ricean 

channel, Rice factor of 8dB 

A slight degradation in the CLPC performance compared to 
the case of Figure 4, can be observed as the considered 
channel in Figure 6, fluctuates relatively faster. 
Furthermore, note that in the above case the step size of 
1.25dB is not depicted as it did not produce a different result 
compared to that of the ldB case. 
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b. Speed-adapted step size CLPC 

Assuming knowledge of the vehicular speed through a speed 
estimation algorithm, the UT would then be able to select the 
best step size by using the appropriate lookup tables (Figure 
7) . This will lead to an overall improvement of the CLPC 
performance for a wide range of vehicular speeds. 
Moreover, under such a scheme the CLPC algorithm can be 
switched-off after certain vehicular speeds where significant 
degradation in the performance is expected. 

FES 

Figure 7: Speed-adapted step size CLPC model 

Performance of the proposed scheme is very much 
dependant on the accuracy of the estimated user terminal 
speed. Evaluation of a novel environment and speed 
detection algorithm (pending patent) has shown that high 
accuracy estimations of the speed at UT and FES are 
possible. The proposed algorithm takes advantage of several 
information such as average level crossing, channel impulse 
response and local mean variations of the received signal to 
estimate the user terminal speed accurately under a wide 
range of operational environments. 

Figure 8, shows the performance comparison between the 
conventional fixed step and the speed-adapted scheme. 

Figure 8: Comparison between the conventional 0.5 dB 
fixed-step and speed-adapted CLPC 

From the above performance gains of more than 0.5dB for 
some values of FdT can be observed. 

b. Speed-adapted bin size CLPC 

Considering the long RTDs of the channel, it is beneficial to 
reduce the averaging periods (bin sizes) based on which the 
commands are issued at the FES. That is to issue commands 
only based on a much smaller portion of the received signal 
between two consecutive issuing. Under the proposed 
scheme, two different approaches were investigated. 

In the first approach, control commands are issued based on 
the last 0.25T seconds of the received signal, where T is the 
power control command period or the round trip delay. This 
requires no additional estimation algorithm at the FES as the 
power control command rate is set for a given system. 

In an alternative approach the decision is made over an a 
varying averaging period which always corresponds to the 
time taken for the UT to travel 1/500 of a wavelength. This 
approach can only be implemented with the aid of a speed 
estimation algorithm in the FES, as shown in Figure 9. 

Bin Size Speed 
Selection Estimation 

Figure 9: Speed-adapted step and bin size CLPC model 

Simulations results for both options in Ricean channels with 
factors of 8 & 10dB are shown in Figure 10 &Figure 11, 
respectively. 

Figure 10: Speed-adapted step and bin size CLPC model, 
Rice factor of 8dB, Lamda is the wavelength 
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Figure 11: Speed-adapted step and bin size CLPC model, 
Rice factor of 10dB, Lamda is the wavelength 

It can be observed from the above that by reducing the size 
or the averaging period in the FES, based on which power 
control commands are issued, fu rther improvements can be 
made. From Figure 10 and Figure 11, it can be seen that this 
techniques introduces a more significant gain for channels 
with lower values of Rice factor. This is mainly due to the 
fact that in such channels, the average fade duration is 
shorter, thereby the received commands at the UT have a 
higher probability of being invalid. Reduction of the 
averaging period at the FES therefore increases the accuracy 
of the commands resulting in a visible gain. 
It can further be seen that in the case of the Ricean channel 
with a factor of 8dB (Figure 10), the first technique in which 
averaging periods of 0.25T, are taken improves the PCE by a 
further 0.3dB, compared to that of the speed-adapted step 
size algorithm. 
Although the second technique whereby an averaging period 
of 1/500 of the wavelength is taken does not show great 
improvement over the above technique, it highlights an 
interesting trend. On careful examination of results of Figure 
10 and Figlire 11, it can be seen that this technique, however 
small, has further improved the performance. In fact early 
results show a much greater improvements in Rice channels 
with Rice factors below 7dB. 

V. DISCUSSION 

In this paper, a new speed-adapted closed loop power 
control scheme was proposed and evaluated. The proposed 
algorithm resides at the UT and the FES and introduce no 
additional signalling load or modifications to the air-
interface. It was demonstrated that the proposed speed-
adapted step size algorithm (placed at the UT) could reduce 
the standard deviation of the PCE by a little over 0.6 dB in a 
typical Ricean channel. Further improvements were 
introduced through the use of shortening the signal 
averaging periods based on which power control commands 
are issued. Two techniques for this were proposed and 

evaluated in conjunction with the rest of the alternatives. 
The first techniques uses a fixed averaging period equal to a 
quarter of the power control command period (or the round 
trip delay). The second technique takes advantage of speed 
estimation in order to keep the averaging period fixed to 
1/500 of the wavelength. Both the techniques introduce the 
most significant gains under more sever fading channels with 
lower Rice factors. Improvements of up to 0.3dB are 
experienced. 

It is strongly believed that through the use of predictive 
filtering at the UT and FES the standard deviation of the 
power control error can be further reduced. Work on 
introduction of such algorithm has already started and early 
indications are quite promising. 
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ABSTRACT 
Proposed Non-Geostationary Orbit (NGSO) Satellite 
services have proposed to share the frequency bands 
currently used by Fixed Satellite Services (FSS). In order 
for the proposed systems to be licensed to operate in these 
bands, reliable analysis of the interference is required to 
ensure the impact on existing and future FSS systems will 
be negligible. Here, we present the initial results of a 
study of a NGSO satellite constellation interfering with 
Geostationary Orbit (GSO) satellite earth stations. 

INTRODUCTION 
There is great interest in sharing the frequency bands of 
geostationary orbit (GSO) satellite services with non-
geostationary orbit (NGSO) satellite services. However, 
the amount of interference that would be caused by the 
NGSO services to the GSO satellite earth stations is a 
concern to the GS0 operators and licensing bodies. In this 
Paper, the interference from an NGSO satellite into a 
reference GS0 earth station is calculated through 
simulation of a NGSO satellite constellation and analysis. 
The effect on interference for earth stations at different 
latitudes is examined by placing the reference earth station 
at three different latitudes: 0 0 , 20°, and 53°. 

In the following sections, we will present the system 
model, the simulation results and the interference 
calculations for a reference earth station. 

SYSTEM MODEL 
In this section, we describe the satellite constellation used, 
an interference mitigation technique for the satellites and 
the earth station antenna pattern. 

Satellite constellation 
The analysis presented here uses the modified Skybridge 
constellation [2]. The constellation consists of 80 
satellites, which can be divided into two sub-
constellations. The two sub-constellations are phased such 
that if a satellite needs to hand-off traffic, such as in the 
case of interference avoidance, there is another satellite in 
the other sub-constellation that is capable of handling the 
traffic. 

The sub-constellation parameters are as follows: 
• circular orbits with 53° inclination 
• 10 orbital planes spaced 36° at the equator 
• 4 satellites per plane spaced 90° apart in true anomaly 
• altitude of 1469.3 km and orbital period of 115 min. 

The relative phasing between the two sub-constellations is 
-18 between the ascending nodes and 14 spacing 
between the mean anomalies. The relative spacing 
between satellites in adjacent sub-constellations is 45 

The constellation repeats the same ground track every 35.6 
days. 

Interference reduction technique 
We have assumed that the NGSO satellites reduce the 
possible interference to a GS0 satellite earth station by 
using an arc avoidance technique [1]. This entails shutting 
down the beam directed towards the earth station when it 
approaches near the main beam of the earth station. This 
prevents a main-beam (satellite) to main-beam (earth 
station) interference event. This reduces the maximum 
level of the possible interference. Interference to the GSO 
earth station will be caused by the sidelobes from the 
remaining beams of the satellite sharing the same 
frequency. We assume that the main contribution of 
interference from a satellite constellation will occur when 
a NGSO passes directly within the main beam of the earth 
station. This scenario of the NGSO passing between the 
earth station and the GS0 is illustrated in Figure 1. 

G SO 

Figure 1 Example of worst case interference (NGSO 
inline between FES and GSO) 

Earth Station Antenna Pattern 
The antenna pattern used in this paper for the earth station 
antenna is modified from ITU-R Rec. 1323. The 
modification was proposed in [3] and attempts to define 
the close-in sidelobes. The modified antenna pattern has a 
slightly higher gain in the close-in sidelobes as compared 
with the ITU-R Rec. 1323 antenna pattern. The antenna 
gain, G(0), as a function of off-axis angle, 0, for the 
modified characteristic is defined as: 

SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE, 1999 185 



System Performance Enhancement 1 

For 0 < , 

G(0) = G max  — 2.5 x10 3 (0 x D / /1) 2  dB 
For Øm < 0 O R  , G ( 9) =  G 1  = —1+15 log(D / À.) dB 
For O R  <0 48 , G(0) = 32 — 25 log(0) dB 
For 48 < 0 180 G(0) = —10 dB 

0„, = / D).‘1(G„,,„ — G1 ) , 

R  = 20.85x ( D)" , 
is the wavelength in metres, 

D is the antenna diameter, 
G max  = 20 log(Df ) +18.53 dBi (antenna 

efficiency is rl= 0.65, f is frequency in 
GHz) 

The antenna gain as a function of off-axis angle is shown 
in Figure 2. 

Main Lobe 

0(0) 

NN 32-251og(0) dB 

-10 dB 

R 
Off-axis angle 

2 Sidelobe pattern used for the GS0 earth 

SIMULATION RESULTS 
In order to gather statistics on the frequency and duration 
of interference events, the satellite constellation was 
simulated. The simulator was written by Caron et al. [4]. 
The software records the probability density function (pdf) 
of the off-axis angles of the satellites from the GSO 
satellite earth station. The range of off-axis angles defined 
as "interference events" is specified at the beginning of 
the program. The software then records the interfering 
satellite number and the duration of the interference event. 
The percentage of time that multiple satellites are 
interfering is also recorded. 

The Skybridge constellation was simulated for a period of 
35.6 days to gather statistics on the interference events for 
each earth station position. This period is the amount of 
time required for the constellation to repeat its exact 
ground path. The positions were calculated for time 
increments of one second, therefore the resolution of the 
event durations are in one second steps. 

The simulations were carried out for earth stations on the 
equator, at a moderate (20°) and high (53°) latitudes. In all 
cases, the antenna is pointed in the direction that 
maximizes the interference event duration. In [5], a 

method is presented that gives the required latitude and 
difference in longitude between the earth station and the 
GEO satellite, which maximizes the interference event 
durations for the NGSO constellation. The differences in 
longitude were calculated using the method in [5] for the 
earth stations at 00 , 20°, and 53 0  latitude and are presented 
in Table 1. 

Table 1 GSO satellite earth station relative location 
Station Latitude of Difference in 

earth station Longitude . 
Equator 00 00  

Moderate 20° 13.7°  
High 53 0 58.4° 

The statistics on the interference events near the boresight 
of the earth stations' antenna are presented in Tables 2 to 4 
for the earth stations at the 0°, 20°, and 53 0  latitude, 
respectively. From the tables, it can be seen that the 
length of the interference events tends to increase as the 
latitude increases. This is due to the fact that the satellite 
orbit transits through the main beam of the earth station at 
an oblique angle for the high latitude station but passes 
through perpendicularly for the equatorial station. 

INTERFERENCE CALCULATION 
As the NGSO satellites orbit the earth, they will inject 
interference into the GSO satellite earth station's receiver. 
The amount of this interference is dependent on the flux 
density produced on the ground by the NGSO satellites , 

 and the earth station's antenna pattern in the direction of 
the satellites. As the positions of the NGSO satellites 
relative to the earth station change with time, it is 
important to find the interference events that will cause 
harmful interference to the GSO satellite earth station. 
Here, "harmful interference" is defined as sufficient 
interference to disrupt communications of the GS0 
satellite earth station. The earth station locations are the 
same as presented in the previous section. 

The NGSO satellites are iso-flux and thus produce the 
same flux density on the ground regardless of direction and 
range of the satellite from the earth station (when the beant 
is operational). We make the assumption that the flux 
density produced by the sidelobes of interfering beams is 
also constant. The probability density functions (pdt) of 
the off-axis angles, which were found by simulating the 
satellite constellation, are used in this section. With these 
pdfs, we are able to find the pdfs of the equivalent povvet 
flux density (epfd), the interference power received by the 
GS0 satellite earth station, and the interference-to-long -
term noise power ratio (I/N). 

The link margin of the GSO satellite earth station channe' 
defines the maximum tolerable value of I/N. An otage 
in communications for the GS0 satellite earth station 
occurs when the value of I/N is above this threshold. 

Where 

48" 

Figure 
station 
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I) 

From the pdfs of the I/N for the three earth stations and 
two antennas, we can find the percentage of time that the 
threshold value of I/N is exceeded and the earth station is 
deemed to have a communication outage. 

Flux density 
The Skybridge system uses iso-flux satellites; thus, the 
flux density at the surface of the earth is constant. In [1] 
the on-axis flux density on the ground for different 
services (i.e., different communication channels), ranges 
from —160.7 to —155.4 dBW/m2/4kHz. The sidelobe 
contribution is calculated assuming 6 beams surrounding a 
central beam. We assume that the adjacent beams have 
antenna gains of —10 dBi in the area covered by the central 
beam. With this assumption a single adjacent beam would 
contribute —181.8 dBW/m 2/4kHz and the six beams would 
create an efpd  of-174 dBW/m2/4kHz. 

The equivalent flux power density (efpd) is calculated as 
follows [5]: 

efpd(0) =10 log 10( 101*i /10 ) —  Gma. +G(6/ i) 

dBW/m2 ) 

is the power flux density (dBW/m2) for each 
satellite 
is the maximum on-axis gain (dBi) 
is the gain of the GS0 antenna at 0, degrees off-
axis, in dBi 

The flux density for a given off-axis angle is calculated 
using Eq. 1 and the following conditions: 

For off-axis angles less than 100, the main beam is 
shut down and only the sidelobes contribute to the 
flux density at the ground. In this case we assume that 
there is another satellite which has an off-axis angle 
greater than 10° serving the cell. 

2) For off-axis angles greater than 10 0 , both the main 
beam and the sidelobes contribute to the flux density. 

3) There is only one main beam serving the cell. 

Conditions 1 and 2 represent the procedure suggested by 
Skybridge [1] for reducing interference to the GS0 earth 
stations. The satellites will shutdown the beam covering 
the GSO earth station area when the satellite is within 10° 
of the boresight of the GS0 earth station. This is to 
prevent main-beam to main-beam interference between the 
NGSO and GS0 earth station. Prior to shutdown, the 
traffic is handed over to another satellite with an off-axis 
angle greater than 10°. Thus, the earth station will have a 
satellite with only the sidelobes of surrounding beams 
illuminating the main beam of the earth station and another 
satellite with a main beam illuminating a sidelobe of the 
GS0 earth station. 

The efpd is computed versus off-axis angle by Eq. 1. The 
percentage of time that a satellite is at a given angle was 
obtained by simulation. With the information obtained 

from simulation, we compute the complementary 
distribution function (cdf) for the efpd. The cdf for the 
efpd is plotted in Figure3. For comparison with the 
simulation results, the proposed limits from the WARC 97 
for a 10 m antenna [3] operating at 11.7 to 12.2 GHz in 
Region 2 and 12.2 to 12.5 GHz in Region 3 are included in 
the plot. The high latitude station exceeds the proposed 
flux density levels while the equatorial and mid-latitude 
stations are below the proposed levels. 

To compute interference peaks in terms of the long-term 
noise power (i.e. I/N) for the single satellite case, we use 
the following equation: 

— = epfd +10log io (irD2n I 4) — k — T —10* loglO(W) dB 

(2) 
where epfd is the equivalent power flux density at the 
antenna, D is the antenna diameter, ri is the antenna 
efficiency (0.65) , k is Boltzman's constant (-228.6 dB/K), 
T is the system noise temperature (dBK), and W is the 
reference noise bandwidth (4 kHz, in this case) 

The cdf of the I/N can be found using the cdf of the epfd 
and Eq. (2). The cdf of I/N is shown in Figure 4 For a 
given link margin, we can calculate the corresponding 
value of I/N and from Figure 4, we can find the percentage 
of time that the I/N value is exceeded. When the value of 
I/N is exceeded an outage occurs at the earth station. For 
example, consider a link margin of 1 dB. It can be shown 
that the corresponding value of I/N is —5.86 dB. From 
Figure 4, the probabilities that this value is exceeded are 
0.0005, 0.0006 and 0.006 for the earth stations at 0°, 20° 
and 53° latitude away from the equator, respectively. 
Thus, the associated availability, due to the NGSO satellite 
constellation interference alone, for each of the earth 
stations would be 99.9995, 99.9994 and 99.994. 

CONCLUSIONS 
We have provided digital link availability results for three 
GS0 satellite earth stations that receive interference from 
an NGSO satellite constellation operating in the same 
frequency band. From the simulation of the NGSO satellite 
constellation and analysis, it is apparent that with our 
assumptions and system model, the high latitude GS0 
satellite earth stations can receive higher levels, more 
frequent and longer duration short term interference. Our 
interference mitigation technique was to turn off the beam 
that would transmit into the earth station as suggested in 
[1]. It may be necessary to find a better mitigation 
technique, such as turning off more than one satellite beam 
when crossing through a GS0 earth station's main beam. 
Since the completion of the analysis reported in this paper, 
it is understood that Skybridge have refined their orbital 
avoidance technique in order to comply with the 
provisional epfd limits. 

where 
pfd, 

Gmax 
G(0i) 

SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JuNE 1999 187 



System Performance Enhancement I 

REFERENCES 
[1] Application of Skybridge L.L.C. for Authority to 

Launch and Operate The Skybridge System, FCC filing, 
Doc# DC1:52000.3 1394A, February 28, 1997. 

[2] Input to ITU-R meeting in July 1998, Document 4-9- 
11/192(Corr.1)-E 

[3] ITU-R Document 4-9-11/Can.8. NGSO Interference Into 
GS0 Earth Stations in the Ku-band Fixed Satellite Service, 
June 18, 1998 

[4] M. Caron, D. Andean, D.J. Hindson, "On a semi-
analytical tool to characterize interference between 
GEO and non-GEO systems", Third Ka-Band 
Utilization Conference, Sorrento, September 15-18, 
1997. 

[5] ITU-R Document 4-9-11/13-E, Characterizing the time 
profile of peaks of interference from NGSO satellite to 
large-dish GS0 earth station antenna, Feb. 23, 1998. 

Table 2 Interference durations for off-axis angles near the main beam of the 
earth station antenna. Earth station located on the Equator. 

Range (degrees) 0  <9 ._ 0.2218 0.2218<6 0.5521 .5521< 0 •1 
Mean Duration (s) 1.4118 2.0769 2.7246  
St. Dev 0.5073 1.0504 1.5031  
Max. Duration (s) 2 4 6  
Min. Duration (s) 1 1 1  
No. of events 17 65 135 

Table 3 Interference durations for off-axis angles near the main beam of the 
mid-latitude (200) earth station antenna. 

Range (degrees) 0 <6 0.2218 0.2218<e ().5521 .5521<095,1 
Mean 1.8750 2.5479 3.2378  
St.  Dey 0.3416 1.3848 1.7718  
Maximum (s) 2 5 8  
Minimum (s) 1 1 1  
No. of events 16 71 160 

Table 4 Interference durations for off-axis angles near the main beam of the high 
latitude (53°) earth station antenna. 

Range (degrees) 0 <0 0.2218 0.2218<e 13.5521 .5521< 0 .1 
Mean 4.1489 6.0186 8.2374  
St.  Dey 1.5378 3.1710 5.0141  
Maximum (s) 7 15 26  
Minimum (s) 1 1 3  
No. of events 94 323 653 
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Figure 3 Calculated flux density distribution. Earth stations located 0 0, 
200, and 53° latitude away from the equator. Proposed efpd limits from 

WARC-97 for 10m [3]. 

-30 -20 
I/N (dB/4kHz) 

Figure 4 Percentage of time that 1/N exceeds a given value. (Antenna 
diameter = 10m, Noise figure 33.6 dBK.) 
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ABSTRACT 
We live at the beginning of the age of personal 
communications. Few could deny the enormous 
benefits of these mobile communications 
services. Satellites provide a unique means to 
provide universal personal communications. 
Today, we expect that the ideal personal 
communicator will be small, convenient, 
reliable, and ubiquitous. Technology has enabled 
voice communications, but email and Internet 
services are the logical extension of the digital 
revolution. Within the next decade we can 
expect that new technologies will enable 
improvements in terminal size, service 
reliability, user cost, and data rates. It appears 
that satellites will provide better services that are 
more affordable than prior satellite systems. 
This paper will examine business prospects for 
the new systems that have been proposed for the 
next generation of Mobile Satellite Services 
(MS S).  We will examine the proposals for the 
use of new frequency bands and the new services 
which will be offered. The source material is 
drawn from documentation submitted to the US 
FCC, public forums, and interviews with 
representative from these and other companies to 
discuss future plans. 
The FCC' has received nine applications for use 
of the 2 GHz spectrum that has been allocated 
for MSS services after 2000. The desired 
spectrum is in the allocated 2.0/2.2 GHz bands 
for mobile communications services. The 
following systems filed with the FCC (or 
notified intention to use) in late September 1997. 
2 GHz MSS (Boeing), CANSAT M3 (TMI), 
CELLSAT (Celsat America), Constellation II 
(CCI), Ellipso 2G (MCHI), GS-2 (Globalstar 
LP), Horizon (Inmarsat), ICO (ICO Services), 
and MACROCELL (Iridium LLC). Other 
companies that are planning next generation 

service include ACeS of Indonesia, ACS of 
India, APMT of SE Asia, and Thuraya for the 
Middle East. 

STATUS OF MOBILE SATELLITE SYSTEMS 
Inmarsat has been providing MSS for over 20 
years. Inmarsat services have expanded from 
maritime to aeronautical to land mobile services. 
Some services are for voice and others are data. 
After eight years, Inmarsat had attracted 10,000 
users and today there are over 130,000 
subscribers of which about 70,000 are voice 
customers. Other geostationary (GEO) MSS 
systems have been built for North America 
(AMSC and TMI), Mexico (Solidaridad), 
Australia (Optis), Europe, and Japan. Each of 
these systems has a very small number of voice 
users. Inmarsat carries most of the voice service. 
In 1995, several new constellations of Low Earth 
Orbit (LEO) MSS satellites began construction. 
These included Iridium, Globalstar, and ICO 
Global. Iridium started operational service in late 
1998 and the other two will begin service in late 
1999 or early 2000. All are 3.5 years later than 
originally planned. During 1998, both the Ellipso 
and Constellation started construction of new 
MSS systems for operation in 2001. ACeS of 
Indonesia will launch a GEO satellite in 1999 
and Thuraya will launch a GEO satellite in 2000. 
Qualcomm has developed a major space based 
data service. The system is called Omnitracs in 
North America and Euteltracs in Europe. It has 
nearly 200,000 subscribers worldwide, but the 
traffic volume and revenues are much smaller 
than for Inmarsat. Orbcomm has initiated a 
global data service using a constellation of LEO 
satellites for messaging, remote control, and data 
collection. The Orbcomm system has the 
capacity of less than 100 voice circuits. Several 
other LEO systems are in the planning stage. 
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Market, Standards and Regulatory Issues 

Since the data services have been at very low 
rates, a much larger share of the resources and 
revenues are related to voice services. The MSS 
voice services are 100 to 1000 times larger than 
the data services and have been growing rapidly, 
at rates of 30% to 60% per year. We expect that 
growth to continue. There is a wide variety of 
opinions on future growth patterns for MSS. 

Iridium, Globalstar, and ICO services are 
extremely expensive compared to terrestrial 
cellular. 
The excessive projections are based on 
comparisons to the success of terrestrial cellular. 
These projections are based on securing a small 
percent-age of the very large cellular market. 
However, satellite based mobile voice service 

Figure 1. Growth of Mobile Voice Services 
Figure 1 shows the explosive growth in mobile 
telephone services. The trend lines show past 
growth and future projections for global cellular, 
US cellular, and the space based voice services. 
The most recent optimistic projections have been 
prepared for the latest generation MSS voice 
systems like Iridium, Globalstar, and ICO 
Global. Several market analysts expect that there 
will be high growth (an inflection point) when 
the new LEO MSS services are introduced. We 
do not agree with these optimistic projections. 
Promoters o'f new technologies sometimes 
predict demand that is inconsistent with past 
experience or past trends. The problem with 
large estimates for MSS demand is that they 
seem to disregard elasticity of demand and the 
experience of other global, space based services. 

has been available for 20 years from Inmarsat. 
Satellite based mobile voice services have grown 
slower than cellular and have only captured 
0.03% of the cellular market. 
The Iridium terminals are smaller than the 
Inmarsat Mini-M terminals, but the Inmarsat 
terminals are less expensive, and the Inmarsat 
airtime prices are lower than for Iridium in most 
cases. The Iridium terminal costs ten times as 
much as a terrestrial terminal, and the airtime 
prices are about five times as high. How could 
we expect that the MSS market share will grow 
dramatically faster than Inmarsat or cellular 
service has grown? It is impossible to believe 
that Iridium will attract 335 times as many 
subscribers as Inmarsat within eight years. 
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THE NEXT GENERATION 
Several systems are planning for the next 
generation of space based mobile services. An 
obvious trend is to provide a larger number of 
voice circuits. This will require additional 
bandwidth. Fortunately, the ITU has made global 
provision for additional MSS spectrum in the 
range of 1980 to 2010 MHz uplink and 2170 to 
2200 MHz downlink. Even more bandwidth is 
available, adjacent to these frequencies, in some 
regions of the world. These frequencies were 
first allocated by the ITU at WARC — 92 and the 
service dates were moved forward at WRC — 95. 
The new spectrum will be available on Jan. 1, 
2000 in some parts of the world. In other regions 
and countries the spectrum will not be available 
until Jan. 1, 2005. 

Figure 2. FCC Filings at 2 GHz 
Inmarsat and ICO Global have been the primary 
advocates of the new spectrum at 2 GHz. ICO 
Global is building a fleet of 12 MSS satellites 
which will operate at 2 GHz from Medium Earth 
Orbit (ME0). The first ICO satellite launch is 
scheduled for the middle of 1999. Inmarsat and 
ICO took a big risk in selecting the new bands 
that had not been approved for satellite use 
anywhere in the world. These bands are 
currently used for tropo-scatter in the UK, for 
radar in the Middle East, for microwave links in 
Italy and South America, for military 
communications in Germany, and for news 
gathering in the United States. One major issue 
in the US is the cost of displacing existing 
services. Current US policy dictates that the new 
service will compensate the old service for 

displacement. This could be a major cost of 
entry for new MSS systems. 
The FCC requested filings for the new band to 
be submitted by Sept. 26, 1997. By that date 
there were nine applications which are listed in 
Figure 2. Several applications [1] [2] were 
submitted by four firms that already had 
received licenses to provide MSS in the 1.6 GHz 
/ 2.4 GHz bands. There were two new 
applications from US companies; Cellsat would 
provide MSS and Boeing [3] would provide 
aircraft communications, navigation, 
surveillance, and traffic management. Three 
others were notices of intention to provide 
services from non-US companies (Inmarsat [4], 
ICO Global [5], and Telesat Canada). 
A total of 266 satellites were proposed, 256 

satellites were part of 
six LEO or Medium 
Earth Orbit (MEO) 
constellations. There 
were also 10 satellites 
for four GEO systems 
proposed. 
Most of the filings 
requested access to the 
entire allocated 
frequency band. It 
appeared that there were 
requests for more 
spectrum than had been 

designated by the ITU for MSS. It looked like 
the FCC would have some difficulty resolving 
the overlapping applications and assigning 
spectrum. Fortunately, there were hints in the 
filings that each company would be willing to 
share the total spectrum with other systems. 
Several companies proposed both CDMA and 
TDMA access methods to increase the prospects 
for a compromise in coordination. 
In the future, more spectrum will be needed. The 
mobile satellite community should long term 
planning at the national and international levels. 
One possibility would be the conversion of the 
existing C-band FSS frequencies to MSS use. 

HIGHER RATE DATA SERVICES 
For many systems, the next generation of MSS 
will concentrate on higher capacity systems for 

Bandwidth  
Number of GEO 

Program Sponsor Orbit Satellites Slots up MHz down MHz 
2 GHz MSS Boeing MEO 16 0 8.25 8.85  
CANSAT M3 TMI GEO 1 1 35 40  
CELLSAT Celsat America GEO 1 1 25 25  
Constellation II CCI LEO 46 0 45 35  
Ellipso 2G MCHI LEO 26 0 35 35  
GS-2 Globalstar  LP LGEO 64 4 35 35  
Horizons Inmarsat GEO 4 4 45 40  
ICO ICO Services ME0 12 0 35 35  
MACROCELL Iridium LLC LEO 96 0 35 35  
Total 9 266 10 298.25_ 288.85 
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voice services. Examination of the filings shows 
that the new satellites and systems have 
substantially higher capacity for voice circuits. 
Several operators are interested is developing 
and producing "medium rate" mobile terminals 
which would provide communication service 
through geostationary L-band or S-band 
satellites. The service would be rolled out on a 
regional basis. It would provide internet type 
access for business travelers or circuit switched 
video conferencing from remote locations. 
In order to establish the market dimensions for 
high speed data services we must understand the 
size and growth rates for the closely related 
computer industry. We have some information 
on the number of computers in service, the 
number of Internet users, and the number of 
laptop computers. 
• There are about 320 million computers 

operating in the world today. The recent 
worldwide growth rate has been about 16.6% 
per annum. This rate is likely to taper off 
because computers are sophisticated 
instruments that provide information for a 
•few hundred million knowledge-based 
workers. This could change if computers 
transition to entertainment centers, but that 
would not alter the conclusions of this paper. 

• The number of US computers is between 100 
M and 120 M (30% to 38% of the worldwide 
total). The growth rate has been 11.6% for a 
few years. This rate will also decline or the 
number of computers would greatly exceed 
the population of the US within a decade. 
Although this situation is conceivable, it is 
not significant for this paper. The US has 
dominated in the use of computers by 
absorbing about 38% of the computers 
produced and seems likely to be the largest 
computer consumer for a long time. 

• About 39 M US households have personal 
computers, and many households have more 
than one computer. (The author's household 
has three frequently used PCs, one laptop 
used for travel, and two relatively obsolete, • 
but functional computers, for a total of six 
computeps in the household.) The remainder 
is used by schools and businesses. We could 
safely assume that there are about 40 M 
"personal computers" used for US business. 

• The worldwide number of laptop computers 
is currently about 20 M and could grow to 
60M by 2005 if the growth rate is 16.6% per 

annum. This growth rate seems to be a little 
optimistic considering the maturity of the US 
market and the economic difficulties in Asia 
and other parts of the world. Most of the lap-
top computers are business related, primarily 
for mobile businessmen. It is important to 
recognize that there are significantly more 
computers than computer users. 

Figure 3. Surface Areas of Earth 
• The computer industry is producing about 85 

million computers per year. The average age 
of a computer is 3.15 years. This means that 
part of the annual production is used for 
replacements and part is for new users. 

• Less than 15% of household computers had 
modems in 1995. No doubt the number is 
much higher today. There are about 100M 
Internet users (31% of computers). We think 
that at least 50% of laptop computers have 
modems. 

This background information suggests that there 
is likely to be a niche market for business 
travelers, if the price for the service and terminal 
are affordable. 

DISTINCTIVE CONSTELLATIONS 
Most analysts have been surprised by the 
dramatic changes in communications satellite 
design and production. For 30 years, nearly 
every communications satellite was launched 
into GEO because this orbit greatly reduced the 
capital cost (compared to large numbers of LEO 
satellites) and simplified in-orbit operations. 
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LEO constellations offer the potential advantage 
of lower propagation time delay. LEO satellites 
are much closer to the Earth than GEO satellites. 
The LEO satellites range from 700 km to 1400 
km in altitude whereas the GEO satellite altitude 
is nearly 36,000 km. GEO satellites have an 
inherent propagation round trip propagation time 
of 1/4 second. 
However, there are major cost problems directly 
related to the LEO architecture. Each satellite 
can only serve a small fraction of the Earth (1% 
to 3%) while maintaining reasonable view angles 
for the customers. If we consider that 73.4% of 
the world is covered by water or is Antarctica, 
we see that most LEO satellites will not be used. 
An even more dramatic fact is that 90% of 
communications occurs between the developed 
regions of the world. The United States, Japan, 
and Europe only occupy 4% of the surface of the 
globe. Consequently, only a small percentage of 
LEO satellites are capable of producing revenue. 
The net effect is that the service prices for LEO 
services are not generally affordable. 
At the same time the quality of 
service is generally lower because 
of the likely obstruction of signals 
by terrain, buildings and trees at 6,000 
low elevation angles. Reports by 
users of Iridium, which is capable 
of a 16 dB link margin, are 
generally unfavorable because of 
call dropouts. 
Ellipso has developed a clever 
constellation using elliptical 
orbits that dwell over the major 
land areas in the Northern 

 Hemisphere. This system requires 
fewer satellites than the LEO 
systems. There is a risk of 
radiation damage due to the 
severe ionization environment in 
the Van Allen Belts. 
Similarly, ICO Global and Boeing have selected 
MEO orbits that provide much less propagation 
time delay than GEO satellites. Because of the 
higher altitudes, the satellites can serve large 
regions of the world and fewer satellites are 
required. 

At least one of the proposals suggests a hybrid 
network of GEO and LEO satellites, 
communicating through Inter-Satellite Links 
(ISL). 
We are convinced that GEO satellite solutions 
will remain the most cost-effective approach. 
The question remains: Will customers pay a 
premium price for lower delay satellite services? 

NEW TECHNOLOGIES 
The new generation of spacecraft generally 
embodies several new aspects: 
• New satellite platforms optimized for lower 

cost or mass production, 
• Onboard processors for call routing and 

beam switching, 
• Phase array antennas rather than ho rns or 

parabolic reflectors, and 
• Intersatellite links for communications 

between satellites. 
All of these technologies incorporate significant 
risks. We will only comment on the first item. 

Figure 4. Cost Growth for Big LEO systems 

Meticulous quality control and rigorous testing 
processes have been cut back or eliminated to 
reduce capital cost. For 30 years, satellites have 
used "high reliability" electronic parts that have 
been individually tested for extended periods to 
ensure reliable performance. Parts have been 
tracked for identification of defects. On some 

7,000 
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new programs, the construction methods are 
based on mass production line processes and use 
of untested, commercial parts. Business and 
technical debates raged initially within the space 
industry when the proven methods were 
abandoned. Many challenged the wisdom of 
adopting concepts, which were discarded as not 
technically viable, expensive, and too risky. We 
are seeing very high failure rates in the Iridium 
constellation today as a consequence. 

SERVICE COST COMPARISONS 
The demand for terminals and services by 
satellite is highly elastic. Demand increases 
steeply as the prices are reduced. This assertion 
is based on both indirect evidence and market 
research. We have 20 years of data which 
compares the relative market shares and cost of 
service for space based and terrestrial mobile 
services. There is a sharp drop in demand when 
airtime prices are raised above $1 per minute in 
the US or $2 per minute in Europe. 
Prices for all communications services are 
decreasing steadily. The continuous 
improvements in efficiency have led to price 
cuts that have stimulated demand and maintained 
high growth rates for more than a decade. We 
observe that the average monthly cellular 
telephone bill in America has dropped from 
$100 in 1988 to $39 in 1999. Inmarsat airtime 
rates for voice services dropped from $15 per 
minute in 1980 to about $2.50 per minute (with 
the Mini-M) in 1999. 
Unfortunately, these FCC filings did not provide 
estimates of system cost. Therefore, we must use 
some approximate methods to estimate costs 
relative to the Big LEO satellites that are plotted 
in Figure 4. The important factors for 
determining service costs are: 
• Capital cost. These costs include the cost for 

the satellites, launch vehicles, insurance, 
Earth stations, and financing costs. It is easy 
to underestimate these costs as illustrated in 
Figure 4. Here we see that each of the Big 
LEO systems grew in cost by a factor of two 
to four from the time that it was proposed. 

• Service provider costs. It is important to 
remember that all of the revenues cannot be 
returned to the satellite operator. In practice, 
about 5/8 of the revenue is needed by the 

service provider for advertising, billing, 
distribution, servicing, and collections. 
Sometimes, the operator must provide 
financing for his customers to purchase the 
terminals. Satellite architects often 
underestimate this cost element. 

• Operational costs. These costs include 
preparation of software to control the flow of 
communications traffic and to maintain orbit 
control. The cost of replacing failed satellites 
may also be included as an operating cost. 

• Revenue generating capacity. Some 
systems greatly overestimate system capacity 
to make the system appear efficient. 
Capacity must be established under realistic 
operational conditions. This means the 
capacity that can be achieved with large link 
margins for multi-path and fading. 

• Service lifetime. This element is extremely 
important because service take-up may 
require longer than originally expected. 
Furthermore, a longer lifetime allows a 
longer amortization of the capital investment. 

In very simple terms, the airtime costs are 
directly related to the sum of the cost elements 
divided by the revenue generating capacity and 
service lifetime. We strongly believe that there is 
a continuing need to reduce the cost of service 
while increasing the quality of service. The 
obvious way to reduce the cost of service is to 
reduce the cost elements while increasing 
capacity and lifetime. 
The next generation of satellites has greater 
capacity by about a factor of three, but the 
capital costs are also likely to be higher. It is not 
yet certain that these systems will yield 
affordable prices to the subscribers. One thing is 
becoming very clear: LEO systems are far too 
expensive. 

FREQUENCY LICENSING AND ACCESS 
The FCC has initiated a proceeding on the use of 
2 GHz by satellites. On March 14, the FCC 
proposed that the 2GHz band should be split 
among the nine companies that have proposed 
use of this band (averaging less than 5 MHz 
each) The US has not allocated the bands in 
accordance with the ITU regulations. The US 
has given 10 MHz of the "Worldwide" MSS 
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uplink (1980 to 1990 MHz) to terrestrial PCS 
use. 
The following is a summary of FCC proceeding 
IB 99-81 which was released on March 18, 1999. 
This Notice of Proposed Rulemaking would 
implement 2 GHz mobile satellite systems and 
establish service rules by amending existing Big 
LEO rules. The FCC proposes not to adopt 
financial criteria qualification in view of 
spectrum availability for all nine proposed 
systems. It will choose among four spectrum 
assignment options: "flexible band," "negotiated 
entry," and "traditional band," including auction, 
arrangements. Comments are requested for 
appropriate license terms, transponding 
capability requirements and the role of 2 GHz 
systems in rural service and incentives in system 
implementation milestones in exchange for rural 
service commitments. Comments also sought on 
orbital debris mitigation practices, out-of-band 
emissions requirements and international 
coordination with the European Union 2 GHz 
MSS rules. 

CONCLUSIONS 
If the MSS industry is to grow substantially, it 
must drive down costs to an affordable level. 
Fundamental design choices are crucial. More 
bandwidth and larger system capacity will help, 
but LEO systems are unaffordable. 
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Mobile-Satellite Systems in the 1-3 GHz Frequency 

Range 
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ABSTRACT 

This paper considers the options to mobile-system 
operators to individually and collectively obtain the 
necessary spectrum-orbit resources to carry out their 
business plans. This is becoming a serious real problem, 
given the number of systems currently in operation, under 
construction, and being planned, and the limited amount of 
spectrum allocated to the mobile-satellite service. 

The problem is addressed here by first considering the 
evolution of mobile-satellite systems and their 
characteristics to date in bands below 3 GHz, briefly 
estimating the possible expansion of the mobile-satellite 
industry in the next decade, if sufficient spectrum-orbit 
resources could be found to accommodate that growth 
considering the possible availability of new mobile-
satellite bands to meet that increasing requirement, and 
finally by examining possible alternatives available in the 
design of mobile-satellite systems to improve the utilization 
of the available spectrum-orbit resource. 

2.0 EVOLUTION OF MOBILE-SATELLITE 
SYSTEMS TO DATE 

Mobile satellite systems have been in operation about two 
decades. The initial geostationary L-band mobile satellite 
systems of Inmarsat were planned over twenty years ago, 
and have been in operation since the early 1980's. Since 
that time there has been implementation of regional and 
domestic geostationary mobile satellites, such as the 
MSAT systems of TMI and AMSC, the Asia Cellular 
Satellite System (ACeS), Asia-Pacific Mobile 
Telecommunications (APMT), and Thuraya in the 1525 to 
1660.5 MHz portion of the spectrum global "Big-LEO" 
non-geostationary (NGSO) mobile satellites of Globalstar, 
Iridium, ICO, and others in portions of the 1610—  1626.5 
MHz, 1980 - 2025 MHz, 2170 — 2200 MHz, and 2483.5- 
2500 MHz portions of the spectrum, and global "Little-
LEO" NGSO mobile satellites of Orbcom and Starsys in 
the 130-150 MHz portion of the spectrum. 

As part of this development, user terminals have evolved 
from the relatively huge ship-borne terminals of Inmarsat 
in the early 1980's to vehicle-mounted terminals and more 

recently hand-held terminals of Globalstar, ICO, Iridium 
ACeS, APMT, Thuraya in the 1990's. 

This development has taken place at a rapid pace, in 
parallel to development of terrestrial mobile systems, first 
as vehicle-mounted 800 MHz cellular systems in the 
1980's to hand-held terminals at both 800 MHz and in the 
1.8 GHz portion of the spectrum. Both first-generation 
cellular and second-generation PCS terrestrial mobile 
systems are now in operation, and third-generation IT-
2000 systems are being planned. 

These two areas of the provision of mobile 
communications are converging, in that several companies 
are or soon will be offering terminals that will provide 
service through either a mobile-satellite or a terrestrial 
mobile system, whichever provides the better response to a 
specific request for service, without any overt action 
required by the user except to specify the number to which 
he wishes to communicate. 

These satellite systems are in part designed for and will 
fiinction as satellite components of dual-mode mobile 
networks that provide mobile services to users through 
either their satellite component or their terrestrial 
component, whichever is more appropriate for each user. 
The uses of both mobile-satellite systems and terrestrial 
mobile systems are expanding rapidly. This expected 
expansion will require a similar expansion of the effective 
capacity of their available radio spectrum. It is this 
expansion of the effective capacity of the available mobile-
satellite spectrum resource that is the topic of this 
paper. 

3.0 MOBILE-SATELLITE SYSTEM 
CHARACTERISTICS 

Any mobile-satellite system consists of one or more 
satellites, a large number of user terminals, and one or 
more gateway stations. Communication to and from the 
mobile user terminals is through the satellite or satellites to 
a gateway station and from that station either to the final 
destination through the public switched network or to 
another mobile-satellite user terminal through a second 
path through the satellite. That portion of the path between 
the user terminal and the satellite is usually in the 1 GHz to 
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3 GHz portion of the frequency band for systems that carry 
voice or data traffic, although the transmission of short 
alphanumeric messages is possible through Little-LEO 
satellites in the 130 to 460 MHz portion of the radio 
spectrum. The links between the satellite and the gateway 
stations is usually in the 4 GHz to 30 GHz SHF portion of 
the radio spectrum. There is also parallel development of 
both GSO and NGSO fixed-satellite systems to serve 
portable or transportable terminals carrying high-capacity 
multimedia messages in the 14/12 GHz and 30/20 GHz 
portions of the spectrum, but such systems are designed to 
provide a different service than the mobile-satellite 
systems being implemented in the 1 to 3 GHz band. This 
paper addresses only the availability and utilization of 
spectrum in the 1 to 3 GHz portion of the radio spectrum, 
the "service band" of current commercial mobile-satellite 
systems. 

3.1 User Terminals of Current Commercial Mobile- 
Satellite Systems 

Recently, user terminals have decreased in volume and 
weight until they are currently being implemented for use 
in a similar manner to current cellular or PCS mobile 
telephones. They are hand-held, operated in the same 
position as a mobile telephone, and stored in the user's 
pocket or purse. This is a giant step from fifteen years ago 
when they were permanently installed in a ship's radio 
room and mast. 

This evolution has required, however, that mobile-satellite 
systems be designed and operated differently. System 
limitations imposed by the terminal design include: omni-
directional user terminal antennas: one cannot ask the user 
to know where the satellite is and to point the antenna 
towards the satellite, nor can one afford the volume, 
weight, and cost of high-gain self-directing user terminal 
antennas; and limited power and energy of the user 
terminal transmitter, limited by both the battery size of the 
user terminal and the need to limit the EIRP of the terminal 
transmitter for health reasons. 

In terms of mobile-satellite system design, an important 
characteristic of the system is the pre-detection carrier-to-
noise ratio C/N of the link, either from the satellite to the 
user terminal or from the user terminal to the satellite. This 
term C/N can be described by the expression 

C/N = { EIRP + G/T1  -20  log (d) + other terms (1) 

where EIRP is the effective isotropic radiatea power of the 
transmitter, in either the user terminal or the satellite, G/T 
is the gain to noise temperature of the receiver, in either 
location, and "d" is the distance between the transmitter 
and the receiver. 

The point here is that the size, weight, and health 
requirements of the user terminal puts severe limitations 

on the both the EIRP and the G/T of the user terminals. 
This means that the required sum {EIRP + G/T} has to be 
made up by more powerful and more sensitive satellites 
than used in the early days of huge terminals bolted down 
in ships. The other term, 20 log (d), simply tells us that 
these satellite parameters must be even better when the 
satellite is approximately 36,000 km away, depending on 
the latitude and relative longitude of the satellite and the 
user terminal, rather than at low-Earth orbits 800 km to 
1400 km in altitude of low-Earth-orbiting satellites. 

3.2 Mobile-Satellite Space Station Characteristics 

The three important characteristics of mobile-satellites 
from the perspective of this paper are: the orbits in which 
they are placed; the gain of their antennas, the resulting 
frequency-reuse factor achieved, and the number of 
separate antenna beams that are simultaneously used; and 
the radio-frequency power transmission capability of the 
satellite. 
These characteristics each have a major role in 
determining the telecommunications capacity of the 
satellite system. 

3.2.1 Mobile-Satellite Orbits: Mobile-satellites may be 
placed in any one of four types of orbit: a geostationary 
orbit (GSO), approximately 36, 000 km above the earth, a 
circular low-Earth orbit (LEO), with altitudes ranging from 
800 km to 1400 km above the Earth's surface; a similar so-
called mid-Earth orbit (ME0), a circular orbit in the order 
of 10,000 km above the Earth's surface;  and a highly 
elliptical orbit with a perigee only a few hundred 
kilometres and an apogee beyond the 36,000 GS0 altitude. 
There are advantages and disadvantages to each type: 

GSO Orbits: A single satellite in a GS0 orbit can 
theoretically serve over a third of the Earth's surface. 
Inmarsat, in fact, can serve ships of the Earth's oceans 
from three orbital positions, and regional GS0 mobile-
satellite systems (ACeS, APMT, etc.) plan to provide 
service to a large portion of the earth's surface from a 
single orbit location. It should be noted, however, that a 
major spectrum-conservation advantage of the GSO, the 
ability of high-gain antennas to point to a GS0 satellite 
continuously without any dynamic tracking capability, as 
applied in the implementation of fixed-satellite systems 
(FSS) and broadcasting-satellite systems (BSS), is lost 
when applied to mobile-satellites in the 1-3 GHz band 
because the user terminals of such systems have omni 
antennas (see above) and so no frequency reuse is possible 
between two visible GS0 satellites. 

LEO Orbits: It is common to implement large 
constellations of LEO satellites to provide mobile-satellite 
service over the whole globe. As examples, the Globalstar 
system uses 48 satellites at a 1400-km altitude, and the 
Iridium system uses 66 satellites in a lower-altitude orbit. 
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At lower altitudes more satellites are required, because the 
Earth's horizon is closer at a lower altitude, requiring more 
satellites to provide complete Earth coverage. The orbit 
geometry of these systems is quite complex; it involves a 
number of satellites in a given orbital "ring" around the 
Earth, a number of "rings" at different relative longitudes, 
and a certain "inclination" of each of these orbital rings. 
These orbits are designed to provide continuous service by 
at least one satellite anywhere on the Earth's surface. 

ME0 Orbits: An example of a satellite constellation in a 
ME0 orbit is the ICO system. This orbital constellation is 
chosen so that the Earth's surface can be served from 
much fewer satellites. In comparison with a satellite 
system in a LEO orbit, however, the distance "d" is much 
larger, so a considerably larger {EIRP + G/T} product is 
required to provide the same level of service. This is 
important, as we will see later, when an increased {EIRP 
+ G/T} can be used alte rnatively to provide increased 
telecommunications capability from a given orbit. 

Highly-Elliptical Orbits: These orbits are also being 
developed for MSS applications, including the planned 
Ellipsat system. A highly elliptical orbit is one in which a 
satellite "ring" is highly inclined and has a low perigee 
only a few hundred lcilometres high but an apogee beyond 
the GS0 altitude. A satellite spends most of its time close 
to apogee when in such an orbit. Three satellites in such an 
orbit can provide continuous service to a large portion of 
the Earth surface, including the portion near the poles. 
Three such "rings" may be necessary to provide 
continuous service in the Northern Hemisphere, and 
another three rings necessary to provide continuous service 
in the Southern Hemisphere. 

3.2.2 Satellite Antenna Gains: First-generation 
geostationary mobile satellites used simple wide-angle 
beams, with beam-widths about 17 °. Current-generation 
geostationary mobile-satellites in operation use several 
beams, primarily to increase the EIRP and the G/T of the 
satellite. In contrast, systems under construction use a 
hundred or more beams to increase their frequency-reuse 
factor as well. The ACeS system, for example, uses this 
technique to full advantage. 

First-generation non-geostationary mobile satellites use a 
multiple-beam antenna system both to increase the 
satellite's EIRP and G/T, and to obtain significant 
frequency re-use. The Globalstar system, for instance, has 
a 16-beam antenna system; other non-geostationary 
systems have similar antenna structures. It may be noted 
that it is easier to implement a multiple-bearn antenna 
system in a LEO orbit than in a GS0 orbit, because from 
GSO the visible service arc is about 17° wide, whereas 
from a LEO location it is about 160° wide. 

3.2.3 Satellite Power Limitations and The Implications 
of that Limitation. Because of the need to use an omni 

receiving antenna in the user terminals, the EIRP per voice 
channel has to be high if the system {EIRP + G/T} is to be 
large enough to receive the signal at the user terminal with 
sufficient quality. This can be done in three ways: 

1) by employing high-gain narrow-beam transmitting 
antennas; 

2) by generating enough radio-frequency power in the 
satellite, limited by the capability of the satellite platform; 
and 

3) by using robust wide-band digital FM, BPSK or QPSK 
modulation to transmit the intended information. In some 
cases the detection of the signal is enhanced through the 
use of code-division multiplex systems to increase the 
bandwidth and so lower the required power of the 
transmitted signal. 

4.0 MEANS OF INCREASING MSS SPECTRUM 
AVAILABILITY 

Section 4.2.6 of the Conference Preparatory Meeting 
(CPM) Report to the 1997 World Radiocommunication 
Conference (WRC-97) indicates that by the year 2010 
there will be a requirement for about 250 MHz of mobile-
satellite spectrum in each direction in the 1 to 3 GHz 
frequency range, if conservatively-designed current-
generation systems are used. This requirement is consistent 
with the trends outlined in Section 1 above that mobile-
satellite systems will provide the satellite component of 
rapidly expanding personal mobile services in the 1-3 GHz 
band. 

More recent estimates developed by Working Party 8D of 
the ITU-R suggests that based on conservative mobile-
satellite traffic-growth estimates and the application of 
more recent realistic MSS spectrum-efficiency techniques, 
spectrum requirements will vary between 125 MHz and 
145 MHz in each of the uplink and the downlink by the 
year 2010. This requirement is described in the current 
ITU-R Temporary Document 8D/TEMP/94 (Rev. 1). 

There are basically two ways of meeting this requirement, 
or a combination of these two ways: 

1) the allocation of new mobile-satellite bands by a WRC 
of the ITU. This is likely to require the ability of mobile-
satellite systems to share spectrum with other 
radiocommunication services; and 

2) use of available frequency bands more efficiently, 
possibly through the use of multiple higher-gain satellite 
antennas to achieve greater frequency reuse by a single 
satellite system, higher satellite powers and so greater 
frequency reuse by a given satellite system, through the 
use of narrower-bandwidth modulation techniques, more 
efficient source encoding techniques, signal processing in 
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the spacecraft to eliminate the addition of uplink and 
downlink powers in a power-limited system, sharing of the 
spectrum by multiple mobile-satellite systems, and new 
satellite orbits (This option is included here for 
completeness, although it offers very limited frequency-
reuse potential, as seen below.) 

4. 1 The Allocation of New Mobile-Satellite 
Frequency Bands 

Allocation of new mobile-satellite frequency bands is the 
most direct way to meet the anticipated increase in mobile-
satellite spectrum requirements in the next decade. 
However, there has been limited success within the ITU in 
finding new mobile-satellite spectrum in the 1-3 GHz 
range. The primary bands used for GSO MSS systems are 
the 34 MHz wide bands 1525 to 1559 MHz downlink and 
1626.5 to 1660.5 MHz uplink. Similarly, the bands used 
for current generation non-geostationary (NGSO) systems 
are: 

1) the 16.5 MHz wide band pair 1610-1626.5 MHz uplink 
and 2483.5-2500 MHz downlink, being implemented by 
the Globalstar and Iridium systems; 

2) portions of the 40 MHz wide band pair 1980-2025 MHz 
in the uplink and 2160-2200 MHz in the downlink, being 
implemented first by the ICO MSS system; (The term 
"portions of' must be used in this case because the 
allocations are not the same in all three ITU Regions, a 
distinct disadvantage if the bands are to be used by global 
NGSO systems.) and 

3) the 20 MHz wide band 2500-2520 MHz downlink and 
2670-2690 MHz uplink, a band which although it has been 
allocated on a global basis has not been implemented 
because of serious difficulties in sharing with other co-
primary radio services. 

There were efforts at two recent WRC's to harmonise the 2 
GHz band in all three ITU Regions, and allocation of a 
portion of the 15 MHz wide band 1675-1690 MHz uplink 
to be paired with a similar downlink band, but the ITU has 
to date made very little progress in these efforts. The 
problems encountered are inter-service sharing between 
future mobile-satellite systems and currently implemented 
fixed, mobile, and meteorological-aids systems. 

The allocation of spectrum to the mobile-satellite service 
in the 1-3 GHz portion of the radio spectrum is not an 
agenda item of the next WRC in the year 2Q00. The only 
WRC-2000 agenda items on the subject are 

1. Agenda Item 1.6.1: review of spectrum and regulatory 
issues for advanced mobile applications in the context of 
IMT-2000, noting that there is an urgent need to provide 
more spectrum for the terrestrial component of such 
applications and that priority should been given to 

terrestrial mobile spectrum needs, and adjustments to the 
Table of Frequency Allocations as necessary; 

2. Agenda Item 1.9: consideration of the allocation of the 
mobile-satellite (space-to-Earth) service in the band 1559- 
1567 MHz, taking into account relevant ITU-R sharing 
studies; and 

3. Agenda Item 1.10: to re-consider the changes made at 
WRC-97 in the frequency bands 1525-1559 MHz and 
1626.5-1660.5 MHz which replaced allocations to the 
maritime mobile-satellite service and the aeronautical 
mobile-satellite service to the generic mobile-satellite 
service. 

An additional agenda item 1.11 continues the search for 
additional spectrum for Little-LEO mobile-satellite 
spectrum below 1 GHz, but does not address the need for 
additional mobile-satellite spectrum above 1 GHz. This is 
not because there is not a perceived need for additional 
mobile-satellite spectrum in the 1-3 GHz band, but because 
the subject was discussed at length at WARC-92, at WRC-
95, and at WRC-97. In drawing up the agenda for WRC-
2000, WRC-97 evidently concluded that other matters 
required ITU attention with a higher priority for 
consideration by a WRC in the 1998-1999 interval. The 
subject is also not on the preliminary draft agenda of the 
next WRC, in the year 2001 or 2002. However, that could 
be revised by WRC-2000 if there is new information to 
substantiate the need for additional spectrurn and if there 
are indications that consideration of the subject might be 
successful in finding additional spectrum. 

Even if all of the above bands were fully allocated and 
could be used effectively, their total bandwidth is only 
110.5 MHz in each direction. To meet the CPM-97 
estimate of 250 MHz of mobile-satellite spectrum being 
required by 2010, every available spectrum-enhancement 
technique will have to be applied, in some cases resulting 
in considerable additional cost to the implementation of 
mobile-satellite systems. These techniques are briefly 
considered below in Section 4.2. 

ITU-R Working Party 8D is considering the use of 
possible new MSS bands, even though the allocation of 
such bands will not be considered by a WRC for at least 
four years. Such new bands include possible use of the 
1675-1690 MHz band in the Earth-to-space direction. This 
band was considered by WRC-95 and by WRC-97, but the 
problems of sharing with the Meteorological Aids and 
Meteorological-satellite services were not resolved at those 
Conferences. Possible use of the band 1660.5 -1668.4 
MHz in the Earth-to-space direction. In this band the 
sharing of MSS syeems and radio astronomy sites has to 
be resolved. Possible use of the band 2475-2483.5 MHz 
band in the space-to-Earth direction, as an extension of the 
existing 2483.5-2500 MHz band. This use would require 
the sharing of MSS systems with un-licensed fixed 
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systems. ITU-R Working Party 8D is considering the 
possible use of this band by MSS systems outside of the 
urban areas where most of the unlicensed fixed systems are 
located. 

These are options for future new bands. In any case, 
mobile-satellite operators will have to demonstrate that the 
rnost effective utilization possible is being made of 
existing bands. That is the topic of Section 4.2 below. 

4.2 Techniques to Increase the Utilization of 
Available Spectrum 

4.2.1 Use of  Multiple High-Gain Satellite Antennas. 
All of the antenna discrimination used for isolation 
between different mobile-satellite systems and for 
frequency re-use within a given mobile-satellite system has 
to be located in the satellite, rather than in the user 
terminal, because of the size and convenience constraints 
on the design of the user terminal (see Section 3.1 above), 
There are definite trends in that direction in current-
generation mobile-satellite systems, but the use of even 
narrower spot beams, the result of using larger antennas on 
the satellite, would both increase the number of times a 
given satellite could re-use the same block of spectrum, 
and also increase the satellite's EIRP and G/T. This is 
potentially the greatest improvement in spectrum 
utilization by mobile-satellite systems. 

As it was stated above, large deployable reflector antennas 
have been instrumental in meeting the demanding mobile 
satellite communication systems requirements of high gain 
and multiple beams. Starting with the Canadian MSAT 
system, antennas have increased in size from 6m to 15m 
with the EAST program. With very little spectrum 
available (34 MHz in the 1.5-1.6 GHz range and 35 MHz 
in the 2.0-2.2 GHz range) it is essential to achieve a high 
level of frequency reuse. Of the three main 
geosynchronous mobile communications systems to be 
deployed within the next 3 years, all propose a large 
number of narrow beams, from 140 to 250 beams with 
beam radii of 0.5° and 0.7° respectively at L-Band 
frequency. It has been claimed [1] that a design with 40-m 
antennas can be integrated with communications systems 
that are launched in medium launch vehicle. The 
beamwidth of a 40-m antenna at L-Band and S-Band 
would be about of 0.3° and 0.2° respectively. 

Such antenna reflector requires being lightweight, rigid, 
easily deployable and free of passive inter-modulation 
(PIM). To meet those stringent requirements, existing 
designs use a highly reflective gold-plated molybdenum 
mesh stretched on bonded graphite composite over an 
aluminium truss structure. To mitigate the risk of PIMs, a 
dual-antenna design such as ACeS may be used, or in the 
case of single reflector, the reflector itself along with boom 
structure are designed to be PIM-free and non-charging. 

In the dual-antenna design, beam congruency could 
present a challenge, especially when the beam diameter 
becomes very small. 

To complete the multiple-beam antenna, a phased array 
feed, in the offset position, provides the multiple beam 

function. At present two main designs are being deployed: 
the passive beamformer with hybrid matrix power 
amplifiers generating fixed beams (ACeS design [2] ); and 
the digital beam former along with dedicated SSPAs per 
feed element, also known as direct radiating array feed, 
forming very flexible beams with power re-allocation 
capability. Each design requires key technologies to be 
developed in order to meet the requirements, the antenna 
reflector being certainly one of them. 

4.2.2 Higher Satellite EIRP and G/T Values. As 
suggested above, higher satellite EIRP's, and a 
corresponding increase in satellite G/T's, has the 
advantage of allowing higher order modulation schemes as 
well as the frequency reuse associated with more antenna 
beams. The higher link {EIRP + G/T} has to come from 
improvements in the spacecraft performance, because the 
need for omni antennas and low transmitter powers in the 
hand-held user terminals puts severe limitations on these 
improvements coming from re-design of the user 
terminals. If such improvements in the spacecraft can be 
realised, use of higher-order modulations would improve 
the spectrum utilization. The use of modulation formats 
such as 8 1:1) PSK or 16 QAM, for instance, would allow 
higher data rate than current QPSK systems, and so greater 
effective use of the available spectrum. 

It should be noted here that use of higher power levels and 
more antenna beams may increase the intra-system and 
inter-system interference levels. It may be necessary, as a 
consequence, to operate the systems with a higher I/N ratio 
than practised in current-generation systems, but at higher 
power levels with the same or increased pre-detection 
C/(N + I) ratios as a result of significantly higher pre-
detection carrier levels. Note that the use of a larger 
number of higher-gain antenna beams will by itself 
increase the EIRP in a given antenna beam, but the 
correspondingly larger number of beams will require 
greater rf power to be generated in the satellite even if the 
rf power per beam is not increased. Thus the ability to 
generate higher levels of rf power, and so have greater dc 
power-generating capability, is an essential component of 
the evolution to satellite systems with higher utilization of 
the available spectrum. 

4.2.3 More Efficient Source-Encoding Techniques. 
There has already been considerable progress in this area. 
The digital rates required to transmit a voice signal have 
been reduced from the conventional telephony 64 kbps to a 
2.4 kbps rate. Significant further improvement in this area 
cannot be expected. 

SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 201 



Market, Standards and Regulatory Issues 

Source-encoding can be expected to provide improvements 
in the transmission of video or "multi-media" signals. If 
duplex video communication were to be offered through 
mobile satellites, significant further improvements would 
be required. This improvement may be forthcoming, 
however, as a result of a similar need if duplex video 
communication is to be provided through similarly 
bandwidth-limited terrestrial mobile systems. 

4.2.4 Signal Processing in the Satellite. Simpler 
mobile-satellite spacecraft are simply "bent pipes", i.e. are 
simply amplifiers and frequency translators of the desired 
signals. In such systems the noise and interference power 
in the uplink and the downlink simply add. If, however, the 
uplink signal is processed in the satellite before re-
transmission downwards, it is the error probabilities that 
add, not the noise powers. This results in up to 3 dB 
improvement in the performance of the system, without 
increasing the EIRP or the G/T of any of the components 
of the system. 

This technique is already being applied in the Iridium 
system, for instance, primarily to enable routing of user 
traffic between satellites, but will have the added 
improvement of a lower error rate than if the same system 
acted as a "bent pipe". Other systems may to follow the 
same route with later generations of their equipment. All 
other systems being equal, this will allow "softer" 
modulation such as 8 4) PSK rather than QPSK, with the 
corresponding increase in spectrum utilization. 

Deployment of more complex on-board signal-processing 
satellite systems will provide increased capability and 
flexibility in the operation of such systems, and in so doing 
will improve the utilization of the available spectrum. 
Different types of non-regenerative digital signal 
processors will be deployed shortly as part of the ACeS [2] 
and ICO [7] programs. Each of these will offer a multiple 
beam forming and switching function, which allows a 
large degree of frequency reuse to maximise system 
capacity and minimise the spectrum required. Frequency 
re-use consists of using the same frequency band several 
times through orthogonal polarization and in the case of 
multi-beam satellite through isolation resulting from 
antenna directivity, to increase the total capacity of the 
network without increasing the allocated bandwidth. 

ACeS,  a geostationary satellite, only needs a fixed cellular 
beam pattern. An analog low-level beam forming 
network, using simple passive components, and an on-
board digital switch provide dynamic routing of individual 
frequency sub-bands to any beam and freque.ncy slot. The 
L-Band coverage has 140 beams, which are formed by 
separate transmit and receive  12-m  antenna subsystems. 
This multi-beam configuration can support a frequency 
reuse factor of 20 with a 7-cell frequency reuse pattern. 

The L-Band feed-arrays and reflectors are identical for 
both transmit and receive. Each beam is formed by the 

low-level beam forming network which provides the 
amplitude and phase weighting. Signals are then presented 
to the multiport power amplifiers and the transmit antenna 
feed assembly. The role of the 88 L-Band cup-dipole 
radiator feed [4] array is to receive a pre-determined 
distribution of RF signals from the matrix power 
amplifiers and to illuminate the mesh reflectors to form 
140 spot beams. The feed elements are shared between 
beams and the power is shared between multiport power 
amplifiers. This enables a high degree of power 
distribution flexibility between beams to accommodate 
traffic variation among beams while minimising the 
number of feed elements and power amplifiers [5]. The 
antennas' deployable reflectors, made of gold-plated 
molybdenum, provide the gain for communication links to 
handheld phones 40,000 km away [6]. 

In contrast, in the ICO non-geostationary satellite system, 
utilising 10 satellites in two medium earth orbits, a more 
flexible digital signal-processing technique is needed. The 
ICO on-board processor provides digital channelization 
and beam forming in the frequency domain. This allows 
creating 490 channels 170 kHz wide to be routed to any of 
the 163 beams at any frequency slots within the S-Band 30 
MHz bandwidth used by the ICO system. This channel to 
beam routing can be adapted continuously to changes in 
traffic and interference on demand, simplifying the 
frequency coordination of the network. 

More advanced regenerative on-board processors are 
planned for future systems, offering further improvements 
in utilization of the allocated spectrum. In such systems 
received radio-frequency signals are de-multiplexed and 
demodulated to their original baseband form, routed to the 
correct downlink beam, and then re-modulated and 
multiplexed, upconverted to the downlink carrier 
frequency, amplified, and transmitted. This demodulation 
and remodulation process offers the advantage of 
separating the uplink from the downlink, and in so doing 
reduces the overall link error rate performance. Assuming 
that both links have the same bit-error-rate (BER), a 3-dB 
improvement is realised over bent-pipe transponders. As 
stated earlier, this 3-dB improvement can be traded for a 
more bandwidth efficient modulations to further increase 
spectrum efficiency. 

4.2.5 Sharing of Spectrum by Multiple Mobile-Satellite 
Systems. Sharing of spectrum by many different satellite 
systems is the normal process with fixed-satellite and 
broadcasting-satellite systems at higher frequencies. The 
primary mechanism used to isolate co-frequency FSS or 
BSS satellites at higher frequency bands, however, is a 
combination of polarization isolation and isolation due to a 
combination of eaxth-station antenna and satellite antenna 
isolations. Neither polarisation isolation nor earth-terminal 
antenna isolation is possible with mobile-satellite systems 
in the 1 to 3 GHz frequency range, however, because of 
the necessary omni-direction characteristics of the antenna 
of the user terminal (see Section 3.1 above). 
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One way in which different mobile-satellite networks 
might share use of the spectrum is if their respective co-
frequency antenna footprints on the Earth's surface do not 
overlap. This would allow two different GS0 satellites 
serving different service areas to share use of the spectrum 
from similar orbit positions. This sharing technique would 
be made easier if the satellite antenna complex was a large 
number of small beams, covering the exact service area of 
each system. This is an additional advantage of a complex 
spacecraft antenna structure, over that discussed in 
Sections 4.2.1 and 4.2.2 above. 

Other than through spacecraft antenna isolation, there are 
limited opportunities for two satellite networks to share the 
spectrum when the two are visible from the same location. 
In Section 4.2 of the CPM-97 Report to WRC-97, it is 
explained that two mobile-satellite systems using time-
division multiple-access (TDMA) or frequency-division 
multiple-access (FDMA), or one using either FDMA or 
TDMA and the other using code-division multiple-access 
(CDMA), cannot effectively share use of the radio 
spectrum. This is why the 1610-1626.5 MHz band is 
segmented between the Globalstar CDMA system and the 
Iridium TDMA system. The CPM-97 Report did indicate, 
however, that two CDMA systems can share the same 
spectrum, as long as the two systems employ relatively 
orthogonal CDMA codes. In practical terms, this is why 
the Globalstar system and the now-cancelled Odyssey 
system, both CDMA systems, could have shared the same 
spectrum. It should be pointed out, however, that the 
signals from one CDMA system imposes high levels of 
"noise" on the other system, reducing the signal-carrying 
capacity of both systems. For this reason, there are limited 
advantages to frequency sharing between two CDMA 
systems over segmenting the available band between the 
two systems. 

4.2.6 Use of Different Types of Orbits By Different 
Mobile-Satellite Systems. As indicated in Section 3.2.1 
above, mobile satellites in the 1-3 GHz band occupy or are 
being placed in several different types of orbit, including 
the classical geostationary orbit, low-Earth orbits, medium 
altitude or mid-Earth orbits, and highly elliptical orbits. 
However, again because of the omni-directional 
characteristics of mobile-satellite user terminals, a user 
terminal would transmit to or receive a signal from a 
satellite in any of these orbits. For that reason, putting two 
satellites in different orbits or even types of orbit does not 
result in their being able to share the radio spectrum 
beyond that discussed above in Section 3.2.5. 

5.0 SUMMARY 

We have seen that options for increasing the utilization of 
available spectrum by mobile-satellite systems in the 1-3 
GHz frequency range is limited by the need for the user 
terminals to be small, convenient to use, and to not pose a 
health risk when used as a mobile telephone. Those 

constraints require that the user terminals have low EIRP's 
and omni antennas, characteristics that limit their ability to 
be modified to significantly increase their system's 
spectrum utilization. 

At the same time, the rapid growth in demand for mobile 
services in general indicates that the current increases in 
implementation of mobile-satellite systems will continue 
in the coming decade. This increase will require a 
significant increase in the effective availability of radio 
spectrum to permit those systems to be implemented. 
There are, however, major difficulties within the ITU in 
the effort to allocate new frequency bands to the mobile-
satellite service in the 1 to 3 GHz frequency range. These 
difficulties are centred around the problems of sharing 
spectrum between mobile-satellite systems and current 
fixed, mobile, radionavigation, and meteorological aids 
services. 

With that as a background, the most promising alternatives 
for acquiring the necessary increase in effective bandwidth 
for an expanding mobile-satellite industry is in the design 
of larger and more complex spacecraft. If the forecast need 
for increases in the effective mobile-satellite spectrum are 
to be met, future generations of mobile-satellite spacecraft 
will have to evolve in even more sophisticated spacecraft. 
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ABSTRACT 
Associated with any satellite communication is some form 
of terrestrial backhaul. In the case of satellite data 
communications, the landline component has traditionally 
been carried over telex, PSDN (Public Switched Data 
Network, normally X.25), or PSTN (Public Switched 
Telephone Network, using modem or fax). 

Meanwhile, the popularity of the Internet continues to 
grow rapidly. Every day more and more people have 
access to, and are accessible via, the Internet. Today's 
mobile satellite service provider must tap into this 
medium, meaning that terrestrial access to its satellite data 
communication systems must include the Internet. 

This paper discusses the importance of integrating on-
demand mobile satellite data communication services with 
the Internet, and explores some technical issues and 
solutions associated with such integration — with a focus 
on store-and-forward messaging. 

INTRODUCTION 

Data and the Internet 

In the terrestrial setting, voice communication has always 
dominated. However, the Internet is changing this. With 
the Internet centered around data communications, and the 
growing popularity of the Internet, data is taking on an 
ever increasing role in keeping people in contact. E-mail 
even appears to be more widespread than voice mail. 

Not only is the Internet pervasive, but there is generally no 
incremental cost in using an existing access for additional 
applications — such as mobile satellite communications. 
Most users have the necessary infrastructure already in 
place. Overall, the Internet is much less expensive than the 
traditional networks, and location on the globe is no longer 
of much concern. 

Data and Satellite Communications 

Information technology plays an increasingly important 
part in today's business operations. Many companies using 
mobile satellite communications recognize the benefit of 
"extending their data networks" over the satellite — which 
is most easily accomplished by using the Internet. 
Accordingly, data is becoming more important in the 

satellite world, and the Internet is becoming the terrestrial 
backhaul of choice. 

Most mobile satellite communications are characterized by 
on-demand, rather than dedicated, access. When satellite 
communication is required, a "call" is established. Once 
the information has been transferred, the call is cleared. 
This on-demand access best suits the needs of the typical 
user, where the relatively low volume of traffic does not 
justify the cost of dedicated access. 

However, care must still be taken to keep down the cost of 
on-demand access. For example, browsing the web over a 
satellite call is impractical. Every minute spent "on-line" 
costs dollars, not pennies. In general, current satellite data 
communication facilities are not well suited to interactive 
access. The key is to employ on-demand access 
effectively, by establishing a call only when needed, and 
keeping it up only as long as necessary. 

Store-and-forward Data 

Store-and-forward data communication — as opposed to 
real-time data communication — involves the transfer of 
messages only. That is, information is always encapsulated 
into messages before transmission. In the case where the 
originating and destination systems do not directly 
communicate, a message travels through intermediate 
nodes along a path between the two systems. Each such 
message can be assigned characteristics (such as priority, 
expiry time, etc.) based upon its content. This permits 
intelligent routing, which includes identifying when and 
how each message should be forwarded. 

When to Forward. The ability to identify when to forward 
a message is an important characteristic of a store-and-
forward messaging system. This is particularly so for 
satellite communications, where the cost is much higher 
than in the terrestrial case, as shown in Table 1. 

Based on the properties of a message, its forwarding can 
be deferred seconds, minutes, or in some cases hours. The 
longer a message can be held in queue, the more likely it 
can be sent cost effectively. By the time the call is made, 
other messages will likely have been queued, and they can 
be sent in the same call. Furthermore, once the call is 
established, the called system may have messages to send 
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in the return direction. The more messages that are 
transferred in the one call, the less overhead there is per 
message. 

Table 1: Typical Data Communication Costs 

Service Speed SUS per $US per Minimum 
minute kilobyte SUS  

Inmarsat-B 9600 bps $4.00 $0.06 $2.00 

lnmarsat-C n/a n/a $8.00 $0.25 

Intl PSTN 14400 bps $0.80 $0.01 $0.80 

Intl PSDN n/a n/a $0.20 $0.01 

How to Forward. The problem of identifying how to 
forward a message can be considered when multiple 
networks are available for message transfer. This is often 
based upon the total length of the 
messages queued. Typically, the more 
data in the queue, the more cost effective 
a circuit-switched medium becomes. 
Alternatively, a particularly urgent 
message may be routed over the medium 
that can provide the quickest delivery 
time. 

Benefits. In summary, store-and-forward 
messaging is a natural fit with on-demand 
communication access. It facilitates the 
efficient use of expensive satellite 
communication links, while permitting 
minimal delays for high priority 
messages. 

media can be used together in a hybrid Figure  
system that chooses the medium best suited to each 
message transfer. In fact, a circuit switched medium is 
transformed from a means for potentially expensive 
interactive communications to a means for cost effective 
store-and-forward messaging. 

An important aspect of store-and-forward communications 
is that each link along the message path behaves 
independently. That is, problems encountered over one 
link do not impact upon performance over other links. 

Satellite Communications and the Internet 

Mobile satellite service providers have traditionally 
marketed their data communication services as "pipes". 
The end-to-end communication path would typically be 
real-time in nature, with the terrestrial component carried 
ovei Telex, X.25 or PSTN. 

However, the Internet can be prone to real-time 
communication delays. Internet delays are generally 
acceptable for terrestrial data communications where the 

costs imposed by such delays can be negligible or nil. In 
contrast, such delays cannot be tolerated for satellite data 
communications — where time is truly money. 

So that the presence of Internet delays does not increase 
satellite communication costs, the actual satellite calls 
must be isolated from those delays. As illustrated in Figure 
1, the solution is the insertion of a store-and-forward 
gateway between the Internet and the satellite network. 

For example, there are cases (especially when using higher 
speed satellite services) where it can help to have a 
terrestrial-based "relay" FTP server, acting as a store-and-
forward node. The server would be accessible to a satellite 
user without having to go through the Internet, and 
accessible to a terrestrial user without going over the 
satellite. Consequently, any Internet delays would not 
affect the length of the satellite call. 

1: Insertion of a Store-and-forward Gateway 

INTERNET E-MAIL GATEWAY 

Stratos undertook development of the Internet E-mail 
Gateway and put it into service in early 1995, to provide 
Internet e-mail access to and from Inmarsat-C MESs 
(Mobile Earth Stations). It was the first gateway of its 
kind. 

In the following, many of the features of the gateway are 
discussed below. Most of these features were originated by 
Stratos, and many of them remain exclusive to Stratos. 

Inmarsat-C 

Introduced in the early 90s, Inmarsat-C was the first digital 
data service offered by Inmarsat, and is, in itself, a store-
and-forward messaging system. Originally conceived in 
the context of ensuring maritime safety, lnmarsat-C 
incorporates both conventional and broadcast messaging 
services. To address commercial interests, position 
reporting and group call services are also included. 

Circuit switched and packet switched 
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An Inmarsat-C MES (Mobile Earth Station) includes a 
transceiver, omni-directional antenna, optional GPS 
receiver, and a PC running software to interface with the 
transceiver. Terrestrial access to Inmarsat-C is through any 
of about twenty LESs (Land Earth Stations) worldwide, 
via telex, PSDN, or PSTN — using either a two-stage or 
one-stage access method. 

Two-stage terrestrial access. Because Inmarsat-C is a 
store-and-forward system, sending a message to an MES 
can be done by transferring the message to an LES 
accompanied by instructions for message delivery. The 
LES then attempts to transfer the message to the 
destination MES, and eventually reports message status 
back to the originator. This is known as two-stage access 
whereby an intermediate node (the LES) was explicitly 
involved in delivery of the message. 

One-stage terrestrial access. Directly establishing a "call" 
to the destination MES is known as one-stage access. 
Although Inmarsat-C is a store-and-forward system, the 
terrestrial originator gets the impression of communicating 
directly with the MES. In fact, it is the LES that receives 
the terrestrial call, and identifies and emulates the dialed 
MES. After the message transmission is completed and the 
call is cleared, the LES then attempts the message transfer 
to the MES. 

Although available for PSDN, one-stage access is most 
popular for telex. This arises from the fact that prior to 
Inmarsat-C, maritime satellite messaging most often 
involved sending telex messages over Inmarsat-A. One-
stage access to Inmarsat-C behaves quite similarly to 
Inmarsat-A telex (a circuit switched medium). The 
emulation is effective enough that, to this day, many telex 
subscribers remain unaware that Inmarsat-C is a store-and-
forward system. 

Billing 

An important aspect to using Inmarsat-C is the associated 
cost. It varies among service providers (and by location of 
the terrestrial endpoint) but a typical rate is $US 0.25 for 
every 32 bytes. A 10-line message, say about 500 
characters, would cost $US 4.00. This means that e-mails 
need to be billed for — a notable break in Internet tradition. 

Therefore, another important aspect is billing for the 
traffic. Accordingly, access to lnmarsat-C from the 
Internet requires that Internet e-mail addresses wishing to 
send messages to Inmarsat-C be registered. The 
registration process includes identification of billing 
information. Though not required for MES users, most 
MESs originating messages to the Internet thrôugh Stratos 
are registered. Then an organization has the option of 
consolidated billing for its outbound (to-MES) and 
inbound (from-MES) traffic. 

Once registered, sending a message from the Internet to an 
Inmarsat-C MES is the same as sending any other e-mail. 
In this case the e-mail would be sent to an address along 

the lines of mes-number@stratosmobile.net , where mes-
number is a 9-digit Inmarsat Mobile Number (IMN), 
beginning with "4". Optionally, to simplify use of the 
system, the MES can be assigned an "alias" so that mes-
number is a more easily remembered "MES name". 

Using the above model, each message is typically billed to 
its originator. However, there is the occasional MES that 
opts for reverse billing of outbound traffic. That is, the 
MES user pays for messages sent to it, not just from it. In 
rare circumstances, such an MES may also wish to allow 
any Internet e-mail user to send a message to it. Of course, 
this can be dangerous. Unexpected e-mails could be sent to 
such an MES, perhaps from a newsgroup, or worse still, 
from an "e-mail spammer". With the complexity of 
messaging permissions already in place, the ability to 
prevent messaging from such originators is challenging to 
resolve. 

Attention to Cost 

Part of the difficulty in integrating Internet e-mail with 
Inmarsat-C comes in the "inattention" to cost associated 
with many e-mail systems. Such systems do not consider 
the cost of communication links when forwarding e-mails. 

For example, a typical RFC822 header [1] (Internet e-mail 
header) can easily be 800 bytes or longer. Transmission of 
such a header over Inmarsat-C would add more than  SUS 
6.00 to the cost of a message. It becomes important to 
intelligently process the header, rather than just forwarding 
it blindly. The most important pieces of header 
information are the originating e-mail address (including 
the real name) and the message subject. 

However, in some cases, an MES may exchange messages 
with only a limited number of Internet e-mail addresses. 
Therefore, even the smaller header may be unnecessary, 
and it may be desirable to suppress it. As well, headers can 
be suppressed on a per message basis. 

In summary, the general idea is to reduce unnecessary 
costs due to transmitting header information over 
Inmarsat-C. Without such measures, messaging becomes 
significantly more expensive than it should be, and far less 
attractive to potential users. 

Multi-part Messages 

One of the most important conveniences of any e-mail 
system is the handling of attachments. In the context of 
Internet e-mail, this means the processing of MIME 
(Multi-part Internet Mail Extensions) formatted e-mails. 

For integration with Inmarsat-C, this means processing 
outbound MIME messages so that they can be 
conveniently received by MESs without custom software, 
and encoding inbound messages into MIME where 
needed. Each attachment in an outbound MIME message 
is sent in its own Inmarsat-C message, so that each binary 
attachment appears in its own file at the MES. One 
exception is that adjacent textual attachments are 
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coalesced. While the cost benefit of coalescing such 
attachments is negligible, it does reduce the total number 
of messages and the total amount of time to transfer them. 

MIME processing also does its share to help reduce 
Inmarsat-C costs. Of particular interest are "multi-part 
alternative" e-mails. Such messages, including those 
generated by popular Internet e-mail user agents from 
Netscape and Microsoft, transfer message content as both 
plain text and HTML (Hypertext Markup Language). 

It is impossible to educate a large user community 
regarding the presence of multi-part alternative encoding, 
its effects on Inmarsat-C costs, and how to disable such 
encoding. Therefore, it is imperative to detect such multi-
part alternative e-mails and suppress the HTML before 
transmission over Inmarsat-C. For example, a 1-kilobyte 
textual message, forwarded without message header and 
multi-part alternative processing, could cost three to four 
times more than without such processing. 

There are also savings to be had in the transfer of binary 
attachments. Simply converting base64-encoded 
information to its binary equivalent results in a saving of 
25%. 

Delivery Notices 

Background. A typical feature of store-and-forward 
messaging systems is the return of DNs (delivery notices) 
to message originators. An NDN (non-delivery notice) 
indicates failure to deliver a message, whereas a PDN 
(positive delivery notice) indicates success. 

An NDN is generally considered more important than a 
PDN, because it is failure of a message that normally 
triggers an originator to take further action. In an 
environment where only PDNs are generated, the 
originator can never be certain whether a message (for 
which a PDN has not been returned) needs to be requeued. 
The store-and-forward system may still be attempting 
delivery, or the message may have expired and been 
discarded. 

This is reflected in the nature of Internet e-mail DNs 
normally found. The portion of Internet e-mail systems 
that provide bounces (e-mail NDNs) appears close to 
100%, while the portion supporting return receipts (e-mail 
PDNs) is typically just a little over 10%. 

For Inbound Inmarsat-C messages. Again, the cost of 
Inmarsat-C becomes an important consideration. Even 
with the RFC822 header processed and reduced, a receipt 
message can still be very large. In fact, an e-mail DN often 
quotes some or all of the content of the referred-to 
message. 

Therefore, while it would be simpler to just forward the 
content of the e-mail DN as-is to the MES — leaving it for 
human interpretation — economics prohibit this solution. 
Receipt messages, like RFC822 headers, should be 

processed and distilled down before being transmitted over 
Inmarsat-C. 

Unfortunately, just distinguishing a normal message from 
an e-mail DN can be quite difficult. An e-mail DN is often 
more suited for human interpretation than automatic 
processing, and its format differs greatly among various 
mail systems. Furthermore, its content must be processed 
to identify the referred-to message, its delivery status, why 
it failed, etc. 

With e-mail DN processing in place and well established, 
Stratos is able to properly return a DN to the MES. The 
DN is concise and cost effective, and the rules for 
shipment are consistent with general NDN/PDN 
forwarding. An NDN is returned unconditionally, whereas 
a PDN is returned only if requested by the message 
originator. 

For Outbound Inmarsat-C Messages. There is no cost 
associated with returning an e-mail DN to the originator of 
the original message. Accordingly, Stratos always attempts 
to do so, whether the DN is a bounce or return receipt. 

On the surface, this may appear to present very little 
complication. However, an e-mail DN generated toward 
the Internet may occasionally trigger a further DN in reply. 
With the help of the e-mail DN processing for inbound 
Inmarsat-C messages, such a DN must not be forwarded to 
an MES. This would have the potential of creating a 
"message loop". Hence, it becomes even more important 
to properly recognize and process e-mail DNs from the 
Internet. 

Traffic Levels 
Perhaps the best measure of success is customer 
acceptance. Although traffic growth was limited through 
to 1996, it has been strong from 1997 onward. Figure 2 
illustrates the overall trend of Inmarsat-C / Internet e-mail 
traffic through Stratos since the gateway was put into 
operation in 1995. 

Figure 2: Inmarsat-C / Internet E-mail Traffic Trend 
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Inmarsat-A / Inmarsat-B Telex 

More recently, support for Inmarsat-A and Inmarsat-B 
telex has been added to the Internet E-mail Gateway. This 
means that an Internet e-mail user that is registered for 
Inmarsat-C access can now also exchange messages with 
Inmarsat-A/-B MESs over telex. Although this may not 
appear to be a step forward, telex remains the most 
commonly accepted and used maritime data 
communication system. 

Outbound messaging. For the Internet e-mail user, sending 
a message to an Inmarsat-A/-B MES appears the same as 
for Inmarsat-C. The only difference is that the mes-number 
(of the mes-number@stratosmobile.net  e-mail address), if 
numeric, is in a different range. Even the underlying 
implementation is relatively straightforward. 

Inbound messaging. For the Inmarsat-A/-B telex user, 
sending a message to an Internet e-mail address uses 
secondary addressing — whereby the address information is 
placed in the first few lines of message text — modeled 
after the technique used for Inmarsat-C. 

However, there are complications, the most fundamental 
of which is the 5-bit ITA2 (baudot) character set used for 
telex. Many characters that can appear in an e-mail address 
are not available in ITA2. This was circumvented by 
defining various encoding rules. Perhaps the most notable 
such rule is that the sequence "(A)" in a secondary address 
is converted to "@" in the e-mail address. 

Another carryover from Inmarsat-C secondary addressing 
is that multiple address can be specified. This permits one 
message (with one satellite space-segment charge) to be 
delivered to multiple Internet e-mail addresses. 

Integration of Internet e-mail with Inmarsat-A/-B telex 
represents the marriage of the most popular terrestrial and 
maritime messaging technologies utilizing existing 
equipment. 

On the Horizon 
The Internet E-mail Gateway permits the exchange of 
Internet e-mail messages over Inmarsat-C and over 
Inreiarsat-AI-B telex, with the focus on MESs that do not 
have additional equipment. However, there remains a 
significant need for communication systems that do utilize 
additional equipment to exploit the benefits of store-and-
forward communications. 

The Stratos Open Systems Messaging (OSM) initiative is a 
step in that direction. OSM is a development effort that 
provides a platform for cost-effective store-and-forward 
satellite communications. This involves a terrestrial-based 
message hub communicating with maritime and terrestrial 
systems incorporating Stratos technology. Some key 
features of OSM are: 

• Support for circuit-switched media, such as Inmarsat-
AI-B/-M, in conjunction with store-and-forward 
media, such as Inmarsat-C. 

• Most appropriate routing (which is often least cost 
routing), and intelligent call scheduling over multiple 
satellite communication networks. 

• A circuit-switched communication protocol, designed 
specifically for the needs of satellite communications, 
that permits full-duplex and restarted data transfers, 
and adapts to poor link conditions. The protocol uses a 
selective reject acknowledgement mechanism that 
keeps the data flowing while avoiding unnecessary 
retransmissions. 

• Terrestrial access through the Internet, with full 
support of multi-part and multi-recipient messaging in 
both the inbound and outbound directions. 

• APIs (application programming interfaces) to permit 
integration with third-party packages. The initial APIs 
will be COM (Microsoft Common Object Model) and 
POP3/SMTP (Internet Post Office Protocol / Simple 
Message Transfer Protocol). 

While there are other satellite data communication systems 
with similar features, they are typically "closed" in nature. 
That is, they rely mostly upon integrated user interfaces 
and the like for their messaging traffic. 

Meanwhile, OSM focuses primarily on the use of third-
party off-the-shelf mail user agents, and third-party 
developed applications, to generate the traffic. 

REFERENCES 
[1]RFC822, Internet E-mail header standard. 
[2] RFC2045-2049, Multi-part Internet Mail Extensions 
(MIME) standard. 
Note: RFC refers to Request for Comment, the means by 
which Internet standards are drafted and finalized. 
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ABSTRACT 
Inmarsat has devoted research efforts in recent years in 
developing Enabling Technologies for a new family of 
multimedia services. This paper describes a range of 
research elements leading to the key technologies that have 
been developed by Inmarsat as part of this effort. 

These key technologies span a wide range of 
telecommunications system disciplines, and include the 
development of 16QAM and Turbo-coding based air-
interface at the physical layer; the Inmarsat generic 
Medium Access Control (MAC) and radio resource 
management for Inmarsat shared bearer systems; a 
transparent ISDN interface for providing seamless circuit-
switched inter-networking capability; and the research into 
compatibility between emerging terrestrial multimedia 
applications and Inmarsat multimedia systems. 

1. INTRODUCTION 

A growing demand has been evident in recent years, for 
increasingly higher data rate mobile communications, 
supporting a wide range of tele-services, remote access, 
and mobile-office applications, also lcnown as mobile 
multimedia applications and services. This new market 
trend was seen as an opportunity as well as a technical 
challenge for Inmarsat. Key technologies had to be 
developed for enabling circuit and packet based, high data 
rate multimedia services, that are power and spectrum 
efficient, are operating under optimized radio resource 
management, are capable of seamless inter-networking 
with the terrestrial digital networks, and are compatible 
with the emerging multimedia applications and services. 

The provision of power and spectrum efficient multimedia 
services over the current and future Inmars'at satellite 
constellations was made possible using a unique  air-
interface design based on 16 Quadrature Amplitude 
Modulation and Turbo-coding. This new air interface 
design has been adapted for both circuit and packet based 
services. Section 2 provides more details on this research 
activity. 

The support of seamless operation of multimedia services 
over the Inmarsat space segment was facilitated by the 
development of a transparent ISDN interface. The 
interface extends the terrestrial ISDN network to the 
mobile node, presenting the mobile user with a compatible 
ISDN interface. Section 3 provides an overview of this 
research and development activity. 

An Inmarsat generic Medium Access Control (MAC) layer 
was developed and introduced as part of the Inmarsat new 
packet data service, aiming to provide a suitable definition 
for the split between the satellite radio interface and higher 
layer protocols. Further research into Radio Resource 
Management (RRM) algorithms, will aim to optimize the 
utilization of shared satellite bearer resource for Inmarsat 
emerging and future packet systems. Sections 4 and 5 
provide an overview of the MAC and RRM research 
elements respectively. 

Finally, the compatibility between the emerging Inmarsat 
multimedia systems, and the terrestrial multimedia 
telecommunications applications has been researched 
aiming to ensure seamless inter-working for circuit and 
packet based applications. Section 6 provides a summary 
of this research element. 

2. NARROWBAND CHANNEL TECHNOLOGY 
BASED ON 16QAM AND TURBO-CODING 

A narrowband air-interface technology was developed 
following extensive studies of advanced modulation and 
coding techniques concentrating on a range of high order 
modulation and state-of-the-art coding and decoding 
techniques. The result of this R&D effort is a Narrowband 
Technology which is based on 16QAM modulation and 
Turbo-coding. The Narrowband Technology provides 
significant reduction (more than 50%) in the required 
bandwidth for mobile satellite channels while improving 
on satellite power efficiency, when compared to the more 
traditional channel design of QPSK modulation and 
convolutional coding. The combination of 16QAM 
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and Tubo-coding is particularly suitable for the Inmarsat 
emerging Multimedia services. The use of 16QAM 
modulation optimizes the mobile satellite channel spectral 
efficiency and ensures maximum flexibility in utilizing the 
increasingly congested mobile satellite spectrum resource. 
The use of Turbo-coding provides the additional power 
efficiency which is required to offset the higher power 
requirements of 16QAM. 

One of the major research concems was linearity 
requirements imposed on the mobile terminal HPA due to 
the use of 16QAM. A careful optimization of transmitter 
design parameters, including power amplifier back-off, 
modulator shaping filter and signal constellation allowed 
the optimization of power amplifier efficiency while 
limiting receiver performance loss and side-lobe re-
growth, thereby attaining optimal power efficiency while 
minimizing interference effects on adjacent and co-
channels. 
Another concern, associated with Turbo-coding is 
implementation complexity, and in particular when 
considering the mobile terminal. This was a major element 
in the final, proof of concept phase of the research. 

These and further design tradeoffs and optimizations 
resulted with a robust air-interface which is suitable for 
interactive and conversational tele-services. 

Figure 1: Scatter plot of demodulated 16-QAM signal, 

with HPA operating at minimum output back-off 

The Narrowband Technology has been incorporated in the 
family of Inmarsat Multimedia Services, which are 
currently being developed. These services are designed to 
utilize narrowband mobile satellite channels in providing 
64 kbit/s circuit-mode and packet-mode data to land-
mobile, and aeronautical terminals. The combination of 
16QAM and Turbo-coding is planned to be scaled up to 
form the basis of the air-interface design for the next 

generations of the Inmarsat system, providing data rates 
above 64 kbit/s to the user. 

Figure 2: 16QAM and Turbo-coding, measured 
performance for Inmarsat-Phone M4 64 kbit/s channel, 
including all implementation impairments. 

3. TRANSPARENT ISDN INTERFACE 

In order to achieve seamless operation of multimedia 
services over the Inmarsat space segment, a transparent 
ISDN interface was defined, developed and verified for the 
Inmarsat 64/56kbit/s systems. This research effort paved 
the way for the introduction of a fully compatible ISDN 
interface in land-mobile, maritime and aeronautical 
terminals, providing circuit-switched Inmarsat multimedia 
services. 

The interface extends the terrestrial ISDN network to the 
mobile node, providing mobile ISDN applications with a 
compatible interface to the one used on the terrestrial 
network, and presenting the mobile user with a compatible 
ISDN Network Terminator with SO bus functionality. 

The major effort was devoted to the development of a 
generic proof-of-concept testing tool, or a Mobile ISDN 
Network Simulator, for verifying the functionality and 
performance of the mobile ISDN interface. The network 
simulator has been used to verify the specifications for a 
64/56 kbit/s ISDN interface for the Inmarsat 64/56kbit/s 
services, including protocol conversion between the 
Inmarsat signaling system and ISDN D-channel signaling, 
and space segment effects (physical, link and network 
layer) on end-to-end inter-networking performance. 
Simulated aspects of the space segment include effects of 
end-to-end delay; bit-error patterns resulting from channel 
fading characteristics; channel power saving algorithms; 
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clock synchronization aspects; mapping of signaling 
between ISDN and the Inmarsat system; and the support of 
basic ISDN Supplementary Services. 
The network simulator may be used as a standalone tool, 
connecting CPE (customer premises equipment, like 
Terminal Adapters) to the network presentations at each 
end of the connection; or it may operate in "transparent 
mode" connecting the simulated terrestrial connection to a 
real terrestrial network. The simulator enables various 
configurations of Calling & Called Party Number for one 
or two ISDN-B channels. This facility enables simulations 
of calling ISDN CPE, which help the verification of 
varying combinations of Called and Calling party number. 

Physical layer 

A key element in the ISDN interfacing facility, which is 
also part of the mobile ISDN network simulator, is the 
provision of integrated 128 Kbit/s capability, interfacing a 
terrestrial Basic Rate Interconnect (BRI) ISDN connection, 
by using bonding of two 64 kbit/s channels. The network 
simulator supports independent call establishment set-up 
times for the two ISDN-B channels, for studying the effect 
of set-up delay variance between the two bonded satellite 
channels. This capability, along with the ability to 
dynamically block the "data" channel for forward and 
return channels enables investigation for channel bonding 
architectures. Other simulation elements include dual carrier 
set-up protocols. 

f Scope of Inmamat mobile ISDN network simulation tOol 

Figure 3: A block diagram of the Inmarsat mobile ISDN 
network simulator 

4. INMARSAT GENERIC MEDIUM ACCESS 
CONTROL (MAC) 

An Inmarsat generic Medium Access Control (MAC) layer 
has been developed, aiming to provide a suitable definition 
for the split between the satellite radio interface and higher 
layer protocols. The generic nature of the Inmarsat MAC 
layer allows a multitude of different air interfaces, be they 
packet or circuit switched based, to be incorporated 
beneath this interface. 

Figure 4: Functional architecture of the MAC layer 

At its upper interface the MAC Layer provides an 
abstraction of Inmarsat services to higher protocol layers 
providing a single standardized interface to the application 
developer. The Inmarsat MAC layer also provides a QoS 
interface that maps user/application requirements to the 
most appropriate air interface. The MAC Layer allows the 
ATM like QoS characteristics of CBR, VBR etc. to be 
selected via the MAC control plane interface. Thus the 
MAC Layer provides a common low level interface that 
allows applications to select the most appropriate physical 
layer using QoS criteria. The different physical layers (e.g. 
packet mode shared bearer, circuit mode dedicated bearer) 
become a set of "drivers" to the application, differentiated 
only by the QoS they can support. Applications do not 
have to be rewritten to make use of different services. Only 
one interface is presented to the application developer. 

5. RADIO RESOURCE MANAGEMENT FOR 
PLANNED AND FUTURE INMARSAT PACKET 

DATA SERVICES 

Optimal use of the available radio resource, and in 
particular the use of return link capacity, is a challenge for 
packet-data services. The key problem is the definition of 
suitable Radio Resource Management (RRM) algorithms 
that can cope with capacity requests for varying message 
sizes and allocate capacity on multiple multi-rate TDMA 
channels, whilst maximizing channel occupancy and 
minimizing message transfer delay. 

In order to define the algorithms, it is necessary to 
understand the requirements of the applications, which 
utilize the network. Different applications require a range 
of service attributes for satisfactory operation and produce 
a range of different traffic profiles. These requirements and 
traffic characteristics introduce a set of constraints on the 
underlying networks, and the accurate identification of 
these constraints is important to allow efficient resource 
management algorithms to be developed. 
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An Inmarsat research effort was initiated recently for 
optimizing satellite resource utilization for future packet 
mode Inmarsat systems. Activities included research of 
mobile traffic profiles and development of traffic models, 
followed by a research into optimized RRM algorithms for 
TDM/TDMA systems, aiming to optimize the use of 
satellite resources in a multi-rate and multi-channel, shared 
bearer environment, while taking into account complexity 
and cost. 

compatible with the emerging multimedia applications and 
services. 

ACKNOWLEDGEMENTS 

The authors wish to thank the many colleagues in Inmarsat 
who have supported this research and development work, 
and in particular Dr L Christodoulides, Dr P Fines, and T 
McHugh for their significant part in this activity, and their 
contributions towards the preparation of this paper. 

An optimized radio resource management will provide the 
promised QoS to the user/application while at the same 
time minimizing the radio resource required to achieve 
this. These techniques will allow future packet data 
systems to have greater flexibility and efficient utilization 
of resources for Inmarsat, while at the same time providing 
a variety of QoS. Hence, the user will be charged at the 
QoS he can afford or the QoS his application requires. 

6. MULTIMEDIA APPLICATIONS COMPATIBILITY 

Finally in order to cement Inmarsat's position as the 
leading Multimedia Mobile Satellite Services provider, 
investigations into Multimedia applications compatibility 
have been initiated. The aim is to ensure compatibility of 
Inmarsat's new and future services with emerging 
terrestrial and mobile multimedia telecommunications 
applications. All aspects of the satellite channel 
characteristics including, fading, processing delay, satellite 
delay, BER, and packet error rate (PER) are incorporated 
in these investigations. 

7. CONCLUSIONS 

The expectations and communications needs of the mobile 
satellite user feed on the rapidly growing capabilities of the 
terrestrial fixed and mobile networks. This trend lead to a 
growing demand by mobile satellite users for higher data 
rates, supporting a wide range of tele-services, remote 
access, and mobile-office applications. This new market 
trend presented an opportunity as well as a technical 
challenge for Inmarsat. 

Inmarsat took this challenge, and initiated research in key 
technology areas that have facilitated the provision of high 
data-rate and seamless connectivity of these emerging 
multimedia applications and services. These key 
technologies provided the foundation for high data rate 
multimedia Inmarsat services, that are power and spectrum 
efficient, are operating under optimized shared bearer 
resource management, are capable of seamless inter-
networking with the terrestrial digital networks, and are 
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ABSTRACT 

This paper presents certain aspects relevant to the development and validation of a physical-layer concept dubbed SW-CDMA 
which was submitted [I]  for evaluation to the International Telecommunications Union (ITU) by the European Space Agency 
(ESA) in the framework of the IMT-2000 satellite-component standardization. After briefly illustrating the proposed air 
interface solution, the main outcomes of the design trade-off which have led to selecting said access scheme are summarized. 
The main SW-CDMA differences with respect to the terrestrial W-CDMA counterpart are the permanent softer hand-off 
operations through satellite diversity, optional forward link CDMA interference mitigation capability and the integration of a 
radio-localization. To fully validate the proposed air interface in addition to detailed link and system simulations[2] , a 
comprehensive Test Bed being implemented is briefly described. The results herein presented are based upon work[3]  being 
performed by a team led by Space Engineering under ESA contract, encompassing study, analysis, computer simulation, and 
hardware / software realization activities. 

1. INTRODUCTION 

The ITU IMT-2000 constitutes a standardization 
framework for a third-generation mobile system aiming at a 
unified and integrated user-access on a global scale. IMT-
2000, which will be gradually deployed starting around 
year 2000, will offer advanced communications services 
featuring: 
• up to 384 Kbit/s outdoor or up to 2 Mbit/s indoor; 
• good quality and guaranteed Quality of Service (QoS); 
• connection-oriented and connectionless; 
• bandwidth negotiation; 
• satellite component (for services up to 144 Kb/s); 
• seamless handoffs across multiple networks. 
The European Telecommunications Standardization 
Institute (ETSI) is contributing to IMT-2000 
standardization with his proposal for a Universal Mobile 
Telecommunications System (UMTS). 
It is now well accepted that satellite systems will be 
necessary to complement terrestrial facilities to offer an 
anytirne anywhere service. As a matter of fact satellite 
systems are mainly intended to cover rural and remote areas 
which may not be adequately served by terrestrial systems, 
which instead aim to provide service over high users 
concentrations. Besides, the targeted market is different due 
the higher cost of via-satellite services. This has led to 
consider the satellite component of UMTS (S-UMTS) as an 

essential element of the overall mobile system, to be fully 
integrated with the terrestrial component (T-UMTS). 
Most of the air-interface proposals submitted to ITU for the 
terrestrial IMT-2000 are based on various flavors of 
Wideband Code Division Multiple Access (or W-CDMA), 
this fact constituting an important guideline for steering the 
development of the satellite-component access scheme, as 
access similarity will certainly contribute to making dual-
mode Mobile Terminals (MTs) more cost-effective. 
On the basis of the results achieved as part of the ESA-
funded activity[3] , ESA has recently submitted ITU two 
CDMA-based proposals for S-UMTS access, featuring a 
high level of commonality with the ARIB W-CDMA and 
the ETSI UTRA (Universal Transmission Radio Access) T-
UMTS Radio Transmission Technology (RTT) proposals, 
though incorporating those modifications needed to best 
suit the specific requirements of the satellite environment. 
Two distinct S-UMTS proposals were submitted by ESA, 
respectively adopting Wideband CDMA (SW-CDMA) and 
Code/Time Division Multiple Access (SW-CTDMA). 
These were devised according to the ESTI UTRA FDD and 
TDD modes consistently with the main satellite systems 
constraints, namely: 
• reduced power margin with respect to T-UMTS, 

especially in the Forward-Link (FL) due to on-board 
power constraints, this making the communications 
system also noise-limited and not only interference-
limited as in T-UMTS; 
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• significant propagation delay, which tends to reduce 
the effectiveness of power-control schemes required 
for proper CDMA operation; 

• existence of separate bands for transmission and 
reception in S-UMTS; 

• high frequency error due to Doppler shift, especially 
for the Low Earth Orbit (LEO) case, which makes 
initial code and frequency acquisition more critical; 

• different environment to implement a coherent Return  
Link l  (RL), also caused by the comparatively lower 
bit-rates which may be expected for the satellite case2 ; 

• the need to adopt a satellite-diversity technique which 
requires a suitable support from the access scheme; 

• the possible needs for introducing interference 
mitigation techniques, especially at the MT, to spare 
satellite power and improve quality of service. 

Conversely, the satellite propagation environment is usually 
more benign, mainly because of its Rician characteristics 
(C/M typically > 10 dB), compared to the lack of a line-of-
sight component, as normally occurring in terrestrial links. 
In the following sections, reference is made to the W-
CDMA S-UMTS proposal, which appears to be favorite for 
a global coverage system. 

2. PHYSICAL LAYER 

There is growing consensus about the CDMA advantages 
for wireless communication networks. This is particularly 
true for terrestrial systems whereby CDMA technology has 
been widely validated during the second-generation IS-95 
cellular network deployment. The unique CDMA features 
for terrestrial networks have been recognized by IMT-2000 
proposals [1]  that are largely based on this technology. The 
situation is less clear for the satellite component, following 
the adoption of different access techniques by second-
generation systems such as Iridium, Globalstar and ICO, 
which however aim at providing low-rate services. For 
IMT-2000 satellite applications, CDMA is being widely 
accepted as the most suitable access technique due to the 
following main reasons: 
• full frequency-reuse which largely simplifies system 

operations and reduces on-board hardware complexity, 
as the network controller has to simply avoid that the 
average (and not the worst-case) interference level 
exceeds a given threshold. This also yields advantages 
in terms of satellite antenna design, due to the possible 
relaxation of the sidelobes-peak specification; 

• low power flux-density emission. The spread spectrum 
CDMA nature certainly helps in overcoming regulatory 
constraints. Clearly the CDMA advantages tends to 
vanish when system loading increases. However, in 
general, CDMA provides an additional degree of 
freedom to control interference; 

An approach being pursued in all recent terrestrial IMT-2000 proposals. 

2 
Where only a subset of the terrestrial bearer services will typically be 

supported.  

• graceful capacity degradation under heavy-load 
conditions, 

• "softer" handoff and satellite-diversity exploitation (see 
Sect. 4); 

• easy adaptation to variable-rate services; 
• compatibility with the provision of a radio-localization 

service (see Sect. 5); 
• suitability to adaptive interference mitigation 

techniques, both at the MT and the Gateway Station 
(GWS) side, to achieve higher capacity and improved 
quality of service. CDMA is suited much better than 
narrowband techniques to Multi User Detection 
(MUD) techniques; in particular the class of Linear 
Minimum Mean Square Error3  (LMMSE) type of 
MUD detectors [41  represent a fairly mature technique 
which can be integyated in MTs or GWSs for circuit-
switched services [5] . 

Among the often-quoted CDMA drawbacks we here just 
quote the main ones, that is: 
• CDMA, when not complemented by MUD, is quite 

sensitive to power-control errors; besides the non-
negligible satellite propagation delay makes closed 
loop power-control much slower than in terrestrial 
cases and dependent on the orbital height. However, 
detailed power-control simulations showed that power 
control is actually less critical than for terrestrial 
networks, because of the limited dynamic power 
variations due to fast (untrackable) fading; 

• less suitable to Return-Link (RL) on-board 
regeneration, which however would anyway be 
scarcely attractive, it not permitting to fully exploit the 
important satellite-diversity advantage. 

Passing to consider the proposed S-UMTS RTT, as already 
mentioned this is a derivation of the ETSI UTRA FDD 
mode[1] . A detailed presentation of the adaptations that were 
introduced to suit the satellite environment constraints is 
available in literature [2] , so only the most essential features 

. are here summarized. 

3. MODULATION / SPREADING TRADE-OFFS 

QPSK modulation with binary Walsh-Hadamard (WH) 
spreading and binary scrambling on the FL was traded off 
against other approaches, i.e.: 
• dual BPSK with WH spreading and complex 

scrambling; 
• BPSK modulation where each user carrier is spread by 

a WH code, half of the user carriers being transmitted 
on the in-phase (I) channel and the other half on the 
quadrature (Q) channel. I and Q channels are 
scrambled by two different scrambling codes. 

Results of simulations with both the Single User Matched 
Filter (SUMF) and the LMMSE ideal coherent receivers are 
given in Figs. 1 and 2 where the Signal-to-Noise plus 
Interference ratio (SIR) obtained at the receiver output is 
shown under different loading scenarios. In these figures 

3 More precisely Minimum Output Energy blind schemes. 
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"Q" denotes the QPSK system, "D" denotes the dual-BPSK 
system and "IQ" denotes the I&Q BPSK system. The 
nominal S/N (thermal) is 6 dB in all cases. 

Downlink, L = 64, a = 0.3, SNR = 6 dB, equal power users 

Downlink. L = 64. a = 0.8, SNR = 6 dB, equal power users 

4  6 8 10  
SIR (dB) 

Fig. 2 FL SIR cumulative distribution function. Number of 
users/spreading factor=0.8 

Both double-diversity and triple-diversity with maximal 
ratio combining were assumed in the simulations, with each 
satellite carrying the same K number of users (all at equal 
level). The spreading factor considered for l&Q BPSK was 
64. For QPSK and dual-BPSK, the spreading code length is 
actually doubled, due to the shorter symbol interval. Thick 
lines are used for the case of Number of Satellites (NsAT) 
2, whilst dotted lines are used for the case of NsAT = 3. 
With conventional SUMF receivers the three schemes 
achieve the same average SIR. However, the cumulative 
SIR distribution for dual-BPSK has slightly shorter tails 
than that for QPSK. I&Q BPSK has the longest cumulative 
distribution tails. With an LMMSE receiver QPSK 
performs significantly befter than dual-BPSK and l&Q 
BPSK, the advantage increasing with the nùmber of users. 
Clearly the reason of this fact is that the QPSK system uses 
a spreading code length which is twice that used by l&Q 
BPSK. Dual-BPSK, which also uses the same code length, 
requires however two codes instead of one. Another 
remarkable effect that we can observe from the shown 

results is that triple satellite-diversity provides better SIR 
under light loading conditions, whilst in high loading 
conditions the best SIR is achieved with double-diversity. 
With practical receivers, particularly if channel estimation 
is performed on reference symbols time multiplexed within 
the traffic channel, at the lower bit-rates QPSK modulation 
may suffer from effects deriving from frequency errors, 
phase noise, imperfect channel estimation and to the higher 
overhead represented by the reference symbols. Fig. 3 
shows that, at the low bit-rate of 2,600 bit/s, BPSK has 
lower overhead with respect to QPSK. Use of common 
reference symbols for the lower-rate carriers may however 
reduce the performance gap between QPSK and BPSK. 

On the RL (see Fig. 4) the coherent demodulation approach 
was found to be preferable to differential demodulation or 
non-coherent multi-level orthogonal modulations like the 
64-ary Walsh Keying one used in current CDMA systems 
(IS-95 and Globalstar), notwithstanding the overhead 
represented by a pilot signal associated with the carrier. 

3 35 45 5 

•pe. OM 

Fig. 4. RL BER performance at low bit rate (2.66 Kbit/s) 

4. DIVERSITY 

With non-geostationary constellations, beam- and satellite-
handoff rates can be rather frequent, and this translates into 
the need for reliable handoff procedures not to be perceived 
by users. The so-called "softer" handoff procedure can 

12 14 
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serve the purpose, having the receiver to coherently 
combine signal replicas transmitted over multiple satellites 
or beams. Softer handoffs are facilitated by the fact that the 
various signal replicas can operate on the same frequency, 
this being allowed by the full frequency reuse scheme 
typically adopted in CDMA systems. Differently from 
terrestrial systems, where hand-offs duration is intentionally 
limited in time to reduce the consequent system capacity 
loss, for satellite systems softer hand-off may well be 
permanently exploited. Main reasons are: 
• satellite systems are often power limited; therefore 

counteracting shadowing and blockage effects by 
means of additional link margins may not be viable; 

• the S-band mobile fading channel can be considered 
non-selective for chip-rates up to some 4 Mchip/s. No 
natural multipath exploitation is thus possible; 

• satellite diversity can then be regarded as a sort of 
artificial multipath, it offering spatial diversity which is 
very effective in counteracting effects of link 
obstruction and signal shadowing; 

In particular, with regard to FL the following can be said 
for satellite systems: 
• differently from terrestrial, the non-selective satellite 

fading channel preserves the CDMA orthogonality thus 
minimizing the intra-beam interference effects. 

• by splitting the allocated channel power among 
different non-collocated satellites the amount of infra-
beam interference is somewhat increased. However, in-
depth FL system analyses [6]  showed that in practice, for 
a reasonable probability (e.g. 20%) of single satellite 
blocking (indicated as pb=0.2 in Fig. 5), the overall 
system capacity (assuming that at least one satellite is 
in view) is almost independent of the number of 
satellites providing path-diversity. 

For a larger blockage probability i.e. pb=0.4, satellite 
diversity provides even larger overall system capacity. 

1 T--  
Pint,avgi Pbeem =  0•5 Pb = 0.8 

Total (Eb /NoLg= 8 dB Pb = 0.6_ 
— Gp  = 0.5 dB 41.111"."— 

15 = 0.01 

'de' • • Pb = 0.4— 

1111reirillille. 
pi, = 0.2 

1111/ -'-• 71n11141111111r, . lir Pb = 0 . 0  

Fig. 5 From reference[7] . Product of normalized FL 
capacity times the probability of at least one clear link 
versus the number of satellites in visibility [N,a,], with the 
single path blockage probability [Pb] as a parameter. 50% 
interfering power from other beams (same satellite), power 
control error standard deviation (3;,=0.5 dB, outage 
probability yb = 1 0-2  . 

This is a major finding considering that the probability that 
all satellites are blocked greatly decreases with the number 
of satellites in simultaneous view, as recently shown by 
experimental campaigns [81  from which the empirical 
formulas upon which Fig. 5 is based were derived. 
A software tool has been developed[9]  to analyze satellite 
constellations and evaluate performance. Fig. 6 shows, for a 
Globalstar-like constellation, the probability to have at least 
one satellite in visibility, from both MT and GWS, for no 
diversity (one satellite) and diversity order 2 and 3. The 
minimum elevation angle, defined as the minimum required 
angle to be covered, is fixed (5 deg.) for the GWS and 
variable for the MT being supposed to stay in a suburban 
area. The assumed GWS is located at 42 deg. latitude and 
13 deg. longitude, and the MT is located within an about 
800 Km-radius ring around the GWS. 
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Fig. 6 Diversity advantage in suburban environment 

In SW-CDMA, multiple satellite-diversity provides a 
practical way to reduce blockage effects with little or no 
impact on capacity compared to a system based on line-of-
sight operations (thus not truly mobile). This allows 
achieving superior quality of service without affecting 
system capacity as it is the case for line-of-sight systems 
providing great link margins to shadowed users. CDMA 
also allows to flexibly allocating different degrees of 
diversity to the different classes of MTs. In fact, fixed or 
transportable MTs enjoying low blockage probability can 
be operated with almost no satellite-diversity, thus 
optimizing network resources exploitation. 
Passing to consider the RL, assuming that the MT is 
equipped with an omni-directional antenna, its radiated 
signal is picked-up by all satellites in view. The CDMA full 
frequency reuse permits satellite antenna arraying (similar 
to Deep Space ground reception techniques) whereby the 
different replicas of the same signal transponded by the 
various satellites are independently demodulated, time 
aligned and coherently combined at the GWS. This more 
sophisticated detection technique requires some additional 
GWS hardware (essentially a Rake receiver as channel unit 
demodulator), but results in a drastic reduction in the user 
terminal Effective Isotropically Radiated Power (EIRP) 
even under non-blocked conditions. 
A last important advantage related to path-diversity consists 
in the Eb/No  reduction achieved by spatial-diversity signal 
combining in presence of slow fading. This is quite 
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important as, differently from terrestrial systems, slow 
fading is neither counteracted by power-control (having 
slow dynamic capabilities) nor by the finite-size interleaver. 
Slow fading, characterizing low-mobility users, represents 
the most power demanding link condition. With path-
diversity it is possible to largely counteract the adverse 
slow fading effects at no additional cost. 
The Orthogonal Variable Rate (OVS) spreading technique 
selected [I°]  to accommodate different data rates, efficiently 
support frame-to-frame variable bit-rates, without requiring 
an increase in demodulator hardware complexity (no need 
for multi-code correlators, for higher data rate services). 
Furthermore, FL intra-beam orthogonality is kept also for 
channels supporting different data rates, thus minimizing 
the intra-beam interference effects. In the RL the code-
division multiplexed signaling channel can also be kept 
orthogonal to the variable-rate traffic channel by using the 
very same spreading technique. 

5. USER LOCALIZATION 

The possibility to provide user positioning as an add-on 
service to customers is considered to be very important, 
especially for billing and emergency purposes. By using 
signals internal to the communication system, i.e. without 
the support of an external navigation system (e.g. GPS), the 
MT cost and power consumption can be significantly 
lowered (GPS operates at a different band than IMT-2000 
thus requiring an additional RF front-end and a dedicated 
demodulator). 
The most suitable positioning technique (Time of Arrival, 
TOA) is that based upon measuring the propagation time 
between the MT and several satellites. Most TOA schemes 
are "real time", in the sense that measurements are taken at 
a given instant in time and are therefore only dependent 
upon the location of the MT and the satellites, but not on 
their respective velocities. 
Other techniques are possible but not recommended for the 
subject application. Direction of Arrival (DOA) methods 
imply too high a payload complexity (if direction has to be 
measured at the satellite) or too poor a precision (if 
direction is measured at the MT). Frequency of Arrival 
(FOA) methods, based upon measuring the Doppler shift 
between MT and satellite, imply the resolution of six 
unknowns (position and velocity of both terminal and 
satellite) instead of three, and would then imply doubling 
the number of satellites which need to be in view. 
Assuming that MTs, for cost reasons, will have no accurate 
clocks, two main TOA varieties can be considered namely: 
• Absolute TOA (ATOA).  This is the well lcnown 

technique adopted by GPS, whereby satellites transmit 
signals that are synchronized to specific time epochs. 
Position determination, which must be performed by 
the MT, requires four (three-dimensional fix) or three 
satellites (bi-dimensional fix). This is typically a 
"passive" service which may hardly be charged to 
customers. 

• Loop-back TOA (LTOA). Conceptually identical to 
ATOA, except for the range which is measured by 

looping the signal back to the transmitter (i.e. MT-
satellite-MT or, conceivably, satellite-MT-satellite). 
Positioning determination, which can be performed 
either by the MT or a central processing site where a 
sophisticated terrain model can more easily be 
available, requires three (three-dimensional fix) or two 
satellites (bi-dimensional fix). This can be mechanized 
as an "active" service, which may be charged to 
customers. 

Other approaches (e.g. Differential TOA or SARSAT-type) 
are not considered for lack of space although they are 
appealing when a single satellite is in view. 
If three satellites are used with LTOA,  the position 
determination algorithm is the same as for the case of four 
satellites in view, except that the MT clock offset is not 
relevant. The error budget for this case is shown in Tab. 1. 

Tab. 1. LTOA with 3 satellites - Error budget 
Error Source la Error (m)  
Round Trip Time Estimation 4.5  
Ephemeris 2.1  
Multipath 1.4  
Receiver Noise and Resolution 0.7  
Ionospheric 5.0  
Tropospheric 1.4  
UERE (two way) 7.4  
UERE (one way) 3.7 

The one-way User Equivalent Range Error (UERE) is half 
that of the two-way UERE. In this case the ionospheric 
error is the largest contributor to UERE. As to the Global 
Dilution Of Precision (GDOP), in this case we no longer 
have a time parameter, and thus TDOP (Time DOP) is not 
relevant. Based on a preliminary guess one can assume that 
the PDOP (Position DOP) factors are 5 times larger for a 
communications constellation than for GPS, i.e. not 
exceeding about 10 for most of the time. Taking the product 
of the one way UERE and the PDOP factor, the 
performance of LTOA with 3 satellites can be estimated to 
be of the order of 40 m (I a). 

If three satellites are used with ATOA,  external means (e.g. 
a terrain map in case of land vehicles) may be used for 
determining the MT altitude. It can be easily demonstrated 
that the four-satellite ATOA algorithm also applies to the 
three-satellite ATOA case, the only change being that the 
missing pseudorange measurement is interpreted as the 
distance of the MT from the center of the Earth, this not 
depending on the MT clock offset. A PDOP factor of about 
10 can reasonably be assumed for most of the time, if an 
accurate terrain map or altimeter is available. Overall, we 
can estimate that the performance of ATOA with three 
satellites is in the order of 200m (la).  
If two satellites are used with LTOA,  again external means 
of determining terminal altitude are needed. With an 
estimated PDOP of 10, the performance of the LTOA 
system with 2 satellites should be on the order of 37 m ( 1 a). 
Further work is needed to achieve more reliable estimates 
of the PDOP factor; as a general conclusion it appears that a 
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medium-accuracy positioning service (of the order of 100 — 
300 m) may be feasible in most cases. This however may 
not be achieved with three-satellite ATOA or two-satellite 
LTOA if no altitude information is available, and only a 
crude Earth model can then be used. In these two last cases, 
a low accuracy positioning service (of the order of 1 — 10 
km) may only be possible. 

6. HARDWARE VALIDATION 

The subject project[3]  is currently proceeding with the 
implementation of a complete hardware simulator (the 
"Test Bed") having the main purpose to validate the SW-
CDMA design already been assessed by computer 
simulations. The Test Bed is intended to reproduce SW-
CDMA physical-level functions (including some auxiliary 
ones, such as power control, diversity combining, beam and 
satellite hand-off etc.); nevertheless some basic network-
level functions are also offered for a more realistic service 
simulation. The Test Bed is highly re-programmable both to 
accommodate any adjustments & refinements which SW-
CDMA, as all non-yet-mature standards, may be subject to, 
and to allow its adaptation to also validating the terrestrial 
ETSI UTRA. 
The Test Bed comprises physical devices which generate 
signals according to the SW-CDMA standard, modify them 
for reproducing the effects experienced in a real operating 
environment, demodulate them and finally evaluate the 
overall transmission performance under programmable true 
CDMA interference loading conditions. The Test Bed 
allows to demonstrate in real-time a live service between 
two Personal Computers running standard applications 
(voice, video, file transfer, etc,), interconnected by a SW-
CDMA physical layer, the parameters of which evolve in 
time consistently with the selected satellite constellation. 
One application (the "MT-side application") simulates that 
running at the MT; the other application (the "GWS-side 
application") simulates the application operated by the 
fixed-network user communicating with the MT via a 
GWS. As shown in Fig. 7, the physical layer, 
interconnecting the MT-side with the GWS-side 
application, comprises two distinct paths, the FL and the 
RL. 

Fig. 7 Overall Test Bed Architecture 

The Test Bed configuration resembles that of typical 
transparent satellite systems (multiple-beam in the mobile 
link, single-beam in the feeder link) in conjunction with 
LEO, MEO and GEO constellations. The Test Bed 

architecture was designed upon the requirements of the 
most complex orbital constellation, thus implicitly offering 
compatibility with simpler constellations (i.e. ME0 and 
GEO). The parameters excursion range (e.g. delay, 
Doppler, path attenuation, etc.) is wide enough to 
accommodate the extreme values which occur in any 
foreseeable satellite system. Hand-held MTs using omni-
directional antennas are assumed. 
The Test Bed incorporates three "satellite paths", each in 
turn  having several "beam paths". This configuration 
allows to support permanent dual satellite-diversity for both 
FL and RL), and to simultaneously permit satellite- and 
beam-handoffs. "Softer" handoffs (see Sect. 4) are possible, 
as an enhancement of the more common "soft" handoffs 
whereby the receiver simply selects the better signal 
replica. The Test Bed allows to reproduce all the main 
effects and parameters occurring in real via-satellite links, 
namely: 
• path attenuation and delay; 
• arbitrary satellite antenna beam patterns; 
• thermal noise; 
• Doppler; 
• propagation channel. This is fully programmable to 

reproduce different operating environments; 
• non-linearity; 
• interference caused by other users due to CDMA 

channel sharing. Proper CDMA codes, and not just 
thermal noise, are used to simulate interference. 

As far as auxiliary functions are concerned, the Test Bed 
supports the following ones: 
• power control; 
• frequency control; 
• interleaving; 
• MUD: the LMMSE scheme is implemented on the MT 

demodulator. 
The Test Bed modems support the full-rate SW-CDMA 
mode (around 4 Mchip/s), this also allowing inherent 
compatibility with future terrestrial W-CDMA validation. 
As to service rates, various rates are supported including 64 
Kbit/s and around 8 Kbit/s (tailored on G.729 and G.723-1 
applications). Higher user rates are possible by the 
multicode approach (i.e. utilizing multiple 64-Kbit/s 
channels). An inner Forward Error Correction code (rate 
either 1/2 or 1/3, and constraint length up to K = 9) is 
implemented, while any outer code is provided On part of 
the application to be demonstrated. 
As already mentioned, the Test Bed also incorporates some 
basic network-level functions; these include the protocols 
for setting-up the satellite link when user activity is 
detected at either the GWS- or the MT-side, and 
appropriately setting the Test Bed configuration & 
parameters such as to suit service needs. Also handoff 
protocols are implemented which, on the basis of FL signal 
level measurements made by the MT demodulator, trigger 
and manage satellite- and beam-handoffs. To this end, in 
addition to the traffic channels, the Test Bed also supports 
in-band and out-of band signaling channels, with à 
configuration very close to the operational one. 
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A Controller, acting as the unique Test Bed control 
interface for all required functions, manages the 
configuration and all the parameters of the various Test Bed 
elements. Said control equipment interprets high-level 
commands, either generated manually (i.e. by the Test Bed 
operator via Man Machine Interface, MMI) or by the 
Dynamic Constellation Simulator, and translates them into 
low-level setting instructions for the individual elements 
forming the Test Bed. The MMI also offers full data display 
(parameters, settings, levels, etc.) & logging facilities for 
the duration of the communications session. 
Purpose of the Dynamic Constellation Simulator is to 
control, in real time, the Test Bed configuration & 
parameters, this permitting to demonstrate in real-time a 
live service while the constellation satellites position 
evolve. 

7. CONCLUSIONS 

[6] 

[7] 

With the expected convergence of all mobile services into 
the common IMT-2000 framework, harmonisation of 
terrestrial and satellite services is becoming more and more 
an issue. This was one of the main drivers for the activity [3]  
upon which the present paper is based, which was intended 
to develop and assess an efficient open S-UMTS air 
interface proposal closely derived from the emerging T-
UMTS W-CDMA UTRA standard. A key role at this 
regard will be played by the availability of a comprehensive 
Test Bed (see Sect. 6), which, by thorough air interface 
validation and parameters tune-up, will help in fiirther 
qualifying the proposed S-UMTS scheme with regard to the 
on-going IMT-2000 standardization process. 
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ABSTRACT 

This paper presents the simulated performance of several joint 
source and channel coding designs, for a satellite UMTS 
application involving audio and video telephony. For these 
services, source coding standards of the International 
Telecommunication Union (ITU) are combined with matched 
channel coding techniques. Two speech coding scenarios are 
proposed; a high quality design with a raw data rate of 8 
kbits/s, using the ITU-T G.729 standard, and a slightly lower 
quality design, using the ITU-T G.723.1 standard at a rate of 
6.3 kbits/s. In both designs, voice activation is assumed and 
simulated. The aggregate source coding bit rate for video 
telephony (voice plus video) is 64 kbits/s. In this multimedia 
service, the G.723.1 standard is used at 6.3 kbits/s for the voice 
channel, while the ITU-T H.263 standard is selected for video 
coding at 51.2 kbits/s. The three mobile telephony services are 
studied through computer simulations, in slow and fast fading 
conditions typical of mobile satellite communications, with and 
without satellite diversity. The performance is expressed in 
terms of bit error rate (BER) before and after channel decoding, 
and in terms of subjective and objective quality measures. 

1. INTRODUCTION 

As many mobile satellite communication providers are in the 
process of investigating future services involving low-rate 
speech and video transmission, the European Space Agency 
(ESA) is researching source coding, channel 
coding,/modulation and multiple access alternatives for the 
third generation European mobile satellite system. This paper 
presents the results of a performance study, for a satellite 
UMTS channel scenario, of joint source and channel coding 
designs for audio and video telephony services. Two 
scenarios for digital speech coding are investigated. High 
quality voice is considered by using the ITU-T 0.729 
standard at 8 kbits/s [1]. This standard produces toll quality 
speech, with an algorithmic delay of only 15 msec [2]. The 
use of a lower quality speech coding standard, the ITU-T 

G.723.1 at 6.3 kbits/s, is also simulated [3]. With both of 
these cases, a silence compression scheme is used to lower 
the bit rate during silence segments. The video telephone 
uses the ITU-T H.324 [4] multimedia standard to combine 
the G.723.1 speech and the ITU-T H.263 video [5] at an 
overall rate of 64 kbits/s. The video telephone image format 
is QCIF (144 lines x 176 pixels), updated at 10 frames/s. 

The joint source and channel coding strategies involve the 
use of unequal error protection in the audio telephone, and 
the use of a powerful Reed-Solomon code in the video 
telephone. The specific channel coding design is performed 
by assuming that the transmission system provides the audio 
and video services with a bit error rate (BER) of 10 -3 . 

In this paper, the channel scenarios implemented in the 
simulations are first described. The joint source and channel 
coding designs are treated in Section 3. The error burst 
statistics at the channel output are discussed in Section 4, 
along with the corresponding interleaver designs. The results 
of the simulation of the overall audio and video telephony 
services are then presented and discussed in Section 5. 

2. CHANNEL CONFIGURATIONS 

To realistically test the joint source and channel coding 
schemes devised for satellite UMTS, a comprehensive 
physical layer simulator was developed. This simulator was 
conceived in the frame of an ESA study [6] aiming at 
defining the physical layer of an S-UMTS system. In 
particular the simulator was developed to test one of the 
alternative access techniques proposed in the frame of the 
study. That access is based on a Wideband CDMA scheme 
[7], which is a close derivative of the terrestrial UMTS ETSI 
UTRA [8] access. 

The simulator actually covers the complete physical layer of 
the proposed satellite W-CDMA access, including the inner 
convolutional coding and exact physical frame format of 
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traffic and control channels. Full support of satellite diversity 
operation is included for both the forward and reverse links. 

For the simulations of this paper, a non-frequency selective 
Ricean fading channel is assumed, with a Ricean factor of 10 
dB. Two different user speeds are considered: 70 Km/h and 3 
Km/h, corresponding respectively to Doppler spreads of 140 
Hz and 6 Hz (assuming operation in the 2 GHz band). The 
two cases are referred to as fast fading and slow fading 
respectively. All the simulations are run using the forward 
link channel scenario. 

Two levels of channel coding are provided in the telephony 
services. Inner coding is performed with a constraint length 9 
convolutional code, with rate 1/3 in all cases except in the 
reverse link videotelephony, where a rate of 1/2 is used. For 
the forward channel link considered in this paper, binary 
spreading is done before QPSK modulation. In the receiver, 
coherent demodulation (using reference symbols) and Viterbi 
decoding are accomplished. More information about the 
channel model can be found in [7]. 

3. JOINT SOURCE AND CHANNEL CODING FOR 
AUDIO AND VIDEO TELEPHONY 

In order to better protect the different source coding schemes, 
an outer channel coding level specific to each standard is 
used. The choice of this second coding level is done by 
carefully studying the effects of the channel errors on the 
source decoder quality, and by establishing specific error 
protection levels. It is assumed that the inner Viterbi decoder 
delivers a BER of l 0.  

3.1 Speech Coding with the G.729 Standard and Silence 
Compression. 

The G.729 speech coder operates on 10 msec frames. When 
using the silence compression scheme of its Annex B, each 
voice frame is represented by 80 bits, while a silence frame 
is either represented by 15 bits, or is not transmitted. This 
scheme attempts to continuously model the background noise 
by transmitting 15 bits of updating information, if the noise 
statistics have changed, or by not sending information if the 
noise is stationary. Two extra bits are transmitted in each 
frame, in order to indicate the frame type. An analysis similar 
to that of [9] was performed. It is established that the two 
frame identification bits are extremely sensitive to channel 
errors. Among the 80 bits of a voice frame, 21 are 
significantly sensitive to channel errors and cause a 
noticeable degradation in the synthesized speech, while 59 
were relatively insensitive. The sensitive bit numbers, using 
the numbering of the standard [1], are given in Table 1. 

TABLE 1: The ITU-T G.729 bits requiring extra protection 
in a voice frame. 

The threshold BER, for the sensitive class, was established in 
order to produce a low subjective speech degradation. It was 
determined that a maximum BER of 5x10 -5  was required on 
the sensitive bits, along with a BER of 5x10-3  on the less 
sensitive bits. The 15 bits modeling the noise in a silence 
frame also require a BER of 5x10 3 . This level of protection 
is already given by the inner code, and no extra coding is 
required. 

A shortened (12,2) BCH code was selected for the protection 
of the two frame identification bits, while a double-error 
correcting (31,21) BCH code was retained as the outer code 
for the sensitive bits of a voice frame. On a binary symmetric 
channel, the (12,2) and the (31,21) BCH decoders deliver 
BERs lower than 6x10 -1°  and 10-6  respectively, for an inner 
BER of 10-3 . This outer coding scheme results in a 102-bit 
coded voice frame, a 27-bit transmitted silence frame and a 
12-bit untransmitted silence frame. This produces a 
maximum coded bit rate of 10.2 kbits/s. 

3.2 Speech Coding with the G.723.1 Standard and Silence 
Compression. 

The G.723.1 speech coder operates on 30 msec frames, and 
has an algorithmic delay of 37.5 msec. The corresponding 
silence compression scheme is defined by its Annex A, and 
is similar to the one defined for the G.729 standard. A voice 
frame is represented by 192 bits, while a silence frame with 
noise information is represented by 32 bits. Two of these 
bits, in both types of frame, correspond to information about 
the frame type. In the voice frame, the sensitivity analysis 
shows that 84 bits require a protection of 5x10 -5 , or better, 
and that 106 bits require 5x10 -3 . In the silence frame, 30 bits 
require a protection of 5x10 -3 . In both these types of frame, 
the two frame identification bits must be heavily protected. 
The sensitive bit numbers, using the numbering of the 
standard [3], are given in Table 2. 

Bit number  
Sensitive class 9-11, 17-21, 23-42, 45-62, 65-66, 69- 
(84 bits) 86, 93-98, 100-103, 107-112, 157,175 

TABLE 2: The ITU-T G.723.1 bits requiring extra protection 
in a voice frame. 

The two frame identification bits are again protected by a 
shortened (12,2) BCH code. The bits requiring 5x10 -3  are left 
protected by the inner code only, while two different coding 
designs were tested to protect the 84 sensitive bits. In the 
first design, a 2/3 truncated convolutional code, using the 
tailbiting technique, was selected to give a (126,84) code. 
This code was selected for its good error correction 
characteristics on a binary symmetric channel, for its 
inherent time diversity, and for the possibility of the Viterbi 
decoder to produce soft outputs. This last characteristic could 
be used to apply error concealment in the G.723.1 decoder. 
In a second design, four parallel (31,21) BCH codes were 
used, to produce a (124,84) code. This choice was governed 
by the facts that the (31,21) BCH code produces good results 
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on bursty channels, and that a more straightforward 
comparison could be done with the G.729 design. On a 
binary symmetric channel, both the truncated convolutional 
code and the parallel BCH approach result in BERs lower 
than 10-6 , for an inner BER of 10 -3 . These schemes result in 
coded bit rates of 8.13 and 8.07 kbits/s respectively. 

3.3 Video Coding with the H.263 Standard. 

The H.263 standard is a hybrid of inter-picture prediction to 
utilize temporal redundancy, and transform coding of the 
remaining signal to reduce spatial redundancy. It also has 
motion compensation capability. The bit rate at the coder 
output is variable, depending on the image information. A 
rate control algorithm is used, in order to obtain an average 
bit rate of 51.2 kbits/s. Annexes D, F, J, S and T are used in 
the coder [5]. The results of the sensitivity analysis 
performed on the H.263 video standard have indicated that a 
good strategy is to protect all the coded bits evenly, at an 
error rate of 10 -5  or better. An 8-bit (255,223) Reed-Solomon 
code was selected to provide this threshold, from the inner 
BER of 10-3 . On a binary symmetric channel, this Reed-
Solomon code results in a BER lower than 10 -1°  for an inner 
BER of 10-3 . It is also very efficient when long error bursts 
are encountered. 

An extra level of joint source and channel coding is present 
in the video telephone design. The video coder is operated 
such that portions of the image are updated using only 
transform coding, without any reference to previous images 
(no prediction). This .forced updating is performed at the 
image macroblock (16x16 pixels) level at least once every 20 
frames. At 10 frames/s, this allows the image to be 
completely refreshed every 2 seconds, and prevents 
prediction error accumulation. Image reception is possible at 
a BER of 10-4 , although with a noticeable degradation. 

4. ERROR STATISTICS AND INTERLEAVER DESIGNS 

The combination of a Viterbi decoder with a multipath 
fading channel typically produces error bursts at the input of 
the outer channel decoder. Some form of bit or symbol 
interleaving is therefore necessary to spread out the effects of 
these bursts, and to allow the outer decoder to approach the 
performance predicted in Section 3, for a binary symmetric 
channel. 

A typical error burst length distribution at the Viterbi 
decoder output is shown in Fig. 1, for the AWGN channel, 
when the inner Viterbi decoder delivers an average BER of 
10-3 . An error burst is defined here as a group of bits in 
which two successive erroneous bits are separated by less 
than 12 correct bits [10]. The length of the error bursts is 
concentrated around multiples of 8 bits, i.e. multiples of the 
number of bits necessary to return the decoder to the correct 
decoding path, after an error has occurred. This figure shows 
that the Viterbi decoder, when operating in a static 

environment, typically produces error bursts with a maximal 
length of around 56 bits. 

A simulated error burst distribution, for speech telelphony 
on a slow fading channel, is shown in Figure 2. As expected, 
large burst lengths are common, although the distribution is 
dominated by the bursts smaller than 56 bits. This indicates 
that, although it is undesirable (due to the constraints on the 
transmission delay) to use an interleaver that spreads out the 
longest bursts, selecting one that controls the bursts typical 
of the static channel minimizes the degradation in the 
subjective quality of the telephony services. 
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0.16 

0 14 

0.12 

0.1 

aoe 

0.06 

0.04 

0.02 

0 10 20 3) 40 60 SC 
Burst Length I (bite) 

FIG. 1: Typical burst lengths distribution on the AWGN 
channel. 

In order to combat the effects of error bursts, as described in 
the previous section, specific interleavers were designed for 
the different types of services and outer coding schemes. 

4.1 Interleaver Design for G.729 Speech Telephony 

In the G.729 audio telephony service, the 102 bits of each 
outer coded frame are first rearranged in such a way that the 
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A 
D 

12 frame identification bits are spread out as much as 
possible by inserting a combination of sensitive bits and 
insensitive bits between them. The sensitive bits are 
themselves spread out by the insensitive bits. Denoting the 
frame identification bits as "X," bits, the sensitive bits as "Y" 
bits and the insensitive bits as "Z" bits, the frame reordering 
is 

X1YZZYZZYZX2YZZYZZYZX3...X4...X5...X6.••X7•• •X8.- • 
X9...X10ZZYZZYZZXIIZZYZZYZZX12ZZ. 

For interleaving over N speech frames, the reordered bits are 
stacked in the rows of an Nx102 matrix, and are read column 
by column. This type of interleaver spreads the X, bits by at 
least (9N-1) bits and the Y bits by at least (3N-1) bits. This 
arrangement is such that a single error burst of 6N bits or less 
does not exceed the double-error correcting capability of the 
(31,21) BCH code. This interleaver introduces an extra delay 
of 10x(N-1) msec. In order to counteract all of the error 
bursts of length 56 or less, N must be at least 19, implying an 
extra delay of 180 msec. In practice, the system delay 
constraints limit N to 3. 

4.2 Interleaver Design for G.723.1 Speech Telephony and 
Convolutional Outer Coding 

In this design, 244 bits are generated per 30 msec frame (12 
frame identification bits, 126 convolutional coded bits, and 
106 insensitive bits). First, the 126 coded bits of each frame 
are interleaved in a block inner interleaver of the form shown 
in Fig. 3. This scheme spreads an error burst of 10 errors 
over groups of length equal to the code constraint length (12 
channel bits). Since the code has a df„, equal to 6, most of 
the resulting incorrect paths can be corrected by  a Viterbi 
decoder. 

2 3 4 10 11 12  
13 14 15 16 22 23 24 

- X x x x - - 
X - - - X x x  

109 110 111 112 118 119 120 
121 122 ... 126 

FIG. 3: Inner interleaver table for the G.723.1 audio 
telephony service using convolutional outer coding. 

The inner interleaved bits are then reordered, in each frame, 
with the other bits in the following way (xZ refers to "x" 
consecutive Z bits): 

x,y,9z X2 Y29Z X3... X7 Y710ZX8Y810Z.••• X11 \1 11 IOZXI2 Yi22Z 

where the "Xi" bits are the frame identification bits, the "Y," 
vectors represent the columns of the matrix of Fig. 3, and the 
Z bits are the insensitive bits. 

As for the G.729 case, interleaving over N speech frames is 
performed by stacking the reordered frames in the rows of an 
Nx244 matrix, and by reading column by column. This type 

of interleaver spreads the X, bits and the Y bits (the 
components of the Y vectors) by at least (21N-1) bits. It 
introduces an extra delay of 30x(N-1) msec. In order to 
counteract all of the error bursts of length 56, N should be at 
least 3, implying an extra delay of 60 msec. In practice N is 
limited to  I. 

4.3 Interleaver Design for G.723.1 Speech Telephony and 
Block Outer Coding 

The block outer coding scheme generates 242 bits per 30 
msec frames (12 frame identification bits, 124 block coded 
bits, and 106 insensitive bits). The 124 coded bits are 
interleaved in a 4x31 block interleaver, where the 4 rows are 
the outputs of the four parallel (31,21) BCH codewords. The 
bits are read column by column, defined as columns A, to 
A31. Then these bits are interleaved with the frame 
identification bits (the X, bits) and the insensitive bits (the Z 
bits) as 

X ,A, A27ZA3X2A47ZA5A6X37ZA7A84ZX43ZA9A107ZX5A1 
A l27ZA 13X6A, 47ZA 15A 16X77ZA 17A 184ZX83ZA19A207ZX9A2, 
A227ZA23X10A247ZA25A26X117ZA27A284ZX123ZA29A307ZA31 

This arrangement spreads the BCH coded bits such that a 
single error bursts of up to 15 bits does not produce more 
than two errors in any of the double-error correcting BCH 
codewords. Interleaving over N speech frames is performed 
by stacking the reordered frames in the rows of an Nx242 
matrix, and then reading column by column. This type of 
interleaver spreads the X, bits by at least (19N-1) bits. It can 
tolerate error bursts of 15N bits, without exceeding the error 
correction capability of the BCH codes. It introduces an 
extra delay of 30x(N-1) msec. In order to counteract all of 
the error bursts of length 56, N should be at least 4, implying 
an extra delay of 90 msec. In practice N is limited to  I. 

4.3 Interleaver Design for Video Telephony 

The powerful 8-bit (255,223) Reed-Solomon code selected 
for the video telephony service is by nature a burst error 
correcting code. It has 32 parity symbols for each codeword, 
and can correct error bursts of up to 121 bits [11]. On the 
slowest fading channel configurations, this error-correcting 
capability can be easily exceeded, leading to visually 
annoying artifacts. This implies that a fairly large symbol 
interleaver is required in these cases. It was determined 
through simulations that a 255x6 block symbol interleaver is 
a good compromise between delay and error spreading 
capability, at least for the static and faster fading channels. 

The multiplexing of the audio and video bits is performed 
using a 10 msec time base, at a rate of 64 kbits/sec. Each 
multiplexed frame contains 64 G.723.1 bits (audio) and 512 
H.263 bits (video). A 255x6 block symbol interleaver 
therefore spreads the error effects over 6 codewords, and 
introduces a delay of 16.8 multiplexed frames (168 msec). 

5. SIMULATED PERFORMANCE 
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The simulated performance of the different source coding 
scenarios is evaluated by using a combination of objective 
and subjective measurements. The BER at the output of the 
outer decoder is first measured and gives an indication of the 
interleaver efficiency. In the case of the speech services, the 
segmental SNR (SEGSNR) is computed, and a subjective 
listening evaluation is conducted. For the videotelephony 
service, a subjective evaluation is performed. 

5.1 G.729 Speech Telephony 

The BER, as measured at the output of the (31,21) BCH 
decoder is given in Table 3, when the system is operating at 
threshold, i.e. when the inner Viterbi decoder delivers an 
average BER of around 10-3 . For all channel cases, the outer 
BER is about one order of magnitude higher than the desired 
threshold of 5x10-5 . This performance is largely due to the 
fact that the system delay constraints limit the interleaving to 
three frames only (N=3). The higher outer BER does not 
necessarily lead to a large subjective voice degradation, as 
will be demonstrated below. This is the case because the 
value of 5x1  e was determined when the 59 less sensitive 
bits were subject to an error rate of 5x10-3 . Here, these bits 
experience a BER of 10-3 , which gives some margin for the 
subjectively tolerable BER on the sensitive bits. 

Channel Eb/No Outer BER on BCH 
(dB) Decoded Bits  

AWGN 4 7x10-4  
Fast fading (140 Hz) 6 6x10 4  
Slow fading (6 Hz) 9 4x10-4  
Slow fading with double 4 5x10-4  
satellite diversity 

TABLE 3: The measured BER at the output of the (31,21) 
BCH decoder (sensitive bits) in the G.729 speech telephony 
service operated at threshold. 

The received voice quality corresponding to the conditions of 
Table 3 has been evaluated by using the segmental SNR 
measure (SEGSNR). This measure is an average, and tends 
to mask the localized effects of the error bursts. The results, 
for a one minute audio passage, are given in Table 4. It is 
noted that the SEGSNR is always close to its largest possible 
'value of 1.5. The degradation in voice quality, as evaluated 
subjectively (in informal tests), is also indicated in this table. 
This degradation is always small and is dominated by the 
burst of errors still present in the slowest fading cases. 

Between these error bursts, the subjective quality is high. 
The speech intelligibility is high at all times. 

5.2 G.723.1 Speech Telephony and Convolutional Outer 
Coding 

For the 6.3 kbits/s codec using a truncated convolutional 
code, the threshold outer BER is always approximately equal 
or worse than the input BER of 1 e. These results indicate 
that the combination of the outer code and interleaver is 

extremely sensitive to error bursts, and that the outer BER 
levels are unacceptable. The resulting voice output is very 
poor and has not been evaluated further. The main cause of 
this poor performance is the system delay constraint, which 
limits the outer interleaving over a single speech frame 
(N= 1 ). 

Channel SEGSNR Subjective Intelli- 
(dB) Degradation gibility  

AWGN 1.41 small high  
Fast fading (140 Hz) 1.42 small high  
Slow fading (6 Hz) 1.44 small high  
Slow fading with double 1.45 small high 
satellite diversity 

TABLE 4: G.729 objective voice quality (SEGSNR) and the 
subjective degradation for the cases of Table 3. The error-
free SEGSNR is 1.5 dB. The degradation scale is: none, 
small, medium and high. 

5.3 G.723.1 Speech Telephony and Block Outer Coding 

For the inner BER threshold, the measured BER at the output 
of the four parallel (31,21) BCH decoders is given in Table 
5. Note that the results are very similar to those of Table 3 
for the G.729 case, at least for the AWGN and the fast fading 
cases. The outer interleaving being limited to N=1, as in 
Subsection 5.2, these results indicate that the parallel BCH 
approach is more tolerant to the channel error bursts than the 
truncated convolutional coding approach. 

Channel Eb/No Outer BER on BCH 
(dB) Decoded Bits  

AWGN 3.5 7x10-4 
Fast fading (140 Hz) 5.75 5x10-4 

Slow fading (6 Hz) 8.5 1 X 1 0 -3  
Slow fading with 4 1x10 3 
double satellite diversity 

TABLE 5: The measured BER at the output of the parallel 
BCH decoders (sensitive bits) in the G.723.1 speech 
telephony service operated at threshold. 

Channel SEGSNR Subjective Intelli- 
(dB) Degr. gibility  

AWGN 9.16 high medium  
Fast fading (140 Hz) 10.18 high medium  
Slow fading (6 Hz) 10.38 high medium  
Slow fading with double 10.5 high medium 
satellite diversity 

TABLE 6: G.723.1 objective voice quality (SEGSNR) and 
the subjective degradation for the cases of Table 5. The 
error-free SEGSNR is 10.97 dB. The degradation scale is: 
none, small, medium and high. 

The voice quality corresponding to the conditions of Table 5 
are given in Table 6. Note that despite the fact that the BER 
performance is similar to that encountered in the G.729 
scenario, the voice degradation is always high, and the 
speech intelligibility is deteriorated. This is an indication of 
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the superiority of the G.729 standard over that of the G.723.1 
standard, on a bursty channel. 

5.3 Video Telephony 

The video telephony service was evaluated for one minute 
sequences. The BER measured at the output of the (255,223) 
Reed-Solomon decoder is indicated in Table 8. These results 
are better than the BER subjective threshold of 10-5  for the 
AWGN and the fast fading channel, but are poor for the slow 
fading cases. 

Channel Eb/No Outer BER on R-S 
(dB) Decoded Bits  

AWGN 3 < lx10-1°  
Fast fading (140 Hz) 4.5 < 1x101°  
Slow fading (6 Hz) 8 8x10-4  
Slow fading with double 4 4x10-4  
satellite diversity 

TABLE 8: The measured BER at the output of the (255,223) 
Reed-Solomon decoder in the video telephony service 
operated at threshold. 

These results indicate that the combination of the outer code 
and the outer interleaver is not powerful enough to deal with 
the error burst distribution typical of the slow S-UMTS 
channel. The subjective degradation corresponding to the 
cases of Table 8 is indicated in Table 9. As expected, the 
subjective quality is degraded in the slowest fading cases. 
This is particularly true for the video portion of the 
communications, in which even the smallest artifact is 
annoying. The reproduction of the audio sequence could 
benefit from using the G.729 standard instead of the G.723.1, 
although this would not comply with the H.324 multimedia 
standard. 

Channel Audio Video 
Subjective Subjective 

Del adation De. radation  
AWGN none none  
Fast fading (140 Hz) none none  
Slow fadin6F ijh hi h 
Slow fading with double high high 
satellite diversity 

TABLE 9: The subjective degradation for the cases of Table 
8. The degradation scale is: none, small, medium and high. 

6. CONCLUSIONS 

The simulated performance of audio and video telephony 
over a satellite UMTS communications link was presented in 
this paper. The joint source and channel coding techniques 
selected for these services were discussed, as well as the 
resulting objective and subjective quality obtained over an 
AWGN channel, as well as over a fast and a slow fading 
channel. Satellite diversity, with two satellites, was also 
simulated. The results show that speech telephony is possible 
with good quality, over all the channel scenarios at a coded 
bit rate of 10.2 kbits/s, by using the ITU G.729 standard. The 

design based on the G.723.1 standard, and operating at a 
coded bit rate of 8.07 kbits/s, is not very good. In order to 
increase the quality of this latter design, either more channel 
resources are required, to increase the channel coding 
redundancy, or more delay needs to be incorporated in the 
system, to increase the interleaver length. 
Despite a powerful outer coding scheme, and a long outer 
interleaver, the quality of the video telephony service is 
acceptable only in the AWGN and the fast fading cases. 
Extending the operation to the slow fading scenarios would 
require some combination of lower rate channel coding and 
error concealment in the video decoder. 
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ABSTRACT 

Inmarsat's new multimedia service is based on 
the commercially successful mini-M platform. 
This paper describes how the new offering 
uniquely incorporates 16QAM (quadrature 
amplitude modulation) and turbo coding into an 
existing mobile satellite communications system. 
These and other new technologies have allowed 
us to create a laptop-sized multimedia 
communications tool which extends the 
terrestrial ISDN and IP networks to remote users 
via existing Inmarsat-3 spot-beam satellites. 

1. BACKGROUND 

Since its founding in 1979, Inmarsat has 
continually introduced revolutionary mobile 
satellite telecommunication systems. All 
systems have been designed for personal use, i.e. 

by individuals, ships, or small groups, offering 
voice, fax, and data communications to remote 
and mobile users. They vary from the palm-
sized Inmarsat-D, a data system operating at 
some hundreds of bits per second, to suitcase-
sized Inmarsat-B, which offers toll quality voice 
and data at 64 kbit/s. In between those extremes 
fall Inmarsat-M, mini-M (also known as 
Inmarsat-phone) and Inmarsat-C, as well as a 
variety of systems tailored to the requirements of 
the Aeronautical community. Each of the 
Inmarsat systems is targeted to a specific market, 
and hence makes a different set of trade-offs 
with regard to voice quality, data rate, equipment 
parameters (size/weight/cost) and call charges 
(tariffs). Naturally, the systems introduced most 
recently, such as .mini-M, have taken advantage 
of the newest advances in technology. Mini-M 
is able to offer features such as a near toll-quality 
voice service, using a codec which requires a 
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channel rate of merely 3.6kbit/s. Improvements 
in technologies which are crucial to mobile 
satellite systems, such as antennas, DSP 
modems, and batteries have allowed the overall 
size and weight of mobile satellite systems to 
shrink with each new generation, even as the 
features are expanded and extended. 

In spite of the exciting advances in many areas, 
the modulation and coding systems used in 
mobile satellite systems have changed little over 
the past decade. All of the existing systems rely 
on class-C RF power amplifiers, and therefore 
require compatible modulation methods such as 
offset QPSK or filtered BPSK. Inmarsat systems 
have used Viterbi or sequential coding, 
exclusively, to improve the bit error rate. Until 
recently, Viterbi coding has been the best choice 
to reduce satellite power requirements, at an 
acceptable price of slightly increased bandwidth, 
latency and complexity. 

2. SUMMARY 

The latest in the family of lnmarsat systems is a 
fourth-generation product, offering Mobile ISDN 
service. It uses many of the advanced 
technologies developed for the mini-M voice 
system, and reaches out to more state-of-the-art 
technologies for the data service. Significant 
enhancements have been made in the modulation 
and coding methods, as well as in the power 
control subsystem. The combination of these 
and other new concepts have allowed us to halve 
the power and bandwidth requirements, as 
compared to previous systems. 

Features 
Built on the successful mini-M platform, the 
Mobile ISDN service offers good quality, 
low-cost voice using the low-rate AMBE voice 
codec. In addition, full-rate Group-3 facsimile 
and ISDN-compatible 64kbit/s data 
communications are available. GSM-like SIM 
(subscriber identity module) is also a standard 
feature in the mobile terminals. The overall 
concept, which will be enhanced with additional 
types data services in future, is designed to allow 
the extension of corporate LANs and WANs into 
true Global Area Networks. 

3. TECHNOLOGY 

Inmarsat's Mobile ISDN offering comes from an 
engineering programme of development referred 
to as "M4". This section discusses several 
specific technologies which are part of the M4 
programme: signalling, modulation and coding, 
power conservation, and the ISDN interface. 

Signalling System 
The M4 programme is founded on the mini-M 
access control and signalling system (ACSE). 
The signalling channels used for access control 
are based on a combination of out-of-band and 
in-band channels. The out-of-band signalling 
uses a TDM in the forward direction (fixed to 
mobile) and slotted Aloha in the return  direction 
(mobile to fixed). The forward and return 
channels are both BPSK with Viterbi coding. 
The in-band signalling is a virtual carrier, and 
can disappear when not required. 

Modulation and Coding 
This section describes the modulation and coding 
used on the channels which carry customer 
traffic. The voice service uses the same 
modulation and coding methods as were 
developed for mini-M. AMBE voice coding is 
supplemented by block codes on selected bits to 
increase robustness in high BER environments. 
This is used in conjunction with Offset-QPSK 
modulation. 

For the 64kbit/s services, we chose 16QAM 
combined with turbo coding, after evaluating 
several different modulation and coding 
combinations. 

Power Conservation Features 
There are a number of features developed or 
enhanced in the M4 programme to reduce power 
requirements. Reduction in power gives the 
service a significant market advantage in that it 
reduces the price, size, and weight of the mobile 
equipment, while minimising the cost of the 
calls. The main power-saving feature is power 
control. Power control was developed initially 
for use in the mini-M system, and operates in 
both the forward and return directions. The 
forward power control is useful to optimise use 
of the satellite L-band power; the return power 
control will conserve the mobile terminal battery 
as well as the satellite C-band power. 
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A second power conservation feature is called 
Sleep Mode. Sleep Mode is designed primarily 
to conserve the mobile terminal's battery power. 
In the idle mode, the mobile terminal lies 
dormant; it awakes when a call is received or 
initiated. The parameters of sleep mode are 
centrally controlled by Inmarsat, and broadcast 
by the network control station. 

Another power saving feature is carrier 
activation. Carrier activation was originally 
developed decades ago for terrestrial telephony 
systems, where the measured activity rate (i.e. 
time when a user is talking) is approximately 
40%. In mobile satellite systems, the transmit 
carrier is similarly turned off when the local 
speaker is quiet. This improves satellite power 
efficiency in the forward direction, and saves 
battery life in the return direction. The term for 
this method, when used during voice calls, is 
"Voice Activation". In the mini-M system, this 
technique was extended to cover facsimile traffic 
and the more general term "Carrier Activation" 
applied. The concept of carrier activation has 
been further expanded to include data calls as 
well, to save satellite power and reduce battery 
consumption. 

ISDN Interface 
The M4 programme included a development 
plan toward adapting the ISDN B and D 
channels for use in mobile satellite systems. 
ISDN was chosen as a standard interface to ease 
interworking with applications. Four ISDN 
bearer services will be offered: Speech, 3.1kHz 
Audio, 64kbit/s Unrestricted Data Interchange 
(UDI), and 56kbit/s data (using V.110 rate 
adaption). The international "standardised" 
ISDN interface will be present on all mobile 
terminals, supporting ISDN connectivity into 
terrestrial networks. This is critical since the 
new system is designed for a global market, with 
the same mobile earth station models being used 
world-wide. This causes two intrinsic conflicts 
resulting from lack of complete standards at the 
international level: differences in A/D coding 
algorithms, and differences in the user interface 
points. 

In the majority of countries around the globe, the 
64 kbit/s bitstream is derived ' from incoming 
analogue waveforms using A-law companding; 
notable exceptions are USA, Canada, and Japan 
where mu-law is used. To further complicate 
matters, the ISDN does not signal which 
companding system is used, rather it relies on 

implicit knowledge based on the ISDN location. 
Inmarsat mobile earth stations are transported 
around the globe and are allowed to interface to 
the terrestrial world via any of a network of land 
earth stations (LESs). In the context of M4, 
LESs will assume that the terminal adapters used 
at the mobile end are A-law. A-to-mu 
conversion will take place at the LESs when 
required. The consequence is that mobile users, 
even those based in countries which use mu-law 
encoding, will need to configure their mobile 
terminals with A-law ISDN terminal adapters. 

To further complicate the picture, most countries 
specify the user connection point as the S-
interface; again, ISDN operators in the USA and 
Canada tend to specify the U-interface. Mobile 
Earth Stations (MESs) will all offer the 
S-interface as a standard; some may offer 
U-interface as an optional feature. 

4. CONCLUSION 

Inmarsat's newest service is based on a 
combination of old and new technologies, 
designed to reach the target compromise between 
development time, feature set, satellite 
efficiency, and portability. Inmarsat has been a 
provider of mobile satellite services since 1979, 
whose commercial successes have been based on 
continuing improvements in our technology 
combined with a thorough understanding of 
market requirements. This is the latest 
development in the continuing improvement and 
enhancement of Inmarsat's mobile satellite 
systems. 
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1.0 Abstract 
The AstroMesh is a mesh reflector for large aperture space an-
tenna systems. It embodies a new concept for deployable space 
structures: a pair of ring-stiffened, geodesic truss domes, in 
which the ring is a truss deployed by a single cable. Compared 
to other mesh reflectors, the AstroMesh achieves uncharacter-
istically low levels of total mass, stowed volume, surface dis-
tortion, cost, and program schedule duration. 

Several large AstroMesh reflectors are being produced for a 
series of U.S. built commercial geosynchronous mobile com-
munications spacecraft; first flight is planned for early 2000. 
Figure 1 depicts the AstroMesh on the Euro-African Satellite 
Telecommunications (EAST) System, an example of a large 
aperture mobile communications satellite conceived by Matra 
Marconi Space. 

Two large models have been qualified for space flight with as-
manufactured shape errors of less than D(6 x 10 -5) RMS, and 
repeatability errors below D(5 x 10 -6) RMS (where D is the ap-
erture diameter). With current materials and manufacturing tech-
niques, the AstroMesh design can achieve a surface accuracy 
from all error sources, including in-orbit environments, of 
D(2.5 x 10-5) RMS. Large margins on a very demanding pas-
sive intermodulation (PIM) specification have been achiev.ed 
consistently. 

2.0 Background 
Since the late 1960's, mesh reflectors have been favored for 
their potential to fill large apertures with extremely lightweight 
hardware. Development of this new genre continued with Mt-

' pressive devices that were expensive, heavy, and bulky when 
stowed. They also proved to be difficult to deploy, test and char-
acterize on the ground. Great effort was required to achieve tol-
erable surface precision with apertures larger than 6 meters. 

Models that have flown are of a ribbed or umbrella nature, of-
ten with a network of cords for fine shaping of RF reflective 
mesh.h2  Many designs tended to impose manufacturing errors, 
products of kinematic and/or static indeterminacy with high re-
dundancy. Thus, they were difficult to pre-stress uniformly 
throughout.' The inherent tendency of mesh to saddle back into 
the dish with a positive curvature and its highly anisotropie 
mechanical qualities exacerbated inherent structural problems. 
The presence of the ribs leads to large-scale systematic surface 
errors, particularly during thermal extremes between full sun 

7510-220D-01 

Figure 1. 

and eclipse in high orbits. Such problems, combined with reli-
ability and mesh management issues, led to the undoing of sev-
eral past designs. 
Communications, imaging, and scientific satellite missions de-
mand antennas with ever larger and more precise apertures. At 
the same time, satellite procurements are being streamlined to 
better match a commercial model. The programs require rapid, 
low-cost design and development turnarounds without sacrific-
ing reliability. Ever larger reflectors with superior performance 
will always be in demand if competitive designs are available-  . 
Thus the goal of my project: to produce a better, faster, and 
cheaper deployable reflector. 
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Figure 2. 

3.0 Introduction 
The patented AstroMesh technology is mature. 4  Both the 6-meter 
and the much larger flight models have been fully qualified for 
space flight through a comprehensive program of environmen-
tal testing. The flight hardware is shown in Figure 2. The de-
sign is readily scalable and supports low-cost, minimum sched-
ule programs with rapid hardware delivery for commercial sat-
ellite competitiveness. 

The AstroMesh utilizes a simple and efficient structural ap-
proach. When deployed, it is significantly stiffer, more precise, 
thermally stable, and lower in weight than existing mesh reflec-
tors. When stowed, it requires less than usual volume. Aper-
tures up to 25 meters can be integrated with large spacecraft 
buses and yet be launched aboard a number  of  available me-
dium-size boosters. Reflector areal mass densities of 0.37 kg,/m 2 

 haVe been demonstrated with flight hardware. For larger reflec-
tors the areal density drops quickly due to an economy of scale 
in structural efficiency. For passive intermodulation (PIM) sen-
sitive antenna systems, significant margins on the most rigor-
ous PIM specifications have been achieved. 

The AstroMesh is practical to build. With existing materials and 
technology, a maximum surface distortion of (2.5 x 10-5)D from 
all sources (including worst-case orbital thermal influences) can 
be achieved. For example, a 40 GHz antenna with an aperture 
of 12 meters can have a surface accuracy of 0.3 mm or 
1/25 RMS. Current knitted wire mesh designs can be used up to 
about 40 GHz with adequate reflectivity. For lower frequencies 
such as L band, aperture size is limited by existing launch ve-
hicles to about 150 meters. The basic design of the reflector is 
the same regardless of aperture size, so it is inherently scalable. 

Compared with other mesh reflectors, the simplicity and struc-
tural efficacy of the AstroMesh yields low fabrication and ground 
test costs. Although compatible with axisymmetric antenna ge-
ometry, the design is inherently compatible with off-axis an-
tenna systems, as shown in Figures 1 and 2. The AstroMesh is 
appropriate for the majority of applications where very large 
apertures are required. It is being considered for missions that 
include communications, synthetic aperture radar, radiometry, 
radio astronomy, and interferometry. 
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3.1 Development Status 
AstroMesh technology is the result of five generations of hard-
ware development over 8 years. A record of over 220 deploy 
and stow cycles has been accumulated by three models without 
any failures to fully deploy unaided. 

Two large flight versions have been built and successfully quali-
fied by a suite of electrical and environmental tests. The perfor-
mance of both reflector subsystems met or exceeded all design 
requirements. 
4.0 AstroMesh Concept 
Deployable reflectors based within circumferential rings are 
recognized as superior, in principle, to historic ribbed types.' 
The AstroMesh was conceived with this in mind; it is a light 
and inherently stiff structure that precisely and repeatedly de-
ploys reflective mesh, regardless of environment (Figure 3). The 
reflector is composed of a pair of doubly curved geodesic trusses, 
called nets, that are placed back-to-back in tension across the 
rims of a deployable graphite-epoxy ring truss. This forms a 
drum-like structure of exceptional structural efficiency, thermal 
dimensional stability, and stiffness-to-weight ratios. Figure 2 
reveals additional reflector component nomenclature. 

4.1 Geodesic Nets 
The nets are made of stiff unidirectional composite filaments 
called webs, attached in a pseudo-geodesic truss dome geom-
etry. Webs can be configured to follow reflector contours that 
are spherical and parabolic with single or double curvature, and 
shaped, as long as negative curvature is present. The ideal math-
ematical shape is approximated by flat, triangular facets that 
are formed when the mesh is stretched over the geodesic truss 
dome. 

Intersections of webs are located along the web lengths, L, with 
an accuracy better than (3 x 10-7)L RMS using specialized equip-
ment and material conditioning techniques. The intersections, 
or net "nodes," become hard points in the deployed, tensed nets. 
A state of uniform tension averaging at least 50 N per meter 
between the mirrored net nodes is established by the action of 
tension tie assemblies. The nets are not adjustable, nor do they 
need to be to achieve the required surface accuracy. 

4.2 Ring Truss 
The articulated graphite composite and aluminum ring truss is 
deep and extremely stiff normal to the plane of symmetry be-
tween nets. Its structural depth and regularity provides high ther-
mal stability and ease of manufacturing. Though the reflector is 
extraordinarily lightweight, overall stiffness allows its direct 
mounting from the edge of the ring truss to a boom (Figures 1 
and 2). 

During deployment, the deployable truss is a cable-actuated, 
synchronized parallelogram. During all phases of deployment, 
the truss retains sufficient stiffness in all directions to sustain 
significant attitude control, system-induced loads while remain-
ing tightly coupled kinematically. 

6996-1 

Figure 3. 

4.3 Stowed Reflector 
The AstroMesh is compactly stowed. Figure 4 shows an opti-
mum interface arrangement. Fully stowed, the truss package is 
a narrow, hollow cylinder, deployable truss members adjacent 
to each other. The end-most members are preloaded against light-
weight hoops that act as stiffening and debris-shielding end-
caps for the stowed package. This forms a barrel-like structure 
that is strapped into lightweight cradles for launch. Certain 
members in the package are intentionally over-stowed so that 
the truss gently expands or "blooms" when the tie-downs are 
released. 
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4.4 Reflector Deployment 
Deployment behavior combines an initial release of stowed en-
ergy with a slow, highly controlled and kinematically robust 
motor-powered phase to complete deployment. A single deploy-
ment cable is given powerful geometric authority over reflector 
truss kinematics. The articulated truss deploys with synchro-
nous, kinematically-coupled behavior and predominantly low 
levels of strain. The cable enjoys a large mechanical advantage 
over reflector kinematics; at the end of deployment it transfers 
significant work-energy to the dome and ring systems to de-
velop the high overall pre-stress condition. Upon deployment 
the truss latches solidly, thus requiring no further cable tension. 
The mesh and nets are snag-free during deployment. 

4.5 Mass 
The efficient truss and diaphanous mesh and net design gives 
the AstroMesh a dramatic downward trend in mass-to-aperture 
area ratios as diameter increases. Mass to reflector area ratios 
of 0.37kg/m2  have been proven. It is estimated that ratios as 
low as 0.2 kg/m2  are feasible for 25-meter class reflectors. 

4.6 Surface Accuracy 
The lowest worst-case total contour distortion from all sources 
believed practical for the AstroMesh is about (2.5 x 10-5 )D, about 
1/4 of what has been demonstrated thus far. The combination of 
denser geodesic net structures, tailoring of truss and net CTEs, 
and thinner webs with materials having ultra-low strain scatter 
characteristics, will boost accuracy to these levels when required. 

4.7 PIM and ESD 
Every stride in the development of the reflector for flight sys-
tems has been driven by the unique requirements of offset-fed, 
extremely PIM-sensitive geostationary mobile communication 
systems. The elimination of PIM products and electrostatic dis-
charge (ESD) events has been achieved in every component of 
the deployed reflector, regardless of location. Simple but spe-
cialized design and fabrication measures insure consistent PIM 
performance that is well below -150 dBm at the feed point. 

5.0 Summary  
Easy achievement of high net tension is a key feature of the 
performance and economy of the AstroMesh. This capability is 
in part due to the statically determinate structure of the deployed 
system. This eliminates the need to characterize or control the 
inherently nonlinear characteristics of mesh tension and highly 
redundant shaping networks. It also contributes to the repeat-
ability and uniformity of the structural shape during thermal 
extremes and after multiple deployments. 

7337 

Figure 4. 
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The Modular Mesh Reflector developed at WU 
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ABSTRACT 

Large deployable on-board antenna structure will be 
necessary in future space missions such as advanced 
satellite communications. These large reflector structures 
must be lightweight and easy to stow, and they must have 
high surface accuracy. In order to tneet these requirements, 
the authors have developed a large deployable modular 
antenna for the S-band that has mesh surface reflector. 
This modular mesh reflector consists of 14 modules and 
has an electrical aperture of more than 13 m (15 m in 
mechanical diameter). Seven modules were fabricated as 
prototypes., The mesh reflector surface accuracy, 
deployment characteristics, natural frequency, and thermal 
properties were studied regarding seven-module assetnbly. 
The authors also suggest simplified ground tests using 
only one module on deployment, stiffness and so on which 
can reduce the costs and the period of development. 

INTRODUCTION 

Large on-board antenna reflectors will be key devices 
for advanced satellite communications and other space 
missions [1]. These large reflector structures must be 
lightweight and easy to stow, and they must have surface 
accuracy in accordance with radio frequency (RF). 

Several proposals have been put forward for 
geostationary satellites that have large onboard deployable 
antenna reflectors. Figure 1 shows the recent technological 
trends in terms of reflector mass as a function of reflector 
aperture. From the figure, one can see that deployable 
structures fit into four categories : 1) solid folding plate-
based structures, 2) cable/mesh deployable structures, 
which use a cable structure to form a metalic mesh surface 
into a pseudo-parabola and have a .deployable support 
structure, 3) graphite mesh structures, which use carbon 
fiber triaxial textiles to form a mesh-like reflector plane 
that can be stowed by wadding it into a cylindrical shape, 
and 4) inflatable structures, which use an inflatable 
polymer-based film as the reflector plane structure. 
However, from the standpoint of weight, stowability and 
cost, the solid folding plate-based structures are unusable  

at the present moment for deployable antenna structures 
that measure over 10 meters in diameter. Inflatable 
structures have been under development for many years 
and dere are variety of design possibilities [2]. However, 
it is still not clear whether such a structure can ever be 
successfully implemented with hig,h surface accuracy. 
Cable/mesh type reflector must have support structures, 
such as truss structures because the tension of the cable 
and mesh membrane structures must be supported. Truss 
structures have hig,h structural accuracy, but have, until 
now, major disadvantages with respect to cost and weight. 
In a effort to reduce the cost and weight, NTT Network 
innovation Laboratories have been developing a large 
deployable antenna reflector with a mesh surface and a 
deployable truss structure, which consists of several 
modules [3,4] (Fig. 2). Figure 1 shows that NTT's 
reflector is sophisticated among cable/mesh type reflectors. 
Large structures based on the module concept are high-
extensibility in designs, in other words, structures can be 
enlarged by adding more modules. In addition, each 
module is small enough to be tested at a limited facility. 
The AstroMesh Deployable Reflector [5] has reached very 
high level in weight and diameter, however, it's structure 
consists only of "one module". 

Fig.1 Trends in Large Reflectors 

DESIGN and ANALYSIS PROGRAM 

The design process for large deployable mesh reflector 
structures, involves a lot of re-design accorciing to the 

results of various analyses that evaluate every aspect of the 
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design. In particular, the consistency among models with 
respect to various analyses, such as reflector surface shape 
analysis, truss deployment analysis, thermal deformation 
analysis, modal analysis, etc. has to be taken into account. 
In order to make sure the models are consistent, the 
authors have developed a software tool called the Object 
Oriented Coordinate Designer (00CD) that makes it 
possible to store, reuse, modify and compose basic 
structural concepts and design know-how. It can shorten 
the design term even if the analyses have to be repeated 
several times. 

00CD has various structure classes that are described 
in C++, such as Node, Element (subclasses are Cable, Rod, 
Beam, Membrane), and Hinge (subclasses are Revninte, 
Slide, Cylindrical, Weld), as can be seen in Fig. 3. These 
classes are derived from the primary abstract class, which 
is called ModuleBase. ModuleBase is the most abstract 
class and has virtual functions for basic instructions (for 
examPle, graphical expressions, output for various 
analyses, and modification). A structure model made in 
this manner can be transformed into a manufacturing 

coca)  
MorneBase  

1Fig.2 Modular Mesh Reflector Image 

[6]. SPADE makes it possible to estimate the elastic 
distortion of structural parts in a sequence of motions. 

Furthermore, we can precisely predict structural behavior 
before manufacturing the structural hardware. A mesh 
reflector's surface can be considered to be a membrane 

structure. SPADE can also treat tension structures, such as 

inimary class 
derived 

Fig.3 Software Environment for Design 

design format, NASTRAN format, thermal analysis format, 
and SPADE (Simple Partitioning Mgorithœ based 
DYnamics of finite Element) format (Fig.3). Needless to 
saY. 00CD ensures consistency among formats of various 
analyses. Detailed sizes in the model are defined widi the 
00CD parameter resource file and they can be changed 
very easily. When the elemental structure must  be changed 
(for example, by adding or reducing beams in the partial 
base structure), the analysis model of the whole structure 
can be changed in the same way. 

SPADE is a computer program developed at NIT for 
flexible multibody dynamics. It is based on finite element 
method using linear kinematics and a corotational frame 

cables [7,8] and membranes [9]. 

MODULE DESIGN 

The authors designed using 00CD and SPADE a large 
deployable antenna reflector with a mesh surface and a 
deployable truss structure that consists of several modules. 
The complete antenna consists of 14 modules and has an 
electrical aperture of more than 13 m (15m x 19m in 
mechanical size). Seven module have been fabricated as 
prototypes. The basic modules are about 4.8 m in diameter. 
Each module weights 10.7 kg, which includes the weight 
of die deployment motor, and can be stowed within 30 cm 
x 30 cm x 3.5 m envelope. The envelope of stowed 14 
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Deployment Control Cable 

Fig.4 Module Composition 

module assembly measures 104 cm x 120 cm x 3.5 m. 
Each module is cotnposed of metallic mesh, a cable 

network, and a deployable truss structure (Fig.4) and has 
the following features. (1) The deployable truss structure 
comprises a center axis and six radial ribs. Each rib is a 
transformable frame that includes a stabilizing beam for 
smooth deployment. (2) The deployment force is provided 
by a translational spring connecting the slider and the 
center axis. The spring configuration stabilizes the module 
in the deployed state, which gains deployment reliability 
of the module. (3) The surface of the connected modules is 
configured to best fit sphere surface for the designed 
parabola. Therefore, each module can be constructed from 
beams of the saine  size. This simplication greedy reduces 
the cost and time needed to fabricate large antennas. The 
deployment control cable surrounds the module so that the 
deployment motion will proceed gradually. 

Two types of deployable structures (a slide-type truss 
structure [10,11] and an articulated-type truss structure 
[12,13]) were compared from the standpoint of 
deployment driving force needed to overcome the mesh 
surface tension. The both types were evaluated by SPADE 
[14]. The slide-type truss structure without articulated 
beams was selected because it had a lower peak mesh 
surface tension in accordance with deployment motion 
than did the articulated-type truss structure. This 
judgement was based on the idea that the lower the peak of 
mesh surface tension is, the higher the deployment 
reliability is. 

MESH SURFACE DESIGN PRGCEDURE 

The surface of a mesh reflector can be regarded as a 
membrane structure, and therefore, it is subject to the kind 
of distortions found in membrane structures. 1Pillow 

distortion is a deformation mode unique to membranes, 
and it occurs in the direction opposite to the curvature of 
the reflector surface. This sort of distortion is a significant  

obstacle to achieving the desired RF performance. The 
ideal surface is approximately parabolic in shape and 
consists of many flat planes, but in reality, each plane 
becomes curved due to the pillow distortion. 1Pillow 
distortion depends on cable tension, mesh membrane 
tension, membrane size and surface curvature (related to 
focal length). 

Table 1. Surface error due to approximation 
and pillov distortion 

Surface cable network division 

Focal lone  104m  
( 1 ) Surface error due to plane approxirnation immRMSI 

( 2 ) Stulace error due to pMov istortkin linnet4S] 
TendonRatio (Sdrià) Level 3 Level 4 Level 5  

1 0 0.97 0.42 022  
12 0.82 0.36 0.19  
1.5 0.67 029 0.15  
2.0 052 022 0.11 

RSS [mml of (1) and (2) 
TtaatoaDatio (7efra) Level 3 Level 4 Level 5  

1.0 1.16 0.50 0.37  
1.2 1.04 0.54 0.36  
1.5 0.93 . 0.49 0.33  

2.0 0.82 I 0.46 0.32 

Tc : Surface cable tension 
Tm : Mesh membrane tellairell 

The SPADE results showed that the shape of the mesh 
membrane surface in OG could be determined by the ratio 
of cable tension and mesh membrane tension and that the 
shape did not depend on the absolute tension of the cable 
and membrane. The higher the cable tension is relative to 
the mesh membrane tension, i.e., the higher the tension 
ratio, the lower the pillow distortion of the mesh surface is. 

The topology of the cable network was selected 
according to the accuracy requirement. Even if the pillow 
distortion is zero, the mesh surface is not complete 
parabolic and consists of many flat planes. Therefore the 
surface error due to plane approximation is inevitable. 
This error depends on the focal length and topology of the 
cable network. Table 1 (1) shows the surface error due to 
plane approximation when focal length is 10.4 m, and 
Table 1 (2) shows the surface error due to pillow distortion 
in accordance with the tension ratio computed by SPADE. 
Table 1 can also be used for making this type of mesh 
surface for a C or Ku band reflector. 
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REFLECTOR ALIGNMENT MECHANISM 

A large structure that consists of many module 
structures inevitably has shape error due to combining 
structures. The alignment effor of the reflector due to the 
module connection was estimated by error analysis to be 
about 1 degree. Mi error as high as this would malce it 

Fig.5 Reflector Alignment Mechanism 

very difficult to assure the initial alignment of the reflector 
along the desired parabola axis. Therefore, a mechanism 
for alignment is indispensable at the attachment of the 
reflector to modify the initial pointing error. We have 
developed a support structure which compensates for 
alignment error by giving the reflector a little rotation. 
Figure 5 shows the structure. It is located between the 
reflector and the support boom and has four points 
connected to the reflector to get enough stiffness. This 
alignment concept has been verified with a prototype 
support structure. It turned out that the support structure is 
accurate enough to control the alignment of the. 

HOLD-DOWN STRUCTURE 

A hold-down structure (Fig.6) and a load path for the 
reflector  protects the reflector in the stowed configuration 
against severe vibration and static load during launch. In 
orbit, the hold-down structure deploys and releases the 
stowed reflector. Figure 7 shows the load path that protects 
the mechanism of the reflector module and prevents the 
beams from breaking. The load paths are attached to both 
edges of each longitudinal beam of the reflector modules. 
In the stowed configuration of the reflector, load paths join 
with one another and form a rigid structure (load path 
assembly) as in Fig.6. The hold-down structure has some 
specific pins, which pre-stress the load path assembly and 
make it firm. The natural frequencies of the stowed  

reflector with hold-down structure are above 35 Hz in 
primal vibration modes. The hold-down structure and load 
path effectively protect the stowed reflector. 

Fig.7 Load Path 

NATURAL FREQ1UENCIES 

The reflector has a lot of hinges and tension structures 
such as mesh surface and cable network. Therefore, it is 
necessary to consider the effects that hinge clearance and 
pre-stress of mesh surface have on the natural frequencies 
of the reflector. 

One module configuration test and three module 
assembly configuration test were carried out to clear the 
effect of combining module on natural frequency. Modal 
analyses were performed for both configurations. It was 
found that the natnral frequencies of bodi configurations 
can be predicted to within 10% accuracy. We also showed 
that it is possible to evaluate the natural frequencies for a 
larger number of modules using SPADE. 

THERMAL TEST 

To verify the thermal design of the reflector structure, 
a thermal balance test was performed on one module in a 
thermal vacuum chamber (13 m diameter) with solar 
simulator at NASDA (NAtional Space Development 

Fig.6 Hold-Down Structure 

( • ) 

Load path 

SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1 999 237 



stowed state 

Space Segment Technology 

Agency in Japan). The thermal mathematical model 
produced using 00CD was verified in this test. Thermal 
deformation measurements were also taken for this one 
module at another facility in which room temperature can 
be varied between —50 °C and +60°C.  Under various 
thermal conditions, the shape of module structure was 
measured with V-STARS (photograrrunetric instrument) 
and the results of the test were compared with the analysis. 
SPADE was shown to be able to predict thermal 
deformations accurately. 

DEPLOYMENT TEST and ANALYSIS 

Successful reflector deployment is critical to most 
missions. Therefore, it is equally important to be able to 
evaluate the reliability the deployment mechanism. The 
barriers to deployment are the tension of the deployment 
control cable, mesh surface tension, friction at the slider of 
the center axis and deformation of the beams. The effect 
that combining the modules has on the driving force 
margin for deployment must also be investigated. We 
performed deployment tests on one module, a three-
module assembly and a seven-module assembly. The 
driving force margin for deployment can be monitored by 
measuring the tension of deployment control cable of each 
module even though the effect of friction can not be 
identified. The tests on the seven-module assembly were 
completed in August 1998. The reflector model was 
suspended from the ceiling at a height of 15 m by 
suspending cables in a cup-down configuration. A special 
control unit installed in the ceiling automatically 
maintained the desired tension of the suspending cable. 
Strains in the truss beams were measured during 
deployment. In the ground test, weight of module works 
against the deployment motion of module, while the 
tension in the suspending cables helps the deployment 
motion. 

Figure 8. shows the deployment sequence. Seven 
modules were connected together, and their deployment 
characteristics were tested on the ground. The total 
diameter of the seven-module assembly is more than 10 m 
in a deployed configuration and less than 1 m in diameter 
in a stowed configuration. The tension reaches a maximum 
near the completion of deployment. It was found that the 
driving force margin deduced from the tension of 
deployment control cable does not depend on the number 
of modules. In other words, combining modules does not 
change the effects that the beam inner force and the 
friction at the center slider have on the deployment 
motion. 

deployed state 

Fig.8 Deployment Sequence of 7-Module Assembly 
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Even though the effect of the slide friction can not be 
considered in analysis, the analytical results using SPADE 
indicate the same tendency regarding the combination of 

35 

modules. Figure 9 shows the plot of the tension in 
dePloyinent control cable of 1 module, 3-module, 7- 
module and 14-module assemblies as a function of the 
slide position along the center axis. The analytical results 
show that the tension of deployment control cable does not 
depend on the number of modules. 

The above results of experiments and analyses show 
that the  driving force margin of a multiple-module 
assembly can be deduced from the properties of one 
'nodule. The deployment behavior of a multiple-module 
assembly can be estirnated by SPADE. Finally, we suggest 
the sitnplified test on the ground, namely, only one module 
test is necessary to evaluate the driving force for 
deployment and the effects of friction that may hinder 
deployment. 

CONCLUSION 

NTr has developed a modular mesh reflector that 
consists of several module structures as well as a design 
Program for such large space structures. The results of our 
experiments and analyses suggest simplified ground tests 
with one module making use of module concept, which 
can reduce the costs and the period of the development. 
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ABSTRACT 
In this paper, an advanced Real-time Dynamic Space 
Segment Emulator (RDSSE), capable of emulating many 
satellite system characteristics is presented. The paper 
address the requirements for any such emulator and reports 
on the results of the work carried out on development of the 
most comprehensive space segment emulation system to 
date. 

I. INTRODUCTION 

Design and development of any satellite system requires 
regressive testing and optimisation of the satellite payload, 
User Terminal (UT), and the Land Earth Station (LES). In 
practice, most of the UT and the LES development and 
testing would have to take place in parallel with the 
development of the satellites under laboratory conditions. 
This implies that the impact of constellation dynamics, 
propagation effects, user mobility and many other 
characteristics of the eventual system on the performance of 
various system components cannot be fully investigated and 
measured until the system is in place. Furthermore, as 
various terminal manufactures around the world would be 
designing UT and LES units or components, it is of vital 
importance to be able to type-approve, test and optimise 
performance under realistic conditions through the use of 
Real-time Dynamic Space Segment Emulator (RDSSE) 
platforms. 
Design of any such unit is constrained by several 
requirements, namely the real-time emulation of the 
propagation channel, dynamics of the constellation 
(changing delay, Doppler, etc.) and various other system 
characteristics demanding a fast yet accurate implementation 
'at a designated IF/RF. The research and development work 
presented here has been partly carried out within SINUS 
(Satellite Integration into UMTS) and SUMO (Satellite-
UMTS Multimedia Demonstrations), two European ACTS 
project dedicated to development and demonstration of a 
W-CDMA based satellite UMTS system. The presented 
RDSSE consists of a hardware and a software module. What 
makes the developed RDSSE unique Is the advanced 
controller software. Consequently, the major part of the 
presented work is dedicated to describing various software 
modules. 
The paper is organised as follows, the emulator requirements 
are identified in section-2. This leads to selection of the 
appropriate hardware configuration in section-3. Section-4 
provides a comprehensive treatment of the advanced control 

software. Finally, the specification, performance, limitations 
and possible improvements to RDSSE are described. 

II. REQUIREMENTS 

The real-time emulation of propagation characteristics in the 
land-mobile satellite systems (exploiting dynamic satellite 
constellations) initiated this development. However, the 
developed emulator has come a long way since it was 
initially specified and is now much more capable than any 
commercially available system. As shown in Figure 1, the 
developed system is capable of real-time emulation of the 
propagation characteristics, payload non-linearities, antenna 
pattern, user mobility and many other system characteristics. 

ROSSE  

DF/IF  I 
I  MODEM  I 

FES 

Figure 1: Functional model of a single emulator link 
Dynamic satellite constellations are capable of providing 
multiple satellite visibility (satellite diversity). It is therefore 
important to emulate several links simultaneously. Different 
configurations of the emulator links can provide emulation 
of a wide range of scenarios. Amongst these configurations, 
the spotbeam and satellite handover and combined/switched 
diversity are the main configurations of interest. 

Operational Open/highway, lightly wooded, heavily wooded, suburban and urban 
environment  
Fre-quency band L. S, X. Ka Ku and ENE  

Constellation LE066. LE048. MEOW. GEO or other user defined constellations  

Initial orbital phase Allowing user the choice of the constellation starting phase to enable 
the trials at worst case and best case elevation angles, etc.  

Satellite spotbeam A complete set of satellite spotbeam configurations as well  as antenna 
configuration patterns in addition to possibility of having user defined 

configurations  

FES antenna and A configurable feeder link tracking error model 
tracking error model  
UT and FES co- Longitude and latitude 
ordinates  
UT speed Stationary to 300kett/h  

UT route, direction Direction of the mobile movement and provisions for possible 
operational environment changes during a run. 

Satellite payload Payload characteristics such as the ampfifier non-linearities 
characteristics  
Traffic distribution User defined traffic distributions enabling realistic real-time 

intetference emulation  

Forward-link Doppler and residual delay between two diversity links can be pre- 
Doppler and delay compensated by the FES in the forward-link 
pre-compensation 

Table-1 :Configuribility requirements 
Through the use of a graphic user interface (GUI), the user 
can define a set of parameters some of which are listed 
above in Table-1. 
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III. HARDWARE EMULATION PLATFORM 
There are a few hardware platforms capable of such real-
time emulation, but their capability is largely constrained by 
the absence of a comprehensive software which generates 
the emulation sample points for any given desired real life 
scenario. The available hardware platforms can be 
categorised into two main families, 

• Real-time DSP-based emulation: generates fast phase, 
amplitude, frequency changes internally based on a 
pre-defined set of statistical distributions. 

• Real-time play-back emulation: create the desired 
impairments by pre-loading the fading sample points 
and FIR filtering of the input signal. 

former is the preferred platform as pre-loading the 
sample points would require large amounts of on-board 
memory which imposes limited run-time. On that note the 
NoiseCom emulation platform was selected, since it has 
combined characteristic of both the families. 
The selected hardware consists of one NoiseCom Satellite 
Link Emulator (SLE-250) capable of emulating 2 full-duplex 
paths and two multipath fading emulators (MP-2700) each 
capable of emulating one full-duplex link as shown in 
Figure 2. The SLE-250 is capable of generating varying 
Doppler shift, propagation delay, path loss, and slow fading. 
Each half-duplex MP-2700 link emulates direct path 
component and two echoes with Ricean and Rayleigh fading 
statistic respectively. The complete RDSSE unit is hence 
capable of emulating two full duplex channels which 
represent the radio link between two satellites/spotbeams 
and the UT. 

Figure 2: RDSSE hardware configuration 
In order to be able to realistically emulate the relative 
characteristics of the two links within a given constellation, 
all the hardware units have been externally synchronised by 
the emulator controller unit. The two precision C/N 
generator units in Figure 2, enable introduction of dynamic 
interference and thermal noise during a run according to the 
configured scenario. The considered configuration is 
currently capable of coping with a maximum 10MHz input 
bandwidth, however, 20MHz upgrades are available now. 

IV. DYNAMIC EMULATION SOFTWARE 
a. Software Architecture 
The RDSSE software consists of three main sections, the 
dYnarnic satellite constellation generator, the wideband 

channel model for all the environments and the 
elevation/azimuth angles followed by the interference 
generator module. Through the use of a graphic user 
interface (GUI), the user can define the desired set of 
parameters. The interaction between different software 
modules is depicted in Figure 3. 

1: GUI 
E 

Dynamic Constellatior 
Generator 

Traffic & Interferenc: 
Generator 

Interface with Emulator 
& Noise Gen. 

Figure 3: Software configuration 

The dynamic constellation generator provides a series of 
relevant information such as the elevation angle of the two 
highest satellites/spotbeams, the azimuth separation angles, 
Doppler and delay (compensated or uncompensated), etc. to 
other software modules of the RDSSE controller. The 
RDSSE controller would then produce the necessary files 
for a given set of parameters. This file also includes other 
relevant information required by various hardware platform 
units to reflect the dynamic nature of constellation 
dependant changes in real-time. 

Figure 4: Sample point generation process 

Figure 4, shows the logical input/output to and from the 
controller software unit more clearly. The format of the 
environment dependent parameters is that of a dynamic link 
library (DLL). By selection of the appropriate DLL (via the 
GUI), different operational environments can be emulated. 
This ensures complete flexibility for user defined 

The 

8 

I  
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Figure 7 shows the projection of the above 
configurations on the Earth's surface. 
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environmental DLLs to be simply plugged into the software 
if deemed necessary. 

b. Constellation Generator 
Within elliptical and circular orbits, only circular orbits are 
considered here. At present, there are two common methods, 
street of coverage method and spherical triangle method, for 
arranging satellites in a circular orbit constellation that result 
in efficient satellite coverage. Each method divides the 
satellites up into separate orbital planes containing equal 
numbers of satellites. Figure 5, shows the input parameters 
required to described a circular constellation. Additional 
parameters are required to define elliptical orbits, however 
these are not fiilly discussed in this paper. 

Figure 5: Satellite constellation structure 
The angle 'V represents the earth centred angle between 
satellites in the same plane. For a constellation plane 
containing N satellites Ill is given by: 

LI/ 360/ /N 
The angle SI represents the difference in the Right Angle of 
the Ascending Node (RAAN) between two adjacent planes. 
For a constellation containing M orbital planes S2 can either 
be: 

û = 360/ for inclined or n i8o/ for polar orbit / M / M 
The angle lb represents the phase angle difference between 
satellites adjacent planes. Consider plane 1 shifted around so 
that it lies on plane 2, the angle (I) is the earth centred angle 
between satellites 1-a and 2-a. Finally the inclination angle i 
determines how high in latitude the orbital planes travel i.e. 
the maximum latitude reached by satellite in an orbital plane 
corresponds directly to the inclination angle of the plane. 
With inclined orbits, the inclination angle can be optimised 
to provide better coverage over regions where traffic is 
expected to be very high. When the inclination angle of an 
orbit is less than 90° it is called a pro-grade orbit. Orbits 
with inclination angles greater than 90° are retro-grade 
orbits. When a satellite is inclined at 900  it is said to be in a 
polar orbit. Each orbital plane is defined separately in terms 
of the following parameters 

• Altitude - this parameter specifies the height of the 
orbital plane above the earth's surface. 

• Inclination angle - This inclination angle of the orbital 
plane as described above. 

• Number of satellites - The number of satellites in the 
orbital plane. The satellites are distributed evenly within 
the 360° of the plane. 

• Number of planes 
• RAAN - Right Ascension of the Ascending Node. This 

angle is equivalent to S2 above. It is measured from the 
Vernal Equinox to the ascending node. The ascending 
node is the point where the satellite passes through the 
equatorial plane moving from south to north. Right 
ascension is measured as a right-handed notation about 
the pole. 

• Mean Anomaly - represents the fraction of an orbit 
period which has elapsed since perigee. For a circular 
orbit the mean anomaly equals the true anomaly. 

• Argument of Perigee (elliptical orbits)- The angle from 
the ascending node to the eccentricity vector measured in 
the direction of the satellite motion. The eccentricity 
vector points from the centre of the Earth to perigee with 
a magnitude equal to the eccentricity of the orbit. 

• Eccentricity (elliptical orbits)- Defines the shape of the 
ellipse. 

c. Spotbeam Antenna Models 
The two main spotbeam configuration models commonly in 
use are variable beam width and equal beam width, which 
are shown in Figure 6 (a) and (b), respectiàii  

MOM 

Figure 6: Antenna spotbeam arrangement 

(a) (b) 

Figure 7: Projection of spotbeams on the earth 

It can be seen that the in the equal beam width, case (b), the 
distortion in the outer ring is relatively high. This can be 
compensated as shown in case (a) by varying the beam 
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widths of the satellite antennas. Both the above options have 
been coded into the software as described in [6]. 
d. The Propagation Channel Model 
When a mobile user moves through the communication 
environnent, the signal received by the user is blocked time 
to time due to LOS obstructions around the user. 
Furthermore, in non-geostationary satellite constellations the 
relative position of the satellite also changes causing similar 
shadowing impairments. This leads to a large drop in the 
signal strength commonly referred to as shadowing. Signal 
variation during shadowing is modelled using Loo's model 
[2]. In the proceeding sections of this paper, the shadowed 
and the non-shadowed cases are referred to as bad and good 
states, respectively. The bad and good duration are measured 
in terms of distance for a required environment and the 
measured values are incorporated within a two state Markov 
model for a single user-satellite link. Within any given 
states, there are signal strength variation due to the 
multipath effect. Figure 8, shows the narrowband 
representation of a typical received signal, highlighting 
various fading elements and parameters considered in the 
RDSSE software. 

Fast fading 
Ricean 

Slow variation 
Good state 

Distance or Time 

Figure 8: Received signal (narrowband representation) 
The narrowband propagation parameters such as the 
shadowing statistics for various operational environments 
have been extracted from large experimental databases of 
University of Surrey [5], [7] and combined with that of the 
DLR [4] results in order to provide a harmonised European 
model. Figure 9, shows how the space and ground segment 
propagation effects can be treated separately. 

Output 

Figure 9: Complete Propagation Model 
Note that as far as the path loss implementation is 
concerned, only the variation between the centre of the 

footprint and the terminal position are emulated due to the 
limited dynamic range of the attenuators within the hardware 
platform. However, external attenuators can be employed to 
increase the dynamic range if necessary. The ground 
segment propagation part represents the multipath effects 
and fading due to local reflections around the mobile. The 
wideband model of Figure 9, can be used for both shadowed 
and non-shadowed cases by just changing the parameters 0 
& a of each tape. The model parameters have been 
developed based on actual wideband recordings. Analysis of 
the results generally show delay spreads of 100ns or less. At 
higher elevation angles and open environments there are not 
many multipath components. As far as multipath is 
concerned, low elevation angles of the urban environment 
have been found as the most hostile environments. Figure 
10, shows the power-delay profile of one such urban 
environment at 45 °, L-band. It can be observed that even in 
the urban environment, all the resolvable echoes arrive very 
close to the LOS signal. Figure 11, shows the time aligned 
version of Figure 10, used in development of tap-delay-line 
models. 

In 'au De•y-Spre•el  t  unelon • Urben t II. 41  01,9  

am. Da« bail 

Figure 10: Power delay profile, urban, L-band, 450  
As shown in Figure 11, no more than 2 major reflections are 
encountered in this particular case. Furthermore, the average 
power in the reflected components are generally about 15-25 
dB below the average power of the LOS component. 

Los 
Tap-I Tap-2 Tap-3 • 4 * 

 

ea ba err 0.4 1 1.I/ 1,4 1,0 te 2 
E.... um, 1.21 

Figure 11:Time-aligned power delay profile, L-band, 45 0  

But nevertheless, at lower elevation angles the LOS is 
significantly attenuated resulting in much higher reflected 
powers (relative to the LOS). The LOS has been found to 
have a Rician and the reflected components a Rayleigh 
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distribution. It is important to point out that the relative 
delay of each tap varies in time as the distance between the 
mobile user and the reflector changes. Assuming 
conventional fixed tap-delay models one cannot hence test 
many system algorithms such as the performance of the 
RAKE receiver tracking algorithm. Therefore in tapped-
delay-line model of Figure 9, the tap delays and their 
relative power does not stay constant for a duration of a run. 
Extensive analysis of the data has resulted in a definition of 
a new tap-delay-line models enabling realistic wideband 
channel representation [1]. A comprehensive set of tap-
delay-line models for all the elevation angles and 
environments have been developed, enabling emulation of a 
wide range of operational environments. 

e. Azimuth Correlation 

Satellite diversity can be employed as an effective tool for 
combating shadowing and hence achieving higher service 
availability figures. However, in realistic diversity scenarios, 
some correlation between the shadowing characteristics of 
the diversity links exists. This correlation is not only 
dependent on type of constellation, azimuth separation 
angle, operational environments, but also on the UT 
location. In order to be able to represent this accurately, fish-
eye pictures of various operational environments have been 
taken. Figure 12, shows one such picture taken in central 
London, representing a typical European urban environment. 

Figure 14: Variation of correlation coefficient 

Azimuth Angle 

Figure 12: Fish-eye picture of urban env., London 
Through the use of edge detection algorithm, shadowing 
profiles have been extracted as shown in Figure 13. 
The autocorrelation of the above shadowing profile provides 
the all important azimuth correlation coefficient used to 
determine the shadowing likeliness of the diversity 
channels. A complete set of azimuth correlation coefficients 
for all the operational environmental categories have been 
developed and utilised within the RDSSE software to 
represent realistic diversity scenarios. In order to 
incorporate, the azimuth correlation, the four state model 
proposed by Lutz [3] was utilised. Full detail of the Morkov 
model can be found in this reference. Figure 14 shows the 
correlation coefficient of two satellites at 45° elevation angle 
with variation in azimuth angle. 

f. The Interference Module 
Interference within any single system is caused by: 
• users distribution in the spotbeam of interest 
• user distribution in the adjacent spotbeams of satellite 
• user distribution in the adjacent satellite spotbeams 
as shown in Figure 15. 

Figure 15: Sources of multiple access inteiference 
It is realisable from the above, that interference not only 
comes from spotbeams of the same satellite, but also from 
other satellites. Due to the dynamic nature of the considered 
constellations, the level of this interference varies as 
formation of the dverlapped spotbeam patterns move over 
the Earth's surface. It is therefore of vital importance to be 
able to test and evaluate the performance of system under 
such conditions. The considered interference module 
generates the real-time varying interference based on a 
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comprehensive set of input parameters. Figure 16, shows an 
example of the varying C/I for a LEO-based system. 

54 0 

52.0 

co 
50.0 

46.0 

46.0 

Figure 16: Real-time C/I variations in a typical LEO 

V. PERFORMANCE SUMMARY 
In this paper, we reported on the development of an 
advanced Real-time Dynamic Space Segment Emulator 
(RDSSE), capable of emulating any mobile satellite system 
in real time. The complete RDSSE is shown in Figure 17(a). 
The controller PC displays the channel state during a run for 
monitoring purpose as shown in Figure 17(b). 

(a) RDSSE (b) Monitoring GUI windows for RDSSE 

Figure 17: RDSSE hardware and display unit 
The software has a comprehensive wideband land-mobile 
satellite channel which includes a varying tapped-delay-line 
model (varying delay and power of echoes with time). The 
model also takes into account the azimuth correlation 
between the diversity channels, enabling realistic and 
lmexaggerated satellite availability. The RDSSE is capable 
of testing the performance of existing and future mobile 
satellite system, User Terminal (UT), and the Land Earth 
Station (LES) before operation, without the need to have the 
system in place. This will help the terminal manufactures to 
test and optimise performance of their UT and LES units 
under realistic conditions. The RDSSE can also be used to 
test the signalling, call set-up procedures, power control 
algorithms, dual satellite diversity and handover procedures 
(inter-spotbeam handover, inter-satellite handover and even 
inter-segment handover). 
Figure 18, shows an example of a satellite handover 
scenario. As it can be seen, the power in link-a (solid line) 
starts deteriorating aLmost halfway through the run. On the 
other hand, the upcoming satellite of link-b (dashed line) 
aPPears to be increasingly received at a higher level until the 
cr ossover point, when handover should take place. Note that  

both the links experience uncorrected shadowing in this 
environment. 

: ealiinuee enTwnidiîîffe h ieidWigii 

Figure 18: A typical handover scenario 

Since, the unit currently consists of two full-duplex 
channels, the handover performance together with diversity 
cannot be tested simultaneously. A third full duplex link is 
therefore being acquired to increase the emulator capability. 

Furthermore, the atmospheric propagation characteristics 
software module is currently being developed for emulation 
of a rain, scintillation and cloud attenuation at Ka, Ku and 
EHF bands. 

The emulator can be further expanded to include a terrestrial 
cellular system emulation module, for real-time emulation 
of propagation and signalling between the satellite and 
terrestrial segments. This would enable execution of inter-
segment handover under realistic conditions. 
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ABSTRACT 

There has always been a need to predict potential cost 
reductions in communications satellites. As mobile 
satellite owners are becoming also the service providers 
and expect the best return, it is not adequate to reduce 
only the space segment cost, often using cost models. 
This paper addresses the potential cost reduction of the 
space mission life cycle, from requirement analysis to 
the disposal of spacecraft. Since cost effectiveness is a 
life cycle optimization issue, a system approach to trade 
off is developed here and applied to mobile satellite 
missions similar to Inmarsat 3. Such a tool, not 
available in the open literature, provides a powerful 
means to perform detailed design/cost trade—off 
analyses of the entire mobile system, as shown by the 
results. It can be adapted to any other communication 
satellite systems. 

1- INTRODUCTION 

Eighty per cent of the global space market expenditure is 
currently in the commercial mobile and fixed 
communications satellites, for medium and large size 
spacecraft, with increasing powers, complexities and 
international teaming partnerships. There is a need to 
reduce the traditional space programs schedules and avoid 
redesign due to inadequate system approaCh, both leading 
to delays and cost overruns. In addition, the high cost of 
satellite constellations, combined with the need to secure 
funding from potential investors, is leading to the 
necessity, not only to reduce the spacecraft cost, but also 
the life cycle cost and schedule of the whole mobile 
satellite system. 

2- A NEED TO PREDICT THE SPACE 
MISSION LIFE CYCLE COST EFFECTIVENESS 

The European Space Agency, ESA', concluded that the 
numerous studies and tools available so far, have had 
limited practical consequences on the actual end-to-end 
system cost reduction. ESA started a new program 
initiative, to develop new and specific findings for a more 
significant impact on ESA and European industry 
corporate practices. It selected CSAT Inc. and Microcosm 
Inc. to lead and implement the first of such studies. This 
paper addresses some of these findings. It is worth noting 
that NASA is setting up a 25-year program, involving 
space cost reduction and other integrated approaches. 

There are a few "Cost Estimating Tools", developed for 
spacecraft and sometimes for limited types of payloads, 
but none that address the life cycle space program cost, 
from the initial mission requirements and definition, the 
ground segment, the operations, right to the disposal of the 
spacecraft. 

Cost reduction in itself is meaningless, unless the issue of 
cost effectiveness and figures of merits are addressed. 
Typically, a business case is pursued only after acceptable 
returns on investment is clearly demonstrated by predicting 
the net benefits. In the mobile satellite case, where 
bandwidth at L-Band is a precious resource, one of the 
returns can be the maximum profit per MHz, as an 
example. 

2- KEY COST DRIVERS 

One of the results of our ESA study is the identification 
and grouping of the life cycle key cost drivers for space 
missions. These drivers are summed up in Fig. 2, in 
theif order of importance. 
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Fig. 2- Space Missions Life Cycle Key Cost Drivers. 
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Fig. 3- The Doctrine of Successive 

Refinement ( from R. Shishko 3  ) 

Drivers A, B, C and D are described briefly below: 

• 'A', the engineering trade off analysis is the key 
driver that system planners can control at the 
program onset, as is shown below 

• 'B' can achieve the most significant cost reduction, 
if "quasi mass production" is possible, by a factor 
of 2 for quantities of fifteen spacecraft. 

• 'C' can achieve up to 35% cost reduction in 
medium and large space missions, if the program is 
managed and implemented in the most efficient 
way. Of course, for small satellites, much higher 
cost reductions have been achieved 2 , due to a better 
control over teams, resources and facilities. 

• 'D' provides the risk and cost reduction benefits 
attributed to R&D and new technologies before a 
program is started. This involves initial investment 
and later benefits recovery. Again, experience has 
shown, that barring an outstanding new invention, 
most R&D in new technologies can result in up to 
35% cost reduction and over a period of some ten 
years, excluding the cost of research. 

An excellent illustration by Shishko3  in fig. 3 highlights 
the great importance of pre-Phase A and Phase-A 
continuous trade-off analyses to increase the program 
life cycle cost effectiveness. More and more spacecraft 
builders are becoming service providers. The traditional 
approach of reducing the space segment cost as much as 
possible without evaluating the impact on the end-to-
end cost effectiveness is no longer acceptable. 

Most available cost reduction approaches advocated so far 
are not quantifiable, and apply mostly to smallsats. As 
NASA recently discovered 4 , Faster, Cheaper is not 
necessarily Better. 

It is true that key cost reduction approaches, such as better 
planning, efficiency and motivation cannot be quantified. 
But, nevertheless, there is an urgent need to quantify and 
predict the complex life cycle space system cost, in order 
to convince potential investors to provide billion dollar 
funds. 

In modeling, as in fig. 1 the timing of the trade off analysis 
is very important: extensive trades must occur at the 
earliest stages of the program. A lot of iterations are 
required in the mission design, such as characterization, 
evaluation and mostly the requirement redefinition. 

Another key issue is that any quantification of space 
systems cost reduction, to be convincing, must be based on 
historical data of actual programs. CSAT is developing 
new modeling algorithms for commercial communications 
satellites, in spite of the limitations of predicting future 
costs based on past programs and the difficulty of finding 
sufficient historical data. 

4- LIFE CYCLE MODELING APPLIED 
TOGLOBAL MOBILE MISSIONS, 

SUCH AS INMARSAT 3 or 4. 

Previous results applied to Inmarsat life cycle 
optimization combine the author's contribution to 
Inmarsat 3 planning with the knowledge acquired since 
from published data on actual Inmarsat 3 
implementation 5-6 . Therefore, the examples shown here 
and in previous references 7-9  do not represent Inmarsat 3 
views. They are for the purpose of illustration of the 
possibility of predicting life cycle cost effectiveness. 
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Fig. 4- Four Configurations 1 to 4, for Global Coverage by 3 or 4 Identical 
Geostationary Mobile Satellites (Maritime, Land and Aeroronautical,) 

SPACECRAFT DESIGN 

Fig. 5- Payload Mass and Power for the Four 
Designs 

Fig. 6- Cost and Revenues over 10 years. Design 
III is the most cost effective configuration 

The global mobile satellite system assumed here is shown 
in fig. 4. Essentially, spacecraft  1  design is, in general, to 
the best of our knowledge, the closest to the actual 
Inmartsat 3 configuration. A very large number of 
parameters have been traded off at length over wide 
ranges of values. 

5- EXAMPLES OF RESULTS 

For brevity, a couple of results are shown in fi gs 5 & 6, 
and in tables 1 & 2.They all point to the fact the least 
costly spacecraft is not necessarily the optimum design 
to choose. The issue is the cost effectiveness and 
optimization of the space, ground and operations that 
can predict the optimum solution l° : clearly, 
configuration 111 is the most promising. 
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Table 1- Standard B Occupies Most of the Nominal 5.5 MHz L-Bandwidth. Note 
With the Availability of 34 MHz Total Bandwidth, the Next Generation 

Can Increase Six Folds the Number of Users to 150,000, if needed. 

SPACECRAFT 
StdB BW- StdB StdB No. TOTAL BW- TOTAL TOTAL No. DESIGN # 

IVIHz ERLANG Users MHz ERLANGS Users (Atlantic Ocean) 

I 4.8 305 17,429 5.73 454 25,943  
II 4.5 302 17,257 5.38 447 25,543  
III 4.7 440 25,143 5.50 581 33,200  
IV 4.4 397 22,686 5.13 527 30,114 

Table 2- 10 year Revenue Distribution Amongst all Services. Standard B is 
Dominant in the Cost effectiveness Optimization of the Life Cycle System Design. 

StdA StdB StdC Std Ae TOTAL SC DESIGN # REVENUE- REVENUE- REVENUE- REVENUE- REVENUE« (Atlantic) M$ M$ M$ M$ M$  
I 144 511 2 33 690  
II 144 506 2 32 684  
III 144 737 2 30 913  
IV 144 665 2 26 837 

Since mobile standard B is the economically dominant 
service, design Ill can satisfy 25,000 standard B users 
with just under 5 MHz bandwidth. For a possible 
Inmarsat 4, 34 MHz total bandwidth can provide up to 
150, 000 standard B, if it is still in use in 10 years' time. 

6- CONCLUSION 

A cost-estimating tool is necessary, but not sufficient, to 
analyze life cycle cost reduction. That is why a 
"parametric system" approach was developed to quantify 
and predict cost effectiveness before the space mission 
program is started. This should reduce significantly rerun 
and cost overruns. Such a methodology is extended 
elsewhere to demonstrate and illustrate some of these 
features 
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ABSTRACT 

A high power laser transmitter module is being developed 
for Low Earth Obit (LEO) to Low Earth Orbit (LEO) 
Inter-satellite Link (ISL) application in collaboration with 
Institut National d'Optique (INO) and Uniphase Laser 
enterprise (ULE). It is based on the Semiconductor Laser 
Ytterbium Booster (SLYB) concept. SLYB uses a 
polarization maintaining double clad Yb-doped fiber 
amplifier (YDFA) with counter propagating 917 nm pump 
laser diode and directly modulated (1.5 Gbps in NRZ 
modulation format) 985 nm signal laser. The overall output 
power is predicted at greater than 600 mW which is 
sufficient for link distances of 7000 Kms assuming 10 -9  
BER and a low noise Si APD receiver. Preliminary space 
radiation susceptibility tests indicate an additional 1.5 dB 
end of life loss. 

INTRODUCTION 

In recent years there has been an escalating demand on 
mobile satellite communication due to an upsurge in data 
communication. To support this high data rate 
communication the market trends have placed satellite 

communication in the forefront for global connectivity. 
Several satellite communication system companies listed 
in Table 1., are launching satellites in tens or hundreds to 
provide cellular mobile radio and personal communication 
systems (PCS) to the user. It is predicted that many of 
these systems will provide voice, data, paging, Facsimile, 
Video and multimedia communication globally in the near 
future. However, due to the high bit rate demands for such 
applications, communications using the microwave bands 
puts high demands on the size and weight of the satellite 
systems. Optical inter-satellite link (OISL) with its various 
advantages over its microwave counterpart can relieve the 
industry of some of these major bottlenecks. From table 1 
the potential market for OISL's can be assessed with 
regards to the quantity and invested capital. A comparative 
assessment of some of the key factors for microwave and 
optical communication systems is presented in table 2. 
OISL for satellite communication can offer several 
potentially valuable applications for GEO-to-GEO, LEO-
to-GEO and Mobile Satellite Services (MSS). Figure 1 
presents a conceptual view of a global communication 
network where the end user on ground is connected to the 
LEO satellite using L-band or K-band microwave link and 
to the rest of the globe via OISL. 

1 

Figure 1: A mobile satellite communication architecture 
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Table I: Comparison offeatures of various commercial satellite constellations for future global communication 

Satellite No. of ISL/ No. Link Services Transmitter Total system cost 
Constellation Satellites per satellite distance Data rate ( in billion US $)  
Iridium 66 (+6 6 4000 Kms Voice, Data, Paging , 1.00 Gbps 4.4 

 spares) Facsimile  
Teledesic 288 8 2600 Kms Voice, Data, Facsimile, 1.53 Gbps 9.0 

Video and Multimedia  
Globalstar 56 None Voice, Data, Paging, 2.6 

Facsimile  
Spaceway 16 4 (+lspare) 84,000Km Global broadcast, Video, 1.00 Gbps 3.2 

Global multimedia 
services  

Astrolink 9 2 Data, Video and rural 340 Mbps 4.0 
telephony  

ELpc ressway 14 2 3.9 

This paper presents the ongoing developmental work for a 
European Space Agency (ESA) funded program on High 
power laser transmitter for LEO-to-LEO OISL application 
and addresses future plans for LEO-to-GEO and GEO-to-
GEO OISL's. Chosen System concept, expected 
performance characteristics and space qualifiability aspects 
of the existing system would be discussed in detail. 

2 SYSTEM CONCEPT 

2.1 Trade-off analysis 

Based on the Laser transmitter requirements for a LEO-to-
LEO OISL, a comparative assessment of the existing 
technologies was carried out. The technologies compared 
are: (a) 840 nm fi ber pigtailed laser diode, (b) 1550 nm 
Erbium-doped fiber amplifier (EDFA) and (c) 985 nm 
SLYB. At one stage of this assessment MFA-MOPA was 
considered due to its high output power capability. But 
learning that the manufacturers SDL Inc., have spent 
significant time and money on the reliability of this 
product without achieving more than few thousand hours 
of median life this technology was dropped for our final 
technology assessment. In table 3 a summary of our 
assessment is presented where the technology trade-off 
analysis are carried in terms of maturity, space 
qualification and reliability, and commercial status of the 
technology. From our assessment, taking the above 
mentioned factors into consideration the 985 nm SLYB 
system concept was selected. It had no foreseen major 
fundamental limitations. Potential disadvantages would be 

high cost and custom made components associated with 
this approach. Other issues of concern can be the space 
qualification due to radiation induced loss of GRIN lenses 
and the Yb-fiber. 

2.2 SLYB system design 

The chosen SLYB system configuration is schematically 
presented in figure 2 where the signal and pump beam 
propagate counter to each other in the fiber. The 985 nm 
signal generates a directly modulated signal which is 
amplified in the Yb-doped fiber booster by the 
counterpropagating pump power generated from the 917 
pump source. Polarization maintaining isolators are placed 
at the output of the signal laser, pump laser or the 
transmitter to avoid any back reflection to the lasers. The 
pump beam is coupled to the inner cladding of the double 
clad Yb-fiber using a custom made WDM coupler/ 
combiner. 

3 EXPECTED SYSTEM PERFORMANCE 
CHARACTERISTICS 

The scope of this program is to build a laser transmitter 
which can provide a modulated signal and be able to 
connect two LEO satellite systems at distances from 4000 
—10,000 Kms with Bit error rate (BER) of 10 -9 . Link power 
budget calculations for the system revealed that 600 mW 
would suffice to close the link [2]. The expected 
performance specifications for the SLYB laser transmitter 
are given in table 4 below. 

Table 2: Comparison of the RF and Optical space communication system [1] 

factors RF communication system Laser Communication system  
Ipe 60-GHz solid-state power amplifier GaAlAs multiple diode  

risrilt_power 2 Watts Approximately 1 watt  
fltenna/telesco  e aperture 48" antennas 5.5" aperture gimbaled telescope  

y_eight  per terminal 145 lb including boom (20 lb) 106 lb  
s- re  uired / terminal 140 W 126 W 
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Figure 2: Schematic diagram of the SLYB laser transmitter 

Table 3: Summary of technology trade-nil analysis 

System Status of technology Space qualification and reliability Commercialization 
concepts  

840nm fi ber Very mature. Very reliable. Only one known supplier of the high- 
pigtailed laser Space qualified or nearly space qualified power 840nm laser diodes (SDL inc.). 
diode  
980nm SLYB Available No data on 917nm high-power pump laser No supplier of the 980nm SLYB. Potential 

commercially. Some reliability. Preliminary simulated space suppliers (more than one per element) have 
may be custom-made radiation tests of Yb-doped fiber and been identified for all sub-components. 
components. components with GRIN lenses do not 

show high radiation induced loss for a 10 
Yr mission.[3]  

EDFA based Er powers boosters Except for the power boosters which is an A multitude of suppliers for all the elements 
system with outputs more issue for reliability and space except the power booster. No supplier for 
without Er than 20dBm do not qualification, the rest of the associated the Er power booster at those power levels. 
fiber optical exist commercially to components are very mature and are close Potential suppliers have been identified 
pre-ampli fier our knowledge. to being space qualified. however. 

Largest power value 
published from such a 
component is 27dBm 
[41.  

EDFA based Er/Yb power boosters The commerCially available power A multitude of suppliers for all the elements 
with (Er/Yb) with outputs of boosters are not tested for reliability, except the power booster. As for the power 
booster system 30dBm are available Phosphorus dopant in the Er/Yb fiber an booster, there are IPG. Pritel and maybe 
without optical commercially. issue for space radiation qualification. SDL Inc. as potential suppliers. 
pre-ampli  fier  

EDFA based Very mature except Er power boosters an issue for reliability A multitude of suppliers for all the elements 
system with for power booster , and space qualification, the rest of the except the power booster. No supplier for 
optical associated components are very mature. the Er power booster at those power levels. 
preampli-lier 
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rameters Expected characteristics  
tput Power >600mW  
tvelength 985 nm  
2ctral Width <2.0nm (FM-1M FP laser) 
..ctral Stabilit <+1-1.0mb  
inting  Stabitity at the collimator +/- 21.trad  
larisation Linear, extinction 20dB  
>dulation Intensity, NRZ direct modulation  
ta Rate >1500Mbps  
wer Consum•tion 8W (no sums TEC) 
iss 0.9kg  
:e of transmitter 15x12x4.3cm 3  
n er I±,iutput Singlemode PM fiber 

Pa 
Ou 

Po 
Po 

Da 
Po 

Si 
Fi 
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Table 4. Expected performance characteristic of the SLYB laser transmitter 

4  SPACE RADIATION QUALIFICATION OF SLYB 
LASER TRANSMITTER 

As one of the most important requirement for any space 
system is its space radiation hardness, a detailed 
assessment of individual component for their space 
readiness was carried out. Among all the constituent 
components (a) the Yb-doped fiber and (b) GRIN lenses 
used in the WDM combiner and Isolators were identified 
as being critical for the functional performance of the 
system over the 10 year mission life. Preliminary radiation 
testing of these critical components were carried out using 

Co Gamma radiation source. The required radiation dose 
was calculated using Radmodls program considering all 
the metallic shields provided to encase the system. The 
expected radiation dosage for the chosen EEO orbit was 
determined as 110 Krads for a period of 10 yrs. As the 
lasers have been experimentally tested in earlier 
experimental verification for radiation hardness and were 
found to be resistant to radiation at such low dosages they 
were not tested in this program. A complete space 
radiation qualification of the Laser transmitter is planned 
for the future [5]. The results of the radiation test are 
presented in table 5 where samples of Yb doped fiber and 
WDM couplers containing GRIN lenses were irradiated to 

Gamma radiation from a 60  Co source. The induced loss 
due to the gamma irradiation are mentioned in table 5. 

5 MECHANICAL DESIGN 

The SLYB laser transmitter is housed in a compact 
aluminum module. The commercial package for the optical 
isolators meant for terrestrial applications was retained in 
our first prototype. In future versions the housing for the 
isolators will be made much lighter. Thus most of the 
weight of the complete transmitter is due to the optical 
isolators. Figure 3 presents the view of SLYB transmitter 
and the mechanical layout of the various components. The 
Yb-doped fiber is secured at the bottom of the housing and 
the bend radius is maintained at 50 mm with only one loop 
at 38 mm. The electrical connections to the transmitter are 
made through 2 DB15 and 1 SMA connectors for the RI' 
modulation of the 985 nm signal diode. A finite element 
analysis of the transmitter module exhibited a resonance 
frequency of 2.5 KHz and good heat dissipation from the 
pump diode (0.1 degree increase of the pump diode 
compared to the whole module). The overall dimensions of 
the module are  15X1 2X4.3 em (LXWX II) and the total 
weight is 0.9 Kg. 

Table 5: hiduced attenuation due tu  Gamma irradiation at  end of ltle (10  )'ais)  

onent Induce loss (dB)  
Jped fiber 1.5  
'1 coupler 0.24  
m PM fi ber isolator 0.12 
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Prototype transmitter module 

Overall mass: 900g 
Dimensions: 150x120x43 mm 
Minimum fiber bend radius: 38 mm 
minimum wall thickness: 1.6  mm 
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Figure 3: (a) External and (b) Inside view of the SLYB laser transmitter module 
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6 FUTURE POTENTIALS AND PLANS FOR HIGH 
POWER LASER TRANSMITTER 

The commercial satellite communication market shows a 
trend towards Optical links for interconnection between 
various layers of satellite planes in LEO, MEO and GEO. 
With the existing satellite constellation (e.g., Teledesic) 
opting for Optical inter-satellite links for their high data 
transmission capacity, light weight and low power 
consumption future satellite programs will depend on 
OISL's for all their communication requirements. MPBT 
with its other partners have plans to space qualify the 
existing system to a certain degree and commercialize it 
for various satellite programs. The future plans of the 
existing High power laser transmitter activity is to build 
and space qualify a 3-4 watts laser transmitter for LEO to 
GEO link. 

7 CONCLUSION 

One of the major challenges at this point of technology 
development in lasers is the reliability and space radiation 
hardness of high power lasers components for long term 
( 1 0 years) satellite programs. MPBT with its other partners 
are building a laser transmitter with output power of 600 
rnW for LEO-LEO Inter-satellite link. The first space 
qualified demonstrator module is expected to be ready 
towards the end part of 1999. 
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ABSTRACT 

The Advanced Space Communications Research 
Laboratory (ASC) has been developing a space-
qualified solid-state power amplifier (SSPA) and its 
electronic power co»ditioner (EPC) for 10W and 20W 
SSPAs. The performance of these SSPAs for multi-
beam mobile satellite communications and satellite 
broadcasting sound systems is to be verified by the 
Japanese Engineering Test Satellite MI (ETS-VI). Not 
only the microwave performance specifications but 
also producibility and reliability are taken into 
account in the amplifier's design. 
The 10W SSPA and 20W SSPA are designed to 
operate in the 2.5 to 2.54 GHz range. They must be 
also to withstand the rigors of launch and have a 
working life time of 3 years in space. They display 
an operating gain of 58 dB at 10W and 20W output 
power with an efficiency of 22.7% and 21.7% 
including EPC for multi carrier operation with more 
than 16 dB NPR. These SSPAs are fully gain-stabilized 
in the temperatwe range Or to 50t 

INTRODUCTION 

The ETS- VII satellite is three-axis-stabilized 
geostationary satellite with a rectangular body, a 2500kg 
beginning-of-life mass and 5000W end-of-life power. 
In ETS-VII, single-hop mobile-to-mobile conununications 
experiments at S-band with multiple beams frequencies 
using active phased array antennas and S-band digital 
bmadcasting experiments providing compact-disk 
quality music for mobile temtinals will be 
demonstrated. 

In mobile satellite communications, it is necessary to 
use multiple beam satellite antenna in order to 
conununicate with small mobile terminals. Although a 
high gain narrow beam satellite antenna enables use 
of small eirp mobile terminals, sub-dividing of 
coverage area to large number of small cells occurs. 
To alleviate these problems, we proposed multi port 
amplifier. 

To accornmodate the growing demand for such system, 
it is becoming increasingly important to transmit more 
than one carrier simultaneously through a conunon 
power amplifier. In these systems, the amplifier is 
required to suppress the intermodulation(IM) between 
carriers for obtaining low crosst alk between channels. 
Receally, to characterize the IM properties for multiple 
carriers, the noise power ratio (NPR) has been used. 
This is defined as the ratio of average power of all 
carriers to the average power falling within a certain 
notch bandwidth In this measurement multiple carriers 
are dealt with as white noise with a narrow notch 
and intermodulated signal power is measured as the 
power falling within this frequency notch. 
The 10W SSPA and 20W SSPA comprise 23 units 
and 8units, respectively. They are designed to operate 
in the 2.5 to 2.54 GHz range. l'hey must also be able 
to withstand the rigors of launch and have a working 
life time of 3 years in space. They display an 
operating gain of 58 dB at 10W and 20W output 
power with an efficiency of 22.7% and 21.7% 
inclucling EPC at multi carrier operation with more 
than 16 dB NPR. These SSPAs are fully gain-stabilized 
in the temperature range 0°C to  Sot.  

SSPA REQUIREMENTS 

The requirements for SSPAs suited for ETS- VII 
applications are thus high NPR, high efficiency and 
very low mass. Gain and phase tracking over flight 
sets of large munber of units is also need, therefore 
requiring use of technologies with repeatable 
performance, such as MMIC(monolithic microwave 
integrated circuit). 
Table I summarizes the SSPA performance 
specifications suitable for the ETS-VII applications. 
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Table I SSPA Performance Specifications 

Value 
2.5 to 2.54GHz 

20dB min 
16dB min 
55dB min 
(10W SSPA) 
58dB min 
(20W SSPA) 
0.5dB max 
0.2dB p-p max 
20 deg. p-p max 
100V 
44W max 

(10W SSPA) 
92W max 

(20W SSPA) 
660g. max 
(10W SSPA) 
2415g. max 

(20W SSPA) 
260x60x110 nun max 

(10W SSPA) 
220x210x64 mm max 

(20W SSPA) 

Weight 

Size 

The SSPA block diagram is illustrated in Figure 1. 

Requirements Parameter 
Frequency Range 
Return Loss (input & output) 
NPR 
Gain 

Gain 

Gain Flatness 
Gain Tracking 
Phase Tracking 
DC Input Voltage 
DC Power Consumption 

ORE 

2510 2520 

Frequency [MHz] 

50r 

230 2540 

0.5 

(32 0.25 

-0.25 

-4/5 
2500 2510 2520 

Frequency [MHz] 

o  

2540 2530 

Space Segment Technology 

The driving(AMP-B) and final stage(AMP-C) amplifiers 
have been designed using Internally Matched Power GaAs 
FET modules. Temperature compensation of the 
intermodulation, output power and DC power consumption 
are achieved by adjusting the drain voltage of these 
modules to the temperature. 

The DC/DC converter is located in a separate component 
of the SSPA. The housing is machined from solid 
ahuninum, with two back-to-back compartments for the 
DC and RF circuits. RF and DC interfaces are through 
SMA and connectors respectively. 

SSPA PERFORMANCE 

The measured SSPA RF performance is illustrated in 
Figure 2 to 4, for RF gain and input and output 
characteristics. A temperature range of Or to 50r is 
used. 
Gain, gain flatness, gain tracicing, and NPR specifications 
are all satisfied. 

Comparison of gain and input-output measurement 
between the 10W SSPA and 20W SSPA provides the 
confidence that the tracking specifications can be satisfied 
without any form of active compensation, for large number 
of SSPAs. 

Or 
0.5 

ATT AMP•Al EOU AMP.A2 CC 0.25 

.0 
1E 0 

'101  
• a -0.25 

-0.5 
2500 - 

Figure 1. The 10W SSPA block and level diagram 

SSPA DESIGN APPROACH 

The variable gain amplifier (AMP-Al and AMP-A2) bas 
 been designed using MMIC technology. In the gain 

amplifier pHEMTs are used, which provide very low 
noise figures and very hig,h gain at S-band. With such 
devices, a total of 3 stages are needed to achieved the 
required gain. The packaging of these amplifiers is 
Performed individually to mitigate risk and for reasons 
of modularity. 

Figure 2. S-band Gain of 10W SSPA 
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Figure 6. Photograph of IOW SSPAs 
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Figure 5. S-band Phase of IOW SSPA 
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Figure 3. S-band Gain of 20W SSPA 
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Figure 8. NPR histogram (10W SSPA) 

Figure 9. Gain temperature deviation histogram 
(10W SSPA) 

- 

- 
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et: Figure 10. Phase temperature deviation histogram 
(10W SSPA) 

These results show that all SSPA key perforrnance 
specifications are satisfied by ETS-VM. 

CONCLUSIONS 

The IOW and 20W SSPA have been developed by ASC for 
S-band multi-beam phased array satellite systems. ETS-‘111. 
The 10W SSPA and 20W SSPA comprise 23 units 
and &inns. respectively- . They are designed to operate 
in the 2.5 to 2.54 GHz range. They must also be able 
to withstand the rigors of launch and have a working life 
time of 3 ycars in space. They display an operating 
gain of 58 dB at IOW and 20W output power with an 
efficiency of 22.7% and 21.7% including EPC at 
multi carrier operation with more than 16 dB NPR. These 
SSPAs are fully gain and phase-stabilized in the 
temperature range Or to 50°C. 
This combination of high NPR, high efficiency , very low 
mass, low gain and low phase deviations over SSPAs can 
provide the best system performance. 
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ABSTRACT 
In this paper, different modulation and coding schemes 
suitable for future satellite multimedia services in Ka band 
are proposed and their performance are assessed. The 
considered techniques include convolutional codes, trellis 
coded modulations as well as concatenated schemes and 
turbo codes. 

Turbo Codes (TC). Issues such as interleaving and decoding 
complexity are addressed in order to provide accurate 
comparisons between the different schemes. Practical 
limitations such as the buffering and the processing required 
on board the satellite are most important and need to be 
considered before adopting a scheme for a real system. 

II. SYSTEM DESCRIPTION 
I. INTRODUCTION 

The anticipated demand for the provision of multimedia 
services such as videoconferencing, telemedicine, audio and 
video broadcasting to compact user terminals has prompted 
the emergence of a number of proposals for Ka band satellite 
systems such as WEST from Matra Marconi Space (MMS), 
EuroSkyWay by Alenia Aerospazio, ASTROLINK by 
Lockheed Martin, CYBERSTAR from Space Systems/Loral 
and SPACEWAY from Hughes Communications. On that 
note and following the Space Foresight exercise, the British 
National Space Center (BNSC) initiated the SWAID 
(Satellite Wideband Air Interface Design) project as a 
collaboration between MMS and the Centre for 
Communication Systems Research (CCSR) at the University 
of Surrey. 

When compared to first-generation mobile satellite 
communication systems such as GLOBALSTAR and 
IRIDIUM, future multimedia satellite networks will have to 
provide significantly higher data rates while achieving 
extremely low BER values. In order to keep the user terminal 
complexity as low as possible, it is essential to reach the 
required quality of service (QoS) with very low values of the 
signal-to-noise ratio (SNR). Hence, the choice of the optimum 
channel coding technique with the best possible access 
scheme will be of utmost importance in realizing such 
performance limits. 

In this paper, different modulation and Forward Error 
Correction (FEC) coding schemes suitable for these future 
multimedia satellite systems are proposed and their 
performance assessed. The considered techniques include 
conventional Convolutional Codes (CC), Trellis Coded 
Modulations (TCM) as well as concatenated schemes and 

SWAID is aimed at designing and optimising the air 
interface of a future Ka band system delivering services 
with data rates ranging from 32 kbps up to 384 kbps to 
small easily installed inexpensive User Terminals (UT) with 
small dish type antennas. It is assumed that the UT antenna 
diameter is equal to 0.7 m and the RF output power is 
provided with a single SSPA with a power lower than 1 W. 

The system comprises advanced geostationary satellite 
payloads providing an extended European coverage with a 
53 spotbeam arrangement. Full onboard regeneration, 
including channel decoding in the uplink and coding in the 
downlink, is considered in order to ease the UT 
requirements and increase the system flexibility. The 
satellite G/7' has been taken equal to 18 dB/K. Moreover, it 
was put as a system constraint at the beginning of the 
project that the payload power should not exceed 10 kW. 

The satellite air interface packets are ATM encapsulated 
with a modified header to support the satellite specific 
protocols and Fast Packet Switching (FPS) is provided. By 
so doing, efficient use of the satellite resources as well as 
bandwidth can be achieved. It is assumed that the size of the 
ATM-like cell is equal to 55 bytes. 

Rain attenuation can be particularly penalising at Ka band. 
It is therefore important to provide adequate link margins 
based on the required availability. The SWAID system is 
designed to provide a link availability higher than 99% of 
the year for a target end-to-end BER of 10-1° . 

A nonuniform traffic distribution over the coverage area has 
been assumed. The traffic in the user link is equal to 1.8 
Gbps in the uplink and 4.2 Gbps in the downlink. 
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In the initial phase of the project, a comparison between 
Synchronous CDMA (S-CDMA) [1], [2] and TDMA has 
been performed in order to choose the most suitable access 
scheme. The results of this comparison can be found in [3] 
and are summarised in Table 1. 

Parameter  
UT power (W) 
Uplink system 
bandwidth (MHz) 
Bandwidth to be processed 
in the uplink (MHz) 
Satellite RF power (W) 
Maximum RF power in 
one downlink spotbeam (W) 
Downlink system 
bandwidth (MHz) 
Bandwidth to be processed 
in the downlink (MHz) 

Table 1: Access scheme comparison 

It can be seen from Table 1 that both designs lead to similar 
values of the required UT power. S-CDMA presents a slight 
advantage in terms of required satellite power as well as 
system bandwidth. However the bandwidth to be processed 
on-board the satellite is higher for the CDMA case by 2.6 
dB in the uplink and 1.9 dB in the downlink. Taking these 
results into account together with the fact that regenerative 
CDMA payloads are a less developed technology, TDMA 
has been chosen as the baseline access scheme. 

III. CONVOLUTIONAL CODES 

The first schemes to be considered for SWAID are based on 
CC. Over the past years, CC have been used for a large 
number of communication systems. Maximum Likelihood 
Sequence Estimation (MSLE) can easily be implemented 
with the Viterbi Algorithm (VA). Figure 1 presents the 
Eb/No required to achieve the target BER for half rate CC 
with different constraint length values. The plain line 
corresponds to simulation results whereas the results 
associated with the dotted line have been obtained with the 
following upper bound: 

\I2 d • —Ee x ea  ''''Erle° x dr(D' N) 
fr.«  N o dN 

T(D,N) is the transfer function of the CC and df„, denotes 
the Hamming free distance. Ec/No is the ratio between the 
energy per coded symbol and the noise spectral density. 

It can be seen from Figure 1 that increasing the constraint 
length of the CC eases the power requirements. However, 
the number of states in the trellis associated with the CC 
grows exponentially with the constraint length. Since the 
decoding complexity directly depends on this parameter, the 
constraint length cannot be chosen arbitrarily high. The CC 

with constraint length seven offers a good trade-off between 
performance and complexity since the target BER can be 
achieved with an Eb/No of 6.8 dB and 64 states in the 
trellis. In order to further reduce the power requirements by 
1 dB, one would need to implement the CC with constraint 
length 11 at the cost of increasing the decoding complexity 
by a factor equal to 16. 

9 10 6 7 4 
Constraint length L 

Figure 1: Eb/No requirements vs. constraint length 
The decoding complexity of the uplink scheme will have a 
major impact on the satellite on-board processing section. 
Hence, it is of interest to investigate the possibility of 
reducing this computational burden. A number of sub-
optimum algorithms such as the M algorithm [4] for the 
decoding of trellis codes have been proposed in the past. 
The M algorithm restricts the trellis search to only a subset 
of all possible survivors. Figure 2 presents the performance 
of the M algorithm for the CC(V2,7) and different sizes of 
the survivors' set. The Eb/No is equal to 4.5 dB. 

10' 

à 

Figure 2: BER vs. number of survivors 
As expected, the performance of the M algorithm is equal to 
that of the VA when the number of survivors is equal to the 
number of states in the trellis. When only 16 states are used 

S-CDMA TDMA 
0.34 0.29 
136 195 

3060 1685 
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10700 6891 
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for the decoding procedure, the performance noticeably 
degrades and the Eb/No loss is equal to 0.6 dB. However, if 
the comparison is made for the same number of survivors, 
the CC(1/2,7) with the M algorithm and 16 survivors 
outperforms the CC( 1/2,5) decoded by the VA by more than 
0.5 dB. When 32 survivors are kept in the trellis, the M 
algorithm leads to the same power requirements than the 
VA. Hence, using the M algorithm, the decoding 
complexity can be reduced without any performance 
degradation. 

When very high power efficiency is to be achieved, the 
inner CC can be concatenated with an outer Reed-Solomon 
(RS) code. The simulation of concatenated CC+RS codes is 
far to complex when very low BER are considered. The 
approach that has been chosen is to simulate the inner code 
and then analytically derive the performance of the end-to-
end transmission. Using the assumptions presented in [5], 
the bit error probability at the output of the RS(n,k,b) can be 
derived: 

P° x RS symbols in error in the codeword) (2) 
2 .n 

n and k denote the length and the dimension of the RS code. 
The symbol error correction capability is denoted as t. The 
RS symbols take their values in the Galois field GF(2b). If 
the errors produced by the VA are independant, the number 
of erroneous symbols in the RS codewords follows a 
binomial distribution. The BER at the output of RS decoder 
can then easily be derived with the sole lcnowledge of the 
Symbol Error Rate (SER) at the output of the VA. 
However, due to the structure of the CC, bursts of error tend 
to happen. In order to take into account this effect, it is 
proposed to model the errors produced by the VA with a 
two-state Markov chain. The bad state corresponds to the 
bytes in error and the good state represents the bytes that 
have been correctly decoded. With the Markov model, the 
distribution of the number of erroneous bytes in the RS 
codewords can be calculated using the method proposed in 
[6]. 

10'
0 5 10 2.0 16 30 

Figure 3: Distribution of the number of errors in the 
codeword using the Markov model 

Figure 3 presents the distribution of the number of errors in 
RS(236,220,8) codewords for the inner CC(3/4,7) and an 
Eb/No of 3 dB. The distribution obtained from the 
simulation results is very different f-rom the binomial 
distribution. As explained earlier, this is due to the 
correlation in the errors at the output of the VA. On the 
other hand, the distributions obtained via simulation and 
using the Markov model are extremely close. Hence, the 
Markov model will be used to assess the performance of 
concatenated coding schemes. It is also interesting to note 
that using the Markov model, the effect of interleaving can 
easily be taken into account. 

IV. CONCATENATED TCM-RS 

In order to improve the spectral efficiency of the FEC 
coding schemes, it is possible to use TCM. TCM were first 
proposed by Ungerboeck [7] and allow the achievement of 
good coding gains without any reduction in the spectral 
efficiency by introducing memory in the modulation 
operation while expanding the signal set. The improvement 
of TCM when compared to CC in spectral efficiency leads 
to an increase for the power requirements. In order to lower 
this increase, the concatenation of the inner TCM with an 
outer RS is considered. 

Figure 5: BER of the 3/4-16QAM TCM + RS(63,55,8) 
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Figure 4 presents the performance of the Ungerboeck 213- 
8PSK TCM with 16 states and outer RS(63,55,8). In Figure 
5, an inner 3/4-16QAM TCM is considered. The Markov 
model has been used in order to assess the performance for 
different interleaving length values.It can be seen from 
Figure 4 and Figure 5 that an interleaving depth of 10 is 
required in order to achieve a performance close to the 
Optimum one. The performance of TCM having larger 
number of states has also been assessed. However, it was 
observed that by increasing the TCM memory, the 
correlation in the errors produced by the VA became larger. 
This affects negatively the performance of the outer RS 
decoder. For example, when the inner 2/3-8PSK TCM is 
used, an increase in the number of states in the trellis from 
16 to 64 with an increase in the interleaving depth from 10 
to 15 lowers the power requirements by only 0.2 dB. Hence, 
the use of TCM with 16 states provides a good trade-off 
between performance on the one hand and decoding 
complexity and delay on the other hand. RS codes with 
larger error correction capabilities have also been tested. 
However, it was found that the increase in decoding 
complexity provided only very limited gains (<0.2 dB). 

V. TURBO CODES 

TC are a new class of coding schemes that have first been 
introduced by Berrou et al. [8] in 1993. TC have received a 
lot of attention because they exhibit extremely good 
Performance. For a BER of 10 -5 , the first TC was only 0.7 
dB away from Shannon's limit. TC represent very 
protnising schemes, however a number of issues must be 
tackled before successful implementation for commercial 
communication systems. 

First, the TC proposed by Berrou uses very large 
Interleaving blocks (65536 bits). This would be very 
problematic for satellite applications since this would entail 
large delays and buffer sizes. In the SWAID project, small 
interleaving lengths have been considered. Our results have 
shown that with the appropriate interleaving algorithm, 
Pod performance can be achieved even with an 
Interleaving length equal to the ATM-like cell [9]. Figure 6 
Present the Eb/No required to achieve a BER of 1œ3 for 
different values of the code memory and interleaving length. 
The constituent codes are of rate 1/2 and puncturing is 
aPplied in order to achieve an overall code rate of 1/2. Four 
decoding iterations have been performed. The performance 
degradation due to a reduction in the interleaving length 
fr°nl 7040 bits to 1760 bits is lower than 0.2 dB. When the 
length is further reduced to 440 bits (one ATM-like cell), 
the additional loss is limited to 0.5 dB. Hence, TC can be 
successfully applied even when the interleaving length has 
to be kept very low. 
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Figure 6: EbtNo required to achieve a BER of 10 -3  

Another issue that needs to be addressed for the 
implementation of TC is the decoding complexity. The 
decoding complexity depends on both the Soft Input Soft 
Output (SISO) algoritlun used for the decoding of the 
constituent codes and the number of required iterations. The 
modified Maximum A Posteriori (MAP) algorithm offers 
the best performance but is extremely complex. A 
simplified version, which does not show any performance 
degradation, has been proposed in [10]. This algorithm can 
be further simplified by performing the computations in the 
log domain and is referred to as LogSMAP. The 
performance of the SubSMAP has also been assessed. The 
SubSMAP algorithm is based on the LogSMAP algorithm 
and uses an approximation for the calculation of the 
logarithm of a sum of exponential terms. 

Figure 7 presents the performance of the TC for the 
different SISO decoding algorithms. The memory of the 
constituent codes is equal to 2. Better power efficiency 
could be achieved with constituent codes having a larger 
memory size. However, it was shown that increasing the 
memory size beyond 4 did not provide any performance 
gain. Moreover, the improvement in power efficiency 
achieved by doubling the memory size from 2 to 4 is very 
limited in view of the increased decoding complexity. The 
interleaving length is equal to 440 bits. The dotted line 
corresponds to the performance of the LogSMAP algoritlun 
for 8 decoding iterations. The plain lines are associated vvith 
the SubSMAP algorithm for which different number of 
decoding iterations have been considered. When 8 decoding 
iterations are considered for both algorithms, the 
performance degradation of the SubSMAP is limited to 0.15 
dB. Moreover, halving the number of SubSMAP decoding 
iterations increases the power requirements by only 0.1 dB. 
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Figure 7: TC performance 

TC are very efficient when moderate to low BER values are 
to be achieved. However, when very low BER are targeted, 
the flattening in the BER curve, due to the weakness of the 
constituent codes, means that they do not outperform 
conventional CC. Talcing into account the requirements set, 
it was decided to concatenate the TC with an outer RS. 
Figure 8 presents the performance of the concatenated 
TC+RS(63,55,8). Depths of 3, 5 and 10 have been 
considered for the interleaving between the TC and the RS 
decoders. 

1 0 0.6 1.5 2 
Se. (dB) 

Figure 8: Performance of concatenated TC+RS 

An interleaving depth larger than 3 is required  in  order to 
avoid the BER flattening. On the other hand, the gain 
provided by increasing the interleaving length from 5 to 10 
is lower than 0.1 dB. Hence, when compared to CC, TC 
require smaller interleaving sizes at the decoder output. 
This can be justified by the fact that the memory of the 
constituent codes is very low, and hence the correlation in 
the errors produced by the decoder is smaller. 

VI. SUMMARY AND CONCLUSIONS 

Using the results presented in the above sections of this 
paper, seven candidates have been retained. Table 2 
presents the characteristics of these different schemes. The 
schemes are compared according to their power efficiency, 
spectral efficiency and decoding complexity. The actual 
decoding complexity of the different schemes will depend 
on the implementation and is therefore impossible to exactly 
quantify. However, in order to have an estimate of the 
required processing, the decoding complexity is expressed 
in complexity units per second (cups). Assumptions on the 
number of complexity units (cu) associated with the 
different operators have been made: 

. Real addition or subtraction: 1  eu  

. Real multiplication: 2 cu 

. Addition in GF(256): 1 cu 

. Multiplication in GF(256): 8  eu  

. Division in GF(256): 16  eu  

CC(1/2,7) 
2/3 -8PSK TCM (16 states) 

+ RS (71,55,8) 
2/3-8PSK TCM (16 states) 

+ RS (63,55,8) 
3/4-16QAM TCM (16 states) 

+ RS (63,55,8) 
CC(rate M, L=7) 
+ RS (237,220,8) 
CC(rate 3/4, L=5) 
+ RS (237,220,8) 

TC(rate 1/2, M=2, 4 it.) 
+ RS (63,55,8) 

Table 2: Comparison between the different schemes 

In order to allow easy visualisation, Figure 9 and Figure 10 
plot the results summarised in Table 2. 

Figure 9: Spectral efficiency of the different schemes 

8 

3.6 

Spec. Eff. Comp. 
(b/symb) (Mcups) 

0.99 68 
1.51 95 

1.71 75 

2.52 135 

1.39 80 

1.39 35 

0.87 340 
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Figure 10: Complexity of the different schemes 
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The TC provides the best power efficiency. It outperforms 
all the other schemes by more than 1 dB. However, the 
spectral  efficiency is quite limited and the decoding 
complexity extremely high. The complexity of decoding the 
Proposed TC with the simplified SubSMAP algorithm is 
aPproximately four times that of the CC(1/2,7). 

The concatenation of an inner 2/3-8PSK TCM with 16 states 
and outer RS proves to be more efficient both in terms of 
Signal  bandwidth and power requirements than the CC(1/2,7). 
With the outer RS(63,55,8), the TCM offers a 70% increase 
in spectral efficiency and a 0.7 dB gain. Moreover, the 
decoding complexity of both schemes is very similar. It 
s.  hould however be stressed that the TCM schemes require 
interleaving at the output of the VA with a length equal to 
10. 

When very high spectral efficiency values are targeted, the 
concatenation of the inner 3/4- 16QAM TCM with the outer 
R3'(53,55,8) seems to be the most appropriate. When 
c°InPared to the concatenated schemes with inner 2/3-8PSK 
TCM, the gain in spectral efficiency is higher than 50%. 
However, the power requirements have to be increased by 
more than 2.3 dB and the decoding complexity is more than 
40% higher. 

The concatenation of the inner punctured CC of rate 3/4 with 
an outer RS code provides a good trade-off between spectral 
and power efficiency. Spectral efficiency values of 1.4 
bit/symbol can be reached for required Eb/No lower than 5 
dB. Moreover, the number of states in the trellis of the CC 
can be kept low without any  important performance 
degradation. By so doing, very low decoding complexity 
caa be achieved. 
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Abstract 

This paper describes a number of new interleaving strategies 
based on the golden section. The new interleavers are called 
golden relative prime interleavers, golden interleavers, and 
dithered golden interleavers. The latter two approaches 
involve sorting a real-valued vector derived from the golden 
section. Random and so-called "spread" interleavers are also 
considered. Turbo-code performance results are presented 
and compared for the various interleaving strategies. Of the 
interleavers considered, the dithered golden interleaver 
typically provides the best performance, especially for low 
code rates and large block sizes. The golden relative prime 
interleaver is shown to work surprisingly well for high 
puncture rates. These interleavers have excellent spreading 
properties in general and are thus useful for many 
applications other than Turbo-codes. 

1.0 Introduction 

Interleaving is a key component of many digital 
communication systems involving forward error correction 
(FEC) coding. This is especially true for channels 
characterized by fading, multipath, and impulse noise, for 
example. Interleaving, or permuting, of the transmitted 
elements, provides time diversity for the FEC scheme being 
employed. An element is used here to refer to any symbol, 
sample, ,  digit, or bit that is interleaved. In the past the 
interleaving strategy was usually only weakly linked to the 
FEC scheme being employed. Exceptions are concatenated 
FEC schemes such as concatenated Viterbi and Reed-
Solomon decoding. The interleaver is placed between the 
two FEC encoders to help spread out error-bursts and the 
depth of interleaving is directly linked to the error correction 
capability of the inner (Viterbi) decoder. More recently, 
however, interleavers have become an integral part of the 
coding and decoding strategy itself. Such is the case for 
Turbo and Turbo-like codes, where the interleaver is a critical 
part of the coding scheme. The problem of finding optimal 
interleavers for such schemes is really a code design problem, 
and is an on-going area of research. 

One problem with classical interleavers is that they are 
usually designed to provide a specific interleaving depth. 
This is fine if each burst of errors never exceeds the 
interleaver depth, but it is wasteful if the interleaver is over-
designed (too long) and error-bursts are typically much 
shorter than the interleaver depth. For example, a simple 
10x10 matrix interleaver has an interleaving depth of 10 
elements. If a burst of 10 errors occurs, the deinterleaver will 
optimally spread these 10 errors throughout the block of 100 
elements. If the error-burst is 11 elements long, however, 
then two errors will again be adjacent. If the error-burst is 
only two elements long then these two errors will only be 
spaced 10 elements apart after deinterleaving, but they could 
have been spaced much further apart if it was known that only 
two errors were present. For example, a 2x50 matrix 
interleaver would have spaced these two errors 50 elements 
apart. Of course this interleaver is not good for longer bursts 
of errors. In practice, most channels usually generate error 
events of random length, and the average length can be time 
varying, as well as unknown. This makes it very difficult to 
design optimum interleaving strategies using the classical 
approaches. What is sought is an interleaving strategy that is 
good for any error-burst length. 

Section 2 provides some background on Turbo-codes and 
interleaving methods. Section 3 describes the new 
interleaving strategies based on the "golden section". Section 
4 compares the bit and packet error-rate performance of 
Turbo-codes with the various interleavers. Section 5 gives the 
conclusions. 

2.0 Background 

Turbo-codes [1,2,3] have received considerable attention 
since their introduction in 1993. This is due to their powerful 
error correcting capability, reasonable complexity, and 
flexibility in terms of providing different block sizes and code 
rates. The canonical Turbo-code encoder consists of two 16- 
state, rate 1/2 recursive systematic convolutional (RSC) 
encoders operating in parallel with the information bits 
interleaved between the two encoders, as shown in Figure 1. 
Without puncturing, the overall code rate is 1/3. This is 
because the systematic information bits are only sent once. 
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Other code rates can be achieved as required by puncturing 
the parity bits c i k  and c2k . It is the job of the interleaver to 
break apart low-distance error patterns that belong to one 
RSC code, in the hope that they will create high-distance 
error patterns in the other RSC code. 

d 
dk 

--> 
To 
Modulator 

Pk 

Fig. 1: Turbo-code encoder using two rate 1/2 RSC 
codes with puncturing. 

A number of close-to-optimum and sub-optimum Turbo 
decoding methods are possible. The simulation results 
Presented here are based on the enhanced maximum-log-a-
posteriori- probability (max-log-APP) approach, with 
corrected extrinsic information, as described elsewhere in 
[4,5,6 ,7]. It has been found that performance is typically 
within 0.1 to 0.2 dB of exact, infinite precision log-APP 
decoding. The amount of degradation is a function of block 
size, code rate, and signal-to-noise ratio (SNR), with the 
larger degradations occurring for long blocks, low code rates, 
and low SNRs. It is convention that one Turbo decoding 
iteration be defined as two max-log-APP decoding 
oPerations. 

Interleaving is a key component of any Turbo-code, as shown 
In Figure 1. Although some form of random or pseudo-
random interleaving is usually recommended, it has been 
fbund that simple structured interleavers can also offer good 
Performance , especially for short data blocks on the order of a 
few hundred bits. Examples of common structured block 
Interleavers include relative prime interleavers and LxM 
matrix (or block) interleavers using L rows and M columns. 
An LxM matrix interleaver is usually implemented by writing 
into the rows and reading out of the columns, or vice versa. 
The rovvs or columns are sometimes read in or out in a 
permuted order. This permuted order is often implemented 
using a relative prime. That is, the row or column index can 
be generated using modulo arithmetic where the index 
I ncrement and row or column lengths are relative primes. 
With L or M equal to 1, this type of interleaver simply 
becomes a one-dimensional relative prime interleaver. The 
relative prime interleaver is examined more closely in Section 3. 

The original "Turbo" interleaver 11,21  is based on the use of 
an MxM matrix with a form of (pseudo-random) relative 

prime indexing, but the design is much more complicated than 
that described above. This interleaver has been reported to 
work well, but is not suited to arbitrary block sizes. This 
interleaver is not considered further in this paper, but the 
approach definitely merits further investigation. 

Two other interleavers that have been investigated are the 
"random" interleaver, and the so-called "spread" interleaver 
[8,9,10]. The random interleaver simply performs a random 
or pseudo-random permutation of the elements without any 
restrictions. This interleaver is very useful as a benchmark, 
and has also been used extensively in calculating error-rate 
bounds [9,10]. 

The spread interleaver is really a semi-random interleaver. It 
is based on the random generation of N integers from 0 to N-
1, but with the following constraint [8,10 ]: 

Each randomly selected integer is compared to the S most 
recently selected integers. If the current selection is 
within S of at least one of the previous S integers, then it 
is rejected and a new integer is selected until the previous 
condition is satisfied. 

This process is repeated until all N integers are extracted. The 
search time increases with S, and there is no guarantee that 
the process will finish successfully. As a rule of thumb the 
choice S  <J7  2 produces a solution in a reasonable 
amount of time. A number of variations on the spread 
interleaver are presented in 111,12,13,14]. These variations 
are not considered further here, but also merit further 
investigation. 

3.0 Golden Section Interleaving 

3.1The Golden Section 
The golden section arises in many interesting mathematical 
problems. Figure 2 illustrates the golden section principle in 
relation to the interleaving problem of interest. Given a line 
segment of length 1, the problem is to divide it into a long 
segment of length g, and a shorter segment of length 1-g, such 
that the ratio of the longer segment to the entire segment is 
the same as the ratio of the shorter segment to the longer 
segment. 

9- 

Fig. 2: Illustration of the golden section principle. 

That is, 

>>1 
-0 
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Fig. 3: Minimum distance between points versus number 
of points with a golden increment. 

Figure 3 shows a plot of the minimum distances versus the 
number of points considered, as points are added using an 
increment of g with modulo-1 arithmetic. Figure 3 also 
shows an upper bound for each specific number of points. 
That is, given n points, and only n points, they could be 
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g _1— g 
1 — g 

Solving this simple quadratic equation for g gives the golden 
section value 

g =  0.618 
2 

Now consider points generated by starting at 0 and adding 
increments of g, using modulo-1 arithmetic. After the first 
increment there are two points at 0 and g that are 1—g apart, 
using modulo-1 arithmetic. Modulo distances are used to 
allow for the option of having the first point start anywhere 
along the line segment. From (1), the distance of 1—g is the 
same as g2

. After the second increment the first and third 
points determine the minimum distance and this distance is g3 . 
Again, this follows from the definition of g in (1). After the 
third increment the first and fourth points determine the 
minimum distance and this distance is g4 . The minimum 
distance after the fifth point is the same. The minimum 
distance after the sixth point is g 5 . This trend continues, with 
the minimum distance never decreasing by more than a factor 
of g when it does decrease. This property follows directly 
from the definition of the golden section in (1). The same 
distances can also be generated with the complement 
increment of (1—g)=g2,----0.382. Higher powers of g can also 
be used for the increment value, but the initial minimum 
distances are reduced to the smaller increment value. 

uniformly spaced with a minimum distance of 1/n. Of course 
the golden section increment results are valid for all numbers 
of points at the same time. The upper bound is not. Even so, 
the golden section increment results are seen to track the 
upper bound quite closely. Note that even when the minimum 
distance drops, most points will still be at the previous 
minimum distance from their neighbours, with the average 
distance between points equal to the upper bound. 

The distance properties of the golden section increment, 
illustrated in Figure 3, are desirable for interleavers in 
general, but in particular are desirable for Turbo-code 
interleavers. It is now shown how these properties can be 
used in designing a number of practical interleavers. 

3.2 Golden Relative Prime Interleavers 
For golden relative prime interleavers, the interleaver indexes 
are calculated as follows: 

i(n)= s+np, modulo N, n=0...N-1 (3) 

where s is an integer starting index, p is an integer index 
increment, and N is the interleaver length. N and p must be 
relative primes to ensure that each element is read out once 
and only once. The starting index s is usually set to 0, but 
other integer values of s can be selected. The relative prime 
increment, p, is chosen "close" (as further defined below) to 
one of the non-integer values of 

c=N(gm +j)/r (4) 

(1)  

(2) 

where g is the golden section value, m is any positive integer 
greater than zero, r is the index spacing (distance) between 
nearby elements to be maximally spread, and j is any integer 
modulo r. As discussed previously, the preferred values for m 
are typically I or 2. In a typical implementation where 
adjacent elements are to be maximally spread, j is set to 0 and 
r is set to  I. For Turbo-codes, however, greater values of j 
and r can be used to obtain the best spreading for elements 
spaced r apart. For example, r could be set to the repetition 
period of the feedback polynomial in the RSC encoder, to 
maximally spread input-weight-2 error events. With this in 
mind, good choices for j and r are values that result in 
spreading by approximate golden section spacing for adjacent 
elements, as well as those spaced by r. For example, j=9 and 
r=15 are expected to work well for a 16-state Turbo-code 
with an RSC code repetition period of r=15. 

One definition of being a "close" relative prime is to fall 
within a small window about the exact real value, c, given in 
(4). The simplest choice is to select the relative prime p 
closest to c, for predetermined values of N, m, j, and r. The 
result is a golden relative prime interleaver with quantization 
error. For large blocks the quantization error is usually not 
significant for short error-burst lengths, but can grow to be 
significant after many increments. One way to mitigate the 
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quantization error problem is to perform a search for the best 
relative prime increment p in the vicinity of c, by using the 
minimum distance between interleaved indexes for the 
maximum number of elements considered, as a measure of the 
spreading quality of the interleaver. Alternatively, the best 
relative prime increment, p, in the vicinity of c, is determined 
by the sum (or weighted sum) of the minimum distances 
between interleaved indexes for all numbers from two up to 
the maximum number of elements considered. In this case, the 
best choice for p is that which maximizes the area under the 
minimum distance curve. 

Figure 4 shows the spreading properties for an interleaver 
having a size N=1028 (e.g. used in a Turbo-code encoder with 
1024 information bits and 4 flush bits per block), m=2, j=0, 
r=l, and a relative prime increment of p=393. The value of 
c'Ng2  is approximately 392.7. The value of p=393 is the 
closest relative prime. As can be seen, this golden relative 
Prime interleaver performs well in tracking the upper bound 
near the origin, but does not appear to be as good away from 
the origin where the accumulating quantization error becomes 
significant. The area under the entire curve is 4620. This 
spreading measure is used for comparison purposes below. 

Minimum difference between interleaved indexes 
versus number of bits considered with a golden 
relative prime interleaver. N=1028, p=393, area 
under curve=4620. 

Most general purpose digital signal processors (DSPs) today 
?ffer the kind of modulo indexing indicated in (3) • to 
implement circular buffers. It is also trivial to implement in 
hardware. Thus, golden relative prime interleavers require no 
additional memory and little or no additional processing 
compared to that required to store and read an uninterleaved 
vector. 

3.3 Golden Interleavers 
Golden interleavers do not use integer relative primes and 
integer modulo arithmetic, but rather are based on sorting 
real-valued numbers derived from the golden section. The 
first step is to compute the golden section value g. The second 
step is to compute the real increment value c, as defined 
previously in (4). The third step is to generate real-valued 
golden vector v. The elements of v are calculated as follows: 

v(n).= s+nc, modulo N, n=0...N-1 (5) 

where s is any real starting value. 
golden vector v and find the index 
sort. That is, find sort vector z 
n=0...N-1, where a=sort(v). The golden interleaver indexes 
are then given by i(z(n))=n, n=0...N-1. In fact, vector z is the 
inverse interleaver for i. 

The starting value s is usually set to 0, but other real values of 
s can be selected. The preferred values for m are typically 1 
or 2, as discussed previously. For maximum spreading of 
adjacent elements, j is set to 0 and r is set to  I. For Turbo-
codes, greater values of j and r may be used to obtain the best 
spreading for elements spaced r apart, as discussed 
previously. 

The golden interleaver does not suffer from accumulating 
quantization errors, as does the golden relative prime 
interleaver. In the golden interleaver case, a quantization 
error only occurs in the final assignment of the indexes. On 
the other hand, the golden interleaver cannot be implemented 
using the simple modulo-increment indexing method 
described above for the golden relative prime interleaver. In 
contrast, the golden interleaver indexes must be pre-computed 
and stored in index memory for each block size of interest. If 
the full indexes are stored, then the index memory can be 
excessive. For example, an interleaver of length 2 16  elements 
would require 16x2 16  bits of index memory. The required 
amount of index memory can be significantly reduced by only 
storing index offsets. For example, the n-th index can be 
easily calculated as required using i(n)=floorEv(n)I+o(n), 
where the floor function extracts the integer part, v(n) is 
calculated using real modulo N arithmetic as in (5), and by 
definition o(n) is the required index offset stored in index 
memory. The number of bits that are required to store each 
index offset is typically only one or two. Thus, for the 
example above, the index memory is reduced to 2x2 16  bits, or 
about 1/8 that required for full storage of the indexes. 

Figure 5 shows the spreading properties for a golden 
interleaver having size N=1028, m=2, j=0, and r=1. The value 
of real increment c= Ng2  is approximately 392.7. As can be 
seen from Figure 5, the golden interleaver performs very well 
in tracking the theoretical upper bound, and tracks it better 
than the golden relative prime interleaver curve shown in 
Figure 4. Note that the area under the curve has increased 

Fig. 4: 

The next step is to sort 
vector z that defines this 
such that a(n)=v(z(n)), 
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from 4620, for the golden relative prime interleaver, to 5250, 
for the golden interleaver, indicating that the golden 
interleaver is better at spreading out error-bursts of arbitrary 
length. 

100 
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Fig. 5: Minimum difference between interleaved indexes 
versus number of bits considered with a golden 
interleaver. N=1028, m=2, j=0, r=1, area under 
curve=5250. 

3.4 Dithered Golden Interleavers 
It has been found for Turbo-codes that interleavers with some 
randomness tend to perform better than completely structured 
interleavers, especially for large block sizes on the order of 
1000 or more bits. However, the spreading properties of the 
golden interleaver are still very desirable, both to maintain a 
good minimum distance (a steep error curve at high SNRs) 
and to ensure rapid convergence by efficiently spreading 
error-bursts throughout the block. These two features are 
encompassed in the dithered golden interleaver. The only 
difference between the golden interleaver and the dithered 
golden , interleaver is the inclusion of a real perturbation 
(dither) vector d, in golden vector v. That is, 

v(n)=s+nc+d(n), modulo N, n=0...N-1 , (6) 

where d(n) is the n-th dither component. The added dither is 
uniformly distributed between 0 and ND, where D is the 
normalized width of the dither distribution. The dithered 
golden vector y is sorted, and interleaver indexes are 
generated in a similar manner to that for the golden 
interleaver described above. 

It has been found experimentally, for Turbo-codes, that a 
crude rule of thumb for any block size is to use D---.0.01. The 
result is that for small blocks, on the order of 1000 bits or 
less, the effect of the dither component is small. For large 
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blocks, on the order of 1000 bits or more, the effect of the 
dither component naturally increases as the block size 
increases. In practice, the optimum amount of dither for a 
specific Turbo-code is a function of the block size and the 
code rate obtained with puncturing. 

Similar to the golden interleaver, the dithered golden 
interleaver requires the use of index memory for storing pre-
computed indexes, and therefore cannot be implemented 
using the simpler method of modulo-increment indexing. As 
for the golden interleaver, the required amount of index 
memory can be significantly reduced by only storing index 
offsets. The amount of memory required now depends on the 
degree of dither, and whether the dither component is 
included in the calculation of each approximate index, or 
whether it is totally accounted for in the stored index offset. 

In conclusion, the dithered golden interleaver maintains most 
of the desirable spreading properties of the golden interleaver, 
but is also capable of adding randomness to the interleaver to 
improve Turbo-code performance. Further, the golden 
interleaver is now just a special case of the dithered golden 
interleaver with D=0. 

4.0 Performance Results 

Performance results are presented for a fixed interleaver size 
of N=1028 (historically selected for a 1024 info-bit block 
with 4 flush bits). The Turbo-code uses two identical, 
parallel, 16-state, rate 1/2 RSC codes, with polynomials 
(23,35)8 . The repetition period of the feedback polynomial is 
r=15. Results are presented for nominal code rates of 1/3 
(unpunctured), 1/2 and 4/5. The Turbo decoding method used 
is the enhanced max-log-APP (a posterior probability) 
approach presented in [4,5,6,7]. This method typically 
provides performance with 0.1 to 0.2 dB of exact, infinite 
precision APP processing. The maximum number of decoding 
iterations was set to 16. A simple early stopping criterion was 
used, which helped speed up the simulations [6]. A more 
extensive list of the encoder and decoder specifications is 
given in [7]. More information on the Turbo decoder can be 
found at www.crc.ca/fec  [17]. 

The RSC code trellis termination method is critical to the 
performance of Turbo-codes, especially with good 
interleavers. A number of generally applicable dual-
termination and dual-tail-biting techniques are presented in 
[15,16]. These termination techniques do not place any 
restrictions on the interleaver design. The recommended 
approach for large blocks (>1000 info-bits) is to perform 
dual-termination. Without termination, both RSC encoders 
start in the zero-state and both stop in an unknown state. With 
single-termination, a commonly used approach in the 
literature, the interleaver includes 4 flush bits, both RSC 
encoders start in the zero-state, and one RSC encoder is 
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known to stop in the zero-state. With dual-termination, the 
interleaver includes 8 flush bits and both RSC encoders are 
known to start and stop in the zero-state. For large blocks the 
flush overhead is negligible. 

Figure 6 shows the packet error rate (PER) performance for 
rate 1/2 codes, with the three termination options mentioned 
above. The same dithered golden interleaver, with m=1, j=0, 
r=1, and D=0.02, was used in all three cases. This figure 
clearly shows the importance of proper trellis termination, 
when a good interleaver is used. The conclusion is quite 
different for a random interleaver. The bit error rate (BER) 
results corresponding to Figure 6 are shown in Figure 7. The 
remaining results were all obtained with dual-termination. 

Figure 8 shows the PER results for a code rate of 1/3, and 
four different interleavers of size N=1028. The interleavers 
used are the "random" interleaver, the relative "prime" 
interleaver with p=393 (closest relative prime to Ng2), the 
"spread" interleaver with spread parameter S=18, and the 
dithered "golden" interleaver with m=1, j=0, r=1, and 
D=0.02. The spread interleaver address generator was 
obtained from [13]. As expected, the highly structured 
relative prime interleaver does not perform well at high SNRs 
due to its inability to break up coupled error events. It does, 
however, do an excellent job of eliminating the low-distance 
input-weight-2 events (multiples of 15 to multiples of 15). 
Note that the random interleaver is not much better for this 
block length. The spread interleaver offers a significant 
iinprovement, but the dithered golden interleaver provides the 
best performance. Figure 9 shows the corresponding BER 
results. It is worth noting that the BER results for the random 
interleaver, at high SNRs, agree quite closely with the 
theoretical bounds presented in [9,10]. 

Concerning statistical reliability, 1000 packet errors were 
counted in the upper portion of each curve. The goal for the 
lowest point on each curve was to count on the order of 100 
packet errors. The least reliable result is for the lowest point 
°n Figures 8 and 9, for which only 20 packet errors were 
counted. Even so, it is safe to say that the "bend" in the BER curve, for the dithered golden interleaver, is in the vicinity of 
10-10.  

Figure 10 shows the PER results for a punctured code rate of 
and the same four interleaver types. The random, relative 

Prime, and spread interleavers were exactly the same as 
b.  efore. The best parameters found for the dithered golden 
Interleaver were m=1, j=9, r=15, and D=0.005. The dithered 
golden interleaver is again the best. What is somewhat 
surprising is how well the relative prime interleaver performs. 
This is partly explained by the fact that, for high puncture 
r.ates, it becomes more important to eliminate low-distance 
!riput-weight-2 events, and the relative prime interleaver is 
ideally suited to this task. The spread interleaver is not as 
effective at eliminating such events, and therefore  

performance is degraded. Figure 11 shows the corresponding 
BER results. Note that the bend in the BER curve occurs 
much higher for highly punctured codes. Even so, this high 
rate code, with a dithered golden interleaver, still provides 
excellent performance for BERs down to le. 

10 1  

1.4 1.6 1.8 
Eb/No (dB) 

Fig. 6: PER performance for rate 1/2 codes and a 
dithered golden interleaver with N=1028, m=1, 
j=0, r=1, and D=0.02. Results are shown for no-
termination (number of flush bits F=0), single-
termination (F=4), and dual-termination (F=8). 

Fig. 7: BER performance for rate 1/2 codes and a 
dithered golden interleaver with N=1028, m=1, 
j=0, r=1, and D=0.02. Results are shown for no-
termination (number of flush bits F=0), single-
termination (F=4), and dual-termination (F=8). 
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PER performance for rate 1/3 codes with dual-
termination and N=1028. The interleavers used 
are the "random" interleaver, the relative "prime" 
interleaver ( p=393), the "spread" interleaver 
(S=18), and the dithered "golden" interleaver 
(m=1, j=0, r=1, and D=0.02). 
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Fig. 9: BER performance for rate 1/3 codes with dual-
termination and N=1028. The interleavers used 
are the "random" interleaver, the relative "prime" 
interleaver ( p=393), the "spread" interleaver 
(S=18), and the dithered "golden" interleaver 
(m=1, j=0, r=1, and D=0.02). 
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Fig. 10:PER performance for rate 4/5 codes with dual-
termination and N=1028. The interleavers used 
are the "random" interleaver, the relative "prime" 
interleaver ( p=393), the "spread" interleaver 
(S=18), and the dithered "golden" interleaver 
(m=1, j=9, r=15, and D=0.005). 
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Fig. 11: BER performance for rate 4/5 codes with dual-
termination and N=1028. The interleavers used 
are the "random" interleaver, the relative "prime" 
interleaver ( p=393), the "spread" interleaver 
(S=18), and the dithered "golden" interleaver 
(m=1, j=9, r=15, and D=0.005). 
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5.0 Conclusions 

Three new interleavers based on the golden section were 
presented. They are called the golden relative prime 
interleaver, the golden interleaver, and the dithered golden 
interleaver. Random and spread interleavers were also 
considered. Turbo-code performance results were presented 
and compared for the various interleavers. The dithered 
golden interleaver provided the best performance in all cases 
considered. The golden relative prime interleaver, although 
highly structured with no random component, worked 
surprisingly well for high code rates. 

Using a dithered golden interleaver of size N=1028, it was 
shown that a parallel, dual-terminated, 16-state, rate 1/3 
Turbo-code can achieve a BER of 10-10  at an Eb/No  value of 
1.6 dB. The bend in the BER curve also occurs at a BER of 
about 10-1() . Puncturing this same code to rate 4/5 moved the 
bend out and up to a BER of about 10-7 . Further 
improvements should be possible by incorporating more 
specific knowledge about the punctured component RSC 
codes into the interleaver design. 

The various "golden" interleavers have excellent spreading 
Properties in general and are thus useful for many 
applications other than Turbo-codes. In addition, there are no 
restrictions on the block size, and a time-consuming search is 
not required. Thus, interleavers can be easily generated on an 
as needed basis for any block length. 
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ABSTRACT 

This paper presents results related to the decoding of Turbo 
codes. In particular, the results relate to the decoding of 
Turbo codes using sub-blocks, and show the degradation in 
error-rate performance as a function of the overlap depth 
used. These results are relevant to the design of high-speed 
hardware or software Turbo code decoders. Sub-block 
processing is desirable in such implementations because the 
technique can provide significant reductions in the memory 
requirements of the decoder, as well as allowing increased 
parallelism. There is a computational overhead, however, 
associated with using sub-block processing, and so it is 
desirable to keep the overlap depth as short as possible while 
still achieving the required error-rate performance 
specifications. Results are presented for a range of overlap 
depths showing the bit error rate (BER) and packet error rate 
(PER) performance over an additive white Gaussian noise 
(AWGN) channel. Results for code rates r=1/3, r=1/2, and 
r=4/5 are presented, showing the need for longer overlap 
depths as the code rate is increased. 

BACKGROUND 

Turbo codes are a broad family of forward-error-correcting 
(FEC) codes introduced in 1993 by Berrou et al. [1,2]. Sub-
block processing is a method commonly used in Turbo code 
decoding to reduce the memory requirements associated with 
decoding large blocks. For example, the MAPO4B product, 
an FPGA (field-programmable gate array) design developed 
by Small World Communications that can be used for Turbo 
code decoding, has a selectable "minimum decoding depth" 
(i.e. overlap) of either 32 or 64 bits [7]. The use of sub-block 
processing in this design keeps the memory associated with 
storing state metric values constant, regardless of the size of 
the block being processed. 
A general discussion on Turbo code decoding methods can be 
found in [4]. Sub-block processing simply means that the 
forward state metric calculations, backward state metric 
calculations, and metric combining operations are performed 
one sub-block at a time, the size of the sub-blocks typically 
being a fraction of the size of the total block. Decoding in this 
fashion means that there are more backward state metric 
calculations; specifically, for each sub-block, except the last 
sub-block, an additional "overlap depth" of backward state 
metric calculations is required. These additional calculations 
begin one overlap depth into the next sub-block and start with 

all states weighted equally, and proceed backwards until the 
boundary of the current sub-block is reached. At this point, 
the backward state metrics are initialized, the accuracy of the 
metrics being dependent on the overlap depth being used, and 
the normal backward state metric calculations and metric 
combining operations for the current sub-block can begin. 
This additional processing overhead is the penalty paid in 
order to realize the memory savings afforded by adopting a 
sub-block decoding approach. 

TURBO CODE AND DECODER SPECIFICATIONS 

This paper presents data for three example Turbo codes. The 
specifications for these example Turbo codes, as well as 
details on the Turbo code decoding method used, are given 
below. 

Turbo code specifkations 
• Parallel arrangement 

• Called "parallel concatenation" 
• Like the original paper by Berrou et al. [1,2] 

• Two identical constituent codes 
• Recursive systematic convolutional (RSC) codes 
• Binary, rate r=1/2 (each RSC code) 
• Memory-4 (i.e. 16 states) 
• Polynomials (23,35) octal; see [6] 
• Period of feedback polynomial is 15 (i.e. maximal 

length) 
• Termination of both codes [3,5 ]  

• Both RSC codes end in the all-zeroes state 
• Requires 8 flush bits (because memory-4) 
• No restrictions on interleaver 
• Positioning of flush bits depends on interleaver 

• Interleaving 
• Information bits and flush bits are interleaved 

between the two RSC codes 
• Dithered "golden" interleaving [8] 
• These interleavers are based on the golden section, 

and have good spreading properties 
• Varying amounts of "dither", depending on the 

degree of puncturing (see figure captions) 
• Block size 

• Interleaver length is 1028 for all cases 
• Number of information bits is 1020 
• Number of coded bits depends on puncturing 

• Puncturing to achieve higher code rates 
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• Overall code rate nominally r=1/3 
• Parity bits are punctured to achieve higher code 

rates (r=1/2, 4/5) 
Turbo decoder specifications 
• Iterative enhanced-max-log-APP decoding method [4] 

• APP stands for a posteriori probability 
• Max-log-APP also known as max-log-MAP 

(maximum a posteriori) 
• Error rate performance typically within 0.1 to 0.2 

dB of exact, infinite-precision iterative APP 
decoding, for rate-1/2 coding 

• Iterations 
• Maximum of 16 decoding iterations (i.e. 32 half-

iterations) 
• Early-stopping feature used: decoding is halted 

after two successive half-iterations have same 
maximum-likelihood sequence estimate (MLSE); 
see [9] 

• Sub-block processing with overlap 
• Overlap depth is the decoding parameter being 

investigated 
• Block divided into 8 sub-blocks for all cases 

(therefore, 7 sub-blocks have overlap) 
• Each sub-block about 128 bits long 

• More information on decoder at http://www.crc.ca/fec  

RESULTS 
This paper presents data on the effect of overlap depth on 
error-rate performance for three example Turbo codes. The 
simulation details are as follows: 
• Overlap depth is the decoding parameter being 

investigated 
• Code rates simulated: 1/3,  1/2,4/5 
• Additive white Gaussian noise (AWGN) channel 
• Both bit-error-rate (BER) and packet-error-rate (PER) 

performance are shown 
The error-rate performance degradation caused by sub-block 
processing with a particular overlap depth will depend on the 
interleaver being used. With a poor interleaver, a certain 
°yerlap depth may not cause any performance degradation, 
snnply because the interleaver itself is dominating the error-
rate performance. On the other hand, with a better 
interleaver, the same overlap depth may indeed result in a 
Performance degradation. That is, the better the interleaver, 
the longer the overlap depth required to avoid a performance 
degradation. 

The same reasoning applies to the termination of the two 
constituent RSC encodings. To achieve the best error-rate 
Performance at higher SNR's, it is important to terminate both 
encodings (or tail-bite). For this reason, all three of the 
example Turbo codes used in the simulations were double-
terrninated [3,5]. 

ANALYSIS 
Figures 1, 2, and 3 show that the appropriate amount of 
overlap depends on the operating point; for lower SNR's, a 

shorter overlap can be tolerated, whereas at higher SNR's, a 
longer overlap is required in order not to degrade 
performance. Also, it is clear that the higher the puncture 
rate, the longer the overlap depth required. It must be 
emphasized that the performance data presented are specific 
to the three example Turbo codes that were simulated, and 
therefore only very general guidelines can be extracted from 
these results. 

CONCLUSIONS 

The appropriate amount of overlap to use when employing 
sub-block processing in the decoding of Turbo codes depends 
on many factors. These include the nature of the Turbo code 
itself (e.g. memory, termination), the degree of puncturing, 
the SNR at the operating point, the number of iterations, the 
block size, the interleaver, and the number of sub-blocks. For 
any potential application, an investigation should be 
undertaken to determine the overlap depth that provides the 
optimal trade-off between error-rate performance and decoder 
processing requirements. 
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Figure 1. Results for code rate r=4/5 (nominal). Performance for overlap depths of 16, 24, 32, 48, and 64 bits is shown, as 
well as performance without sub-block processing (the bottom curves). The interleaver used was a type of dithered golden 
interleaver designed to spread bits separated by multiples of the period, and the dither was 0.5 percent. The block size is 
(n,k)=(1285,1020). 
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Figure 2. Results for code rate r=I/2 (nominal). Performance for overlap depths of 8, 16, 24, and 40 bits is shown. 
Performance without sub-block processing is effectively equivalent to that with 40 bits of overlap, for the SNR range shown. 'r he interleaver used was a dithered golden interleaver designed to spread adjacent bits, and the dither was 2 percent. The 
block size is (n,k)=(2056,1020). 
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Figure 3. Results for code rate r=1/3 (nominal). Performance for overlap depths of 8, 16, 24, and 40 bits is shown. 
Performance without sub-block processing is effectively equivalent to that with 40 bits of overlap, for the SNR range shown. 
The interleaver used was the same as that of the rate-1/2 code. The block size is (n,k)=(3084,1020). 
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ABSTRACT 

A modified turbo decoder structure using the max-log-a-
Posteriori-probability (APP) algorithm with correction is 
described, followed by a simple method of halting the 
decoding process when a packet has converged early. Use 
0.  f the early stopping feature is shown to substantially 
Increase average throughput as the signal-to-noise ratio 
(SNR) rises while incu rring virtually no loss in either bit 
error rate (BER) or packet error rate (PER) performance. 

INTRODUCTION 

Turbo-codes have attracted much attention due to their 
excellent  error rate performance [1,2], but have often been 
viewed as too computationally intensive for some 
applications. This paper presents a practical and effective 
rneth°d of stopping the turbo decoding process early, 
significantly reducing the average amount of processing required. 

A 1°w-complexity turbo decoding structure that has been 
used effectively with this early stopping criterion is 
Presented first. This structure utilizes the max-log-APP 
alg°rithrri [3,4] in the constituent decoder and then 
Performs a correction operation on the resulting log-
likelihood ratios (LLRs). This approach typically yields 
error rate performance within 0.1 dB to 0.2 dB of the so-
called "true MAP" or "true-APP" decoding method, 
assuming an equal number of decoding iterations. 

The early stopping criterion compares successive sets of 
liard decisions derived from the max-log-APP decoder. 
W, hen these data sets match, the decoder is considered to have  converged and decoding ceases on the current block. 
It has been found that using this criterion results in 

substantial throughput gains which increase with SNR 
while incurring virtually no performance degradation 
relative to cases where the number of decoding iterations is 
fixed. 

A decoder using these methods has been implemented on 
the ADSP-21061 SHARC processor from Analog Devices. 
The performance of this implementation is presented in 
terms of BER, PER, and throughput for block sizes 
between 64 and 1024 information bits. Results with and 
without the early stopping feature are shown for block 
sizes of 256, 512, and 1024 information bits. Using this 
early stopping technique on a 40 MIPS version of the 
SHARC, a block size of 512 information bits achieves an 
average throughput greater than 70 kbps for BER values 
below 104 . 

LOW-COMPLEXITY TURBO DECODING 

The most common turbo encoder structure is shown in 
Figure 1 [1,2]. Two identical, constraint length K=5, rate 
1/2 recursive systematic convolutional (RSC) encoders 
operate in parallel on different versions of the input block, 
one non-interleaved (RSC1) and one interleaved (RSC2). 

d i  
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Figure 2: The constituent RSC encoder. The most 
significant bit of each polynomial refers to the leftmost 
tap in the diagram. 

The constituent encoder implements the so-called 
"TURB04" polynomials [5] and is shown in Figure 2. 
Both are initialized to the all-zeroes state for each block. 
Since each encoder is rate 1/2 and the systematic bits only 
need to be transmitted once, the nominal output code rate 
of the turbo encoder is 1/3. Other code rates can be 
realized easily with puncturing. 

In addition, a set of K-1 termination or flush bits that 
return RSC1 to the all-zeroes state is appended to each 
block of information bits. These same flush bits are 
interleaved and re-encoded by RSC2, causing it to 
terminate in an arbitrary state. The inclusion of these flush 
bits lowers the effective code rate slightly relative to using 
no flush bits; performance can be improved and this code 
rate reduction potentially removed by using dual 
termination or tail-biting [6,71. 

As shown in Figure 3, the turbo decoder consists of two 
stages, one for each set of parity, separated by an 
interleaver. Each stage is composed of extrinsic 
subtraction, a constituent max-log-APP decoder, and the 
extrinsic and LLR correction operations. A number of 
other algorithms have been proposed for the constituent 
decoder including the so-called "true-APP" and "log-APP" 
algorithms as well as the soft output Viterbi algorithm 
(SOVA) [3,4]. The max-log-APP algorithm is very simple 
and, with the correction operation, also very effective. 

Like other methods, the max-log-APP algorithm calculates 
approximate LLRs for each input sample as an estimate of 
which possible information bit was transmitted at each 
sample time. The LLRs are calculated according to 

where i is the bit time index, N., is the number of encoder 
states, m is the present state (m.-- 0, , Ns-1),f(d,m) is the 
next state given present state m and input bit de {0,1 } , 

is the forward state metric for state m at time i, B"  is 
the reverse or backward state metric for state m at time i, 
and D,d ,  is the branch metric at time i given present state 
m and input bit de { 0,1 }. The forward state metrics are 
calculated starting at the first sample received in the block 
and moving forward in time to the last sample received. 
The reverse state metrics are calculated starting at the last 
sample received and moving backward in time to the first 
sample received. More formally, the state and branch 
metrics are given by 

b(0m) 0,b(0,m) b(1,m) 1 barn) ,Ai 1 + ] 

0 m f (0 m) 1 f (1 m) Bi  =max[Di  ' + B. ' D•' + B. ' ] t+1 1+1 

d,m 1 ,d,m = - (xid' + yi c ) 
2 

where b(d,m) is the previous state given present state m 
and previous input bit de {0,l }, x, is the ill' systematic 
sample, y, is the th  parity sample, d is a systematic bit, 
d• 

C is the corresponding coded bit given state m and bit d, 

d' =1-2d , and c'd' =1- 2c.'. The state metrics provide 
a measure of the probability that state m is the correct one 
at time i, while the branch metrics are a measure of the 
probability that each possible combination of encoder 
outputs is the correct one given the channel outputs  x - 

y,. Note that the calculations in (2) and (3) are exactly the 
Viterbi algorithm without history and will therefore find 
the same winning path through the decoding trellis given 
the same inputs and initial conditions. Also, in contrast to 
the true-APP or log-APP algorithms, no estimate of the 
channel SNR is required. 

The max-log-APP algorithm is sub-optimum due to the 
approximations involved. However, most of the 

(2) 

(3) 

(4) 

Figure 3: The turbo decoder using max-log-APP decoding and scale factor correction. 
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Performance loss associated with this sub-optimality can 
be recovered by applying a simple correction factor to the 
output of the constituent decoder. The so-called extrinsic 
information may be approximated as 

Lne x s f • (Lno u tn) 

where ne 11,21 denotes one of the constituent decoders, 
Lnow represents the set of LLRs produced by the max-log-
AP.  P decoder, V '. represents the set of input LLRs, and sf 
is an appropriate scale factor. Corrected LLRs are then 
calculated according to 

41  or =  41n +  41x 

= Lin + sf•(Lnout - 

These corrected LLRs are the systematic input to the next 
Constituent decoder, while the extrinsic information  L ex i s 
fed back to be subtracted off on the next iteration. For 
equal numbers of iterations, it has been found that setting 
sf=5/8=0.625 yields performance within approximately 0.1 
dB to 0.2 dB of a true-APP decoder while vastly reducing 
the amount of computation required. 

As is customary in discussions of turbo-codes, this 
document defines one decoding iteration to be a single 
execution of both decoding stages, i.e. max-log-APP 
Decoder I and max-log-APP Decoder 2 are each invoked 
once. One half-iteration is therefore defined as the 
execution of a single stage of the decoder, or one max-log-
APP decoder. 

A SIMPLE EARLY STOPPING CRITERION 

An effective strategy for further reducing computational 
requirements is to stop decoding on each received packet 
as  soon as it has converged, eliminating processing that 
does not affect the final bit decisions. This requires a 
reliable and efficient convergence test, such as the 
following: 

During each max-log-APP decoding operation, 
generate and store hard bit decisions corresponding 
to the pseudo-maximum-likelihood (pseudo-ML) 
path through the decoding trellis. Compare these 
decisions with the pseudo-ML decisions that were 
generated during the previous half-iteration, i.e., by 
the previous max-log-APP decoder. When the two 
sets of decisions match, stop decoding on the current 
block and return the pseudo-ML bits as output. 

The term "pseudo-ML" refers to a path through the 
decoding trellis for one RSC code that is identical to that 
Produced by the Viterbi algorithm given the same inputs. 
POI' independent inputs this will be the true ML path, but 
this independence assumption is not strictly true after the 
first half-iteration. The early stopping feature is controlled 
via two parameters that specify the minimum desired 

number of iterations (/,,,„) and the maximum desired 
number of iterations (4„). Both quantities are a multiple 
of 0.5. 

In order for this test to be practical, it must be possible to 
efficiently isolate and compare the pseudo-ML bits. The 
bits can be easily set aside if a so-called "retrace" through 
the trellis along the pseudo-ML path is already used in the 
calculation of approximate LLRs [8]. No extra processing 
is required to determine the bits. The bit comparison itself 
nominally requires as many clock cycles as there are 
systematic samples in the block, but can be simplified by 
halting the test as soon as a single discrepancy is observed. 
This eliminates most of the processing involved, since 
most of the bits will agree only when the block is nearing 
convergence, and discrepancies could occur anywhere in 
the block. 

Other convergence tests were investigated, including 
comparing the signs of the corrected LLRs and the signs of 
the scaled extrinsic information. However, simulations 
indicate that comparing pseudo-ML decisions yields better 
results than either of these, both in terms of error-rate 
performance and the average number of iterations 
required. That testing the pseudo-ML sequence is better 
than testing decisions on the LLRs may be intuitively 
justified as follows. Testing the pseudo-ML bit sequence 
is equivalent to testing hard decisions made on LLRs 
which have been corrected with sf=1 rather than sf=0.625 
in (5) and (6). With sf=1, a sign change from one 
decoding stage to the next is more likely, since the two 
decoders will more confidently assert disagreements 
regarding a given bit. That is, using sf=1 weights the 
information gleaned from each set of parity more heavily, 
so that if the estimates from the two decoders differ, that 
difference is more likely to be reflected in the signs of the 
LLRs. 

Several other convergence criteria are proposed in [9] and 
[10]. The amount of computation involved appears to be 
greater than that required by the pseudo-ML sequence test, 
though perhaps only marginally so in some cases. 
Performance results are given in 1101  using two K=3, rate 
1/2 RSC encoders, block sizes of 900 and 10,000 
systematic bits, and "true-APP" decoding with a maximum 
of 6 iterations. The HDA criterion proposed in [10] 
appears to be similar to the approach presented here, 
though it does not compare pseudo-ML bit sequences. 
However, very different codecs and parameters make it 
extremely difficult to compare results. 

Finally, it is important to note that reductions in processing 
due to any early stopping criterion will yield increases in 
average throughput only. That is, some packets will 
decode more quickly than others, resulting in varying 
decoding delays. /„,„, could be set such that the maximum 
decoding delay was matched to the data rate, but this 
would leave the decoder idle whenever a packet decoded 
early. Taking advantage of the early stopping feature 
therefore implies that packets must be buffered at the 

(5) 

(6) 
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decoder input. This increases average throughput and also 
improves average performance, since a higher value of 'ma, 
can be used. At the same time, using such a buffer means 
that it will sometimes fill up and require processing on the 
current packet to stop before it has converged. This will 
cause a performance degradation that is a function of 
buffer length, but this degradation can be minimized by 
optimizing the value of In,o, for a given buffer length. 

PERFORMANCE RESULTS 

A decoder using this early stopping feature has been 
implemented on a 40 MHz (40 MIPS) version of the 
SHARC processor from Analog Devices. Figure 4 and 
Figure 5 show its BER and PER performance, 
respectively, in additive white Gaussian noise (AWGN) 
for block sizes between 64 and 1024 information bits, a 
nominal code rate of 1/2, and 4 and 8 full iterations of the 
decoder. These results matched those gathered from a PC 
simulation running on a Pentium processor which used the 
same decoder structure and interleavers [11]. 

-3 
(D 

 
10  

c0 
CC 

L'.?1 

Co' 10 
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-6 
10 

2 3 
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Figure 4: BER performance of the SHARC turbo 
decoder for 4 and 8 full iterations (nominal code 
rate=1/2). 

Figure 6 and Figure 7 show the BER and PER 
performance in AWGN, respectively, of the decoder for 
/rni„.1.0 and 4„,=8.0. Results for 8 full iterations from 
Figure 4 and Figure 5 are also given for the same test 
points, showing negligible difference in performance. /„„, 
is set at 1.0 so that the decoder can stop as early as 
possible without having to make hard decisions directly on 
the channel outputs. The values included beside the test 
points show the measured average throughput in kilo-bits 
per second (kbps) when early stopping is enabled. At low 
SNRs, few packets are converging before the maximum 
number of iterations are performed, resulting in the same 
average throughput as that observed for 8 full iterations. 
However, as the SNR increases, a greater proportion of the 

received packets are converging early, increasing the 
throughput dramatically (Table 1). Large gains in 
throughput can therefore be realized with little or no loss 
in error rate performance, i.e., performance is virtually the 
same as a decoder with ./„„ n= For example, for k=512 
and in,„,=8.0, throughput rose from 22.7 kbps at E 1,1N0=0.0 
dB to 75.1 kbps at E 1,1N0=2.0 dB (BER F.." 4x10-5), 
corresponding to a reduction from 8.0 to an average of 
approximately 2.2 decoding iterations. The ADSP-2116x 
"Hammerhead", also from Analog Devices, advertises a 
dual SHARC core on a single 100 MHz (200 MIPS) part. 
A straightforward scaling by 5 (200 MIPS/40 MIPS) yields 
average throughputs between 113 kbps and approximately 
370 kbps for the parameters just quoted, which is sufficient 
for a wide variety of applications. The so-called 
"TigerSHARC" promises even higher throughputs. 

o 

2 3 
Eb/No (dB) 

Figure 5: PER performance of the SHARC turbo 
decoder for 4 and 8 full iterations (nominal code 
rate=1/2). 

An important variable to be aware of when evaluating the 
performance of turbo-codes is the quality of the 
interleaver. All of the results shown here used simple 
relative prime interleavers [12]. This type of interleaver 
has been found to work well for small block lengths such 
as those presented here. For block sizes of approximately 
1000 bits or larger, either a random interleaver or a so-
called "dithered golden" interleaver yields superior 
performance [12], particularly in terms of where the 
flattening of the error-rate curve occurs. For a block size 
of 1024 information bits, a degradation in BER 
performance of less than 0.1 dB was observed above 
BER=10-6  compared to using a dithered golden interleaver. 
Though not apparent from the figures, it is expected that 
the flattening of the curve for our relative prime interleaver 
will occur just below the lowest point that has been shown, 
i.e., in the vicinity of BER=10-6 , which is below many 
operating points. 

4 

4 
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Figure 6: BER performance of the SHARC turbo 
decoder with early stopping enabled (4 in=1.0, 
1max=8.0, nominal code rate=1/2). Performance with 
8 full iterations is also shown. Measured throughput 

kbps is shown beside several of the points. 

The maximum block size that the decoder can 
accommodate is determined by the amount of available 
InemorY. The ADSP-21061,which offers 0.5 MBits of on-
chiP data memory and 0.5 MBits of on-chip program 
memory [13], can handle block sizes of approximately 
3000 information bits for code rates of 1/2 or higher. The 
ADSP-21060, which offers 2 MBits of on-chip data 
Memory and 2 MBits of on-chip program memory, can 
support block sizes of approximately 18,000 information 

its  for code rates of 1/2 or higher. No external memory is 
required in either case, making for a highly flexible single-
chiP solution. These two processors rèpresent the 
Minimum and maximum amounts of internal memory, 
respectively, that are available with members of the 
ADSP-2I06x SHARC family. It is significant that these 
limits could not be achieved without using overlap 
Processing in the decoder [14]. Without overlap 
Processing, the ADSP-21061 would only be able to 
accommodate a maximum block size of approximately 650 
information bits without requiring external memory. The 
1024 bit block presented here makes use of overlap 
Processing with an overlap interval of 20 samples, and 
does so with no noticeable degradation in error rate 
Performance and a reduction in throughput of less than 
1 %. However, different scenarios, for example higher 
Puncture rates, may require larger overlap intervals [14]. 

The number of discrepancies that the early stopping 
criterion will tolerate and still declare convergence is a 
Potential decoder parameter. In increasing this parameter, 
the hope is that the decoder will be able to declare 
convergence after fewer half iterations, resulting in 

Figure 7: PER performance of the SHARC turbo 
decoder with early stopping enabled (/„, i,,=1.0, 
/„.=8.0, nominal code rate=112). Performance with 
8 full iterations is also shown. Measured throughput 
in kbps is shown beside several of the points. 

kbps, Avg. # of 
Processor /„„„ /„,„, 512 info. bits, Iterations 

BER=4*10-5  
ADSP-2106x 4.0 4.0 47.1 4.0  

SHARC 8.0 8.0 22.6 8.0  
(40 MIPS) 1.0 8.0 75.1 2.2  

ADSP-2181 4.0 4.0 16.8 4.0  
(40 MIPS) 8.0 8.0 8.5 8.0 
Pentium II 8.0 8.0 224 8.0  
(400 MHz) 1.0 8.0 773 2.2 

Table 1: Measured throughputs and corresponding 
average numbers of iterations for several 
implementations of the turbo decoder (nominal code 
rate=1/2). Results for the ADSP-2181 are taken from 
[15], while results for the Pentium II were gathered 
from [11]. 

increased throughput at the cost of some loss in 
performance that is hopefully small. Conceptually, 
performance could be traded off against throughput by 
varying the decoder's convergence criterion in this way. 
However, this has not been found to be useful. Allowing 
even one discrepancy results in a throughput gain of less 
than 1 kbps at the cost of more than a tenth of a dB in PER 
performance at PER=10 -2 . Allowing no discrepancies 
yields the performance shown in Figure 6 and Figure 7 and 
is the preferred approach. 

Another modification is to require the early stopping 
criterion to match pseudo-ML bit sequences for more than 
two half-iterations in a row. That is, rather than having 
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only two successive sets of bits agree, the decoder is 
forced to have three or more in agreement before decoding 
stops. Simulations where three successive sets of bits must 
agree have shown that this increases the average number of 
iterations by approximately 0.5 while yielding no gain in 
performance above the flattening of the curve and gains of 
a few hundredths of a dB in the flat portion of the curve. 
Once again, taking the approach presented here is 
preferable. 

CONCLUSIONS 

A low-complexity turbo decoding structure and a simple 
early stopping criterion that compares pseudo-ML bit 
sequences was presented. The performance of the decoder 
on the ADSP-2106x SHARC processor was given with 
and without the early stopping feature. It was found that 
allowing no discrepancies between pseudo-ML bit 
sequences and requiring only two sequences in a row to 
match was an effective way to stop decoding early and 
achieve performance within a few hundredths of a dB of 
full iteration performance. Average throughput for a block 
size of 512 information bits was observed to rise from 22.7 
kbps at E 1,1N0=0 dB to 75.1 kbps at E b/N0=2.0 dB (BER 
4x10-5) for a maximum of 8 iterations (/,„-=8.0) on a 40 
MIPS device. With the newer processors expected soon 
from Analog Devices, the decoder could achieve 
throughputs in excess of 370 kbps. 
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ABSTRA CT 

This paper presents results from analysis into the per-
formance of Turbo Codes over the aeronautical satel-
lite channel. Currently, only limited services (voice, fax, 
low rate data) are available for aeronautical travelers. 
A major constraint is the cost of providing an aircraft 
qualified antenna with high gain. This limits the data 
transmission rates that can be supported. In the future, 
'flore  powerful spot beam satellites with greater EIRP 
and G/T will provide high rate data services to ground 
b .ased users and similar services will become feasible for 
air travelers. In parallel with developments of satellite 
technology, turbo coding has been proven to be a ma-
jor advance in power efficient transmission for satellite 
ccurtm unications. 

A keY problem arises for high rate transmissions o ver 
tile aeronautical channel due to the differential delay be-
tween the line of sight path and the reflected diffuse 
c°111Ponent gives rise to frequency selective fading. The 
bit error rate performance is found to degrade signifi-
cantlY over the aeronautical channel due to inter-sym bol-interference. The effect of equalization is considered 
as a technique to reduce inter-symbol-interference (ISI). 

Potential benefits of equalisation are discussed and 
scurie results presented which indicate that Turbo Coding 
greatly reduces sensitivity to frequency selective fading 
and hence shows that equalisation is not necessarily re-
9.:n1red• The channel interleaving is known to produce 
significant improvements by utilizing time diversity to 
Mitigate the effects of fading. Turbo coding has an in-
terleaver built in to its structure which provides good 
under fading conditions. 

1. INTRODUCTION 

Mobile satellite services are globally available for low rate 
aPPlications such as voice, fax and 2.4 kbit/s data. In 
addition, some services provide in-flight comm unications 
°f a similar nature. Extension of these services to higher 

rate applications is constrained by the high cost of flight 
qualified hardware, particularly antennae with suitable 
gain. However, the business traveler of the future is 
likely to wish to be able to access the office network 
or Integrated Service Distributed Network (ISDN), even 
at a premium price. Hours spen t on aircraft could be 
spent in video-conference or working with other interac-
tive multimedia applications. Recently, key technology 
developments are making this scenario more practical. 

Primarily, the development of more powerful satellites 
with spot beams for high EIRP and G/T mak es comm u-
nications with medium gain an tennae on board aircraft 
feasible from the point of view of received signal power. 
However, achieving high transmission rates is hindered 
by the effects of multipath reflections. For aircraft, reflec-
tions from the ground can give rise to differential delay 
spread, 7, of the order of tens of microseconds with sig-
nificant magnitude compared with that of the direct line 
of sight signal (for example refer to [1] for measuremen ts 
at L Band). 

In the case of ISDN data rates (144 kbit/s) the required 
transmission rate rnigh t be approximately 150 ksym/s as-
suming rate 1/2 coded QPSK signaling, with a symbol 
period of 6.7 ps. Clearly, the delay spread could be very 
significant giving rise to frequency selective fading. The 
resulting degradation from the effects of ISI depends on 
the antenna gain, satellite elevation angle and aircraft 
altitude. It is an important affect to consider when de-
signing the system. 

Turbo codes are being considered for mobile satel-
lite applications due to their great power efficiency and 
adaptability to bandwidth efficient schemes [2]. Turbo 
codes contain an interleaver and are therefore inherently 
well suited to operate efficiently in fading channel con-
ditions. In this paper a turbo coded system is described 
for a range of high rate data aeronautical environments. 
Simulation results based on the model are presented in 
Section 3 to examine bit error performance of the turbo 
codes. Also, the sensitivity of a typical receiver is con-
sidered with and without an equaliser for comparison. 
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Section 4 presents the conclusions of this work, with dis-
cussion of future directions. 

2. TURBO CODED SYSTEM 

Figure 1: Block diagram of Turbo Coded system. 

For the purpose of this investigation, a simplified base-
band model is considered as shown in Figure 1. This is 
used to investigate the performance of turbo coding over 
aeronautical channel environments. The signal source 
generates a random binary stream and form in to blocks. 
The length of these blocks is equal to the interleaver size. 
The blocks are then rate 1/2 turbo encoded and mod-
ulated. QPSK and 16QAM modulation sc hemes were 
considered in this work. The modulated signal is then fil-
tered with a root-Nyquist filter with roll-off factor of 0.25 
and passed to the channel with two different impairm ents 
namely aeronautical fading and additive white Gaussian 
noise (AW GN) with mean zero and variance(/' = N0/2. 

The faded signal is passed through a root-Nyquist re-
ceive filter assuming ideal synchronisation and no equali-
sation with known diffuse Rayleigh faded component a at 
the receiver. The demodulator assumes ideal frequency , , 
phase, amplitude and timing synchronisation. The turbo 
decoder outputs soft decision and the BER block calcu-
lates the bit error rate base on the decoded output. De-
tails of the turbo codec and aeronautical channel model 
follow. 

2.1 Turbo Codec 

The concept of turbo-code was first proposed by Berrou 
el al. [3] as a way of dramatically reducing the errors 
in a forward error correction system. Turbo codes re-
sults from the concatenation of two Recursive Systematic 
Convolutional (RSC) codes. The turbo coded system 
discussed here uses a rate 1/2 turbo-code encoder which 

consists of two parallel concatenated RSC encoders with 
constraint length K -= 5, memory M = K —1 4 and 
the same encoder generators G1 ------ 378 and G2 = 218 as 
shown in Figure 2. Note that the first encoder receive the 
information bit vector b = [b1 ,62,• • • ,bN] E {0, 1} and 
the second encoder receive randomly interleaved version 
of the same information bit v ector b. Note that the N in-
dependent information bits in the information bit v ector 
has equal probability. The encoder initial state So  for 
both the encoders set to 0. For an input bit bk at bit in-
terval k the turbo-code encoder outputs sk = bk and the 
punctured redundant information bit ck E {0, 11 which 
consists of alternate samples of ci,k and C2,k. The en-
coder outputs dk and ck are then modulated and trans-
mitted over the channel. 

Figure 2: Rate 1/2 Turbo-code Encoder with two parallel 
concatenated Recursive Systematic Convolutional codes 
at bit interval k. 

The turbo decoder at the receiver uses 4 iterations of 
the MAP algorithm b y Bahl et al. [4] to decode the re-
ceived demodulated signal. The decoder can receive the 
normalised bit log-likelihood ratios (LLR) or soft deci-
sions for both I and Q channels and variance estimates. 
The demodulator block makes ideal variance estimates 
for the turbo decoder. 

2.2 Aeronautical Channel Model 

The aeronautical channel implemen ts a two-path fading 
channel consisting of a line of sight component and a dif-
fuse Rayleigh faded component based on reflected waves 
from the ground. The block diagram of the channel is 
shown in Figure 3. 

Three inciportant parameters in the channel are the fad-
ing bandwidth, fd, carrier to multi-path ratio, C/M, and 
the multi-path delay, r where,  Id  for second order But- 
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Figure 3: Block diagram of the Aeronautical Channel 
Model. 

terworth (BW) filter is calculated as folio ws: 

fd =  (1) 0.624 
where,  f,.  is the fade rate. These main three parameters 
can be used in the aeronautical channel to create two 
different channel effects known as - GOOD and BAD as 
shown in Table 1. The channel also includes the effect of 
Doppler offset fo. Note that the multi-path delay, T,  

Table 1:  1: Aeronautical Channel Parameter's Values. 

arrives but cannot complete a single iteration until the 
whole block is available. Delay also occurs in the actual 
decoding process. Assuming the decoder processing can 
operate at the bit rate, the total processing and buffering 

ax N  delay is taken to be Bit ate as a typical value. R 

Complexity of the turbo decoder depends on the num-
ber of iterations, the number of states in the constituent 
codes and the algorithm used. Therefore, performance 
can be traded-off against system performance. For small 
interleavers (< 1000 bits), four iterations at the decoder 
can give most of the gain whereas for larger interleavers 
more iterations are required. Delay and performance is-
sues are discussed in [2,51 in detail. 

Performance of turbo code can also be limited due to 
bad interleaver design or truncation in the decoding al-
gorithm. If the sequences are highly correlated, the bit 
error rate (BER) performance decreases to a certain level 
from where there is no further impro vement in the de-
coding process. This effect is well known as the "error 
floor" effect of the turbo code BER curve. 

3.  SIMULATION  RESULTS 

C/M (dB) 

sults in frequency selective fading when it is greater than 
°Ps. From Table 1, T of 12.5 its and 10 ps are equivalent 
t° aPproximately 1 and 1.5 symbols for a symbol rate 
of 100 kHz. Therefore, ISI will degrade the performance 
significantly especially in the BAD channel condition. 
An equaliser may therefore be required to improve the 
Performance especially in the BAD channel condition. 

The error performance can be improved under fading 
conditions by using a channel interleaver. In this work 
the effect of a pseudo random interleaver was studied for 
three different frame lengths of 50 ms, 100 ms and 250 
rns. 

2 .3 Performance Issues 

The performance of turbo codes is often effected by delay 
and complexity associated with it. The delay results 
from the use of an interleaver embedded in the turbo 
code. Both the encoding and decoding process have to 
wait until the complete content of the interleaver gets 
filled. In practice decoding can start as soon as data 

4 s  Es/No (dB)  

Figure 4: QPSK codec performance in terms of BER 
versus Es /No  in GOOD and BAD channel conditions 
assuming ideal synchronisation and no equalisation. 

The model developed in Section 2 was simulated to gen-
erate BER performance figures as a function of Es /No . 
Two sets of results are shown; the first is the coded error 
performance and the second is the uncoded losses due 
to phase synchronisation under fading conditions. This 
paper includes only QPSK codec performance. Perfor-
mance of different frame sizes and 16QAM modulation 
will be presented in the conference. 

Channel Effects 1 T  (us)  fd (Hz) 
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3.1 Turbo Coding Performance 

Figure 4 shows the QPSK codec performance in AW GN, 
GOOD and BAD channel conditions assuming ideal syn-
chronisation and no equalisation. With 4 iterations 
QPSK codec achieves a BER of 10 -4  at an Es /No value 
of 1.23 dB. Note that the Es /No value used as the ab-
scissa is the ratio of energy per symbol to noise density 
ratio for a line of sight signal, ie., no fading. It can 
be seen that over GOOD channel performance loss is 
approximately 5.77 dB, however, performance degrades 
significantly over BAD channel. Other interleaver sizes 
were considered in the study but were not available to 
be included in this paper. 

and AW GN assumptions. The most in teresting observa-
tion is that at low Es /No, there is no significant benefit 
in using an equaliser over standard V&V phase correc-
tion. This is important because this the operating region 
for the turbo codes considered to achieve BER of 10 -6  
or lower which might be expected for data services. 

It can be seen that ideal equaliser performs better at 
higher Es /No values, je.,  approximately 0.25 dB better 
over GOOD channel and 0.2 dB better over BAD channel 
at an Es /No  value of 6 dB as compared to the  E3 /No 
value of 0 dB. The effectiveness of the equaliser depends 
on the operating point. 

4. CONCLUSION 

3.2 Synchronisation and Equalisation Performance 

Figure 5: Uncoded QPSK modem loss with an ideal 
equaliser and V&V phase estimation in GOOD and BAD 
channel conditions. 

Figure 5 shows the performance of rate 1/2 turbo coded 
system with two different approaches to channel esti-
mation and correction in two different channel condi-
tions. Note that the symbol rate, R,, is set to 150 
kHz. VeLVGOOD and V&VBAD denote the modem loss 
with Viterbi and Viterbi (V&V) QPSK phase estimator 
[6] in GOOD and BAD channel conditions respectively 
whereas Id EqGOOD and Id Eq BAD denote the modem loss 
with an ideal equaliser in GOOD and BAD channel con-
ditions respectively. An ideal equaliser means perfect 
knowledge of channel phase, amplitude and delay, which 
is used to set the taps of an adaptive infinite impulse 
response filter. The QPSK modem loss sho wn in Fig-
ure 5 is calculated by measuring the BER of the un-
coded QPSK signal and calculating the power difference 
required to meet the saine  error rate under ideal modem 

Turbo coding is the most efficient known error control 
coding scheme under certain conditions and so was con-
sidered in this work. The codes have been simulated to 
show how excellent performance can be obtained with 
moderate delay impact for high rate data. 

An important result is that there is little, if any, ben-
efit from using an equaliser at the operating point for 
the turbo code. In practice, the difficulty in training an 
equaliser at low signal to noise ratio (SNR) could make 
it impractical anyway. At higher SNR, the equaliser may 
prove beneficial. This may be true for higher order mod-
ulation schemes or high rate codes. Further work is re-
quired to determine this. 

Although results were not available to include in this 
paper, the work has shown that significant improvements 
can be obtained for increased turbo code interleaver sizes 
at the cost of increased processing delay. This is largely 
due to the improved diversity gains from a large inter-
leaver; the static performance only impro ves marginallY 
for larger interleavers. 

In summary , , the application of turbo codes to aeronau-
tical satellite transmission can produce a highly power ef-
ficient and practical scheme capable of meeting lo w BER 
targets. 
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AB STRACT 
In this paper, we compare and contrast the design 
considerations when using Turbo-like codes versus 
traditional coding techniques for transmitting Internet 
traffic using TCP/IP over a mobile satellite link. This 
paper presents the throughput efficiency for various file 
sizes over a geostationary link using a commonly available 
TCP/IP protocol stack. We briefly discuss some proposed 
changes to TCP/IP and their effect on throughput for our 
application. 

INTRODUCTION 

The traditional coding techniques considered here for 
comparison are convolutional codes. The Turbo-like 
codes considered are Hyper-codes [1,2]. They are a family 
of block codes and are made up by multiple simple parity 
equations. The iterative decoder for these codes takes 
advantage of the low complexity associated with soft-in, 
soft-out decoders for simple parity equations. They also 
have the advantage that high rate versions of these codes 
have very good performance. 

The performance of convolutional codes with soft-decision 
Viterbi decoding is used in this evaluation. The 
fundamental difference between the performance of these 
two coding approaches is the dependence of the packet 
error rate on packet length. For convolutional codes the 
packet error rate exhibits approximately linear growth with 
code length, this is not the case for Hyper-codes. In 
several cases, it is possible to find Hyper-codes that have 
lower PER for longer block lengths. This factor has 
significant effects on system design and throughput. 

In the following sections, we discuss the trade-offs 
associated with the use of convolutional and Hyper-codes 
for TCP/IP over a mobile satellite link. 

TCP/IP is a connection-oriented reliable communication 
protocol. TCP/IP is very effective on terresirial wired 
networks. There are several extensions to the protocol 
under development, which will improve the throughput 
over satellite and wireless links. However, at this time 
they are not widely distributed. For this reason, we will 
assume that the TCP/IP protocol used is the one that is in 
common use. We will use a Go-Back-N protocol for 
ARQ and assume for the purposes of analysis that each 
packet requires the typical TCP/IP 40 byte header. 

Other system parameters used in the analysis are as 
follows: a return channel transmission rate is 32 kbps, and 
one-way propagation delay over the satellite of 250 ms. 
We will use message or file sizes for transmission of 64 
bytes, 1 kbyte, 8 kbyte and 64 kbyte to test the throughput 
efficiency for various packet sizes. 

CODE COMPARISONS 

In the first part of our paper, we provide simulation results 
of the PER performance of the Hyper-codes and the 
convolutional codes on the additive white Gaussian 
channel. In the following, we will refer to the Hyper-
codes with the prefix 'he followed by the number of 
information bits that are contained in each codeword . 

The hc512 Hyper-code is a rate 0.632 code and has a block 
size of 512 information bits (64 bytes). Figure 1 shows 
the PER performance of the hc512 code and the punctured 
rate 2/3 K=9 convolutional code using tail-biting soft-
decision Viterbi decoding with a block size of 512. The 
rate 2/3 K=9 convolutional code was obtained from the 
K=9 rate 1/2 convolutional code with taps (561,753) in 
octal notation with a puncture mask of (11,10) [4]. The 
hc512 code uses iterative decoding and the packet error 
rate (PER) results are shown in Figure 1 are for a 
maximum of 8 iterations. Early termination was used in 
the iterative decoder. Early termination allows the decoder 
to stop decoding if the decoder had converged to a valid 
codeword. The hc512 code at a PER of 10-3  performs 1.3 
dB better than the punctured rate 2/3 convolutional code. 

In Figure 2, the PER performances of the hc8000 Hyper-
code and the punctured rate 4/5 K=9 convolutional code 
are shown. The hc8000 has a block size of 8000 bits and 
a code rate of 0.825. The convolutional code used the rate 
1/2 convolutional code with taps (561,753) in octal 
notation and a puncture mask of (1101,1010) [4]. The 
decoder used tail-biting soft-decision Viterbi decoding and 
the block size was set to 8000 bits. The Hyper-code 
decoder used a maximum of 8 iterations and early 
termination was used. At a PER of 10 -3  the hc8000 
outperforms the punctured rate 4/5 K=9 convolutional 
code by 2.2 dB. 

In Figures 1 and 2, we see performance of the 
convolutional code degrade by 1.4 dB at the PER of 10-3, 
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PER [1] . Also, fixing the code rate and increasing the 
packet length increases the power of the code, so it 
possible to achieve better PER results with increased 
packet length [2]. This is opposite to the results that can 
be obtained with convolutional codes. 

The tail-biting K= 9 rate 1/2 convolutional code with a 
block length of 1000 bits, a PER of le can be achieved 
using QPSK modulation at an Eb/No  of 3.6 dB [2]. For 
Hyper-codes the same block length requires approximately 
2 dB [2]. This is a gain of approximately 1.6 dB over the 
K=9 rate 1/2 convolutional code for the same PER. For 
code rates ranging from 0.63 to 0.79, the required  E,/N0  for 
Hyper-codes to achieve a PER of le is approximately 
3.0 dB using QPSK modulation. Thus, Hyper-codes can 

operate at a higher information rate with a lower Eb/No  
than required for a K=9 rate 1/2 convolutional code. 

THROUGHPUT COMPARISONS 

1.5 2 2.5 3 3.5 
Eb/No (dB) 

Figure 1 PER performance on the AWGN channel with 
BPsk modulation for a punctured rate 2/3 k=9 tail-biting convolutional code with packet size of 512 
Information bits and the rate 0.632 hc512 Hyper-code. 

100  

10-1  

cc 
Lu 10-  o.. 

10-  

10-4  
2.5 3 3.5 4 4.5 

Eb/No (dB) 
Figure 2 PER performance on the AWGN channel with 
1/118K modulation for the punctured rate 4/5 k=9 tail:- 
biting convolutional code with packet size of 8000 bits 
and the rate 0.825 hc8000 Hyper-code. 
when the block length is increased from 512 to 8000 bits 
and the code rate is increased from 2/3 to 4/5. The Hyper-code performance only degraded by 0.4 dB under the same 
conditions. From the family of Hyper-codes, it is possible 
to increase the block length and code rate of many of the 
HYper-codes with relatively little impact on the BER and 

4 If we consider using a conventional convolutional code 
then we must carry out the trade-off between packet size 
and the packet error rate. For a convolutional code, error 
events are typically short and independent. It follows that 
increasing the packet length also increases the packet error 
rate. In this section, we examine the throughput of the 
channel when a tail-biting convolutional code is used. 
A tail-biting convolutional code has no overhead 
associated with sending bits to 'flush' the encoder at the 
end of packet. 

, 
A packet error occurs when a packet has at least one bit 

error. The PER is at various packet lengths is estimated by 

p =1 — (1 — p h  I c)" (1) 

where ph is the bit error rate, c is a constant dependent on 
the constraint length and code rate of the code, and N is the 
packet length. The values for c was determined from the 
simulations of the punctured k=9 convolutional codes. In 
Figure 3, the estimated packet error rate versus packet 
length for the punctured rate 2/3 k=9 convolutional code 
is plotted with bit error rates of le, 10-6 and 10-7  is 
plotted. 

A Go-Back-N ARQ strategy is considered here. In this 
method, a transmitter is required to repeat any packet 
transmitted since the last acknowledged packet if a 
negative acknowledgement is received or a timeout occurs. 
The number of packets retransmitted depends on the 
transmission rate, propagation delay of the channel and the 
packet size. The expected number of packet transmissions 
(Ne) per packet for the Go-Back-N algorithm is given by 
[31, 

1 + 2ap 
E[N 1,1 —  , 

1— p  

1 

2 

(2) 
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Figure 3 Estimated Packet Error rate versus Packet 
Length for punctured rate 2/3 k=9 convolutional code 

where a= (propagation delay * bit rate)/ (packet size), p is 
the probability of packet error defined in Eq. 1 and the 
window size for flow control is greater than the 2a+1. 

An assumption was made in the derivation of Eq. 2 that the 
retransmitted packets and the acknowledgements are error-
free. In a real system, the effect of such errors should have 
little impact on the performance of the system. 

The number of packets of size N bits required to transmit a 
file of size M bits when each packet has an overhead of H 
bit is given by 

N=  [ H-1, 
(3) 

where 1-•1 is the ceiling function. 

The expected number of transmissions for a file is then 
obtained by combining Eq. 2 and 3 to give 

(1+ 2ap)N 
N r  = . (4) 

1- p 
To provide a fair comparison of the packet sizes, we define 
the throughput as the number of information bits divided 
by the total number of transmitted bits (including 
overhead), that is, 

T- (5) 
• N r  N 

where T is throughput, N, is the expected number of packet 
transmissions per file, N is the size of the packet and M is 
the file size. 

The throughput results for the punctured rate 2/3 k=9 
convolutional code is plotted in Figure 4 for various file 
sizes with the packet sizes ranging from 100 to 4100. The 
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Figure 4 Expected Throughput (info bits/total 
transmitted bits) for various file sizes (64 bytes to 64 
kbytes) and packet sizes. Punctured rate 2/3 k=9 
convolutional code with a BER 10-5. 

BER is set to 10-5  and the header is 40 bytes. The PER 
was calculated using Eq. 1. From the figure, the 
throughput is low for the 64 byte message. A 300 byte 
packet obtains a 0.73, 0.83, and 0.85 throughput for the 1, 
8 and 64 kilobyte files, respectively. The throughput for 
the 64 kbyte file gradually drops as the packet size 
increases, supporting the claim that smaller packet sizes 
have better throughput than larger packet sizes for 
convolutional codes. 

Many of the variations seen in throughput plots are due to 
the fact that the example file sizes do not divide exactly 
into the given packet size. As a result the last packet 
transmitted may contain little information. This lowers the 
throughput for the specific file size considerably. Also, the 
throughput lowers when the packet size is greater than the 
file size 

For some Hyper-codes it is possible to increase the code 
rate and length of the packet at a fixed  E,/N0  with very 
little impact on the PER [1]. In order to evaluate the 
throughput of the system using HyperTcodes, we set the 
packet error rate to a constant regardless of packet size. 
The expected throughput results for PERs of 10 -2  and 10-3 

 are shown in Figures 5 and 6, respectively. The system 
has the same assumptions used in the previous section. 
(i.e., 40 byte header per packet, 32 kbps transmission rate, 
Go-Back-N ARQ.) 

From Figures 5 and 6, we see that packets around 1000 
bytes are efficient for the 1, 8, and 64 kilobyte files. The 
throughput for these file sizes is 0.9 or above for when the 
PER is 10-2  and le. 

4000 

-49- 64 bytes 
-El- 1 Kbyte 
-4- 8 Kbyte 

64 Kbyte 
e  

4000 
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Figure 5 Expected throughput (info bits/ transniitted 
bits) for various file sizes. Hyper-codes with a PER = 
10-2. 

1000 2000 3000 
Packet Size (bytes) 

eigure 6 Expected throughput (info bits/ transmitted 
bits for various file sizes. Hyper-codes with PER = 
10-  

The best choice of packet size will depend on the 
distribution of the actual file sizes. In some cases, multiple 
packet sizes may be preferable. The throughput plots for 
HYPer-codes and convolutional codes are similar. As 
shown in Figures 1 and 2, Hyper-codes can achieve a 
better PER than a similar rate convolutional code for a 

given  E1,/N0 . A difference that will affect throughput, is 
the sensitivity of the codes to the channel BER. The 
Hyper-codes can be sensitive to the channel BER where a 
small degradation in the channel can cause a large 
degradation in the PER (e.g., Fig. 2). The convolutional 
codes tend to degrade more gracefully when subjected to 
increasing channel BER. 

TCP/IP EXTENSIONS 

Selective Repeat 
A proposed modification to the TCP protocol is to include 
selective acknowledgements (SACK) rather than the 
current acknowledgement scheme [5]. With SACKs only 
the packets received in error are retransmitted. This 
increases the complexity of the receiver, as it is required to 
store correctly received packets (after the packet in error) 
and perform reordering when the retransmitted packet 
arrives correctly. In the Go-Back-N protocol, the receiver 
does not need to buffer correctly received packets after an 
error, as the transmitter was required to retransmit all 
packets after a packet error occurred. 

With a Selective Repeat strategy, the expected number of 
packet transmissions per packet is [3]: 

E[A t ] — 
1 (6) 

1— p 

The throughput improvement expected is then obtained as 

T =1+2ap . 

For a PER of 10-2 , this entails an improvement in 
throughput of 31%, 16%, and 2%, for 64, 1000, and 8000 
byte packets over Go-Back-N. For a PER of 10-3 , the 
improvement is limited to 3%, 1% and 0.2% for the 64, 
1000 and 8000 byte packets. For a PER of 10-2 , the 
change in ARQ strategy is useful, but the impact on the 
throughput at a PER of l 0  is not significant. A selective-
repeat strategy will be useful, if the channel degrades past 
the expected operating point. 

TCP/IP Header Compression 
In [6], a method for compressing IPv6 headers was 
proposed that takes advantage of the fact that most fields 
in the TCP/IP headers do not change between consecutive 
packets from the same data stream. When possible, the 
full header is replaced with a compressed header, which 
can contain a connection identifier, and any fields that 
change regularly between packets. This adds some 
complexity into the protocol as the receiver must detect an 
inconsistent compression state and there must be some 
techniques to repair or update the compression state. 
However, it is possible to reduce the IPv6 header from 60 
bytes to an average of 5 bytes [6]. We will make an 
assumption that we can achieve the same compression 

4000 

4000 
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Figure 7 Throughput for 1 and 64 kbyte files with and 
without header compression. PER = 10-3. 

with an IPv4 header of 40 bytes. To determine if a 
compressed header will increase throughput for our 
application, let us make the following assumptions: a full 
header is 40 bytes, and a compressed header is on average 
of 5 bytes. In Figure 7, the throughput for transmitting a 
1 and 64 kbyte file is shown with and without header 
compression. When compression is used there is one full 
header transmitted and the remaining packets contain a 
compressed header. The number of packets to transmit the 
file is reduced, as there is more data per packet due to the 
reduced headers. 

The impact on the throughput is significant for small 
packets where the overhead of 40 bytes is a significant 
portion of the packet. For example, for the 1 kbyte file 
transmitted with 64 byte packets, the throughput improved 
from 0.35 to 0.85. For the longer packets and messages 
where the header is not a significant portion of the packet 
there was only a small improvement in throughput. For 
example, for the 64 kbyte file using 1000 byte packets, 
header compression improved the performance from 0.95 
to 0.97. 

The throughput is increased using header compression. 
Here, it was assumed that there were mechanisms in place 
to detect and correct for corrupted headers. The actual 
algorithm would require further testing at the operating 
PER. It does appear from the initial investigation that a 
header compression algorithm, which could tolerate error-
rates common to the satellite channel, looks promising to 
reduce the overhead associated with TCP/IP. 

CONCLUSIONS 
We have shown that for our application Hyper-codes have 
a better PER performance than punctured K=9 convol-
utional of similar rates. The key difference is that, in 
general, Hyper-codes with longer block sizes perform 

better than the Hyper-codes with short blocks in terms of 
BER and PER. 

The throughput performance for Hyper-codes and 
convolutional codes when using a Go-Back-N strategy and 
the 40 bytes headers used in TCP/IPv4 was tested . The 
punctured rate 2/3 convolutional code with a constant BER 
of 10-5  performed worse than the Hyper-codes at longer 
packet sizes. The better PER performance of the Hyper-
codes over the convolutional improves the channel 
throughput by not requiring as many retransmissions. 

Proposed techniques to improve the performance of 
TCP/IP over satellite were briefly investigated for our 
application. For our return link data rate of 32 kbps we 
found that selective repeat ARQ, although beneficial at a 
PER of 10-2, did not, for the packet sizes of interest give 
significant improvement over the Go-Back-N ARQ for a 
PER of 10-3 . Selected-repeat ARQ will be beneficial to 
the when the channel degrades past the Hyper-codes 
operating point. 

TCP/IP header compression [6] was shown to have an 
improved throughput for some of the message sizes 
considered. The improvement is due to shortening the 
header and using the extra bits for data, thus reducing the 
number of packets required for transmission. The use of 
header compression requires modification of the protocol 
in order to ensure that the compressor and decompressor at 
either end of the link are synchronized. 
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We will generally refer to Equation (2) as the add-compare-
select (ACS) operation, and the application of (1)-(3) for all 
states for one time step as a Viterbi pass. Integer arithmetic is 
assumed in the following discussion. 
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Figure 2: Viterbi pass for a rate 1/n, 8 state code, K=4. All 
metrics and histories must be updated at every pass. 
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ABSTRACT 

This paper describes a number of techniques useful in 
unplementing very efficient Viterbi decoders on general-
PurPose digital signal processors (DSPs). Also described is 
the application of these techniques to the design of a fast 
decoder for the ADSP-2106x (SHARC) DSP with an 
efficiency approaching 2 processor cycles per state for 
constraint lengths above  K=7.  Options include rates 1/2 and 
1 /3 , as well as both flushed and tail-biting blocks. 

BACKGROUND 
This section contains a brief summary of convolutional 
encoding, and Viterbi decoding essentials. 
Convolutional Encoding 
Figure 1 shows the industry standard rate 1/2, constraint length / binary convolutional encoder. It is made from a 
s. hlft register with K-1=6 memory elements. For every bit 
input, d(i), two coded bits, c i (i) and c2(i), are generated. The 
encoder is a state machine whose state is [d(i-(K-2)),. 
1 40] at time i. 

signalling. The outputs of the matched filter at the receiver 
are ri (i) and r2(i). 

Viterbi Decoding 
The Viterbi Algorithm (VA) performs maximum likelihood 
sequence estimation (MLSE) by finding the data sequence d' 
that minimizes the Euclidean distance between the 
corresponding candidate channel symbols s and the received 
noisy samples,  r.  For binary antipodal signaling, which is 
assumed henceforth, this is equivalent to maximizing the 
correlation between s and r. 

The VA must keep track of state metrics, which are the 
correlation between the received noisy samples and a 
particular set of channel symbols corresponding to a 
surviving path, and state histories, which contain the data 
sequence corresponding to a surviving path. Associated with 
each state n, at time i, is a state metric,  M(i), and a state 
history vector, 11(i). For each valid transition from state m to 
state n, there is an associated branch metric, B,,, n(i) which, for 
a rate 1/2 code, corresponds to the correlation between {s,(i), 
s2(i)} and Ir i (i), r2(i)} for the transition. The branch metrics, 
state metrics and state history vectors are updated as follows: 

Figure 1: Block diagram of a constraint length K=7, rate 1/2, binary convolutional code. 

The encoder is characterized by the generator polynomials g, 
and g2, which specify how delayed versions of the input are 
ad;  ded tiP (modulo-2) to produce each output. Each binary digit   of the generator polynomial corresponds to a tap on the 

for register, where the least significant bit represents the tap 
'or the input delayed by K-1 time-steps. 

code bits ci(i) and c2(i), taking values in {0,l }, are 
eutiverted to channel symbols s i (i) and s2(i), taking values in 
fki+1,- 11 for transmission purposes. For simulation purposes, 
wese channel symbols are transmitted over an additive white 
eaussian noise (AWGN) channel using binary antipodal 
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Typical Data Structure for Decoding 
Figure 2 represents the application of one Viterbi pass. 
Typical software implementations of the VA require two 
buffers, each able to hold a full set of state metrics and 
histories: one for the previous, or "old" data, and one for the 
updated, or "new" data. Once the new data is obtained, the 
buffer that contains it is used again, but as the old buffer for a 
new Viterbi pass. 

Normalization of State Metrics and Input Dynamic Range 
During the course of decoding, state metrics are subjected to 
addition of branch metrics and selection. Since state metrics 
are stored in words with a finite number of bits, they can 
overflow after a number of Viterbi decoding passes, aliasing 
large positive numbers to large negative ones (assuming 
twos-complement arithmetic). This may cause the selection 
of the best paths to fail. The simplest method of avoiding 
overflow for short blocks is either to restrict the range of the 
input samples r, or to increase the number of bits available 
for growth of the metrics. One may also normalize the state 
metrics intermittently to keep their values in check, typically 
by subtracting the maximum state metric from all state 
metrics. 

To determine the safe range of input samples and the required 
normalization frequency, we must look at the behaviour of 
the state metrics with respect to time. There are two 
components to the evolution of the state metrics: their spread, 
and their rate of increase. The spread (maximum minus 
minimum value) of the metrics is restricted to be at most (K-
1) v [1], where y is the maximum spread of the branch 
metrics. The maximum rate at which the maximum state 
metric can increase is v/2 per Viterbi pass. A normalization 
where the maximum state metric is moved to zero requires 
the spread to be less than half the total range of the state 
metrics. Otherwise, normalization would result in an 
underflow. It is also necessary to ensure that the maximum 
growth rate of the state metrics does not cause the maximum 
state metric to overflow within the block length or 
normalization interval. These requirements can be restated as 
follows: 

log 2 ((K —1)v) W — 1, and (4) 
log 2 (nV / 2) 5. W —1, (5) 

'where W is the number of bits available for the storage of 
state metrics and n is the normalization interval, in Viterbi 
passes. Note that in (5), a normalization interval of 
n 2(K —1) is no more constraining than (4). 

Histoty Truncation 
For true MLSE decoding, the starting and ending states must 
be known, and the decoder must keep state histories that are 
as long as the information sequence. With long information 
sequences, decoding delays and state history storage 
requirements become impractical. 

One may truncate the state histories by storing only a finite 
number of bits, h, the histoty depth. This depth is chosen so 
that if one finds the best state metric at time j, the bit 
corresponding to that path's history at time j-h has a high  

probability of belonging to the most likely sequence. In 
practice, a history depth of h=5K [1],[2] is sufficient to 
ensure performance close to true MLSE decoding for a rate 
1/2 code. 

Block Termination Methods 
There are two common ways of terminating convolutional 
codes transmitted in blocks: flushing, and tail-biting. 

When flushing, the encoder begins and ends in a known state. 
The beginning state is easily set before the transmission. To 
force the encoder to end in a known state, K-1 flush bits must 
be appended to the data sequence d(i). Due to the 
transmission of coded bits corresponding to the flush bits, a 
(nominal) rate 1/2 encoder, when flushed, has a rate of 
r=k12(k+K-1), where k is the number of information bits in a 
block. The disadvantages of flushing are the reduction in 
code rate, and the energy lost to flush bits. 

Tail-biting is a technique used to eliminate the overhead of 
flushing the encoder. For tail-biting, the encoder starts and 
ends in the same state, making the trellis circular. The 
starting/ending state of the encoder is determined from the 
data. The conventional way of decoding tail-biting blocks is 
to decode in a circle, passing at least 2 extra history depths of 
data through the decoder. (CRC has developed an efficient 
tail-biting decoder that only requires one extra history depth 
of processing.) Depending on the application and the block 
length, the increased decoding complexity may be worth the 
higher code rate and the energy saved in avoiding the 
transmission of flush bits. 

EFFICIENT DECODING TECHNIQUES 

This section discusses a number of techniques and tradeoffs 
that can be used to minimize the number of computations 
required for Viterbi decoding. 

The Two-State Butterfly 
A straightforward implementation of the add-compare-select 
(ACS) procedure could update the new state metrics and 
histories one by one. This has the disadvantage of requiring 
old state metrics and histories to be read from memory two 
times, when they need to be read only once. New states and 
histories can be grouped in pairs so that they depend only on 
one pair of old states and histories. This property is inherent 
in the way the states change in a convolutional code. This 
"two-state butterfly" implies a decomposition of the ACS 
processing into a series of efficient two-state update 
operations, requiring only one read per state. 

Storing Branch Metrics in Registers 
The motivation for storing branch metrics in registers is, like 
the use of the two-state butterfly, to reduce the number of 
read and write operations. In a binary rate 1/2 code, there are 
four possible combinations of {c 1 (i), c2(i)}, and thus four 
possible branch metrics at every time step. Every state 
transition requires a particular branch metric to be added to 
the old state metric. One approach involves pre-calculating 
the four possible metrics and storing them in the order in 
which 'they will be needed. This method requires 
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supplementary reads and writes, to add to the computations 
already required for the ACS portion of the algorithm. 
A more efficient approach involves storing branch metrics in 
processor registers rather than in memory. In this approach, 
the 100P around the ACS butterfly calculations must be 
unrolled because each butterfly requires different branch 
metric registers. Only two registers are needed to store the 
branch metrics, because two of the branch metrics are the 
negative of the other two. Unstored metrics can be obtained 
by replacing addition by subtraction in (2). 
In summary, the core can be expanded, avoiding the reading 
and writing that memory-stored branch metrics would 
require. The cost is a fair amount of program memory and 
iWo registers dedicated to branch metrics. 
Fast-Start 
For a flushed block that starts and ends in a known state, the 
first and last K-1 Viterbi passes require only a fraction of the 
computation of a regular Viterbi pass. Calculating state 
Metrics only for valid state transitions can save a lot of 
Processing. In particular, the first K-1 passes (starting at a 
khown state) require only additions and no comparisons, 
since only a single branch enters each state. In processors 
with  man  y registers, one may even avoid the overhead of 
storing the state metrics in memory at every pass, as a few 
state transitions may be calculated entirely within the 
Processor registers. 

Efficient State Metric Normalization 
below  are some efficient state metric normalization 
techniques that may be used alone or in combination with the 
Periodic normalization that has already been discussed in a 
Previous section. 
Modulo Metric Approach 
It is possible to avoid normalization in certain processors by letting the state metrics overflow naturally [3]. The metrics 
can still be compared correctly by allowing overflows to 
°ccur in the difference operations used for comparisons. This 
method works, as long as the maximum spread of the metrics 
The  within half the range of the state metric registers. 
l!le constraint on the spread is sufficient to ensure that the 
tafference between state metrics modulo the state metric 
register range is the same as the non-modulo difference, and that the sign bit from this comparison is valid. Unfortunately, 
this method can only be used with processors for which 
conditional processing can be based on the sign bit of the ALU. 

Branch Metric Approach 
The subtraction of a value from all state metrics can be done 
the  effectively when it is combined with the calculation of 
me branch metrics. Subtracting a constant from all the branch 
Metrics before they are added to the state metrics during 

erY Viterbi pass has the same effect as subtracting it 
utrectly from each state metric. This method is not applicable 

__When only half of the branch metrics are stored in registers, h  
"cause these may be added or subtracted from state metrics. 

Normalization from an Arbitrary State Metric 
Finding the maximum state metric requires the processing of 
all state metrics, and is therefore quite expensive. Instead, an 
arbitrary state metric can be used (say the first one) for 
normalization rather than the maximum one, eliminating a 
search through all metrics. The disadvantage is a doubling of 
the range of the state metrics, because of the possibility of 
normalizing with the minimum metric rather than the 
maximum. 

Efficient History Management 

In a straightforward implementation of the Viterbi algorithm, 
history management (3) may require as much as or more 
processing than the ACS operations (2). By using the 
techniques presented in this section, history processing 
requirements can be reduced to a fraction of that required by 
the ACS operation. 

Full History Buffer Approach 
The full history buffer approach requires a history buffer to 
be updated and copied at each Viterbi pass. Because practical 
history depths do not usually fit in a single processor word, 
many read/write operations are required for each state. This 
approach is therefore quite computationally expensive, and 
becomes increasingly so for long history depths. 

Split History Buffer Approach 
The management of state histories can be made more 
efficient. Instead of processing the full (multi-word-wide) 
state history at every pass, the buffer and its associated 
processing are split into two levels. 

At the first level, processing is required at every Viterbi pass, 
and is identical to the full-buffer approach, except that the 
history buffers are a single word wide. These buffers are 
temporary, and hold at most L bits of history. The processing 
at this level can be made to be very efficient, compared to the 
full history approach. 
The second level operations of extraction, and retrace occur 
every L Viterbi passes, and concern groups of L history bits. 
Extraction involves copying the accumulated state histories 
from the single-word temporary history buffers to a longer-
term storage array. The single-word history buffer must also 
be reset after extraction. The retrace allows the history of a 
particular path to be reconstructed from this array. 
The extracted history array is arranged in 2K-I  rows, by state, 
and in columns L bits wide by time. This arrangement allows 
paths to be reconstructed efficiently. This is achieved by 
storing the history columns so that the most significant K-1 
bits of an element can be used as an index to its 
corresponding predecessor in the previous column. The 
amount of processing required to construct the proper 
columns depends on how the paths are stored and updated in 
the single word temporary buffer, as discussed below. Figure 
3 shows the data structures required for the split history 
buffer approach and illustrates their use during a retrace. 

When history is truncated, a retrace must take place every L 
bits, starting from the best state metric. Since the best state 
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metric can only be found by going through all 2 K-1  metrics, it 
is a relatively expensive operation. This cost depends on the 
width of the stored history columns. To save the processing 
related to finding the best state metric, it is possible to retrace 
from an arbitrary state, but history depth must be increased 
by two or three constraint lengths to maintain the same 
performance as a retrace from the maximum metric. 

Updating the Temporary History Buffer 
First consider the case where each state history word is 
updated at each Viterbi pass as in (3), by appending the 
newest bit shifted into the state. Notice that the current state 
will always be mirrored in the K-1 least significant bits of the 
path history words. Not only are these last K-1 bits redundant 
(the state is known from the position of the word in memory), 
but they need to be removed before the words can be 
extracted to be copied to a history column (and put back 
before continuing). Clearly, this is not an ideal approach. A 
much better approach is to update the path history word as 
follows: 
H „(i) =  [H .(i —1), MSB(m)] , m is the best old state. (6) 

This approach appends bits "as they shift out of the state shift 
register." The redundancy is removed, and extraction of the 
words into history columns only requires copying, as the K-1 
most significant bits are indices to the rest of the path in the 
previous retrace history column. This approach may not 
always be convenient to implement directly, but it leads to 
further improvements. 

Preset History 
Up to this point, the word level path history updating requires 
reading, shifting or masking bits into words, and writing at 
every Viterbi pass. The shifting or masking operations can be 
eliminated. We have observed that after K-1 passes, the 
history words contain the number of the state from which 
they have originated and we have used this property to 
produce the retrace data structure. The next step is to notice 
that if, upon starting, the path history words are preset with 
the state to which they correspond, the only operation 
required for the next K-1 passes to produce data suitable for 
extraction, is copying! 
If we further require the extraction to occur exactly every 
LK-1 passes, the history extraction requires no shifting or 
masking, and also simplifies to copying. The cost of 

State  

presetting the history column every K-1 passes can also be 
eliminated by using a dedicated and pre-initialized column of 
state numbers for the first pass of each set of L=K-1 Viterbi 
passes. 

The processing efficiency gained by choosing L=K-1 has to 
be weighed against the possible loss of storage efficiency for 
the extracted history bits. For example, storing the history 
columns in 16-bit words would be a fair compromise for most 
commonly used constraint lengths. Some applications maY 
require multiple extractions to be packed in a processor word 
to improve storage efficiency. 

Embedding History in State Metrics 
The amount of processing required for history management 
has been reduced to the copying of L=K-1 bit history chunks, 
and a low-complexity retrace operation. The copying 
operation can also be eliminated. 

The ACS processing is already carrying out decisions and 
moves. For processors having a wide word, the preset historY 
bits can be embedded in the least significant bits of the state 
metrics, where they will not significantly interfere with the 
state metric calculations. Care must be taken to ensure that 
branch metrics added to the state metrics are shifted up so as 
not to corrupt the embedded history. 

This last improvement reduces the history processing to 
periodic extraction and retrace, which amounts to only a 
small fraction of ACS processing. 

IMPLEMENTATION 
This section discusses how some of the techniques described 
above were applied to the design of a Viterbi decoder for the 
SHARC DSP. The implementation was optimized for 
decoding speed, not program size. 

ADSP-2106x SHARC Characteristics 
The ADSP-2106x Super Harvard Architecture Computer 
(SHARC) is a floating point DSP with a 32-bit wide data bus, 

 sixteen all-purpose registers and single-cycle instructions. 
The multiply-accumulate unit and the ALU may be used 
simultaneously, all the while reading or writing one operand 
to each of program and data memory. Note that the Viterbi 
decoder implementation discussed here uses only the fixed-
point processing capabilities of the SHARC. 

H(i-h min) H(i-3L)  H(i-.2L) H(i-L) H(i) H(i-1) 
000 
001 
010 
011 
100 
101 
110 
111 

new old 
history history 

Figure 3: Split buffer history management. A retrace operation is shown, where thé most significant K-1 bits of every column is used as an 
index into the previous one. The history columns are L bits wide, and decisions are taken L bits at a time. 
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The Four-Cycle, Two-State Core 
BY requiring that the code's generator polynomials have taps 
at both ends, one has only to use one branch metric (and its 
negative) per two-state butterfly. This is particularly useful, 
as it allows the use of the SHARC' s dual-add-subtract and 
'flax operations to update two state metrics at a time in the 
ACS core. The ACS core is unrolled to allow storage of 
branch metrics in processor registers. 
Because of the possibility of reading or writing data memory 
while doing either a dual-add-subtract or a max with the 
SHARC, the core ACS operation of Viterbi decoding can be 
effected in four cycles per two-state butterfly, or two cycles 
per state. The goal of the implementation is to reduce all 
°tiler processing to be small, compared to the ACS 
processing, at two cycles per state. 
Embedding History in State Metrics 
The efficiency of the fast ACS operation can only be 
maintained by reading and writing the histories and state 
Metrics simultaneously. The 32-bit wide registers of the 
SFIARC provide plenty of space to embed history 
information within the state metrics. The most significant bits 
store the state metrics, and the least significant bits store the 
bistorY information. The branch metrics must be aligned to 
the  aPPropriate bits of the state metrics before adding. 

The Special Core 

A second "special" unrolled core is called every K-1 bits, and 
Performs state metric normalization, history extraction as 
well as the ACS processing in three cycles per state. All these 
°Perations can be performed more efficiently in one routine 
since the data required for all these operations is identical. 
The multi-operation instructions allow all of these functions 
t° be Pipelined together in an efficient manner. In fact, since 
history extraction has to be done (at a cost of one cycle per 
state), the special core effectively performs periodic state 
Metric normalization "for free." 
The  special core was also made to preset the history data "for free"  by using a state metric/history buffer containing 
Pertnanent preset history. This saves another cycle per state. 
If  the memory budget allows it, the metric buffer with the 
Preset history may be statically allocated, thus saving the 2K-I  
cYcles/block required for its initialization at every call to the 
decoder. 

°IllY three cycles per state are required to do the usual ACS 
Processing, state metric normalization, history extraction and 
Presets. Since the special core is only used once every K-1 
Passes, the use of the two cores implies that, not counting 
°verhead, the complexity of the decoder is 2+1/(K-1) processor cycles per state. 
eor rate 1/2, the dynamic range of the inputs is limited by the 
inaximum allowable spread of the state metrics (4), and is reduced by one bit because we are normalizing with an 
arbitrary state metric. The allowable dynamic range of the 
inPuts is 10 bits for K < 9 and 9 bits for all other ilnplemented constraint lengths. 

History Retrace 

The history retrace operation in this implementation is simple 
because the stored history columns contain exactly K-1 bits 
of state history, allowing the use of the state history data 
directly as a pointer into the previous history column. In the 
actual program, the retrace processing requires 2 cycles per 
column, not including overhead. 

This particular implementation retraces from an arbitrary 
state and uses three more columns of history to ensure good 
performance. 

Memory Requirements 

The use of program memory is divided between the main 
decoding routine and the unrolled cores. The size of the 
unrolled cores increases exponentially with constraint length, 
and the dual unrolled core approach quickly becomes 
impractical at constraint lengths above, say, K=11. Program 
memory requirements are about 250+5S 48-bit words, which 
includes the main program and two unrolled cores. Partially 
unrolled cores can be used to reduce the amount of program 
memory required, without significantly lowering the 
decoding speed. Data memory requirements are about CSI2 
3S 32-bit words, where S is the number of states and C is the 
number of K-1 bit wide history columns. Although fairly 
large, this memory is freed after every call. 

PERFORMANCE 

This section presents some experimental results and the 
throughputs of the SHARC Viterbi decoder. 

Experimental results for a rate 1/2, K=7 code at a bit error 
rate of 10-3  have shown that C=8 and C=12 columns of 
history are required to give performance 0.16 dB and 0.01 dB 
from true MLSE decoding, respectively. C columns of history 
correspond to a minimum history depth of h,„,,,=C(K-1)+1. 

The number of processor cycles required to decode a block 
depends on the constraint length, the history depth and the 
block length. Table 1 gives processing cycles per state and 
throughputs for a 256 information bit code with 12 columns 
of history. The cycle counts include all setup and "sanity 
checks." Note that throughputs include flush bits. 

It is interesting to compare Viterbi processing requirements 
for the present SHARC decoder to those for the Motorola 
DSP56300/56600 series of DSPs, which include an 
instruction dedicated to Viterbi decoding [4]. Using the 
example in [4], a K=6, 168 information bit, flushed, rate 1/2 
code, the Motorola DSPs use about 6.40 cycles/state, whereas 
the SHARC uses only 2.61 cycles/state. For larger constraint 
lengths, the comparison would be even more favorable for the 
SHARC. 
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K States Rate cycles/state kbps at 40MIPS  
1/2 3.60 695 

5 16 
1/3 3.77 663  
1/2 2.78 450 

6 32 
1/3 2.87 436  
1/2 2.42 258 7 64 
1/3 2.47 254  
1/2 2.18 71.7 

9 256 
1/3 2.19 71.3  
1/2 2.12 18.5 11 1024 
1/3 2.12 18.4 

Table 1: Processing requ'rements for SHARC Viterbi Codec for a 
block of 256 information bits, flushed, minimum history depth of 
h,„,n=12(K-1)-1 bits. Throughputs include flush bits. 
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Figure 4 shows the Packet Error Rate (PER) of a rate 1/2 
decoder for a 128 information bit flushed block, for various 
constraint lengths. Twelve columns of history were used. 
Figure 5 compares performance of tail-biting and flushed 
block termination for a relatively short block with 48 
information bits. Full history was used. Note that for the 
range of results shown, the K=9 flushed and K=7 tail-biting 
codes have about the same performance, whereas the K=7 
tail-biting decoder has about half the complexity of the K=9 
flushed decoder for our implementations. 

CONCLUSIONS 

A very fast Viterbi decoder has been implemented for the 
SHARC processor, with a complexity approaching 2+1/(K-1) 
cycles per state. This very low complexity was achieved 
partly because of the SHARC's architecture, which allows for 
a very efficient 2 cycle per state ACS core, and partly by the 
use of techniques that kept all other processing to a 
minimum. 

Very efficient history management enabled the most 
significant reduction in complexity. The presetting of history 
information and the embedding of history in the state metrics 
allow the history to be updated practically "for free." The 
remaining history retrace processing has an almost negligible 
cost, and renders the decoding speed quite insensitive to 
history depth. Eliminating the reading and writing of pre-
computed branch metrics further reduced processing. This 
was achieved by storing branch metrics in registers and 
unrolling the ACS core. 

2 3 
Eb/N o (dB) 

Figure 4: Packet error rate for different constraint lengths of rate 1/2 
binary, flushed convolutional codes, 128 information bits per packet. 
Minimum history depth is h„„1=12(K-1)+1 bits. 

Figure 5: Packet error rate comparison for flushed and tail-biting K=7 
and 9, rate 1/2 binary convolutional codes, 48 information bits per 
packet. Full history was used. 

FUTURE WORK 

For high constraint lengths (e.g. 11 ) the amount of 
program memory used by the dual unrolled cores may be a 
problem. One solution is to partially unroll the ACS loop. 
The first 64 states can be put in a larger loop, which 
calculates changes in the signs of the branch metrics at each 
iteration. This approach has been used successfully in 
existing software to allow the core to fit in a PC's cache[5]. 
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ABSTRACT 

The paper is dealing with the multiple access control 
(MAC) protocol issues for multimedia satellite systems. 
Such systems are going to support a lot of various access 
variants such as interconnection of networks, gateway and 
group terminal access and user terminal direct access. The 
latter one is probably the most important since it could 
support the terminal portability globally. The most 
complex problem is how to guarantee the quality of 
service (QoS) and still efficiently statistically multiplex the 
traffic from various terminals over radio medium. For the 
time division multiple access (TDMA) based techniques 
the entity which is responsible for guaranteeing the QoS 
and efficient statistical multiplexing is called scheduler 
and is a part of the MAC protocol. In this context, the 
basic approaches will be presented and a simple scenario 
with real-time variable bit rate (VBR) sources and a 
satellite as access point will be simulated. 

INTRODUCTION 

Multimedia satellite systems are enjoying more and more 
Popularity in the last few years. That is mainly because 
theY are able to support multimedia communications 
globally, together with the freedom of the terminal 
Portability. The satellite communications systems are also 
essential in establishing the global information 
infrastructure (GII). 
Existing satellite systems consist primarily of geo-
stationary earth orbit (GEO) satellites. But future networks 
will consist of low earth orbit (LEO) and medium earth 
orbit (MEO) satellites, together with heterogeneous 
constellations of all three types. 
Multimedia communications can be defined as a joint 
transfer of voice, video, audio, image, graphics, text 
applications or any combination of these media [1]. The 
asYnchronous transfer mode (ATM) technology already 
auPports efficient transmission with the guarantee of 
quality of service (QoS) parameters of such applications in 
the fixed networks. In addition, the standardization process 
of  wireless ATM is going on. Therefore the introduction of 
ATM technology into new multimedia -satellite systems 
ean also be expected. 
This paper begins with a short description of satellite 
multiservice satellite architectures based on ATM 
technology and arguing the problem of medium access 
control (MAC) protocol for uplink channel (from portable 
Or fixed terminal to satellite) which is one of the crucial 

issues for transmitting multimedia applications over such 
systems. In the second section the MAC techniques for the 
uplink channel access are discussed. The differences 
between the scheduling in fixed networks and scheduling 
in radio networks are also explained. The simulated 
scenario is based on multi-frequency time division 
multiple access (MF-TDMA) and a simple scheduling 
strategy. Since the presented simulator is a good basis for 
investigations on scheduling issues for multiservice 
terminal access, the paper concludes with the discussion of 
research topics for further work in the area of MAC and 
scheduling for the uplink access. 

SATELLITE MULTISERVICE SYSTEM 
ARHITECTURES 

The TIA TSB-91 document [2] provides architectures and 
guidelines for satellite ATM networks. Two groups of 
ATM network architectures are defined: 
a) ATM network architectures for bent pipe (transparent) 

satellites, and 
b) ATM network architectures for satellites with on-

board ATM switches. 
These architectures are foreseen for all LEO, MEO and 
GEO constellations. 
For the multimedia services the preferable architecture is 
the second one (b), because a lot of functions for traffic 
and bandwidth management can be implemented on-board 
the satellite. Such strategy is very advantageous for a 
MAC protocol, since the uplink and downlink propagation 
delays are major limiting factors on the performance of the 
MAC protocol. 
The terminals can access the satellite (i) directly, (ii) 
through a concentrator or (iii) through a gateway station in 
both architectures. The latest two possibilities are preferred 
for interconnection. They have the advantage that already 
the end point statistically multiplexes the traffic from 
various terminals. The output is therefore smoother and the 
bandwidth required over the air interface could be fixed or 
changes very slowly. 
The big difference among (i), (ii) and (iii) lays in the 
signaling interfaces. The user-network interface (UNI) is 
used for the direct satellite ATM access and the network-
network interface (NNI) for inter-satellite or satellite to 
ground station links. The network interfaces provide the 
signaling procedures for dynamically establishing, 
maintaining and clearing of ATM connections. 
The uplink and downlink channels can be realized in 
frequency division duplex (FDD) or time division duplex 
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(TDD) mode. Although some wireless ATM systems have 
proposed TDD mode MAC protocols, for satellite systems 
the FDD mode based MAC protocols are preferable. This 
is mainly because of typical propagation delays for 
satellite systems. Therefore, the next sections deal only 
with the uplink channel access, since the dowlink channels 
can be implemented by TDM mode or asynchronous TDM 
as proposed for the Teledesic system [3]. 

MAC TECHNIQUES FOR UPLINK ACCESS 

The MAC protocol for the satellite broadband multi-
service systems must achieve the following goals: 
• QoS guarantee, which means that the MAC protocol 

will guarantee the connection parameters negotiated at 
the connection setup for the time of the connection. 
The QoS parameters such as cell transfer delay (CTD) 
and cell delay variation (CDV) are very sensitive for 
real-time services whereas the cell loss ratio (CLR) is 
very sensitive for data services. 

• Support of different kinds of traffic categories such as 
constant bit rate (CBR), real-time variable bit rate (rt-
VBR), non-real-time variable bit rate (nrt-VBR), 
unspecified bit rate (UBR) and available bit rate 
(ABR), 

• Fairness, i.e. the MAC protocol must serve the 
terminals of the same priority class with equal 
probability, 

• Efficiency, i.e. the MAC protocol must minimize the 
network bandwidth usage while guaranteeing QoS, 

• Small signaling overhead of the MAC protocol 
functions, i.e. the information flow between the access 
point and terminal should be as small as possible. 

Let us first give a short look into common multiple access 
techniques and their suitability for transmission of 
multimedia applications. 

Multiple Access Techniques 

There are many techniques for the access to a shared 
medium such as the radio medium. They can be classified 
into: fixed assignment, demand assignment, random 
access, combination of random access and reservation, and 
adaptive protocols [4]. 
With the fixed assignment of the bandwidth the users are 
assigned a priori a constant capacity, and therefore such 
techniques are not suitable for services with changing bit 
rates. 
The random access techniques are also not appropriate for 
multimedia services, since they cannot guarantee the QoS 
parameters, mainly because of collisions. This can be seen 
also in Figure 1, which shows the comparison of the cell 
loss probability for the propagation delay 10.6 ms between 
the fixed TDMA and advanced packet reservation multiple 
access (A-PRMA) techniques for multiplexing of VBR 
sources [5]. The VBR sources were modeled as described 
later, and have standard deviations of 28.5 kbps, 57 kbps, 
and 101 kbps. The curves for TDMA are calculated with 
the same standard deviations. It can be concluded that if 

the standard deviation raises, the cell loss probability also 
raises. 
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Figure 1: Comparison of fixed TDMA and A-PRMA 
for VBR traffic 

In both cases the delay is not taken into account (the cells 
are not queued for TDMA, and for the A-PRMA they are 
not re-transmitted if collision occurs), and because of that 
the cell loss ratio is very high. The A-PRMA outperforms 
the fixed TDMA only in a narrow interval of traffic load as 
can be seen. The average load means the terminals load 
which should be transmitted. 
The demand assigned multiple access techniques can be 
based on fixed or variable rate demand assignment. In the 
first case a constant bandwidth is assigned for every new 
connection. On the other hand, the variable rate demand 
assignment allocates the capacity for connections 
dynamically during the duration of the connection based 
on the changing traffic rates. 
The demand assignment techniques cm  also be combined 
with the free assignment techniques, which allocate the 
rest of the capacity to active connections according to the 
specified criteria. 
The combination of random access and reservation is the 
most preferred solution since the access signaling channel 
can be shared among various users for the initial access 
and reservation of the capacity for signaling channels or 
even data channels if they are used for signaling too. The 
random access method can also be used for the access of 
signaling channels during ongoing connections, if it is not 
done implicitly or there are no dedicated signaling 
channels. 
The adaptive protocols are those which can for example 
change the number of reservation or contention dedicated 
channels according to specified parameters. 
Since the QoS is the most important criterion for 
multimedia services, the reservation based techniques 
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together with MF-TDMA are the most suitable. The 
scheduler is the entity which guarantees QoS in fixed 
networks and therefore in the next section some basic 
features of it are described. 

Scheduling of Packets in fixed Networks 

In fixed networks the scheduling is associated only with 
the outgoing links as shown in Figure 2. The scheduling 
function, which schedules the cells according the pre-
negotiated QoS parameters to outgoing links, is realized 
within the ATM switch. In this context, it is assumed that 
the access links from the sources and the input buffers are 
dimensioned in such a way that they do not impose any 
constraints on the traffic, i.e. cell rate. 

Feedback channel MAC frame structure) 

Radio (Satellite) Network 

Figure 2: Scheduling in fixed and satellite networks 
The scheduling can also be seen as the mechanism that 
determines which queue is given the opportunity to 
transmit a cell. In general, the queues can be organized as 
per-group queuing or per-virtual channel/virtual path (per-
VCNP) queuing [6]. With per-group queuing a number of 
Connections share the same queue in a first-in-first-out 
(FIFO) arrangement. In this queuing structure, the 
Connections can be categorized according the service 
category, service class or conformance definition into 
groups. On the other hand, with the per-VC/VP queuing 
the cells of each VC or VP are queued independently. 
A very simple queue structure scheduling technique is the 
Priority based scheduling, which assigns a priority to each 
queue and serves them in order of priority. The support of 
Q0S is only limited. Better techniques are those based on 
fair share scheduling, where for each queue is guaranteed 
that it gets a share of link bandwidth according to a 
defined weight. The weight is the criterion for connections 
with equal priority but different traffic and QoS 
Parameters. In this way, they guarantee a certain minimum 
rate allocated among the queues and are further classified 
as rate allocation (work conserving) and rate-controlled 

(non-work conserving) schedulers. With a work 
conserving scheduling a server is never idle when there is 
a packet to send. On the other hand, with a non-work 
conserving scheduling the server may be idle even when 
there are packets waiting to be sent [7]. 
The entities that control and guarantee that the traffic 
parameters are in accordance with the pre-negotiated at the 
connection setup are called usage parameter control (UPC) 
and network parameter control (NPC) and are not part of 
scheduling [8]. They have similar functions but at different 
interfaces: UPC is done at UNI, whereas NPC is done at 
the NNI. Their functions include monitoring cell streams, 
checking the conformity between the actual cell stream 
and the nominal cell stream (the traffic descriptor values) 
and taking necessary actions when unconformity is 
detected. The actions that can be taken are discard of cells 
immediately or tagging of them for discard at a congestion 
point when the network is congested. The cell loss priority 
(CLP) bit is used for tagging. 

Scheduling of Packets in Radio (Satellite) Networks 

In radio networks, the constraint is on the total bandwidth 
available to all users before the access point, i.e. satellite 
or base station, respectively. Because of that, for the 
exploitation of the statistical multiplexing in a TDMA 
system, a scheduler is needed to organize the frame 
structure in the satellite uplink channels. The information 
on the slot assignments, as decided by scheduler, is 
broadcast to the user terminals via a feedback channel as 
shown in Figure 2. 
The connection QoS parameters are negotiated during the 
connection setup. The entity which decides if a new 
connection can be accepted or not runs a connection 
admission control (CAC) algorithm. This entity can be 
placed on the on-board processing satellite or in the 
ground network control station. However, the parameters 
of the accepted connection must be transmitted to the 
scheduler which uses them for the process of slots 
allocation. 

As already mentioned the big difference between the 
scheduler in fixed networks and the scheduler in radio 
networks is that the latter one does not schedule the traffic 
based on arrived cells in queues but on arrived requests for 
the bandwidth capacity (number of time slots in case of 
TDMA-based MAC). 
The first criterion for the scheduling decision is the 
priority of the service category. As shown in Table 1 the 
highest priority is assigned to CBR service category which 
is then followed by other service categories. 

Priority number Service category  
5 CBR  
4 Rt-VBR  
3 Nrt-VBR  
2 ABR  
1 UBR 

Table 1: ATM traffic categories priorities 
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The UPC for the uplink could be performed in the terminal 
or within the scheduler entity on on-board the satellite. The 
downlink does not need UPC because this traffic has 
already gone through the uplink UPC and the traffic is 
conformed to traffic descriptors. The UPC functions 
implemented in the terminal can only use discard 
principles since the traffic over the air interface has also to 
be conformed to traffic descriptors. On the other hand, the 
scheduler implemented UPC functions could also use the 
tagging principle if there is enough capacity. In this case 
the scheduler could allocate additional slots if there are 
non-conforming requests and when the cells would reach 
the access point, the CLP bit of cells in non-conforming 
slots could be set to lower priority as in fixed networks. 

MF-TDMA based Multiple Access Technique 

The MF-TDMA access scheme has been proposed for 
different GEO and LEO systems. MF-TDMA frame is 
normally divided into two areas: the first one is intended 
for synchronization and signaling information 
transmission, whereas in the second one the data is 
transmitted. The requests for bandwidth allocations can be 
transmitted via out-of-band request slots, which are part of 
the first area. However, the in-band (implicit) requests can 
be sent together with data packets. 
The fi rst task of the scheduler is to calculate the number of 
slots which will be allocated to the specific connection. 
This has been presented for hierarchical round robin 
(HRR) scheduling in [9]. 
Then, the allocated number of slots has to be assigned to 
actual slots in MF-TDMA frame. This process is much 
more complex and needs also the time component, such as 
virtual arrival times. 
For this first approach, we decided first to implement a 
very simple strategy which is based on priority and first-
come-first-serve (FCFS) strategies. In this way, when the 
new connection is setup, the scheduler writes the 
connection parameters into a linked list. This list is ordered 
according to priorities of the traffic classes of the 
connections. The scheduler begins on the top of the list 
and allocates the slots to services with equal priority in a 
round robin manner as shown in Figure 3. 

Figure 3: Scheduler operation 

First, it serves all CBR connections, then rt-VBR ones and 
if capacity is available also other connections, until all 

time slots are allocated. In such a way every connection of 
the same priority gets a minimum capacity. 

SIMULATION SETUP 

The simulation has been realized by the SDL Design Tool 
(SDT), which is very appropriate for real-time, interactive 
and distributed systems. The basic simulation scenario is 
shown in 
Figure 4. The scenario consists of a terminal segment and 
an access point (satellite) segment. 

Figure 4: Simulation scenario 

Since the slots reservation information is broadcast on a 
frame basis (the scheduler also operates on a frame basis), 
the propagation delay can be quantized into the segments 
of frame length. The minimum delay that can be achieved 
is one frame, but only if the requests for capacity are sent 
explicitly at the beginning of the frame. The Figure 5 shows 
the delay effect on uplink and downlink transmission. The 
SDT system is programmed in a way that the scheduler 
runs when the uplink frame arrives. 
The terminals operate on call and cell level. Now they can 
generate of CBR or VBR traffic sequences. The VBR 
model represents the video-telephone scenes sequence [10] 
and is based on an autoregressive model as shows the 
following equation: 

Y(n)= 0.871x Y(n —1)+ 0.213x w(n)x M 

where Y(n) is the cell rate in the n'h  video frame (a frame is 
generated every 1140ffi  of a second), w(n) is a Gaussian 
random variable with a mean of 0.572 and variance 1.0, 
and M is the mean cell rate per frame of the video source. 
The access point segment consists of call control and 
scheduler part. The call control is responsible for functions 
on the call level, such as CAC. The scheduler operates as 
described in the previous section. All connections are 
ordered according to priority in a linked list. They are not 
weighted since only one traffic source model was 
simulated. When the scheduler finishes the operations the 
satellite broadcast the information to all active terminals. 
They know then exactly in which time slot they can send 
the information and then there is no contention. 
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Figure 5: Delay effect on uplink and downlink transmission 

The mean delay changes slowly and the difference 
between the minimum delay and mean delay remains 
within one frame length. Such situations appear normally 
in non-geostationary satellite systems, where still the 
propagation delay variation appears, which adds problems 
to the synchronization. In this study it is assumed that 
these problems are solvable. 

RESULTS 

The following parameter values have been set: 
• Frame length: 26.5 ms, 
• Carrier capacity: 2 Mbps, 
• Number of time slots per frame: 125, 
• Slot capacity (granularity): 16 kbps. 
It has also to be mentioned that only one carrier was 
simulated since the hoping between different carriers have 
flot been foreseen. The simulations have been performed 
for different number of traffic source. CLR was null, since 
the cells wait in the terminal queue until they are 
transmitted. Since the scheduler operates on a frame basis 
and that there is frame length granularity, the same results 
are obtained for the delays which are within granularity 
s. egment, only the difference delay changes as can be seen 
In Figure 5. The results for mean cell delay for the delay 
between one and two frames length shows Figure 6. As 
expected the delay increases with the number of traffic 
sources. 

Number of VBR traffic sources 

Figure 6: Mean delay of cells for various number of 
VBR traffic sources 

10 15 20 25 

Number of VBR traffic sources 

Figure 7 shows the CDV for different number of VBR 
sources. The minimum occurs not if only one traffic source 
is active. That can be explained with the fact that all 
sources have the same traffic descriptors and that the 
scheduler does not take into account the time difference 
between two consecutive generated cells. The scheduler 
thus implicitly better allocates time slots if more traffic 
sources are active. In the future therefore, the sources with 
different traffic parameters and weights should be 
simulated. 
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Figure 7: Cell delay variation different number of 
sources 

FURTHER WORK 

The results of the fi rst simulations presented in this paper 
are a good basis for further investigations. There is always 
a tradeoff between CLR and cell delay. The performed 
simulations have assumed that the CLR is zero, which is 
for real-time applications not applicable. The delay should 
be controlled already in the terminal buffer and cells with 
exceeding-delay should be discarded already there. 
In our simulations the traffic on the uplink was generated 
conforming to the traffic descriptors, because the UPC 
functions are already performed in terminal. But as it was 
already mentioned, the UPC could be performed also on-
board the satellite. In this way, the network would control 
the access of terminals as in fixed networks. For this the 
scheduler has also to know the basic traffic descriptors 
such as mean cell rate, peak cell rate and cell rate variation 
of the service category. According to these parameters the 
virtual leaky bucket process can generate "tokens" for each 
virtual connection token pool. The process is shown in 
Figure 8. For the VBR connection the tokens are generated 
at the mean bit rate. The scheduler decides then if the 
connection will get the requested slots in the new frame 
based on the requests and the tokens in the token pool. 
When a new slot is allocated the token pool is 
decremented, and if no tokens are available, the connection 
will get new slots only if there are any slots free after 
serving other connections. 

Token rate = 
R tokens per second 

Figure 8: Virtual leaky bucket process 

There are still the problems regarding the cell delay 
variations. If the CTD and CDV must also be guaranteed 
the virtual leaky bucket is not enough. The time between 
the two consecutive arriving cells has to be the same or 
nearly it was in the source. Therefore, the scheduler has to 
be delay-oriented. Because the uplink queues are not 
located in satellite, where the scheduler is, the arrival time 
of the uplink ATM cells should be estimated. If the new 
slots are implicitly requested the scheduler knows when 
the last cell has arrived and is also aware of the number of 
cells waiting for transmission in the terminal buffer. From 
this information it can estimate the arrival times for the 
cells (the expiry time of the next cell) and allocate the time 
slots according to the following formula: 

TDeadline(i) — TLast Uplink Cell ± (1-1 )/R Peak Up ± i = 1,2,...,N 
where A is the maximum time which can elapse between 
the arrival of an ATM cell at the satellite and the time in 
which this cell will be transmitted in the downlink, RPeak_Up 
is the peak uplink bit rate, TL„, uplink C'ell is the arrival time 
of the last ATM cell at the satellite, and N is the number of 
ATM cells waiting in terminal buffer for uplink 
transmission. This process will probably still not totally 
eliminate the CDV, but decreasing can be expected. 

CONCLUSIONS 

In this paper some issues on MAC protocol for 
multiservice multimedia over satellite were presented. At 
the beginning a short overview of possible architectures 
and appropriate satellite MAC protocol techniques was 
introduced. Then, the differences between the scheduling 
in fixed networks and uplink scheduling in radio (satellite) 
neworks was described. To assess the ideas, a simple 
simulation scenario was implemented and simulated. This 
part has concluded with some results and research topics 
for future work. 
The future work will concentrate on improving the 
scheduling technique that it could support all aspects of 
QoS. 
In addition, other traffic sources, such as intemet 
applications should be included. For this kind of traffic the 
scheduler strategy simulated in this paper may be 
appropriate since these traffic streams have almost no time 
constraints. 
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ABSTRACT 

This paper shows our results in the observation, 
characterization and modeling of World Wide Web 
(WWW) traffic. First of all we calculated the main 
parameters that characterize the behavior of WWW clients. 
Based on previous studies, we then defined an analytical 
model for WWW users and we calculated its parameters. 
By multiplexing together a high number of the above 
defined single traffic sources, we generated time series that 
simulated the aggregation of many WWW clients surfing 
the net simultaneously. With this procedure we were able 
to produce time series with self-similar properties, similar 
to the ones exhibited by Internet traffic. Our most 
important outcome showed that the grade of self-similarity 
increases together with the number of clients multiplexed. 

1. INTRODUCTION 

The first public release of WWW was issued in 1992 by 
the European Laboratory for Particle Physics, as a mean 
for scientific documents distribution. It had immediately 
an unexpected success in many different areas, like 
commercial and educational, becoming in a few years the 
major cause of Internet traffic [1]. 
The characteristics of WWW traffic have been matter of 
intensive studies in the recent years, a fundamental 
observation is the failure of the Poisson model for the 
arrival process of the Internet traffic [2]. Traces of 
aggregated WWW traffic showed bursts of data on a wide 
range of time scales, and no typical burst size could be 
found in time intervals up to 1 hour long. These properties 
cannot be replicated by modeling the packets inter-arrival 
times with a Poisson process, that would lead to a 
characteristic burst-length, which would tend to be 
smoothed when averaging on long enough time intervals 
[3]. On time spans longer than one hour the wide-area 
traffic is not stationary anymore, showing cyclical 
properties: some of them repeating themselves on a daily 

rate, some on a weekly one, some are even seasonal. [3] 
made the fundamental discovery that WWW has self-
similar properties on time intervals where it can be 
considered stationary. 
We based our studies of WWW single clients traces 
recorded by the Boston University (BU) Computer Science 
Department spanning on a period beginnine on the 24" of 
November 1994 and terminating on the 8' of May 1995 
[4]. 
In section 1 we will make a extensive survey on the status 
of the characterization of WWW traffic. 
In section 2 we calculate some parameters that characterize 
single WWW clients. 
This numerical results will lead to the determination of an 
analytical model for WWW clients that will be described 
in section 3. 
Section 4 will then contain the results of our efforts to 
generate self-similar time-series, that could 
representative of Internet traffic. 

2. OVERVIEW ON PREVIOUS STUDIES ON WWW 
TRAFFIC 

The studies of WWW traffic began around 1994, when 
web browsing was becoming the application that generated 
the highest amount W packets in the Internet. Already in 
1995 WWW had the highest share in Internet traffic, Table 
I contains the precise picture of the 1995 situation [5]. 

Tablel: Internet traffic shares in 1995 [5]. 

WWW 21%  
FTP-data 14%  

NNTP 8%  
Telnet 8%  
SMTP 6%  

IP 6%  
Domain 5%  
Other 32% 

be 
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In the following years the situation further evolved 
towards an increase of WWW share, already in 1997 the 
bytes  generated by web clients and servers together 
comprised 75% of the overall TCP traffic, which was the 
cause of 95% of the Internet bytes [5]. The research on 
WWW was basically pushed by the need of the service 
providers to more efficiently manage web packets through 
the networks, in order to offer an higher quality of service. 
The BU Computer Science Department carried out an 
extensive characterization of the web traffic and the 
behavior of its clients. Their studies were all based on 
records of WWW sessions generated by its students on a 6 
months span between November 1994 and May 1995 [4]. 
Their main results were [3] 
• The packets inter-arrival times cannot be described 

with a Poisson or Markovian model, because these 
two processes would lead to a characteristic burst size 
that tends to be smoothed when averaging over long 
enough time intervals, while wide area intemet traffic 
shows high burstiness on every time scale. 

• Highly bursty traffic can be statistically modeled by a 
self-similar process. Self-similar processes exhibit 
long-range dependence: two separated values are non 
negligibly correlated on any time distance. 

• Self-similar traffic can be generated by means of 
multiplexing a large number on ON/OFF sources, 
whose ON/OFF duration distributions are heavy-
tailed. The ON times represent intervals during which 
the client is actually receiving data, they can be 
recognized by the presence of a currently open TCP 
connection. The OFF times represent the machine idle 
intervals, due both to user thinking times (inactive 
OFF times) and data parsing (active OFF times). 
During the OFF times no TCP connection is open. 

• The BU studies produced many other important 
results, but the ones highlighted in the above points 
are the important ones for this paper. 

If  self-similar traffic (seen as a time series) is generated by 
the multiplexing of many ON/OFF processes, with 
°N/OFF times described by a Pareto distribution, then, if 
the number of processes is high enough, Willinger et. al. 
[ 13 ] demonstrate that the Hurst parameter of the series is 
H — ( 3—  min(aoN )) ( 1 ) 

Deng [7] observed that the active OFF times may be better 
described with a Weibull distribution, while the thinking 
tunes with a Pareto distribution. 
Thompson et. al. [5] observed that, although web clients 
and servers produce almost the same share of TCP packets 
(respectively 30% and 38%), the clients are the cause of 
just 6-8% of the overall bytes. This numbers show the 
tYPical client-server peculiarity of WWW, that normally 
ecinsists in a short request from the client to the server, 
followed by a burst of data in the opposite direction. In this 
arti cle we will consider only the packets that flow from the 
server to the client, because they cause the overload of' the 
I nternet. 

In conclusion we want to point out that Web traffic is not 
stationary on intervals longer than 1 hour, as a matter of 
fact [8] observes that the session arrival process exhibits a 
clear diurnal cycle, with peak during afternoon. 

3. WWW CLIENT TRAFFIC CHARACTERISATION 

Our calculations are based on HTTP logs recorded in the 
BU across 1994 and 1995 [4]. This logs were generated by 
37 SparcStation 2 workstations located inside the campus 
facilities. During those years Mosaic was the most popular 
browser, although in the recent years it has been almost 
completely replaced by other browsers, we think that the 
traffic characteristics are mostly affected by network 
causes and files availability, while improvements of 
browsers cannot cause radical changes in the packets 
patterns. And even if the networks underwent to major 
changes and the number of files on the web increased 
dramatically, we think that those traces are still 
representative of the behavior of WWW users. 
Each session was recorded in a text file, the file name 
contains an user identification codename, the machine 
name and the session starting time. The file body is 
constituted by lines, every line corresponds to a single 
URL request. Each line contains the following data: the 
machine name, the timestamp when the request was made, 
the URL address, the amount of downloaded bytes and the 
transfer duration. Cache hits were also recorded, and they 
can be easily recognized and eventually filtered if needed, 
because they are characterized by absence of transferred 
data and duration equal to 0 seconds. This is because when 
a request can be satisfied by the machine internal cache, it 
does not need to be sent to the server, and thus there is no 
data flowing in the net, but the request is nevertheless 
produced by the browser, and therefore recorded in the 
session log. 

Session Duration Times 

The first parameter that we observed is the session 
duration time. A session begins with the launching of the 
browser and ends with its closure. While determining its 
probabilistic properties we have to remember that this 
parameter can be heavily affected by the machine location: 
in our case the workstations were located in two rooms 
inside the BU, and could be accessed by several students. 
We can easily assume that every student was assigned with 
a fixed time slot, expired it, he had to leave the machine to 
the next in the reservation list. If we want to consider the 
more general case, where the users own the machine they 
are using, we observe that, while they have no external 
time constraints, they will probably limit themselves, 
because in most cases the billing policy will be 
proportional to the connection duration. These 
environmental diversities may affect the characteristics of 
the users behavior, and the numerical results that we obtain 
will need to be tuned when considering customers in other 
environments. Figure 1 shows in a logarithmic scale the 
probability density function (pdf) of sessions shorter than 1 
hour. This comprehends about 95% of all logs. With the 
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exception of a 339 minutes long session, we observed that 
the other were all shorter than two hours. These evidences 
make us believe that the students were allocated one hour 
long time slots, and only in rare cases they could stay 
longer. We evaluated the average session duration time 
equal to 14 minutes and 2.502 seconds, a value longer than 
74.17% of the samples. The variance is 2.7662 *10 6 , this 
extremely high value shows how spread is the range of 
occurrences with non negligible probabiliy [9,10]. 

0 20 30 40 50 60 
Session duration /min 

Fig. 1: Pdf of the session duration times shorter than 1 
hour. The probability values are given in a logarithmic 
form. 

ON Times 

As already said in the introduction every WWW session 
can be subdivided into two subsets of intervals that 
alternatively follow each other 
• The ON times, or activity intervals: during these 

periods the machine is actually receiving data from a 
web server. They can be recognized by the presence of 
a open TCP connection. 

• The OFF times, or inactivity periods, in which no 
server to client data transmission is currently 
happening. They will be more accurately described in 
the next sub-section. 

Fig. 2: Logarithmic pdf of the on times between 0 and 200 
seconds. 

Figure 2 shows the pdf of the ON times shorter that 200 
seconds. The mean ON duration time is 3.1095 seconds, 
comprehending 86% of all records, while 95% is below the 
10 seconds mark. The values above 10 seconds are very 
rare but they significantly contribute to the tailness of the 
distribution, in fact the variance is 547.0771 [9,10]. 

OFF times 

During these periods the machine is idle, either waiting for 
a new user's request or being busy processing the just 
received data. In the former case the OFF times are usually 
called thinking times (or inactive OFF times) and they are 
human generated, the second ones are called active OFF 
times and they are machine generated. These two sets can 
be statistically separated, because they span in deeply 
different time ranges. While it is very unlikely that a 
human will observe the screen for less than 30 seconds, the 
amount of time needed by a workstation to process data 
will almost never pass the second. Of course nothing 
precise separates the two groups, therefore a separation 
will be always based on probabilistic basis. In figure 3 we 
can observe the range of times where the machine 
generated OFF times are dominant. We can notice two 
peaks (around 0.1 and 0.4 seconds) that may be produced 
by two typical processing times needed by the 
workstations. 
Figure 4 shows an extended range of values, there we can 
observe that the pdf decreases constantly until the 3 
seconds mark, than the tangent is not more constant until 
around the 20 seconds mark, where the plot becomes one 
more time linear (in a logarithmic scale). The interval 
between 3 and 20 seconds is characterized by the absence 
of a dominant process, while after 20 sec. the thinking 
times overwhelm the machine generated times. 

Fig.3: Logarithmic pdf of the OFF times shorter than 1 
second. 
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The mean OFF times duration is 7.5481 seconds 
(comprehending both types), that is longer than 87% of all 
occurrences. We noticed that this value is more than two 
times the ON times one, because it is strongly affected by 
the human slowness, while the ON times duration depends 
-nnlY on network elements. Finally the variance is 4960.6, 
showing that the OFF times are a lot more spread than the 
ON ones [9]. 

have 
the analysis of the clients behavior, we now 

nave enough information to proceed to the synthesis, two 
are the possible approaches to this issue 

Using an analytical model: it is always preferable 
when the conditions for its implementation are 
Relied. Such a model tries to describe an entity as 
accurately as possible by means of mathematical 
functions. In order to determine a valid analytical 
model, the processes that characterize the observed 
phenomenon have to be correctly understood. 
Unfortunately many times the analytical model 
becomes too complex, and incomprehensible to the 
ones that did not participate to its definition, and thus 
of no use for anyone. In order to simplify the model 
scientists have to make assumptions on factors that, 
they suppose, do not have big impact on the behavior 
under study. Unfortunately most of the times it is not 
easy to isolate the important aspects from the 
negligible ones, and the simplifications lead to a 
model too far away from the original, thus wrong. A 
big advantage of a well done analytical model is that 
it can be applied on a wide range of phenomena, that 
have the same origin of the one the model was 
th,ought for. 
The second way to model an entity is by means of an 
empirical model. It tries not to understand the causes 
that produce a certain behavior, it simply tries to 
imitate their effects, treating the object as a black box. 
This model is clearly simpler than the former, but it 

lacks of transportability, because it is often valid only 
for the entity that he was made for. 

Several previous studies observed that Internet traffic has 
self-similar properties [1,2,3,4,6,8], having a significant 
traffic variance on a wide time range. This characteristic 
cannot be described by modeling the arrival process with a 
Poisson or a Markovian model, because they would 
produce traffic with a:characteristic burst size that would 
tend to smooth on long enough time scales. We will 
always consider the traffic as a succession of samples, and 
thus we have to think to self-similarity applied to time-
series. If time-series is self-similar, then it exhibits long 
range dependency: the auto-correlation between two 
values is not negligible for every time distance [3]. This 
peculiarity of Internet traffic has shown to have a dramatic 
influence on tail of the queue waiting times [11], mainly 
due to the traffic burstiness caused by the long-range 
dependency. 
Many possible models have been proposed to generate 
Internet conformant traffic loads. The most popular are 

1. Multiplexing an high number of ON/OFF processes 
with heavy-tailed ON/OFF duration distributions 
[1,3,4,6,8]. This model has the advantage of being 
very simple to implement, but it needs an extremely 
high number of sources in order to approximate with 
acceptable accuracy a self-similar process. This 
means it requires a lot of CPU time and resources 
[12]. 

2. Another possibility considers a MIGloo queue 
model, with clients inter-arrival times distributed like 
a Poisson process, and heavy-tailed service times [2]. 
Once again this model generates approximate traces, 
and a trade off between accuracy and computation 
length has to be met. 

3. In [12] Paxon proposes a method based on the 
Discrete Time Fourier Transform. This model is 
more complicated from the mathematical viewpoint, 
but it does not require a lot of CPU resources keeping 
a good accuracy. 

4. Other possible methods have been proposed, some of 
them are based on the wavelet transform, the 
ARIMA fractional process or the fractional Brownian 
process [12] . 

In the next section we will show the results we obtained by 
using the first of the above methods, while in the last part 
of this section we will determine the values of the 
parameters needed for the definition of the model. 
We chose the Pareto distribution for the simulation of the 
heavy-tailness of the ON/OFF times. The Pareto 
distribution is heavy-tailed in its entire range, we 
preferred this function to the ones asymptotically heavy-
tailed (for long enough times) because of its simplicity. In 
fig. 6 we will later show that the OFF times shorter than 10 
seconds are not heavy-tailed, but in order to generate self-
similar traces, the tails of the distributions are important, 
and the Pareto distribution is well suited for this target. 
A distribution is heavy-tailed if 
P[X x] oc x -a  ,  0< a <2 (2) 
The probability mass function of the Pareto distribution is 
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p(x) = aka x'l , oc,k > 0, k (3 ) 
and its cumulative distribution function is 

F(x)= P[X x] p(y)dy 

a is the important parameter in the formula. k will be 
dimensioned to satisfy the following relation 

p(x)dx = 1 
We used a curve fitting algorithm to calculate a . If we 
define 
F(x) =1 — F(x) 
Then 
dLog(F(x))  a 

dLog(x) 
Therefore in order to determine a we plotted (7) in a log-
log scale and then we fitted it with a linear regression 
algorithm. 

Fig. 5: Example of calculation of the Pareto parameter. 
The dotted line represent the Log w (F(x)) of the measured 
ON times and the straight line has been obtained with a 
linear regression algorithm. An analogous graph was made 
in order to determine a oFF  (see fig. 6). 

In figure 5 we observe that the ON times have a constant 
a in their entire range, that we evaluated equal to 1.3483. 
On the other end, when we tried to calculate a oFF , we 
found that in the range from 0 to 10 seconds (see fig. 6) 
aoFF  is by far not constant. We think that the machine 
generated OFF times are not at all heavy-tailed and should 
be described with some other type of distribution. The 
influence of the active OFF times stays strong until around 
the 10 seconds mark, for longer intervals the thinking times 
become dominant, and their heavy-tailed distribution 
becomes recognizable. 

Fig.6: Linear regression for the calculation of aoFF  . Both 

axis are in logarithmic scale. 

We did not try to model the OFF times in the 0 to 1 0  
range, because the tails of the distributions are responsible 
for the self-similarity of the aggregate traffic. We 
calculated a oFF  of the OFF times longer than 10 seconds 
equal to 1.5057. In [6] Crovella et. al. observe that  the  
machine generated OFF times may be described with a 
Weibull distribution. 

5. GENERATION OF SELF-SIMILAR TIME SERIES 

Now we have all the data we need to synthesize a self-
similar series using the first algorithm outlined in section 
4. 
We ran two simulations, one with 1000 users 
simultaneously surfing the net for 10 minutes, the second 
with 10000 users and 3 minutes long. We did not generate 
longer times-series, because the algorithm is very slow and 
we also considered that in order to verify the grade of self-
similarity, the duration of the series has very little 
importance. In this way we also avoided to generate series 
so long that they would not be representative of Internet 
traffic, being the real traffic not stationary after a certain 
duration threshold. To determine the grade of self' 
similarity we used a graphical heuristic method, known as 
variance- time plot [12]. If the series is aggregated by a 
factor m 

1 11"  
X: m)  = — X, (8) 

• m 
then asymptotically the variance of the aggregated version 

falls of a factor  m 13  where 0 =  2(1— H). A process is self 
similar if 0< j < 1[3], the closer p to 0 the more the series 
is self-similar. Historically the Hurst parameter is normally 
calculated, in this case 1/2<H<1, as H approaches 1 the 
grade of self-similarity increases. With the variance-time 
plot test we can graphically calculate the H parameter, bY 

(4) 

(5 ) 
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Pl°tting the variance of X (m)  against m on a log-log plot. 
The result should be a straight line with slope (- p). 
4 -,--- 

1 2 

• 10000 users LoglO(Aggregation level) 
• 1000 users 

Linear regression 

Fig.  7 : Variance- time test for two sets of generated data. 
The higher plot was obtained by simulating 10000 
°I\i/OFF processes, the lower plot was generated with 
,1000  Processes. We did not normalize the values in order 
'0  draw a clearer graph for the reader. The straight lines 
rePresent the linear regression we used to calculate p. 

From the observation of figure 7 we see that when more 
clients are simulated the grade of self-similarity increases, 
as a matter of fact the higher line drops clearly more 
slowly than the lower one. This is also confirmed by the 
theoretical viewpoint, as already pointed out in section 4, 
the generation of self-similar traces by means of 
Multiplexing a high number of ON/OFF processes is only 

Ymptotically valid: the more sources are multiplexed the 
°leer becomes the grade of self-similarity. With 1000 
clients we evaluated s = 0.5163 and H=0.74185, with 
10000 clients f3 = 0.1538 and H=0.9231. According to (1) 
We expected to have H=0.82585, this is an asymptotic 
value that would be eventually reached with an extremely 
high number of multiplexed processes. Being this value 
right between the two that we graphically determined in 
fig. 7, we think this is a confirmation of the validity of our 
evaluations. 

6. CONCLUSIONS 

We began this paper with a quick overview on the status of 
research over Internet and in particular WWW traffic. By 
nlealls of logs of single WWW clients [4] we calculated 
s°Me significant parameters that characterize the behavior 
the WWW clients. With these results we could determine 
`ne paraffieters of a ON/OFF process that imitates the basic 
PMperties of WWW surfing. By multiplexing together a 
high number these processes we could evaluate the effects 
°f web browsing on the Internet. The traces we generated 
showed to have self-similar properties, many previous 

studies pointed out that the Internet traffic has as well self-
similar characteristics. 
In conclusion we have implemented a generator of self-
similar traffic that can be used to simulate aggregate traffic 
produced by web clients. 
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Abstract  - In MSS (Mobile Satellite Systems) as in 
terrestrial systems, the importance of reducing different 
costs due to location area updating and paging procedures 
is a relevant issue. For incoming calls, factors like the delay 
generated by excessive paging steps could affect Quality of 
Service. In this work, a novel paging scheme and location 
area design for MSS is presented. The spot beam selection 
process is applied to the paging scheme and location area 
definition. Results are assessed in terms of paging success 
rates, paging-registration costs, delay-cost ratio as well as 
total signaling load. 

A simple mathematical formulation in terms of a diffusion 
process is presented. Diffusion constants are derived for 
subscriber classes. Results are presented and discussed for 
different mobility scenarios. This formulation enables us to 
analytically derive the paging and registration rates and in 
this way minimize the cost of the system through the 
definition of optimum location areas. 

I. INTRODUCTION 

The anticipated development of MSS is based on their 
capability in managing global coverage systems with a 
variety of users on land, sea, or air. MSS represent a choice 
to offer communications services to scarcely populated 
lands of broad areas where the implementation of a 
terrestrial mobile network is not possible to be deployed or 
the cost would become excessive. To make this possible, 
first, we have to address the existence of more bandwidth, 
higher frequency bands and much larger satellite 

'constellations that, in the near future these networks will 
achieve. 

Problem Definition 

In mobile networks, the location of a Mobile Terminal (MT) 
has to be known by the network in order to properly route 
incoming calls. In cellular systems, for example, the system 
coverage area is divided into Location Areas (LA), which 
are collections of cells where a code (unique to this LA) is 
broadcast. The network keeps track of the current LA of 
every "switched on" MT. When a MT crosses the boundary 
between two LAs, it conducts a location update to inform 

This work has been partially sponsored by Norte! Networks .  

the network of its LA change, thus the paging area is equal 
to the LA. The design of the LA involves a trade-off 
between the location update signaling (high for a small LA) 
and the paging signaling (high for a large LA). 

II. PAGING AND LOCATION MANAGEMENT 

The paging and location management models for MSS 
depend on characteristic parameters such as users' mobility 
indexes, population density, velocity rate, diversity aspects, 
deiired Guaranteed Coverage Areas (GCA), etc. 

Adequate mobility management provides the network with 
an efficient way of reaching active user terminals. When a 
terminal is turned on it must first register itself with the 
network. To do so, the terminal provides its current 
'location' or 'position.' In [1], different mobilitY 
management approaches are described in some detail. As a 
user terminal travels, further location updates may be 
required during its active time depending on the distance it 
travels. Finally, when a user terminal is switched off, it 
should de-register itself from the network. This eliminates 
the possibility of the network paging a user terminal which 
is no longer responsive. 

The GCA of a Fixed-Earth Station (FE S)  is proposed in [2]. 
This approach defines the service area of an earth station as 
the area around the FES where the terminal can connect to 
the FES through at least one satellite that is above the 
minimum elevation angle of the terminal. 

Location Area and its Update. A location area is formed by 
an FES's instantaneous coverage. An MT will perforni 
location update only if it loses the FES location area 
broadcast channel. From the network viewpoint, the 
location of the MT is "somewhere within reach of the FES." 
The FES (either on its own or with the help of the MT) maY 
provide a sensible way of reducing the area over which it 
pages, in the event of an incoming call. 

If an MT is in overlapping FES coverage and location 
updates to an FES only intermittently cover its location 
(because the MT is not in the FES's GCA), it will lose that' 
FES's location area broadcast after a while and be forced to 
location update to another FES which properly covers ha 
location. 
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Paging Implementation Options. As in terrestrial segments, 
anY incoming call will be routed to the FES, which can 
guarantee that the MT, if it is working, is within the area 
that the FES is covering with its broadcast channel. With 
the FES in its simplest form, the FES would then transmit a 
Paging message for the mobile through every spot beam in 
the GCA. If incoming calls occur infrequently, this may be 
acceptable, but otherwise, paging through these many spot 
beams is considered a signaling load and a waste of power 
and spectral resources. 

first approach to intelligent paging could be the FES 
identifying and recording the instantaneous size, shape and 
location (latitude and longitude) of the spot beam with 
which the MT last made contact (for location update, call 
set-up or any other reason) with a time-stamp. In the event 
of an incoming call, the FES would page only those spot 
beams required to completely cover the recorded area in the 
first instance. In case the mobile does not respond, the 
Paging is repeated over a wider area, depending on the age 
of the time stamp and on the MT's mobility profile. 

MOBILITY BASED ON DIFFUSION MODELS 

When modeling location performance of MSS, some 
characteristic mobilities are assumed to be known. It is 
useful if these assumptions impose few restrictions and lead 
to analytically tractable models. In this paper we present a 
int'inlitY model based on a diffusion function that is used to 
determine a location probability for a given area. 
Given that the last unit's contact with the network occurred 
at time  t = to  and place x(to), the time varying distribution on 
location is described as pit, to, x(to)), where j represents the 
unit locations. We assume that p,(t,  t0,  x(to)) = 8 ,,,e0)  where 
8.  id  is unity for i  =j  and zero otherwise [10]. The implication 
is that successful paging, registration or calls initiated by the 
mobile inform the system of the unit's location and then 
reset at to . 

It is assumed that the paging process is much faster 
ccunpared to the rate of a mobile's motion; that is, the 
mobile to be found does not change location during the 
Paging process. This is because of the dimension of spot 
beam areas. Thus, if a page request arrives at time t to, the 
distribution is assumed fixed at pi(t, to, x(t0))= 
AnY mobile motion model could, in principle, be reduced to 
a corresponding time varying probability distribution. As a 
c'tivenient, useful, and concrete example, we consider an 

`stnrcpic motion process with drift [3,4]. Drift is defined as 
in,.ean velocity in a given direction and can be used to model 
neected traffic such as vehicles along a highway.  Zero 
tnean velocity could be used to model a pedestrian motion. 

diffusion process is described in Equation (1). In this 
n. stance, we are interested in the two-dimensional case to 
view the context of the problem. 

P(,),, ( , ) (Œ, 3) = 2 exp[ 
(a2  — 2paft +131 1  

Where D is the diffusion constant, t is the time since last 
contact was made to the MT [hrs.], p is the correlation 
coefficient and r is the uncertainty radius [km]. 

Considering the polar transformation, the equation becomes 
the following: 

[—r2  (1— 2psinecose)] 
P ')(re  = 2tcDt(1— p 2 ) exP 2D t(1 — p 2 ) 

Context for Mobility Model 

As subscribers can exhibit a wide rage of mobility 
patterning, it may be convenient to group them into classes 
depending on the predictability of their daily routine. The 
system could treat each class differently to minimize the 
cost to the system. Users may be assigned to a class based 
on their past call history. Three possible classes include the 
following [5]: 

• Deterministic Users. Follow a daily routine that the 
system knows. 

• Quasi-deterministic Users. The time intervals vary 
slightly from day to day They may alternate routes on 
the way. 

• Random Users. Display no orderly behavior whatsoever. 

These three classes could be grouped into correlation 
ranges, and a mobility factor is assigned to a spread value. 

We propose obtaining different values for the diffusion 
constant D, depending on the subscriber profile. That is, we 
want to find a diffusion coefficient D=2D t which, given an 
estimated level of drift velocity, can assure a confidence 
interval equal to 95% of probability success. 

The calculus for confidence interval I is made over a region 
covering 95 percent of the diffusion pdf as shown in Figure 
1. 

Figure 1 Confidence interval I for a two-dimensional diffusion pdf. 

This comes from (1) with correlation parameter 
zero. 

13  = 13 .(0(a) da = 0.95, 21zDt(1— p ) 21t D 1(1 
expl 

(2) 
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f f 1 
 2 IrDt 

e ),2Dt  da 
JiJ  

By making the change of variables, as in (2), the integration 
is easily carried out. 

d 2n 

P, = f r e - '1 ' dr dB =1— e -a2' , (4) 
0  2.nD 

The following shows the solution for diffusion constant D: 

( 5) 

) 

The choice of probability criterion P, affects the quality of 
service (1- Pc) represents the probability of an unsuccessful 
paging. If a user happens to be in this area when a call 
arrives, the call is lost.  P.  can be chosen to be large enough 
so that the probability of being outside the paging-coverage 
area is negligible. However large a P, means a larger PA 
and thus a higher cost. In fact, P, = 1 implies an infinite 
paging cost because every location must be searched [6]. 
Since the diffusion constant depends on distance d and the 
mean elapsed time between calls iS T, it is possible to find a 
value which represents the mobility features of each user. 

For example a mean radial shift d of 400 km is selected for 
high mobility users and an estimate of 10 hours as the mean 
elapsed time T, according to [7]. Even though different 
values of "C will be analyzed, we aim to get the optimum 
value which minimizes total signaling load L in a location 
area. For medium mobility patterns, a mean radial shift 
value of 180 km is proposed, and for low mobility users a 
suitable value of a 50 km radial-shift is taken. These values 
represent a measure of mobility according to logical 
assumptions. However, other parameters can be considered, 
depending on the geographical region attended. 

We propose different scenarios (shown in Table 1), for 
which  diffusion constants were found. The correlation 
parameter indicates the user classes described, where 
oorrelation values near zero enclose random subscribers 

Figure 2 Example of correlation displacement in the diffusion pdf 

(unknown displacement direction). Quasi-deterministic 
classes are enclosed by a correlation range of 0.25 to 0.75 
(there exists information about certain places of  
displacement), as is shown in Figure 2 below. A correlation 
equal to one is taken for deterministic mobility classes. 

Table 1 Diffusion and correlation values for mobility scenarios 

Difussion Proportion 
Scenario value Correlation p Likelihood %  

1 High Deterministic - 0 

2 High Semi-random 15 

3 High Random - 0 

4 Medium Quasi-deterministic 15 

5 Medium Semi-random 10 

6 Medium Random 15 

7 Low Quasi-deterministic ' 0 

8 Low Semi-random 20 

9 Low Random 15 

The proportion of the subscribers is likely a parameter that 
must be calculated according to the mobility profile  of  
subscribers in the system (or geographical regions attended 
by the FES). Because some scenarios are more realistic than 
others (we do not expect high mobility with a displacement 
correlation near zero, for example) we assigned a greater 
percentage of that which could enclose the majority Of 
subscribers. 

Scenario 1 becomes a deterministic location procedure. As 
specific example, consider highly directed and planned 
motion such as that of an aircraft or commuter train. If these 
conveyances follow exact courses at constant speeds, then 
the diffusivities would be identical to zero and the departure 
time and current time would be a completely determined 
location. In reality, the average arrival time is a random 
variable for a trip of any reasonable duration. We therefore 
try to infer the parameter of the equivalent diffusion model 
from the trip distance, mean duration and arrival-time 
variation. 

IV. ANALYSIS AND RESULTS 

In the event of an incoming call, the FES pages only those 
spot beams required to completely cover the recorded area 
in the first instance. In case the mobile does not respond, the 
paging is repeated over a wider area, depending on the age 
of the time stamp and the MT profile. Otherwise, the 
procedure is to analyze the spot beams and find which 
perform the paging success better, although this could implY 
a sequential paging and consequently increase the delaY 
generated. This trade-off offers different location 
performance/cost choices from which operators or users can 
select. 

Equating Probability of a Successful Paging 

The mobile location at the time to  of last contact is assumed 
unknown and it can be considered randomly distributed on 
the Uncertainty Area (UA). At the time of an incoming call 

(3) 

D = 
21n ( ' 
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o  + 1, the estimated probability that the MT still places on 
the UA is as follows: 
The diffusion process is characterized as time dependent 
Pdf Describing the mobility pattern for the subscriber 
classes, we obtain the diffusion constant for each mobility 
scenario, resolving (7) to obtain the probability of paging 
success given at any point over the UA, as follows: 

P(„, 
= 

1 
27tDIF-72 P[ 2Dt(1— p 2 ) 

[ (a —  x0 ) 2  — 2p(a — x0)(13 — Y0) + (13 — Y0) 2   1, (7)  
2Dt(1— p 2 ) 

Integrating (7) over the uncertainty region, we obtain the 
following;  

PPS1a,q, (I*, 0) = 

1-r7 2. 1 [—p 2  (1 p sin 201)  1 exp 21c Jo  1— psin 20 2(1— p 2 )Dt 

Where, 

ri = a cos(0 — (p)+ ja. 2  sin 2  (0 (p) + R 2  

Which can be solved numerically. 
Tc determine the probability of paging success over the 
entire UA, it is necessary to consider all the points in the 
region. Considering a probability density function p(ae) 
°ver the UA, we see the following: 

E[P] = f da dcp (10) 
S,  a 

neigure  3 shows the probability of paging success averaged 
,Cet the UA versus the call-arrival rate for different 
'tsPlacement correlation factors in the MT. 

Piglet 3. Probability of paging success averaged over the UA for 
low, medium and high mobility classes 

Finally, obtaining a mean value of paging success rates for 
the mobility scenarios, enabling us to derive the definition 
of optimum location areas, which minimizes the system's 
cost. 

E scenario[PPSIe n.s.] = P 
i=1 

Equation (11) derives the mean value of probability of 
paging success in conjunction with the proportion of 
subscribers in the different scenarios described in Table 1. 

Signaling Load 

The paging rate yielded in two phases is the result of a 
multiple-step paging strategy. The first phase of paging 
yields the first term in (12), where the surface of the UA is 
multiplied by the user density (=UA density) and the 
incoming call rate X,„. The second term represents the 
paging rate caused by the second paging phase, when the 
entire LA has to be paged in order to reach the subscriber 
that has moved out of the UA. E[PpFims] represents the mean 
value of the probability of paging failure over all mobility 
scenarios, resulted from (11). This term is finally multiplied 
by the rate of incoming calls in the entire LA and the 
proportion of user movement, as follows: 

X„ = X„, • p• E[A,„,(t)]+ E[P„1 „,i • • p • p„, • • RI, '  (12) 

E[Ppti.s]=  1  — E scenario[PPSIms] 

E[A pA(t)] is the average size of the paging area. We define 
this area as the area of the spot beam that touches the UA. 

Defining the location update rate by characterizing the flow 
of traffic as a diffusion process in the same way as 
mentioned in [7], a similar analysis for MSS was obtained 
in the location update rates applied to a fluid model. 

/pv 
A  LU = ' 

Where 1 is the length of a location area perimeter, and v is 
the average velocity. 

In order to evaluate the above equation, we define a location 
area of a circular area. With a single subscriber we have p = 
1/A, and the average velocity is the variable to evaluate. 

= • p • p„, • fr • R,„2 , (13) 

where, 

E cr • 
mobility 
scenarios 

An average of velocity per mobility-scenario proportion 
gives an approximate rate of location update per speed of 
user. 

dO, (9) 

(i)• ( 1  1 ) 
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Minimizing the Signaling Load 

The overall signaling cost for the location area has the 
following additive structure of equations (12) and (13): 

L = SpA, + Sr A„, (14) 

Where Si, and Sr  are cost coefficients for paging and 
registration [signaling units/Event] respectively. A ratio of 
cost S,./Si, =6.3 is assigned, accoding to [2]. The response 
message from the MT (and the following call set-up) is 
irrelevant for the optimization of location management 
schemes because location management schemes do not 
influence the number of paging requests (i.e. the number of 
incoming calls). 

For each value of the spot beam radius and traffic 
parameters, there is an optimum location area value RLA  
that corresponds, respectively, to a minimum of signaling 
load L. This is a tradeoff between a large RLA that would 
cause a lot of paging and few location updates and a small 
one with the opposite effect. 
Figure 4 depicts the paging, registration and total number of 
signaling loads versus the location area radius. The 
signaling loads are measured in signaling units per second 
[sups]. Where a user density p = 1.2 km-2  and a spot beam 
radius equal to 300 km has been selected, and the 
proportion of subscriber p„, is equal to one. The dashed lines 
represent the paging (increasing curve) and location update 
(decreasing curve) components. The registration does not 
depend on the incoming call rate, but only of the 
subscribers' mobility. In contrast, the paging rate is affected 
for both parameters. 

minimum signaling load, we take into consideration the 
following parameters: 

• The mobility to call ratio. 
• The registration-to paging-cost ratio. 
The above two quantities are relevant because the optimum 
location area increases as either of the two quantities 
increases. 

Figure  5. Total signaling load for fixed location area definition. 

Figure 5 show three possible values of "optimum" location 
area radii. If we suppose an incoming call rate sub estime,  
we will obtain a value of location area radius bigger than 
what should be obtained (e.g. a 2,000 km. radius is shown) . 

 Then if the incoming call rate grows in an unexpected waY,  
the total cost will increase significantly. From the traces 
shown above, a value of 950 km. as a radius of LA 
represents an improvement in respect to others in the range 
of incoming call rates. 

Figure 4. Minimum total signaling load for X,„ = 0.05 and 0.5 
[call/hr.] 

We observe that as incoming call rates increase the 
optimum location area size grows. Note that E[Pppims]  on 
Equation (12) tends to be zero as Xi,  oo  this is due to a 
more frequent registration rate. This is an important 
assumption because the goal of the systems providers is an 
increment of the arrival call rate. Because of all this, the 
definition of optimum location area is an important factor, 
as well as the paging procedure. In order to minimize the 

Figure 6 Total LA signaling load versus LA radius and call arrival 
rate. 

Figure 6 illustrates a wide range for the call arrival rate , 
 with a location area radius whose value presents a minimum 

of signaling cost far the system. 
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• 

Figure 7 shows the importance of proposing and selecting a 
Paging procedure according to the characteristics of the 
sYstem and, M this way, minimizes the signaling cost of the 
sYstem. 

V. CONCLUSIONS 

In this work, a methodology for obtaining the cost of paging 
success using diffusion mobility model is presented. The 
result shows the flexibility of the mobility model enabling 
Us to analytical derive a formulation to estimate paging 
success rates. The diffusion process as a tool of modeling 
the mobility a subscribers provides improvement in the 
arialYsis of location management. The Location Area 
„Criterion LAC represent an alternative way to obtain the 
yaging cost in an MSS, and in this way minimization of the 
sYsteni paging cost is achievable through the definition of 
°Ptimuin location areas. The advantages are listed as 
fellows: 

LAC has the advantage of requiring smaller 
information network for the MT position. 

• The numerical calculus to obtain the probability of 
Paging success in order to evaluate whether the UA is 
Paged on the first paging step or is realized in a single-
steP paging strategy. 

The criteria represents a novel formulation in paging 
Precedure for MSS's improved results, and these should be 
cenlpared with other works. 
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ABSTRACT 

In this paper . we study the effect of the frequency reuse 
constraints in both layers on the optimum channel allo-
cation for a multi-cell/multi-spot- beam hybrid system. 
We adopt a specific multi-faceted cost function that in-
corporates call-dropping due to unsucce,ssful hand-off at-
tempts, and blocldng of new calls. The minimization of 
the cost function is attempted by choosing the optimal 
split of the total number of chamiels between the cellu-
lar and the satellite layers. This complex optimization 
problem is solved by means of standard clock simulation 
techniques along with the adaptive partitioned random 
search global optimization technique and the ordinal op-
timization approach. 

I. INTRODUCTION 

Future mobile communication systems are expected to 
use land mobile satellite systems to enhance terrestrial 
cellular service. Recent studies on integrated satellite-
terrestrial networlcs emphasize using satellites to provide 
"out-of-area" coverage to mobile users. However, with 
recent developments in satellite technologies, such as nar-
row beam antennas and switchable spot-beams for LEO 
and GEO systems, satellites can be used effectively to 
off-load localized congestion within the underlying cells. 

In pure cellular networks, earlier studies have shown that 
efficient use of the system bandwidth can be achieved by 
reuse partitioning [1] and using hierarchical cell layout 
[2],[3] with larger macrocells overlaying small microcells. 
In [2], the authors applied the concept of cluster plan-
ning, via which the proposed sectoring arrangement al-
lows microcells to reuse macrocell frequencies. This in 
turn achieves higher system capacity. However, users' 
mobility and hand-offs were not considered in that model. 
The problem of finding the optimum partitioning of the 
frequency spectrum between microcells and macrocells 
was also addressed in [3]. This work differs from our 
work in two aspects. First, the call assignment policy 
was assumed to be speed dependent. Second, identical 
frequency reuse patterns in the microcells and ma,crocells 
are assumed. Performance analysis of a hybrid satellite-
cellular system with the satellite foot-prints forming the 
highest layer in the hierarchy was also studied [4]. How- 

ever, the reuse profile for the satellite system was assumed 
 to be the same as that for the terrestrial system. 

This work is along the same line of the work done in 
[5]. It builds upon our earlier work [6] in which the fre-
quency reuse effect in both layers was not considered in 
the model, but rather, only the propagation delaY 
fect was considered. More specifically, we introduce 3, 
multi-dimensional Markov chain-based model for a hybrie 
network consisting of multiple cells overlaid by multiple 
spot-beams. In [6], we focused on showing the trade-eif 

 and solving the problem for a simple system of just tvie 
cells overlaid by one spot-beam. Here, we are extending 
the model to a more realistic case of multiple cells and 
spot-beams. It is worth mentioning here that the Sole  
tion approach developed in [6] still holds, assisted by the 
Adaptive Partitioned Random Search (APRS) global or 
timization technique[7]. Our prime concern is to she! 
how the optimum channel partitioning between the co' 
lular and the satellite layers is affected by the frequencY 
reuse constra:mts. 

The paper is thus organized as follows: In section II, se 
tem assumptions and the mathematical model are give; 
This is followed by the problem formulation in section Le' 
In section IV, the optimization approach is illustrated .  
Simulation results are given and discussed in section V.  
In section VI, the study is extended to large hybrid  $e 
tems. Finally, the conclusions are drawn in section VII 

II. SYSTEM DESCRIPTION 

A. Assumptions and Definitions 
In order to investigate the frequency reuse impact on the 
optimal channel partitioning policy, we first make  th° 
following assumptions and introduce appropriate not e 

 tion. The network under consideration consists of 8 celle 
namely C1, C2,..., and Cg. In addition, there is a sate 
lite emitting 4 spot-beams SI, S2, 58, and 54 covering. 
the same area, and supported by on-board switching ei  
shovm in Figure 1. New calls arrive at cell Ci according. 
to a Poisson arrival process with rate À  calls/min. The  
duration of each call is assumed to be exponentially die 

 tributed with mean lfià min. 
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considered in this model. Finally, we assume that blocked 
calls are cleared. 

el-We* ti41710)00 1111111e4 
eigure 1. A Hybrid Mobile System of 8 Cells 

overlaid by 4 Spot-beams 

We ,defille K,  as the satellite reuse factor, that is the 
Laoer of spot-beams per cluster, where all the spot- 

s in a cluster use distinct frequency sets. Likewise, 
„,„,v'une lee as the cellular reuse factor. Define K as the 
.mative  reuse factor, that is the ratio of the satellite reuse 
factor to the cellular rettse factor. The total number of 
Predesign resources available to the system is M, where, 

and, M = EM1 + E 1 MSJ  

MA) number of channels dedicated to cell  C.  
' ee number of channels dedicated to spot-beam Sj. 
Deft « 

Pa1 as the probability of assigning a call with one of 
Parties in cell C, and the other in cell C1  to the nearest 

'us. Also, define (1-Pi1 ) as the probability of assigning a 
v4th one of the parties in cell Ci  and the other in cell 

'ÇJ to the overlaying spot-beam(s), where i,j = 1,2,....,8, i 
;;;IL Using this assigmnent rule, we restrict call routes to 

terrestrial and pure satellite routes, i.e. no hybrid 
Nevertheless, it is straightforward to extend this 

Zungleasut rule in order to take hybrid routes into con- 
74eration. It contributes to more call types and hence lacr eaaes the dimensionality of the problem. We assume 
"qat  the base stations, namely BSi, oommu- 
raii efrate via a terrestrial wireline infrastructure. Accord-er, to,this assumption, each mobile-to-mobile call needs 
iitel..Plex channels. A mobile user can access the satel-
tk_ ulrectly, not through its BS, using a dual mode satel-
'4'e/cellu1ar mobile terminal. All call types have the same reiseritY and all calls considered in this model are mobile-
:IC_ bile Call& BSs and spot-beams are assumed to be 
1j#.4111847. We der:me f as the fraction of calls that orig-
i„,_. a cell and are destined to any other cell. The 
hZraand-off time of a mobile from cell Ci to a neighbor- 

cell Cj is assumed to be exponentially distributed with 
lAk milt, i,j=1,2,...,8. Accordingly, the interhand-

18  :11.71e of a mobile from spot-beam Si to spot-beam Sh 
le:14°°  exponentially distributed with mean 1/À1,„ min, 
bZre.  the handoff-rate is assumed to be inversely pro- rnal to the cell/spot-beam radius and 1,k=1,2,3,4. 
ticiedverth mentioning that the additional resources pro- 

_r the overlapping spot-beams in Figure 1 is not 

B. System Model 
The state of the system can be defined by the vector 
(nu, ni2,nis, •••, nii, ...,n88 ,n„„ n„,„ n„„ ...,n8„), 
where i,j = 1,2,3,...,8, i < j and 1,k = 1,2,3,4, 1 < k. 
nii is the number of active calls of type 'ij'; that is, calls 
served by BSi and BSi, where one of the parties is in 
C, and the other is in Ci. On the other hand, n„, is the 
number of active calls of type 'sk/'; that is, calls served by 
spot-beams Sb and Si, where one of the parties is within 
foot-print 'Sk ' and the other is within foot-print 'Si'. 

Accordingly, the system is modeled as a Continuous-time 
Markov Chain of 46 dimensions representing each call 
type. It is worth mentioning that all call types need 2 
wireless chamtels/call. Therefore, the set of feasible states 
should satisfy the following state space constraints : 

2n11 + n12 + n13 + ni4 + + nie < 

nt2 + 2n22 + n23 + n24 + •••• + n28 < M2 

n13  + n23 + 2n33 + n34 + + nss < Ms 

ni8 + n28 + n38 + n48 + + 2n88 < MS 

2n,1 , + ne l, + n,13  + n,14 < 1141 

n„, ns34  ngs, + 2n1144 < Mel 

III. PROBLEM FORMULATION 

The optimum channel allocation policy for a given call 
assignment rule and relative frequency reuse factor is ob-
tained by solving the following minimization problem: 

min (Pb + a•Pd) (1) 
IMa2,•••••n•••4 

s.t. 
M = EK• Mi + E . • M i•,-1 3=1 si 

where, 
Pb = average new call blocking probability. 
Pd = average call dropping probability. 
a = weighting factor. 

In the above formulation, the choice of the design param-
eter a is rather unguided, since there is no well-defined 
procedure for choosing it. The following formulation is 
equivalent and easier to implement. It consists of min-
imizing one component of the composite cost function 
above subject to the other component staying below a 
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pre-determined acceptable threshold, namely, 

min Pb 
Mi 'Ma ,• • •,M11,M•i,M.2,•• • ,M .04 

s.t. 
Pd  < 

M = garMos 

The quantity /3 is the alternative (equivalent) parameter 
in a one-to-one correspondence to the value of a. 

IV. OPTIMIZATION APPROACH 

Due to the sheer complexity of jointly optimizing the 
channel allocation and the call assignment policy[6], we 
chose here to solve for the optimum channel split between 
the satellite and the cellular layers given a call assignment 
policy. The formulation of the problem given in section 
III can be solved via Discrete Exhaustive Search. This 
optimization approach is not only complex, but infeasi-
ble as well. This is due to the large dimensionality of the 
Markov Chain, which in turn leads to an extremely large 
pool of channel allocation policies. 

The numerical solution was infeasible, too, due to the 
Markov Chain being of 46 dimensions. Consequently, we 
had to resort to simulation. A simulation process was de-
veloped using C++ and run on SUN-ULTRA 1/2 work-
stations. To increase the efficiency of the simulation, we 
employed the so-called standard clock (SC) simulation 
method. Its basic principles are explored in more detalls 
in [9]. The essence of SC simulation is that it allows 
the simultaneous measurement of performance of multi-
ple different control policies with a single simulation run. 
Moreover, as we are more interested in the relative rank-
ing of the channel allocation policies, rather than in their 
actual performance values, and to further speed up sim-
ulations, Ordinal Optimization was employed. Ordinal 
Optimization has been applied in the literature using sev-
eral approaches, namely short simulation runs, crude an-
alytical models, and simplified, but imprecise simulation 
mod,els [8]. In [6], we concluded that ordinal optimisa-
tion,  based on short simulation runs, is applicable to our 
problem. Accordingly, it is employed in this paper in con-
junction with SC simulation. 

As indicated earlier, the search space for this problem is 
very large. Hence, it is infeasible to search for the opti-
mum in one phase. Therefore, a tree-search type of algo-
rithms is employed. According to [7], the dearch region 
of the objective function is to be partitioned int,o certain 
number of sub-regions. Then, using the sampled function 
values from e,ach sub-region, determine how promising 
each sub-region is. The rnost promising sub-region is then 
further partitioned. This global optimization technique is 
called the Adaptive Partitioned Random Seamh (APRS). 
The simulation results show that, while the APRS does 
not necessarily reach a global optimum, it is guaranteed 
to reach a near-optimal solution quickly. This is achieved 

at a computational cost much lower than discrete exhaus -
tive search. 

V. RESULTS 

The hybrid network shown in Figure 1 was analyzed se 
awning the numerical parameters given in Table 1. It 
should be pointed out here that the following results were 
obtained with no constraint enforced on Pd while mie 
mizing Pb, i.e. )3 was assumed to be 1 in (2). 

Consider the problem of finding the optimum static chare 
nel split for a given call assignment policy and frequent"' 
reuse pattern. The optimum was determined for the ire' 
quency reuse factors given in Table 2 and the following 
call assignment probabilities: 

= 0.5, i,j = 1,2,...,8, i < j 

- 

For the first frequency reuse pair, i.e. IC, = 4, K, l e 
the frequency reuse in the satellite layer was optimistic 
in the sense that neighboring, or even overlapping foot' 
prints, may use the same frequencies. This assumption 
is supported by the different satellite propagation chug' 
teristics which may permit a much denser frequency reuse 
pattern in the space segment. 

Table 1. System Parameters 

Total System Bandwidth (M) 40 channels 
Call Arrival Rate per Cell (X) 0.6 calls/in-hi  
Call Service  Rate (p) 0.6 calls irti-in , 
Call Hand-off  Rate (Ah) 0.5 calls7min , 
Fraction of calls originated in a cell 
and destined to any other cell (f) 0.125 - 

Table 2. Frequency Reuse Factors 

K, K, K= tr:  
4 1 0.25  

2 0.5  
3 2 0.666  
3 4 1.333 

The development in antenna technology and careful evak 
uation of the propagation effects support this idea. Cin 
the other hand, the frequency reuse in the cellular laYer., 
was, relatively, conservative by assuming that each cell 
cluster has 4 cells. For this set of frequency reuse fae 
tors, the shared satellite resources assisted by the denser 
frequency reuse pattern in the space segment, give the 
superiority to the satellite layer. The pool of channel al-
location policies is ,generally huge to search for the opti-  • 
mum in one phase, so the APRS global optimization tech' 
nique was recommended to speed-up the search process 
as will be explained later. However, the spatial symmetrl 
of the call arrival rates, service rates, and hand-off rate. 
among the cells and spot-beams can be noticed from Te" 
ble 1. Therefore, the search space was restricted to those 
policies having equal shares among cells and equal shares 

(2) 
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among spot-beams, i.e. M
'  
, = Mc, i=1,2,...,8, Ms;  = 

The simulation results shown in Table 3 indi-
cate that the optimum policy (shown in bold font) is to 
assign all the resources to the satellite. 
Table 3. Blocking and Dropping Performance of Channel 

Allocation Policies (K, = 4, K, = 1) 

...(Mle A1.21 MI  M6) Ms') Pb Pd  4040440,40) 0.000007 ' 0.000009  
1 ,1 ,1,1,36) 0.000031 0.000020 ' 

._(2 ,2,2,2,32) 0.000046 0.000027  
(3,3,3,3,28) 0.000052 0.000036 

24) 0.000079 0.000057  
5 ,5 ,5,5,20) 0.000090 0.000070  
6 ,6,6,6,16) 0.000174 0.000080 

0.000279 0.000183 
48,8,8,8,8) 0.001485 0.003517  

i9 )8 ,0,9,4) 0.019534 0.030689 _110,10,10 10 0) 0.080307 0.125289 

Consider next the hybrid system having the second fre- 
:tent"' reuse pair in Table 2, i.e. K, = 4, K. = 2. In 
'8  case, both layers have good, but not the best achiev-aadble "equency reuse patterns. Again, the shared capacity 

vantage  of the space segment still wins and the "All-Channels-to-Satellite» allocation policy achieves the min-
blocicing probability as shown in Table 4. 

Tabk,  4.  Blocking and Dropping Performance of Channel 
Allocation Policies (K, = 4, K, = 2) 

fis, M6, Moll M83) Pb Pd  
D,20) 0.000029 0.000016  
18) 0.000040 0.000028  
16) 0.000053 0.000044  
i 4) 0.000090 0.000053  
12) 0.000119 0.000061  
10) 0.000596 0.000708  
) 0.002138 0.003385  
) 0.007791 0.013216  
) 0.020592 ' 0.024475  
) 0.052548 0.079817  
0,0,0) 0.081292 0.126263 

Par the third frequency reuse set, i.e. K, = 3, K, = 2, 
‘iiitee,aseurne an optimistic reuse pattern for the terrestrial 

On the other hand, a good reuse pattern (but not 
th: bk_eat) ie assumed for the satellite. We expect  that  
over "et frequency reuse in the terrestrial layer might 

cerne the shared capa,city advantage of the satellite, 
ae:„tille what antually happens. The simulation results, 
Le2iable  5, show that the optimum allocation policy, in 

of Minimizing the blocking probability, is MI = 2, 
2  "*" 2, Af3 2,  M, 1 = 17, Mit2 = 17 . 

kie  
u. Blocking and Dropping Performance of Channel 

Allocation Policies (K, = 3, K, = 2) 

(MIA M2 1 A4 e Ms i e Alga) Pb Pd  
(0,0,0,20,20) 0.000029 0.000016  
(1,1,1,18,19) 0.000026 0.000011  
(2,2,2,17,17) 0.000023 0.000020  
(3,3,3,15,16) 0.000034 0.000027  
(4,4,4,14,14) 0.000068 0.000037  
(5,5,5,13,12) 0.000080 0.000051  
(6,6,6,11,11) 0.000104 0.000091  
(7,7,7,10,9) 0.000537 0.000310  
(8,8,8,8,8) 0.001812 0.004610  
(9,9,9,6,7) 0.005413 0.008814  
(10,10,10,5,5) 0.008635 0.016808  
(11,11,11,4,3) 0.017908 0.0042381  
(12,12,12,2,2) 0.036162 0.073978  
(13,13,13,1,0) 0.051285 0.125041 

Table 6. Blocking and Dropping Performance of Channel 
Allocation Policies (K, = 3, K, = 4) 

(Mi,  M2 e M3, Mai 1 142 ) Moto lt44) Pb Pd  
(0,0,0,10,10,10,10) 0.017 0.011  
(1,1,1,9,9,9,10) 0.009 0.012  
(2,2,2,8,9,9,8) 0.008 0.005  
(3 ,3 ,3 ,7 ,8 ,8 ,8) 0.006 0.0053  
(4,4,4,7,7,7,7) 0.0058 0.006  
(5,5,5,6,7,6,6) 0.009 0.011  
(6,6,6,5,6,6,5) 0.011 0.016  
(7,7,7,5,4,5,5) 0.015 0.023  
(8,8,8,4,4,4,4) 0.019 0.027  
(9,9,9,3,3,4,3) 0.031 0.051  
(10,10,10,2,3,3,2) 0.038 0.067  
(11,11,11,2,1,2,2) 0.044 0.086  
(12,12,12,1,1,1,1) 0.055 0.11  
(13,13,13,1,0,0,0) 0.063 0.136 

Finally, the last set of frequency reuse factors, K, = 
3,K, = 4, indicates that bandwidth partitioning will be 
the optimum allocation policy since the terrestrial net-
work has the best achievable frequency reuse factor, while 
the satellite layer has the worst one. The simulation re-
sults for this case are given in Table 6. It can be noticed 
that the optimum channel allocation policy in this case 
is MI = 4, M2 = 4, MS = 4, =7,M,2  = M83 = 
7, M„ = 7. 

In order to reach the previous results, we made use of 
the spatial symmetry of the call arrival rates, call ser-
vice rates, and call hand-off rates in limiting the search 
space. We restricted the search process to those policies 
having equal shares among cells and equal shares among 
spot-beams. For the general case, the search space will 
be extremely large and it would be impossible to search 
for the optimum in one phase. Therefore, we recommend 
employing a tree search type of algorithms, like the APRS 
global optimization technique. We applied this optimiza-
tion technique on our system with K, = 4,K, = 2, and 
the same numerical parameters given in Table 1. To verify 

"Lt-21.1212ere-2-2  12 
e:ret-2R 
5 '5e1-1  Az; 

>6,8, 

2) 

18 
le fé- 
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our earlier results, shown in Table 4, we resolved the opti-
mization problem without taking into a,ccount the spatial 
symmetry. Instead, we searched for the optimum in the 
whole space of 1,221,759 policies. In this case, the space of 
channel allocation policies was 6-dimensional. The search 
space wa,s partitioned to 12 regions in ea,c.h phase and a 
sample policy was picked randomly from each partition 
acc,ording to a uniform distribution. The partitioning was 
performed using hyperplanes parallel to the space axes. 
In each search phase, we marked the partition having the 
policy that gave the minimum blolcing rate as the "most 
promising" partition, and it was partitioned further in the 
next phase. Tables 7 through 10 show the blocking and 
dropping performance of the sample policies in the four 
search phases performed. It should be pointed out that, 
in ea,ch phase, the "most promising" partition is shown 
in bold font. 

It can be noticed from Table 10 that the partitioning 
process is approaching the optimum policy (0,0,0,0,20,20) 
given in Table 4. Therefore, we conclude that the APRS 
algorithm reaches a near-optimal solution quite fast as 
compared to exhaustive search. Hence, it is suitable for 
solving our complex optimization problem. 

Table 7. Phase #1 (Ke  = 4, K, = 2) 

Partition Pb Pd  
(0-13,0-13,0-13,0-13,0-13,26-40) 0.016 0.035  
(0-13,0-13,0-13,0-13,13-28,13-28) - 0.003 0.002  
(0-13,0-13,0-13,0-13,26-40,0-13) 0.117 0.095  
(0-13,0-13,0-13,13-26,0-13,0-13) 0.036 0.029  
(0-13,0-13,0-13,13-26,13-26,0-13) 0.215 0.184  
(0-13,0-13,13-26,0-13,0-13,0-13) 0.013 0.012  
(0-13,0-13,13-26,13-26,0-13,0-13) 0.054 0.054  
(0-13,0-13,26-40,0-13,0-13,0-13) 0.222 0.530  
(0-13,13-26,0-13,0-13,0-13,0-13) 0.069 0.122  
(13-26,0-13,0-13,0-13,0-13,13-26) 0.012 0.020  
(13-26,0-13,13-26,0-13,0-13,26-40) 0.050 0.140  
(26-40,0-13,0-13,0-13,0-13,0-13) 0.070 0.174 

Table 8. Phase #2 (Ifc  = 4, K, = 2)  

Partition Pb Pd  
(0-6,0-6,0-6,0-6,13-19,13-19) 0.000023 0.000017  
(0-6,0-6,0-6,0-6,19-26,13-19) 0.086920 0.051897  
(0-6,6-13,0-6,0-6,19-26,19-26) 0.055596 0.037105  
(0-6,0-6,0-6,6-13,13-19,13-19) 0.001575 0.001456  

10-6,0-6,6-13,0-6,13-19,19-26r 0.035220 0.041223  
(0-6,0-6,6-13,0-6,19-26,19-26) 0.066947 0.067648  
(0-6,6-13,0-6,0-6,13-19,13-19) 0.011133 0.015620  
(0-6,6-13,0-6,6-13,13-19,13-19) 0.041521 0.064385  
(643,0-6,0-6,0-6,13-19,19-26 ) 0.007141 0.013065  

76-13,0-6,0-6,0-6,13-19,19-265-   0.034991 0.069517  
(6-13,0-6,0-6,6-13,19-26,13-19Y-   0.036735 0.107833  
(6-13,0-6,0-6,6-13,13-19,13-19) 0.013944 0.032950 

Table 9. Phase #3 (Kc  = 4, K, = 2) 

Partition Pb Pd 
(0-3,0-3,0-3,0-3,13-16,16-19) 0.000239 0.00011 
(0-3,0-3,0-3,0-3,16-19,16-19) 0.000019 0.0000'4  
(0-3,0-3,0-3,3-6,13-16,16-19) 0.000089 0.000031  
(0-3,0-3,3-6,0-3,16-19,13-16) 0.000526 0.000631  
(0-3,0-3,3-6,3-6,13-16,3-6) 0.000308 0.00016(  
(0-3,3-6,0-3,3-6,16-19,13-16) ItXÇÇ.I698 0.00076.! 
(0-3,3-6,3-6,3-6,13-16,13-16) tsiÇiiiiU 0.003061  

10-3,3-6,3-6,3-6,16-19,3-6) 0.024001 0.04843! 
(3-6,0-3,3-6,0-3,1346,16-19) 0.000182 0.00030  
(3-6,0-3,3-6,3-6,13-16,3-6) 0.007087 0.01145! 
(3-6,3-6,0-3,0-3,16-19,13-16) 0.003145 0.0070 
(3-6,3-6,3-6,3-6,13-16,13-16) 0.001834• 0.002185  

Table 10. Phase #4 (Ifc  = 4, K, = 2) 

Partition Pa Pd ,..., 
(0.:2,0-2,0-2,0-2,18-19,18-19) 0.000088 0.0000 
(0-2,0-2,0-2,2-3,16-18,184e) 0.000093 0 00_,0063  
(0-2,0-2,0-2,2-3,18-19,18-19) 0.000117 -'.-0.000083  
(0-2,0-2,2-3,0-2,18-19,18-19)  I 0.000250 0.000C 
(0-2,0-2,2-3,2-3,18-19,16-18) 0.000430 0.00030  
(2-3,2-3,0-2,2-3,16-18,18-19) 0.000749 0.000331  
(0-2,2-3,2-3,2-3,18-19,16-1i) 0.000081 0.00000  
(0-2,2-3,2-3,2-3,16-18,16-18) 0.000641 0.001064  

12-3,0-2,0-2,2-3,16-18,18-19) 0.000085 L 0.0000i! 
(2-3,0-2,2-3,2-3,16-18,16-18) 0.000102 0 00007  
(2-3,2-3,2-3,0-2,18-19,16-18) Ô08° 0.000096 0.00

6  

(2-3,2-3,2-3,2-3,18-19,16-18) 0.000101 1- CTI50e.... 

VI. LARGE HYBRID SYSTEMS 

In this section, our objective is to emphasize the signifi: 
cance of the relative frequency reuse effect on the optimal 
charnel allocation policy for hybrid networks reflecting 
practical environment. Therefore, we consider a network 
of 4 spot-beams overlaying 100 terrestrial cells and We 
sume the numerical parameters given in Table 11. Our 
major concern is to demonstrate that partitioning the 
channels between the satellite and the cellular layers out-
performs, under certain frequency reuse conditions, the 
"All-Channels-to-Satellite" allocation policy. This is due 
to the denser cellular frequency reuse factor, as compared 
to the satellite reuse factor, which in turn overcomes the 
shared capacity advantage of the space segment. For this 
large system, discrete event simulation is the only feasible. 
performance evaluation approach. Therefore, simulate' 
studies were conducted on the Object Oriented Hybrid 
Network Simulation (0OHNS)[11] testbed developed at  
the University of Maryland. 
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Table 11. Large Hybrid Network Paratneters 

_  Number of Cells 100  
Number of Spot-beams 4 

., Total System Bandwidth (M) 100 channels  
Call Arrival Rate 0.333 calls/min  

, Call Service Rate 0.333 calls/min  
Cellular Frequency Reuse 

. Factor (Kr) 3  
Satellite Frequency Reuse 

_ Factor (K,) 2 

We compared the performance of two policies, namely 
Policy 7r which allocates all the channels to the satellite 
and Policy * which partitions the total number of chan-
nels equally between the satellite and the cellular lay-
Lets. For the numerical parameters given in Table 11, the 
uleeking and dropping probabilities for policy 7r turned 
out to be 0.052 and 0.06 respectively. On the other hand, 
Athe blocking and dropping probabilities for policy * are 

.008 and 0.006. From these results, we emphasize the 
niajor role the relative frequency reuse factor plays in the 
design of real hybrid systems. 

VII. CONCLUSIONS 

in  this paper we studied the effect of the relative fre-
neacy reuse factor on the optimal static channel split 

.er a multi-cell/multi-spot-beam hybrid network. The ob-
Jective was to show how the optimal channel allocation 
!It/lleY is affected by varying the frequency reuse factors 
112 both layers. This was achieved via minimizing a multi-
l'neted cost function composed of the call blocldng and 

nPPing probabilities for a given set of frequency reuse 
;no, rs in both layers. We have shown, via simulations, 
'flat the optimal channel allocation policy is the "Al/- 
Ch annels-to-Satellite" policy if the terrestrial frequency 
eense pattern is not dense enough to overcome the shared 
t_eaPacity advantage of the space segment. On the other 
:red, when the terrestrial reuse pattern is denser than 
"ne satellite reuse pattern, partitioning the channels be-

tsen the two layers turns out to be the optimum policy. 
erefore, it can be concluded that the relative frequency 

teuse factor plays a.  major role in the design of hybrid 
Yete1 l5• Finally, we found out that our results carry for 

"ne hybrid networks reflecting practical environme,nt. 
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ABSTRACT 

One of the main areas of interest in broadband satellite 
engineering is the provision of multimedia services with 
Quality of Service (QoS) guarantees to a large number of 
users, while maintaining high system resource utilisation. 
In a broadband satellite network, a two level control 
algorithm must be considered; one at the Medium Access 
Control (MAC) layer and the other at the Asynchronous 
Transfer Mode (ATM) layer. This paper concentrates on 
the queuing performance and buffer dimensioning of a 
Satellite-ATM (S-ATM) network model, assuming that the 
network arrivals at the edges of this network are self-
similar processes. A simulation model was developed in 
OPNET modeler and Fractional Gaussian Noise (FGN) 
samples were used to represent the input traffic. Simulation 
data analysis was performed to derive the coefficients of a 
formulae that approximates the buffer overflow probability. 
Finally, the ATM multiplexer input traffic characteristics 
were investigated and results for the ATM buffer 
dimensioning are presented. 

INTRODUCTION 

A huge increase in the demand for satellite multimedia 
communications has been noticed in the last few years and 
several different systems are under development 
worldwide. These systems are designed to provide high 
quality multimedia services to remote fixed, transportable 
or even mobile user terminals. Based on the assumption 
that the future broadband satellite networks [I] will 
accommodate ATM compatible equipment, queuing 
models can be used to study the network performance and 
to perform link and buffer dimensioning optimisation. 
Traditional methods of studying the network performance 
assume Poisson arrivals for the network arrival process. 
However, most studies on wide-area traffic patterns 
conclude that the assumption of exponentially distributed 
packet inter-arrival times is not always valid. In fact, a 
large number of articles [2,3,4,5,6] suggest that modelling 
the network traffic arrivals as Poisson processes, 
underestimates the burstiness of the traffic and the required 
buffer space in the intermediate nodes of a packet switched 
communication network. Some of them [5,6] have even 
provided evidence that the actual network traffic is self-
similar, or in other words its bursty nature is kept over a 

wide range of time scales. It is reported that Poisson 
models are only valid when modelling the arrivals of 
TELNET or File Transfer Protocol (FTP) user sessions but 
not the FTP data bursts. If the correlation between 
neighboring exclusive blocks of a stationary process does 
not asymptotically vanish when the block size is increased, 
then this process is called long range dependent. As a 
result, long range dependence is quite important to be 
considered in buffer dimensioning studies. A self-similar 
process is long range dependent, as long as it has any 
positive correlations; these remain the same at all time 
scales. A lot of research has been carried out in order to 
develop methods that produce self-similar traffic. In [7], a 
sort description of some of the methods presented in the 
literature is given, highlighting their main advantages and 
drawbacks. Among them is the aggregation of n (n --> 0.) 
number of ON/OFF sources in which the ON (active) and 
OFF (silence) periods follow "heavy tailed" distributions 
(e.g. Pareto) or the generation of sample paths of a 
fractional ARIMA [8] process. However, in order to create 
traces of a true self-similar process, these methods require 
a very large amount of computer processing power and 
therefore are very slow. Fractional Gaussian Noise is a type 
of self-similar process that can be approximated by fast 
algorithms and used in network simulations to model 
packet arrivals. In the rest of the paper a S-ATM network 
model is described first, followed by the estimation of the 
FGN traffic descriptors and the buffer dimensioning study 
at both the MAC and the ATM layers. 

S-ATM QUEUING MODEL 

The main objective of this investigation is to study the 
performance of a satellite-ATM network model, assuming 
that the input traffic that enters the system though a 
variable number of terminals experience self-similar 
characteristics. FGN provides a useful and practical way to 
model aggregated Local Area Network (LAN) traffic that 
exhibits self-similar characteristics. The approach 
suggested in [7] for generating approximated FGN sample 
paths was followed and using the C code provided in [9], a 
set of 5 different sample traces were created having a target 
Hurst parameter of 0.50, 0.60, 0.70, 0.80 and 0.89. This 
method is presented in [10] using a Fast Fourier Transforni. 
(FFT) algorithm and it is very fast and quite accurate. 
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Figure 1: S-ATM queuing model 

The block diagram of the queuing model that was used to 
represent a S-ATM network is shown in Figure 1. A 
flnulation model was developed in OPNET modeller and 

la able to execute different input traffic scenarios. Each 
set Terminal (UT) consists of an input arrival process, an 

infinite First-In First-Out (FIFO) order MAC buffer with a 
fi.xed service rate RmAc The UT input process is a self-
similar FGN process with a given mean (m), variance (v) 
and Hurst parameter (H) and represents aggregated traffic 
that enters the network at each service access point. The 
kself-similar traffic arrives at the input of the MAC queue in 
'tears of fixed packets (S-ATM cells) per time unit. The 
traffic that comes out of each queue, enters the ATM 
Multiplexer which represents an on-board satellite switch 
%Put buffer. This is also a FIFO order infinite buffer that 
accepts traffic from all the simulated Uts. Each packet is 
served at a fixed ATM service rate (R A  Tm). A common time 

n of 1 second was used for all the simulation parameters; 
taerefore all the simulation results are normalised to a 
e(3nunon time reference. The representation of the ATM 
sW. neh as a FIFO queue server model is accurate only for 
trigle service traffic. In this study, either non-real time 

Variable Bit Rate (nrt-VBR) or Available Bit Rate (ABR) 
Service classes could be considered. 

TESTING FGN SAMPLES FOR SELF-SIMILARITY 

1,11e variance-time (v-t) plot is a heuristic test for self- 
snnilarity which shows the rate of change of the variance 
Wilco it is calculated for different aggregation sizes. For 

example, for a process that consists of set of samples {Xt }, 
t=0,1,2,.. the aggregated process {Xt(m) } is the process 
where: 

=—x X(i), t = 1,2,... 
m 

For very bursty traffic (i.e. H>0.75) the v-t plot test 
underestimates the Hurst parameter. Whittle's estimator is 
considered to be a very accurate method to estimate the 
Hurst parameter but it is not a test for self-similarity. 
Therefore, both methods the v-t plot and Whittle's 
estimator were used to characterize five different FGN 
sample paths and the results are shown in Table 1. 

The 'Target' Hurst parameter is the parameter that was 
used in the FGN sample generation program and the 'Test' 
Hurst parameter is the one that was recorded from both 
tests. In both methods, the 'Test' Hurst parameters are 
always slightly lower than the 'Target' values. For a wide 
range of H values the 'Test' values are very close to each 
other. Figure 2, shows that as the trace aggregation size (m) 
increases from 1 to 1,000 the variance of the five different 
FGN traces decays by the expected factor of rn-211-111  . This 
decay is shown as a straight line in a log-log plot and it 
illustrates the long range dependence of the traffic that 
enters the MAC buffer of the S-ATM queuing model. 

QUEUING PEROFRMANCE AT THE MAC SHAPER 

Target Hurst Test v-t plo t Hurst Test Whittle's Estimator Sarnple Sample 
Parameter Parameter (95% Confidence) Mean Variance 

. H=0.89 0.832 0.8536±1.49E-03 3.99 16.141 

- H=0.80 0.752 0.7548±7.77E-04 3.99 16.137 

H=0.70 0.658 0.658±4.59E-04 3.99 16.127 

H=0.60 0.566 0.571±3.84E-04 3.99 16.125 

H=0.50 0.493 0.4977±3.76E-04 3.99 16.115 
.. 

The queuing performance at the MAC buffer is examined 

Table 1: Parameters of the eenerated self-similar FGN sample paths in this paragraph, using FGN 
as the input process. 
According to [11], there is no 
exact formula for the queue 
length distribution of the 
fractional Brownian motion. 
Therefore, a lower bound 
approximation solution that 
was followed by Norros 
resulted in the following 
expression for the buffer 

-3 

329 SDCTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 



H=0.89 
H=0.80 
H=0.70 
H=0.60 
H=0.50 

H=0.89 
H=0.80 
H=0.70 
H=0.60 
H=0.50 

103  103  100  
X = Queue Size 

H=0.89 
 H=0.89 
 H=0.70 

H=0.60 
 H=0.89  

e10- 

10° 

m- 
10-  

X = Queue Size 

(2) 

Networking and Protocols 

overflow probability: 
_ m) 21.1 

P(X > x) exp[- 
2k(e  a • m

• x 2-2H 

C = RA,fAc is the mean output rate, m is the mean input rate, 
y is the input variance, a is the variance coefficient, H e 
[1/2, 1) is the Hurst parameter and k(H) is given by: 

k(H). H H  (1- H) 1-11  

It should be noticed that in general, the Cell Loss Ratio 
CLR # P(X > x) since CLR assumes a finite buffer 
space and the buffer overflow probability assumes infinite 
buffer space. Nevertheless, as explained in [12], this is not 
a bad approximation if extreme cases are excluded such as 
when a very large burst arrives at once and then for a very 
long period there is no traffic at all. As a result, we define: 

CLR P(X > (3) 

Impact of the MAC utilisation 

As explained in the previous paragraph, the exact 
calculation of the CLR (or the buffer overflow probability) 
in the presence of self-similar traffic is not a straight 
forward procedure. Therefore, several simulation runs were 
performed in order to capture and analyse the combined 
affects of both the MAC output rate and the Hurst 
parameter on the queue length distribution. 

45 4.5 5.5 6 6.5 
MAC output rate (packeteisec) 

Figure 3: Average MAC Queue length as a function of the 
MAC service rate 

In Figure 3, the average queue length of a MAC shaper as a 
function of the service rate for different `target' H (see 
Table 1) is presented. In these graphs, the MAC utilisation 
(m/R mAc ) varies from 0.5 to 1. It is clearly shovvn that for 
low values of the Hurst parameter (i.e. H < 0.65) the 
average queue length is less sensitive to the changes on 

MAC utilisation than it is when the Hurst parameter 
becomes higher than 0.70. 
However, although the average values give an indication of 
the buffer space requirements, what is also important to 
extract from the simulation statistics is the buffer overflow 
probability which approximates the expected CLR. This is 
shown in Figure 4 and Figure 5 for MAC utilisation of 0. 8° 
and 0.67 respectively. 

Figure 4: MAC buffer ovedlow probability for 
MAC utilisation = 0.80 

Figure 5: MAC buffer ovedlow probability for 
MAC utilisation = 0.67 

In Table 2, a summary of the buffer space requirements far  
all the simulated traffic streams at CLRe10-2  is give 
When compared to the values that were recorded fe 
Poisson packet ,arrivals (mean=4 packets/time unit), it 
clearly shown that buffer dimensioning becomes an enfirelY 
different problem. The methodology that was followed in 
order to approximate the CLR at much larger buffer spac e  
follows. 

(1) 

7.5 

ile 

1 0 
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'1,  

Table 2: Buffer space requirements for CLR=10 -2  

,%.0 Trace Target H Buffer 
;adult No (see Table 1) Space 

1 0.89 > 10,000 

- 2 0.80 2,000 

80 3 0.70 300 

4 0.60 100 

5 0.50 60 

Poisson 10 

0.89 4,000 

2 0.80 600 

67 3 0.70 110 

4 0.60 50 

5 0.50 40 

Poisson 5 

LARGE BUFFER SPACE APROXIMAT  ION 

The buffer space requirements presented in Table 2 
rePresent a very high value of CLR assuming low and 
Medium MAC buffer space. However, in many ATM 
trek streams the CLR requirements are for much lower 
values  (i .e.  < 1040). Therefore, an approximation method is 
needed which can predict the CLR at much higher buffer 
,sPace• The approximation given by Norros provides a 
Invver bound of the P(X > x) for large values of x. So 
frolii equation (1) we can vvrite: 

In( P (C -  m) 2H  x2-2H) ln(exp[ 2k(H) 2 v • m 

2k(H) 2  v • m 
RY using the following expression for x: 

 [2(
k(H)2 v  • mi 
C-m)2H  ]

-1 2-2H 

I  

111(X)'.  In[[-- In[P(X > x)]]-21ff ] +1111_2k(H) 2 v .. 

r  (c,-,)2H ] 2-2H 

1 j  (C- m)21'   1 (4) 
1-2H .  L 1-2H L2k(H) 2 v • mi 

We define: 

kL- In(x),Ip=ln[-in[r(x>x)]] 
So (4) can be written as: 

(c-m)2 "  1 z«-- a • x + 0, where a = 2 - 2H, /3 - hl  

can be derived directly from equation (1) that takes into 
account the adjustments applied by a and 13 to the curves 
that represent the approximated lower-bounds. In such as 
way, we can extend the P(X > x) plots for much larger 
values of x. 

Table 3: Polynomial coefficients used in (6 
Hurst parameter RIVIAC a 13 

H=0.85 5 1.51E-01 -8.98E-01 

6 1.52E-01 -2.74E-01 

7 1.55E-01 6.57E-02 

8 1.53E-01 2.99E-01 

H=0.75 5 2.50E-01 -8.81E-01 

6 2.49E-01 -2.70E-01 

7 2.58E-01 2.28E-02 

8 2.59E-01 2.47E-01 

In the figure below, the analytically approximated lower-
bounds of CLR and the graphs derived from equation (6) 
are presented for different values of H and RmAc. The 
coefficients a and p are presented in Table 3. 

Figure 6: Lower-bound (plain lines) and simulation data 
extrapolation (dashed lines) using Equation (6) 
for Trace No.1 (top) and Trace No. 2 (bottom) 

x 2_211 )]  

(5) 

(6) 

aPPlying the transformation shown in (5) to the 
sanulation data, we can use the least-squares method to 
find  the coefficients a and g. As a result, a new formula 

142 

331 SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 



- H = 0.80 
o------o  H= 0.70  
- H = 0.60 

H = 0.50 

H = 0.69 
H = 0.60 

 H = 0.70 
 H = 0.60 

F.1. 0.50 

0-0 101- 

Networking and Protocols 

ATM multiplexing gain can be achieved. For H less than 
0.70 the mean buffer size is kept less than 10 packets. 

Ice 
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Figure 8: ATM util=0.95, MAC util=0.67 (Trace No. 2-5) 

5 10 15 20 
26 

Number of terminals 

Figure 9: ATM util=0.85, 11,1AC util=0.67(Trace No. 1 -5) 

ATM buffer °yellow probability 

In the previous paragraph, the impact of the input traffic 
and the ATM utilisation on the mean ATM queue length 

 was presented. The next step is to examine the ATM buffer 
overflow probability which is calculated from th e 

 simulated ATM buffer occupancy histograms. Ti le 
 probability P(X > x) =1— CDF(X) is plotted as a 

function of the queue size X, where CDF is the Cumulative  
Distribution Function of X. The results of two of tile 

 network traces shown in Table 1 are presented for ATM 
utilisation 0.75 and 0.85. For ATM utilisation greater tie°  
0.85, the buffer overflow probability • decays very sloWlY 
and it is less sensitive to the number of active terminal,as' 
However, when moving to lower values of the AT! 
utilisation (i.e. 0.75) a very sharp decay of the CLR le 

 expected with the aggregation of more than 17 terminals ' 
As shown in Figure 12, the buffer space requiremen ts 

 assuming CLR=10-4  are slightly higher than 20 packets 
(cells). 

10' 

MAC Shaped Traces=10 
Fitted line (1-1=0.92) 
MAC Shaped Traces=20 
Fitted line (H=0.90) 

- 0.5 

- 0.6 

- 0.1 

.1 -0.2 

-0.3  

QUEUING PERFORMANCE AT THE MULTIPLEXER 

A variable number of self-similar MAC shaped sources 
contribute to the packet inter-arrival process of the ATM 
multiplexer. As shown in Figure 7, the input at the ATM-
multiplexer has no longer self-similar characteristics. This 
observation remains valid from a single MAC shaped trace 
up to an arbitrary high number of aggregated self-similar 
processes. 

0 0.5 1 1.5 2 2.5  
l0910(meAg9re9eti0n Sue) 

Figure 7: v-t plots for aggregated MAC shaped traces 
(MAC utilisation =0.67) 

Impact of the ATM utilisation 

The mean ATM queue length as a function of the number 
of the aggregated terminals is presented in the following 
figures. By comparing the graphs in Figure 8 and Figure 9, 
we can also see the affect of the ATM utilisation on the 
mean buffer occupancy. The ATM utilisation is defined as: 

ATM util = (Em) I RATM where m is the mean input 
i= 

rate per user terminal, RATm is the ATM output service rate 
and N is the number of terminals. In both figures the MAC 
utilisation is selected at 0.67. The shaped traffic that comes 
into the ATM multiplexer is no longer self-similar 
therefore, we cannot estimate its Hurst parameter. Instead, 
we use the 'target' H of the MAC input traces in order to 
provide a means of comparison. 

The simulation results show that for very high values of the 
ATM utilisation (i.e. ATMutil  >0.90) the mean buffer size 
becomes less sensitive to the terminal aggregation level 
than it is for lower values. In addition, the H parameter of 
the input traffic has a great impact on the mean buffer size. 
As shown in Figure 8, for samples with :target' H = 0.50, 
0.60, 0.70, 0.80 the mean queue length is bounded between 
23<X<33, 33«<70, 55<X<400, 300«<3000 packets 
(cells) respectively. When ATMutil  becomes less than 0.90 
(see Figure 9), for samples with 'target' H greater than 0.70 
and large buffer space, the mean buffer size drops rapidly 
with the number of terminals, which indicates that a high 
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X Quo. Six. Figure 11: Trace No 3 (target H =0.70) and ATM 0111=0.85 1e 

1o'  le 10' Ie x 
igure 12: Trace No 3 (target H =0.70) and ATM5ti1=0.75 

SUMMARY AND CONCLUSIONS 

In this paper the queuing performance of a satellite-ATM 
„network model is investigated, assuming that the input 
'affio that enters the system through a variable number of 
te.rininals experience self-similar characteristics. A 
siMulation model was developed using OPNET modeler 
and the correction coefficients of an approximation f°rmulae for the buffer overflow probability were derived 
front the simulation data. It was observed that the network 
arrival process at the on-board satellite switch is no longer 
self-similar, since it is affected by the MAC shapers at the 
satellite network access points. A certain multiplexing gain Ca 

el 
 be achieved at the on-board satellite output buffers 

provided that the MAC utilization is kept low (i.e. 0.67). 
These results are based on the assumption that self-
similarity is observed at the edges of the satellite-ATM 
network. However, there might be still cases where the 
network arrival process at the on-board satellite switch 
exhibits self-similar behavior. Therefore, the MAC buffer 
dimensioning results can be used for the on-board satellite 
switch dimensioning. Nevertheless, due to the space 
segment hardware limitations it is suggested that traffic 
shaping at the satellite network access points should be 
always performed in order to minimize the possibility of 
introducing self-similar traffic at the on-board satellite 
switch. 
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ABSTRACT 

This paper considers the capacity dimensioning of inter-
satellite link (ISL) networks in broadband LEO satellite sys-
tems, where the major challenge is the topology dynamics. 
First, a general method to design convenient ISL topologies 
for connection-oriented operation is presented, and a refer-
ence topology for numerical studies is derived. A perma-
nent virtual topology is then defined on top of the physical 
one, thus forming a framework for discrete-time dynamic 
traffic routing. On this basis, heuristic and optimization ap-
proaches for the combined routing and dimensioning task, 
operating on discrete time steps, are presented and their per-
formance is numerically compared. It is shown that min-
imizing the worst case link capacity is an appropriate tar-
get function, which can  be formulated as linear minmax 
optimization problem with linear constraints. Using linear 
programming (LP) techniques, the dimensioning results are 
clearly better than with simple heuristic approaches. 

I. INTRODUCTION 

Future broadband LEO satellite communication systems 
will increasingly rely on an intersatellite link (ISL) trunk 
network with time-variant topology. Within the network 
planning process, the routing and dimensioning tasks are in 
general closely coupled and do essentially influence both in-
stallation and operation costs of a system. The routing of 
complex global traffic flows over dynamic network topolo-
gies has already been addressed in former work [1], [2], [3] 
to a level of detail that allows to provide necessary input 
for the dimensioning task. For the capacity dimensioning of 
ISL networks one may use approaches, algopithms and tools 
known from terrestrial (ATM) networks to a certain extent, 
but has to take into account specific additional constraints 
like the time-variance of the topology and also potentially 
different target functions adapted to the LEO ISL scenario. 

The remainder of this paper is organized as follows: Sec-
tion II first presents a pragmatic method to design con-
venient ISL topologies for connection-oriented operation  

mode, and derives the reference topology used within this 
paper. In Section III, the basics of the earlier developed 
ISL routing framework are recalled, and some specific in -
teresting features of ISL network paths are highlighted that 
can be useful for intelligent dimensioning. The network di-
mensioning task itself and some candidate approaches are 
formulated in Section IV. Finally, numerical results for a 
homogeneous traffic scenario are presented in Section V. 

II. ISL TOPOLOGY 
Earlier studies on the routing in ISL networks of polar or 

near-polar constellations (like Iridium) have clearly idend-
fied the seam between contra-rotating orbits and the on/off-
switching of its inter-plane ISLs as two fundamental draw -
backs for the connection-oriented operation [1]. This has 
stimulated the investigation of inclined Walker constella -
tions employing ISLs [4]. It has been shown that such con-
stellations generally provide the possibility to set up a nut-fi-
ber of inter-plane ISLs that can  be maintained permanene 
with acceptable pointing, acquisition and tracking (PAT) re' 
quirements than their counterparts in polar constellations. 

 Obviously, this is a highly desirable feature in the light of 
real-time connection-oriented services, as problems due to 
path switching can be avoided. 

M-Star [5] has been one of the first commercial systein 
proposals aiming at the promising combination of Walker 
orbits and ISLs. A proper design of the ISL topology to be 
implemented is a first important step to guarantee efficient 
networking in the operational system. In the following we 
present a pragmatic approach to the ISL topology design ja 
Walker constellations, deriving a reference topology for 1\11-  
Star as an example. The relevant constellation parameters 
are summarized in Table I. 

TABLE I. M-STAR CONSTELLATION PARAMETERS. 
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A closer look on the planar projection of the 3D constel-
lation, Fig. 1, facilitates the first step in the ISL topology 
design, which is to identify potential links to be reasonably 
iniplemented in the network. Due to the perfect symme-
trY of the constellation it is sufficient to consider generic 
tY„  Pes of ISLs between satellite 0 and its neighbours (on 
right",i.e. eastward planes) at t = 0 as example. These are 

tlten applicable to all other satellite pairs correspondingly. 
Of course, the implementation of the convenient intra-plane 
ISLs (04, 0-5) with both constant link distance and fixed 
pointing 
ttively 

angles is beyond question. Then one would intu- 
envisage links toward the next neighbours on the ad-

Peent plane, the one ahead (0-6) and the one behind (0-11), 
as illustrated in Fig. 2. Finally, the same could be applied 
to Partners on the second but next plane (0-12, 0-17). So 
far, this procedure is generally applicable to Walker constel-
lations before considering any system specific constellation 
Parameters. 

16 

eig. 2 . Potential generic ISLs in a regular Walker constellation. 

In fact, the feasibility of all these envisaged links has still 
Proven taking into account geometrical and technolog-ele.al constraints for a specific constellation. The diagrams in 

olg. 3 display important geometrical data for this purpose. 
e  ean notice that both links toward the adjacent orbit show 

ikelatively little variation in distance and pointing angle, and 
inla establishing these ISLs in permanent mode does not in-

tt°clooe severe problems. On the contrary, ISL 0-17 is less 

Ple
attractive but still possible, whereas Earth shadowing com-- tety prevents implementation of ISL 0-12. 

Fig. 3. Geometrical feasibility of ISLs in M-Star: (a) time varia-
tion of ISL distance; (b) pointing diagram. The dash-dot 
line represents the upper bound with respect to Earth shad-
owing. 

Fig. 4. Considered M-Star ISL topologies T1 (top) and T3 (bot-
tom). 

For the purpose of this paper, we have selected as refer-
ence topology Ti the case of only implementing generic ISL 
type 0-6 besides the intra-plane ISLs (resulting in 4 bidirec-
tional ISL's per satellite). Most numerical results will be 
presented for Ti. A topology T2, with generic ISL 0-6 re-
placed by the alternative 0-11, has also been investigated 
but does not show significantly different results. Finally, a 
topology T3 has both mentioned generic inter-plane ISL's 
employed at the same time, thus yielding 6 bidirectional 
ISL's per satellite. The resulting higher degree of mesh-
ing does certainly have impact on routing performance and 
dimensioning; therefore some representative results for T3 
will also be presented in comparison with  Tl.  Fig. 4 dis-
plays snapshots of Ti and T3, respectively. 
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III. ISL ROUTING FRAMEWORK 
Classical routing strategies have traditionally more or less 

focused on some kind of shortest or multiple path search in 
networks with a fixed topology. Dynamic routing capabili-
ties are then only required for traffic adaptive routing or in 
reaction to unpredictable link or node failures. 

The situation encountered in ISL subnetworks of LEO 
satellite constellations is quite different with respect to net-
work topology. Permanent topological changes are an inher-
ent characteristic of those networks, and corresponding rout-
ing concepts are required to enable continuous operation in 
connection-oriented mode. Dynamic Virtual Topology Rout-
ing (DV7'R) has been proposed as a general concept for use 
in such environments. In the following, we will recall those 
"ingredients" of the routing framework that are correlated 
with the dimensioning task. 

A. Discrete-Time Network Model and Routing Concept 
Consider an arbitrarily meshed network topology with 

a constant number N of network nodes (satellites in the 
constellation). The network topology is in the most gen-
eral case subject to changes due to (a) discrete-time acti-
vation/deactivation of links, and (b) continuous-time dis-
tance variations between nodes; depending on the actual im-
plementation,(a) may be avoided. Moreover, the complete 
topology dynamics is periodical with period  T.  

Starting from these assumptions, the proposed routing 
concept is based on a discrete-time topology approach: The 
dynamic network topology is considered as a periodically 
repeating series of S topology snapshots separated by step 
width At = T/S. Each of the snapshots at t =  st,  $ = 
{0, , S — 1} , is modelled as a graph G(s) = (V, E(s)), 
where V = , N} is the constant set of nodes and 
E(s) represents the set of undirected links (i, j), =  (j, i) 3  
between neighbouring nodes i and j, existing at t =  st.  
Associated with each link are its costs cii (s) according to 
an appropriate cost metric. In the following, it is assumed 
that the link costs are mainly determined by node distance 
respectively propagation delay. 

Throughout the period T a constant set W of "2-1)  un-
ordered origin-destination (OD) node pairs is given. A set 

(s) of up to K distinct loopless paths is now assigned to 
each OD pair w , w E W. Every path p(s) E P„(s) con-
sists of a unique sequence of links (i, j),. A link occupation 
indicator catches the relationship between a link and a path, 

6P(s) _ 1  if (i, j), belongs to path p(s) 
otherwise (1) (i,i).  

The assignment procedure reflects the setup of an instanta-
neous virtual topology VT(s) upon G(s). This task is per-
formed by an K -shortest path search algorithm (KSPA) for 
every OD pair. The single shortest path search task can be 
formulated as finding the least-cost path p(s),  i. e. the path 
with minimum path cost 

min Cp(,) = min E cii (s)(sPs.) (2) 
VP( 3 ) VP(8) (s,1).  

Performing this path search for all s = {0, , S —1} coin- 
pletes the set-up of a discrete-time dynamic virtual topol-
ogy. It consists of an ordered set of K alternative paths for 
any OD pair at any step s. From these K alternatives, the 
k E {1, . ,  K}  best ones can be effectively used by the 
routing, where k could be simply identical for all OD pairs. 

 However, for a fixed k together with a strict ordering within 
the K-path sets, it can happen that a path does not belong 
to the reduced k-path set in subsequent steps with obvious 
consequences for the continuity of connections using it. For' 
tunately, the typical path (delay) characteristics of the con-
sidered ISL topologies offer a nice opportunity to cope vvith  
this problem without discarding the cost-oriented ordering 
of sets. This will be shown in the following subsection. 

B. Path Grouping (PG) Concept 

Studying the cost values of all ordered paths in a K-set 
 for various OD pairs and various steps, one observes that 

the paths can be easily grouped according to cost ranges, as 
illustrated for an example OD pair of topology  Ti in Fig. 5 ' 
Typically, one cost range corresponds to a certain number of 
ISL hops forming the respective paths; the paths belonging 
to the first two groups of the considered example are dis -
pla-yed in Fig. 6, and the relationship between hop count and 
path group becomes obvious. 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
path number 

Fig. 5. Numerical example for clear path group separation bY cet  
ranges (OD pair satO-sat7 at step 0). 

Fig. 6. Illustration of hop-based path grouping: first two Pa th 
 groups for OD pair satO-sat7 at step O. 
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It is now of great importance to realize that (in the case 
of Ti) this clear path grouping extends over all steps, with 
characteristic group sizes and cost ranges for the respective 
01)  pairs. In other words, the cost ranges of once identified 
path groups at a certain step do never overlap in any of the 
other steps of the topology period T as well, and therefore it 
ls  guarânteed that always the same paths belong to a specific 
gr°11P. The ordering of paths resulting from KSPA can only 
vary within a group. 

One obvious solution for the potential path continuity 
Problem addressed above is therefore simply to select a 
unique k for each OD pair, such that always complete path 
gr°uPs are contained in the k-path set; with this, the same 
Paths per OD pair will be available for routing over all steps. 

IV. ISL NETWORK DIMENSIONING 

A. Overall Approach and Assumptions 

The "classical" network design process for terrestrial 
ATM WANs typically aims at minimizing some total or 
cumulative network costs (often: implementation costs), 
where the key optimization parameters are (a) the definition 
0f the VPC (virtual path connection) topology, (b) the VPC 
eaPacity assignment, and (c) the routing rules for OD traffic. 

With respect to an appropriate target function for the ISL 
network dimensioning, there is an important difference com-
Pared to the terrestrial case, which is due to the dynamic 
t°. P°10gy encountered. With the complete satellite constella-
t!°fi Periodically orbiting the Earth and thus the source traf- 

dernand, each satellite and each ISL will face the same 
Worst case requirements (in terms of traffic load) "one day" 
e_all.d  has hence to be dimensioned and built with respect to 

s unique value; as a consequence, all satellites in the con-
,tellation, including especially the ISL equipment, will be 
identical- Capacity requirements on an ISL translate into 
!)atldwidth and thus RF power requirements, whereas capac-
nY requirements for a satellite node mainly drive processing 
Power and buffer sizes. Alltogether, this translates into DC 
Pewer requirements as well as into size and weight of single 
°, n'board components and finally of the whole satellite, the latter _ 

,Ing a major cost factor of the satelite constellation. 
ttased on these considerations it is straightforward to for-

%late the two most appropriate target functions for the ISL 
network dmensioning: 

Fi:  Minimize the worst case link (WCL) capacity, 
which is the maximum capacity required on any link 
at any time 

l'e2: Minimize the worst case node (WCN) capacity (be-
ing correspondingly defined) 

ik.(:)f course, some combined metric is possible as well. In 

in 
 us Paper, we consider the WCL target exemplarily. Keep- 

g in mind this minmax type target function as a key fea-
7e  rhe ISL network dimensioning process comprises the 
ektiowing steps and additional assumptions. 
;nine-discrete approach. In general, every routing-rr ensioning cycle is performed in time-discrete manner 
° a series of topology and traffic demand snapshots. This  

corresponds to what is known as multi-hour network design 
from terrestrial ATM network planning (cf. e.g. [6]). The 
additional complexity usually coming in with a multi-hour 
scenario is in our case immediately releaved by the minmax 
type target fuction: we can break down the whole ISL net-
work dimensioning task into a number of completely inde-
pendent dimensioning tasks, each minimi>zing the WCL ca-
pacity per step, since the overall minimized WCL capacity 
(our final target value) can be simply filtered out as the max-
imum of all the minimized per-step WCL capacities. 

Permanent virtual topology. On top of the time-variant 
physical ISL network, a VPC topology is overlaid which 
is permanent over time; this has been discussed in the two 
previous sections. In contrast to most approaches for fixed 
topology design, in the considred ISL case the VPC topol-
ogy is not subject to optimization itself, since it is simply 
the result of assessing appropriate OD path sets based on 
superior criteria (delay, delay jitter, permanence) aiming at 
a good performance of connection-oriented operation. 

Routing and VPC capacities. The routing/distribution 
of given demand pair traffics on the available VPCs is either 
performed heuristically, according to fixed rules, or it can be 
treated as an optimization problem which is formulated and 
solved using linear programming (LP) techniques. Assum-
ing that a limited set of alternative VPCs may be used for 
splitting the traffic between a specific pair of end nodes, the 
main optimization parameters are then the splitting factors. 
Instead of Erlang traffics, we directly operate with given OD 
demand pair capacities or bandwidths assuming that these 
values have been calculated before from the Erlang traffics 1 

 — independently for each demand pair according to the vir-
tual trunking concept [7], [8]. The VPC capacities result 
directly from the splitting of the demand pair capacity on all 
available VPCs of the OD pair. 

Link capacities. The required capacity of a single link at 
a given step is determined by simply summing up all VPC 
capacities crossing it. 

The "heart" of the presented approach, namely the rout-
ing/splitting of OD capacities, is looked at in more detail in 
the following two subsections. 

B. Heuristic Approach 

A simple but pragmatic approach is based on observations 
made in earlier research [9] that investigated some intuitive 
rules for traffic routing/distribution in an ISL network. For a 
simple reference dimensioning we use Equal Sharing (ES), 
that is, each OD traffic will be equally distributed on the 
k best paths, k being fixed for all OD pairs in the topol-
ogy and over time. Intuitively, one can expect that the ES 
approach leads to a decrease of WCL traffic load with in-
creasing k, just by "somehow" smoothening link load peaks 
mainly through dividing peak path loads by k. However, 

This calculation could for instance be based on the Erlang-B blocking 
formula or simply assume a proportional relationship between Erlang traf-
fic and bandwidth, being linked by the average bit rate of the considered 
services. 
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such an effect can not be guaranteed in general, and a poten-
tial gain cannot be forecast as a systematic relation between 
the ES routing rule and the WCL target value does simply 
not exist. 

Besides the pure ES approach, we have also investigated 
the combination with path grouping — Equal Sharing using 
Path Grouping (ES/G). In this case, from the network-wide 
fixed k a resulting k t  is determined for each OD pair, which 
is simply the smallest integer value larger than or equal to k 
that completes a path group. Using the example from Fig. 5 
again, k = 4 translates into kt = 6, completing path group 
2 of the considered OD pair. The positive effect we expect 
from introducing path grouping knowledge — besides the ad-
vantages already commented — is that the optimization po-
tential may be significantly increased with the number of 
used paths, whereas the additional paths do not introduce 
much higher costs than encountered on the last path in the 
k-set, which is already used without path grouping. 

C. Optimization Approach 

In contrast to the heuristic approaches presented above, 
one may consider a dedicated optimization of a given target 
function, which is in our case the minimization of the over-
all WCL capacity. As already discussed in Section IV-A, 
the major part of this optimization consists of S dimension-
ing subtasks, namely minimizing the WCL capacity for all 
steps s independently, and the overall WCL capacity is then 
talcen being the maximum of all minimized per-step WCL 
capacities. Using the formulation of the network model and 
dynamic routing concept presented in Section III-A, we con-
sider one of these subtasks for a given step in the following, 
without explicit indexing with s in order to enhance the read-
ability of the notation. 

First of all we now restrict ourselves to the case of perma-
nent physical links in the ISL topology, which means that 
we have a fixed set of links I over all steps, 1 G 11 Ll; 
for Ti,  L = 2N = 144, for T3, L = 3N = 216. The 
offered capacity n. per OD demand pair w is distributed 
among the k alternative paths effectively available, so that 
each path carries a certain share np  of the total demand pair 
capacity, 

= E nP (3) 

The required bandwidth ni of a physical link I, which is our 
central target value for the optimization, is obtained as the 
sum of the bandwidths np  of all paths containing this link, 

(5r n, (4) 

Our objective to minimize the maximum reqtfired bandwidth 
on a single physical link (the worst case link WCL) can 
be formulated as the following linear minmax optimization 
problem: 

max{ni} = max{ E E spo -> min , (5) 
tv,wEw p,p€P,„ 

subject to the (linear) constraint formulated in Eq. (3). 
The optimization parameters are the shares of total 01) 

capacity carried by each path belonging to the OD pair, or 
equivalently, the splitting factors that determine the OD ca-
pacity split onto its correlated paths. 

So far, we have not introduced any specific constraint on 
the share of the total traffic that one path is allowed to calTY. 
As a consequence, a single path may convey the complete 
offered OD traffic alone, whereas other paths may remain 
empty. We refer to this approach as Full Optimization (F0) 
in the following. 

Although FO certainly leads to the maximum possible 
WCL load reduction per step, there are some reasons — 
consequences for operation in failure situations, potentiallY 
enormous load variations on single links from step to step, 
etc. — to introduce an additional linear constraint in form uf  
an upper bound a for the normalized share of the OD traffic 
one path is allowed to carry, 

O <n  < an. , a E [0 ... 1 1  . (6) 

This approach is refered to as Bounded Optimization (BO) 
(with parameter a) in the remainder of the paper. 

Both, FO and BO can additionally be combined with  the 
 path grouping concept; these approaches are identified bY 

the corresponding acronyms FO/G and BO/G, respectively. 
Concluding this subsection, it is again emphasized that 

all the above considerations on optimization are valid for a 
single step in the dynamic scenario, and are consequently 
applied to each single step independently. An advanced but 
highly complex approach would be to include the time de-
pendence of subsequent steps in the optimization; this vvould 
lead to a dynamic optimization problem, which is clearlY  be- 
yond the scope of a first dimensioning approach as adopted 
in this work. 

V. NUMERICAL STUDIES 
A. Scenario and Assumptions 

All numerical studies presented in this section are based 
on a homogeneous traffic scenario, i.e., each OD deman d  
pair offers traffic of one bandwidth unit over all steps. In the 

 following, the terms traffic (load), capacity and bandwidth 
are used synonymously. 

The main motivation to start with such an unrealistic traf 
fic scenario for a first ISL network dimensioning apProach 
has been to isolate and study influences resulting from the  
topology characteristics on the dimensioning process and 
the dimensioning results. A heterogeneous traffic scenari e 

 is likely to mask all or the most of such topological idle' 
ences — at least it seems impossible to really separate  the 

 effects from the results later. 
Extensive dimensioning runs have been performed for al l  

topologies, Ti,  T2, and T3, where K = 18 (for Tl and 12)  
and K = 10 (T3) best paths have been in the complete set 
resulting from KSPA. Representative results are presented  
and discussed using Tl as example, after a first comparison 
between Ti and T3. 
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Pig' 7 . Reduction of mean WCL traffic load through ES with 
growing k: Performance comparison between topologies 
Tl and T3. 

B. Worst Case Link (WCL) Traffic Load 
First of all it is interesting to study the performance of 

tile different dimensioning approaches in terms of the traf-
u ,fie  load on the most loaded physical link (worst case link, 

since this has been our primary objective value. The 
uilnensioning has always been performed over all steps, and 
°Ile  imPortant observation is that the variation of the WCL 
load over time is very small. Already without any system-
atic traffic distribution or optimization — if all OD traffic is 
ir°ilied over the respective shortest path alone — the WCL 
;elect variation over the steps stays within a range of less than  
1.° 0 . And  any  approach that effectively reduces the WCL 
v..eitle (Per step) leads to a significant further reduction of 
,‘.1 's variation over time as well — the lower the instantaneous 
wCL target value, the lower also its variation. Based on this 
observation we can restrict ourselves to presenting and dis-
°. lissing mean values (calculated from 50 single-step values) 
in the following. 

is  Fig. 7 shows the WCL load results for the simple equal 
,s,"aring (ES) approach, comparing Ti and T3. As expected, 
'Lie values for T3 are significantly lower due to the avail-
abilitY of much more links to distribute the traffic on. With 
er°veing k, the WCL target value decreases nearly monoto-
,11.eeusiY, but in both topologies "saturation" of the optimiza-
tion is more or less achieved for k =  7.  The maximum WCL lead  reduction of ES is then roughly 25% with respect to the 
ease of only routing over the shortest path (k = 1). 

eig. 8 displays at a glance the performance results for th e “extrome, approaches ES, ES/G, FO and FO/G, concen-tratitr. g. on  11. The first impressive comparison is between 
Pure ES and FO curves, where FO achieves an addi- 

u al improvement of 45% compared to ES in the satura-
°*& zone. With k = 5 it is already possible to use the full 

Optimization potential within Ti.  When combining the two 
filletbods with path grouping, one faces an interesting dif-
„e;ence: Wheleas FO/G achieves the lowest possible WCL 

tte  independently of k, ES/G shows significant improve-
ments with respect to pure ES for small k, but then the WCL 
target monotoneously grows with increasing k, which is a 

V V V V V 

Fig. 8. Mean WCL traffic load versus k: Performance comparison 
between ES, ES/G, FO and FO/G. 

Fig. 9. Mean WCL traffic load versus k: Performance compari-
son for different values of a in the range between the two 
extreme cases, ES and FO. 

result of the fact that ES forces the equal distribution on all 
available paths, however they are selected. Obviously, from 
the WCL perspective alone, the only reasonable implemen-
tation of ES/G is then for k = 1. 

Corning back to the pure approaches without path group-
ing, Fig. 9 illustrates how the BO method performs com-
pared to the extreme cases ES (BO with a = 1/k) and FO 
(BO with a = 1). As expected, the additional constraint 
reduces the optimization potential with respect to the WCL 
target value. However, with moderate values of a the re-
sults come pretty close to the FO ones in the saturation; for 
a = 0.6, the WCL load is less than 10% higher than for FO. 

Concluding the observations of the WCL load target, 
Fig. 10 shows the excellent performance of BO when path 
grouping comes in again: BO/G with a moderate a = 0.4 
achieves nearly the same WCL load as FO/G. Combining as 
many advantages as possible, BO/G with k = 5 and a = 0.4 
is consequently a top candidate for our ISL dimensioning 
problem. 

C. Physical Link (PL) Traffic Load 

In order to understand how the various traffic distribution 
and optimization approaches operate on the topology, it is 
helpful to study the load variation on single physical links 
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Fig. 10. Mean WCL traffic load versus k: Performance compari-
son between FO/G and BO/G. 

(PL) over the steps. Fig. 11 displays the load over time for 
two selected PLs, one intra- and one inter-orbit link. Firstly, 
we see in both cases pronounced load peaks when the re-
spective link is over mid latitudes, whereas it is low near 
the equator. Secondly, it becomes obvious that the WCL is 
always an inter-plane ISL. Concluding from both observa-
tions, WCL load reduction should typically work by shifting 
traffic away from those inter-plane ISLs that are in the criti-
cal region at a certain step. Fig. 12 confirms this expectation 
and illustrates the superior performance of FO approaches 
with respect to this "link traffic shaping". For k = 5 the op-
timization leads to a completely constant PL load, and one 
can already expect from observation of this example link 
that this is the final limit for any optimization working on 
this topology — a conclusion which is in line with the shape 
of the FO curve in Fig. 9. Another impressive confirmation 
of these considerations is given by the PL load distributions 
over all PLs of a certain step, as displayed in Fig. 13 for step 
0 (the shape of the curves being nearly identical for other 
steps, by the way). It becomes obvious how traffic from 
higher loaded links is "shifted" to lower loaded ones, and a 
complete balance is achieved for the inter-plane ISLs when 
FO with k > 5 is used. In reality, of course, a certain traffic 
is not just shifted from one link to another but OD traffic is 
shifted to other paths — sometimes to paths with more hops, 
so that we can expect a growing average PL load in the net-
work with increasing k. This is one of the prices to be paid 
for WCL load reduction/minimization, and it is quantified 
in Fig. 14. Again, the superior performance of FO becomes 
obvious; whereas ES with a reasonably high k = 10 leads to 
an increase of more than 20%, the effect is nearly negligible 
for the FO counterpart. 

D. Path Costs 

The most important trade-off from a user or QoS perspec-
tive is of course between the WCL load minimization tar-
get (which is mainly important from a network performance 
and system cost viewpoint) and the correlated degradation in 
terms of path delay encountered. The average costs in terms 
of both, number of hops and path delay in ms, are summa- 

Networking and Protocols 

240 
220 
200 
180 
160 
140 
120 
100 
80 
60 
40 
20 

o  
10 20 30 

time step 

Fig. 11. Traffic load on selected physical links (PL) over one Con-
stellation period. 
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Fig. 12. Traffic load shaping on an inter-orbit PL through the ( a)  
ES and (b) FO approaches with varying k. 

rized in Fig. 15 for selected approaches. One basicallY ob-
serves that with increasing optimization freedom (from ee 
over BO to FO) not only the WCL load target value, but 

 also the average path delay can be reduced for a given  k.  
Moreover, looking on the two most promising candidates  
identified above, namely FO/G and BO/G,a = 0.4, both for 
k = 5, the increase of path delay is fairly low around 4-7* 
with respect to the reference case of routing each OD traffi c 

 completely over the shortest path alone. 

VI. CONCLUSIONS 
A systematic approach to perform the capacity dimen -

sioning in LEO ISL networks with dynamic topologY ha s 
 been presented. Inclined Walker constellations have bee°  
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Fig. 15. Cost comparison in terms of (a) hops and (b) path delay 
for different (WCL) optimization approaches versus k. 
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Pig' 14. Normalized average PL traffic load versus k, and cor-
responding splits into averages for inter- and intra-orbit 
links, respectively. 

nici. enti fied as appropriate candidates to implement conve-eat ISL topologies for connection-oriented operation. 
wefining a discrete-time virtual topology on top of the or-
tk PuYsical one, the combined routing and dimensioning 
te; can be tackled with similar approaches as known from 
lint.estrial ATM network design. Minimizing the worst case 
ben": caPacity is an appropriate target function, which can. 
in  'ormulated as linear minmax optimization problem. Var-
tnus heuristic and optimization approaches have been nu-
nartericallY compared under a given homogeneous traffic sce-
111-°. Optimization approaches clearly outperform heuristic 
w,

r
711°ds with respect to the minimum WCL capacity target, "hile the increase of both, average load per link and average 

path delay, is limited to acceptable values. 
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Abstract  — The connectivity in satellite networks depends 
on the availability of intersatellite links (ISL '8). The pos-
sibility to route long-distance traffic via ISL's adds to the 
flexibility of the system. An adequate n9uting strategy con-
tributes to a low communication delay. In this paper we 
discriminate the best route in a end-to-end satellite com-
munications by trying to maintain a required QoS and 
keeping link continuity. The routing strategy will manage a 
time-variant topology together with time-variant traffic in 
order to maximize the overall network performance (QoS 
and GoS). 

INTRODUCTION 

1  We can refer to the routing algorithm as the network layer 
protocol that guides packets through the communication 
subnet to their correct destination [1]. There are many 
forms to classify routing algorithzns [2 ] . If we use static 
routing the path used by the session, in a end-to-end com-
munication, is fixed regaxdless of the traffic conditions, and 
they will only change in response to a node failure. The 
a.daptive algorithms try to choose a route by avoiding con-
gested segments and nodes in the network. Costwise, the 
concatenation of segments that exhibits the overall mini-
mum length must be selected. Note that the length of each 
link reflects not direct physical distance but also parame-
ters such as congestion, delay, channel availability, etc. 

II. DYNAMIC ROUTING IN LEO INTER-
SATELLITE LINKS NETWORKS 

With emerging low-earth orbit (LEO) satellite communica-
tion technologies, it will be feasible to give global personal 
broa.dband communication. Nevertheless, there are some 
issues not yet addressed adequately. In this paper we ad-
dress the issue of global traffic flow over dynamic network 
topologies. Networks with intersatellite links and polar or-
bits can implement routes under the concept of Virtual 
Paths (VP's) which ezdst in ATM networks and are called 
fully connected. 

Among the principal aspects to be taken into account by 
the routing algoritlun in these lcinds of networks are : 

1 Th1s work has been partially eponaored by Nortel Networlcs. 

• Relative position between satellites and ground ote 
scriber is constantly changing. 

• Ground subscriber can access the LMSS network 
through one or several satellites visible from the de 
scriber location. 

• Number of satellites that can cover a region varY wit.1 
latitude. In LEO's the areas neax the poles call 
covered by multiple satellites. This may lead te1 111" 
interference problem that is prevented by even" 
off some satellites. 

• An end-to-end communication may require several 
tersatellite links. The satellite mesh is connected (1.6  
there is always a succession of links connecting id 
two satellites. 

• A satellite can connect only to neighbming satellit/ 
Boundary radius can vary from system to systen1_4' 
boundary radius does not always include the nesi:i  
satellite. For instance, counter rotating satellites 
not c,onneeted. 

To establish an end to end link communication bee% 
two users, three segments are identified, as we can 00  
Figure 1: 

1. The Up/Downlink (UDL) segment incorporates the 1lie0 
 spective links between mobile users and satellites as 

the links between satellites and fixed earth stations (G1' 
way GW's). 

2. Intersatellite Link (1SL) segment. 

3. Terrestrial Network Link (TNL) segment. 

This study focuses on the ISL segment where systete 
form ON/OFF switching function near the poles [51 
counter-rotate satellite are not connectable. 

The strategy followed to achieve optinial routing 
the main issues, which we can list in this way: 

• Establish ISL topology. 

• Path search t,o establish a route among satellites. 

toe 
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th 

Tei,gure 1: Segments of a Typical End-to-End Connection 
O Satellite System. 

e  Optimization procedure to keep delays low. 

're  develop a fully connected network among satellites, we 
kids, n,e  the virtual path VP concept. To establish the set of 

2
rerent topologies, we discretize the ISL topology changes 

ing a constellation period with sufficiently small time-
eps 

l'er  each interval and each start/end satellite pair, a path 
nBeharch is Performed to define a set of VPC links based 

actual ISL topology. Generally, every start/end 
ellite Pair is connected via up to m link VP C's , m is the 

-'her of satellite links that can be established for each 
mis  dependent of a connectivity of the underlying 

01)°1°gY at the considered instant of time. See Figure 2. 

(b) Up to m Link for each 
satellite 

Figure 2: Path Search in the ISL Network 

it°118 the different approaches to establish the shortest 
is-twi  it the ISL networks, the most well known are Dijk- 

Shortest Path Al g orithm and Bellman-Ford algorithm [1], a   

e algorithms are widely used on terrestrial (computer) 
Iltie7w(eks. They can be modified to be used in an MSS 
fr,:wcek. These two algorithms find the shortest paths 

a given source node to all other nodes. In this paper, 
e  bijistra algorithm was considered adequate. 

Since routing algorithms are based on a minimum c,ost path 
selection scheme, c,ost definition is of major importance. 
Proposed cost factors include the following: Delay prop-
agation;ISL Persistence (permanent, variable)and Traffic. 
The delay propagation is due to physical distance. An in-
formation signal travels in the transmission medium. On 
board processing time is also included. The persistence re-
lates the foreseen link availability due to ON/OFF switch-
ing effect near the poles. The traffic factor assigns a cost 
due to current link/satellite traffic occupancy. All these 
costs will be evaluated and combined on a per link basis, 
where single Link Cost Function (LCF) applied to each 
link becomes the following: 

LCF(tk) = (Delay) * (Persistence) * (Traffic). (1) 

Once the calculation of all the individual LCF's is com-
pleted, a total link cost function LCFT 0t (th  ) of VPCj at 
t = tk is defined as followa: 

hops 

LeFrrot(to  = E LCF n(th • 
n=1 

These composed costs are used to evaluate and substanti-
ate the optimal path selection process. The delay that is 
had in the switch is not significant, and we can include in 
the propagation delay. 

Discussion of the Link Cost Function 

It must be noted that link costs are time dependent as, for 
instance, traffic on a link will change from time to time; 
also, on/off switching affect the link availability, depend-
ing on the current satellite location. Delay also tends to be 
latitude dependent. Additionally, in the case of counter-
rotating satellites, interconnecting links are prevented by 
assigning heavy penalizations, as these links exhibit track-
ing difficulties not present in co-orbiting planes. 

Optimization Procedure 

The fundamental objectives of the optimization procedure 
([6],[7]) are as follows: 

• Provide at a minimum cost and continuous end-to-
end communication service, regardless of topological 
changes. 

• The link assignment should be done in such a way 
as to maximize the overall network performance in 
coordination with current traffic demand. 

(a) Path search 

(2) 
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• Handover between predefined or pre-selected VPC's 
must be guaranteed in order to avoid forced-
connection termination. The number of handovers 
must be as low as possible. 

All the effects and cost assigning function for each of the 
cost parameters must be characterized. We know, that 
an LEO's network has a periodical performance related 
to the orbital period (on/off switching, for instance). In 
order to siraplify simulation time scale is discretizied. The 
expected availability or persistence become an important 
factor. In consequence, where satellite diversity is feasible, 
lower costs are assigned to the link with more time in line-
of-sight (better visibility). 

ISL Persistence Pararneter 

The ISL persistence pararaeter reflects the effect of net- 
work dynamism. It involves factors relative to the links 
and why they are permanent or time-dependent links, etc. 

ON/OFF Switching Parameter (x1) 

Persistence is also low for satellites near the poles where the 
on-off operation is performed (see [3]).Thus, it is advisable 
to avoid routing near polar locations. This is achieved by 
appropriate cost function, as shown in figure 5. 

factor. This phenomenon, as we ca.n see, only occurs he 
tween the first and last orbit of our network. In this cafe 
we will assign a cost of X2:  

x2 = { co , if link belongs to the seam, 
1 , otherwise. 

Continuity Paraineter (x3) 

It takes charge to give the highest cost to links with 
time in line-of-sight and t,o protect a call to be interroPte  
by switching off the satellites near poles. The fuel° 
used for this respect is exponential function 3 and 4. Tee  
coefl and coef2 parameters are used to give a soft change  
and to limit the function used. 

et/eh so,. 
ecoehidso * coo.f2  + 1, 

e"eh*(-01+ 180) 
funa 

 
eceeh*180 * coef2 + 1. 

The coefi and coef2 parameters establish the function cl  
the cost to evaluate the continuity parameter as is allee  
in Figure 3. 

X3 = flUIC 1 2(91 ) • 

The ISL persistence parameter is formed with the pare. 
 eters xl, x2 and x3, shown in the next expression: 

fund — (3) 

(4) 

Since turned off satellites are not utilizable, an on-off pa-
raraeter xl can be defmed as 

1 , /iminf <  4i  < limsup , 
x1 = , liminf < < limsup, 

oo , otherwise 

Seam Parameter (x2) 

The seam parameter concerns the counter-rotating effect. 
This is a technological problem because of the difficult task 
of tracIdng a satellite that moves in the opposite direction. 
This poses a major constraint because it generates a dis-
continuity that divides our network, affecting the delay 

Delay Cost Pararneter 

The delay cost parameter is obtained by calculating teme  
equivalent delay to the distance between two satellitea 
fine-of-sight. It is clear that this delay is latitude del'eir  
dent. A linear cost relationship is assumed. 

Delay_Cost = •V(z2 — z1) 2  + (y2 — y1) 2  + (x2 — xei (6) 

Traffic Parameter 

The traflic parameter is assigned according t,o the per! „inie 
 cally reported congestion of the network is conducted tw:, 

those paths with greater available capacity. A funoti' 
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that Permits evaluation of the amount of capacity in the 
complete route takes into account the ATM concept of 

liasioo control with dynamic separation of services, as In the following: 

Bi(ni) b1 *n1  capacity used by nj VC type j, with 
peak rate bi 

We accept other service, if the following inequality is 
valid: 

Bk(nk) < CVPC. 

bile above equation evaluates the cost route of each link, 
ava8ed on the fact that selected path exhibits the highest 

erage  caPacity (available circuits) in all the links that tnake  
11P the path. The following proposed cost function :B used.  

rrranz ecoeftrati .(%cb—,y) 
—uc-Cost * coeftraf2 + 1. (7) ec0eftrafi.100 

aj Parameter coeftrafi  and coeftra f2  are used to limit 
achieve the desired shape. The traffic cost function is Itustrated in Figure 4, where coeftraf2 = 100. 

1., 
"1 1) used Scenario 

It, or, 
uer to illustrate the routing scheme, a hypothetical 

siciewerk with  10 orbits and 10 satellites per orbit is  con - 
'St ted . Proposed methodology can be applied to other 

networks. In this network, we consider the start of the 

seam at zero longitude wehre the first and the last orbital 
planes are supposed to coincide. The seam will move west 
to east. That is, for each orbital period the seam moves 
east to a.nother zone of coverage on the earth. 

Traffic Effect 

The principal results are in the aspect of avoiding con-
gested areas, as we ca.n see in the following examples. We 
are presenting the results obtained when certain links in 
the VPC used to connect two earth zones are blocked. The 
coefficients were selected to assign a high value to the links 
that have a busy capacity of over 80 percent. Here the al-
gorithm clearly shows how to avoid the congested area by 
not using the blocked links, as is shown in Figure 5. We 
are supposing blocked links together in a route because we 
are simulating a congested area on earth that is grouped 
in certain links. 

Figure 5: Connection of Zone 0,1-8,1, with Blocked Links 

Seam Effect 

The effects of the discontinuity as a result of the seam 
effect can be appreciated when, in a certain step the seam 
moves and the path selected for a specific link changes. 

This means that, according to the movement of the seam, 
the availability and frequency in the use of the links 
changes. This is due to the seam problem that makes cer-
tain connections that have to cross the seam use more hops 
to establish the connection. This is an important effect 
because, based on our simulations, we can predict when a 
zone is going to have a traffic overload. The prediction is 
based on the fact that the seam causes certain links to be 
used more often, and when the links are over a congestion 
area we have to manage the resources in the ISL network 
more efficiently. 

The seam effect can be appreciated when we have to route 
through zones between orbit plane "0" and "9" in a cer- 
tain longitude. This effect is not always presented. This 

The  
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is when we are establishing a connection between points 
that have almost the saine longitude, but for connections 
like zone 8,8-2,2, the conditions change because we have 
an increment in the number of hops used, as is shown in 
Figure 6. If the sea,m can be avoided and the links between 
satellites belonging to the seam were possible the c,onnec-
tion will have a noticeable decrease in the expected delay, 
as we can see in Figure 7. 

Figure 6: Connection of Zones 8,8-2,2, k=0 

Figure 7: Connection of Zone 8,8-2,2, without Seam, k=0 

Delay under Different Constraints 

This section shows the change in the delay that is produced 
when we apply our algorithm under different constraints. 
This change exists because the least congested route can 
not be the path with minimum delay, ancI in the same 
c,ontext the route that presents the most continuity will not 
always be the route with less delay. If the ISL network did 
not have the time variant link availability, we would have 
an almost symmetrical network and the delay produced by 
the propagation in the network would be proportional to 
the minimum distance between two points in an almost 
direct path. 

The graph in Figure 8 shows how the seam effect increal 
the delay produced when certain satellite connects with ae, 
other satellites. The point in the connection that show tile  
increment is ba,cause for the seam effect, the hops used t° 
reach the target are increased and the maximum delaY 
produced when satellites of different orbits are c,onnect e" 
and the link avoids the seam effect. 

Figure 9 shows the increase in the expected delay by tiling 
to avoid the switching off and by keeping link continiii* 
The effect of the permanence effect has on links which ase  
satellites that are in a short period of time is that tbef  
links are going to disappear because of the movement  ° 
the satellite. 

This increase is more visible in satellites that are near ti',e  
poles and that travel in direction of the pole. The delaYloe 
both cases is in range [3] of the delay found under VPC-I1  
constraints. 

„h ell 
Figure 9: Delay in the Connection of Satellite 6,5 wi''" 
other satellites; Persistence effect 

orbit (rn) 00101150 (n) 
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If we aPPly traffic to the ISL network, as was done in the traffic  .r euect section. We  cari  see that due to traffic con- straints the times used in a certain link increase, because 
the traffic will be diverted to alternative routes avoiding 
th  ,e  congested links. Figure 10 shows the delay suffered 
Wtien the links are blocked, Figure 5 shows how the rout- 

algorithm avoid the congested zone. In that case, the 
ecNonection shown was the VPC between zones 0,1 and 8,1. 
li °w  we are going to connect the sanie zone cover by satel-
„te °,1  to all other satellites. In initial conditions the areas 

connection on the earth are covered by a satellite with 
sanie nomenclature as the zone to cover. In Figure 10, 

(i eucah aPpreciate that certain VPC's that use the blocked 
have an increase in the delay expected, and this delay 

t.--hereases in the points covered by the satellites that have 
—at link connection. 

orbit (m) 

Pi 
gle 0. ()the_ e 1 Delay in the Connection of Satellite 0,1 with all 

Satellites; li-affic Effect.  
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ABSTRACT 
A review of the various types of system implementation 
for large area coverage by digital radio broadcasting is 
made. It ranges from pure satellite coverage to satellite 
coverage complemented by terrestrial re-transmitters, 
through to large area coverage provided by a network of 
terrestrial transmitters all fed from a satellite. The 
technical rules and constraints needed to secure a 
'seamless' coverage in the case of a satellite coverage 
augmented by terrestrial re-transmitters are described. 
Using as references the satellite broadcasting systems 
proposed by WorldSpace (Afrisat, etc.), ESA (MediaStar) 
and the Association of Radio Industries aitd Business in 
Japan, ARIB (BSS sound at 2.6 GHz), the three main 
transmission techniques (TDM, FDM and CDM) are 
reviewed and compared to identify their respective merits. 
Finally, an optimum arrangement of transmission and 
receiver characteristics is proposed for a satellite 
broadcasting service complemented by terrestrial re-
transmitters in view of providing the 'seamless' coverage 
required for portable and vehicular reception over large 
areas. 

INTRODUCTION 

Radio broadcasting from satellite has been studied since 
the early 1970's to provide coverage to large areas such as 
Canada, continental US or Europe. At the time, analog 
modulation (compressed FM) was considered. Later, 
digital modulation was introduced and proved to allow for 
better performance at lower satellite power. These services 
were to cover fixed, portable and vehicular reception. 
As a result of almost two decades of work in considering 
the sound Broadcast Satellite Service (BSS) in the ITU-R, 
three frequency bands were allocated for this service at the 
World Administrative Radio Conference of 1992 
(WARC'92). Some 40 MHz were allocated on a 
worldwide basis at 1.5 GHz except for the USA; 50 MHz 
at 2.3 GHz in the USA, Indià and later Mexico 
(WARC'97); and 120 MHz at 2.6 GHz in China, Japan, 
India, Russia and eight other countries in Asia. 
As of now, some 35 sound BSS systems have been notified 
to the ITU. Three of the proposed systems are in active 
development, one intended to provide international 
coverage, especially for low latitude countries 
(WorldSpace) at 1.5 GHz, and two being developed to 

cover continental USA at 2.3 GHz (XM Satellite Radio and 
CD-Radio). A fourth system had reached an advanced 
state of development and was planned to provide a pan-
European coverage at 1.5 GHz (MediaStar) but the 
European Space Agency (ESA) has put it on hold for the 
time being. There is also a system being developed in 
Japan by ARIB (i.e., Toshiba) for use in the 2.6 GHz band. 
In all these cases, there is recognition that a minimum level 
of service availability which is described as 'seamless 
coverage', especially in the case of vehicular reception, is 
needed to make these systems viable. Different means are 
available in trying to reach this goal and this is explained 
below. 

INTENDED TYPES OF RECEPTION 
The first element to be identified in defining the service 
objectives for large area coverage is the type of reception. 
Typically, satellite sound broadcasting is aimed at fixed ,  
portable and vehicular reception. 

Fixed reception 

Reception by fixed installation is the least demanding 
requirement for sound BSS. It is relatively easy to find a 
place on the roof or the side of a building where line-of. 

 sight reception to the satellite can be secured. In fee 
higher frequency bands such as Ku band, used for TV-DialS 
for which no allowance for blockage is made in the  
satellite link budget, would be quite appropriate for such 
fixed reception since a more directional receiving antenna 
(e.g., parabolic antenna) can be permanently installed . 

 Some satellite sound broadcasting systems directed at fixe 
 receivers exist in various areas of the world using sub-

carriers on existing C-band and Ku-band TV satellites. 

Portable reception 

When the service is to be directed at portable receivers, the 
assumption has to be that the receiving antenna will have a 

 limited directivity and gain to reduce the need for accurate 
aiming. This is more demanding in terms of satellite 
power and, in order to maximize the effective aperture d 
the receivé antenna for such a low directivity required fhr 
vehicular reception, a lower operating frequencY is 

 preferable. This is why the range 1.5-2.6 GHz Was 
 preferred for this type of service. Furthermore, the amount 

of possible blockage in the case of portable reception  
varies widely. For a "cooperative listener" (e.g., short' 
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wave type listening) who would take the necessary steps to 
bring his receiver in line-of-sight with the satellite, the fade 
margin on the satellite link can be reduced to a few dB's 
(e.g., 5 dB) to allow reception through typical tree canopy. 
In such case, the satellite power required is still within a 
reasonable range. 

However, if the service is to be provided to listeners 
equipped with portable receivers for which line-of-sight 
reception is not always possible, the fade margin needs to 
be much larger (e.g., 25 dB) to allow the receiver to use 
Signal reflections from neighboring buildings. If indoor 
reception is to be secured for these portable receivers, an 
additional fade margin needs to be included (e.g., 15 dB 
(Ypical building penetration losses). Furthermore, if the 
service is to be provided to wearable devices (e.g., 
“WalkmanTm") for which the receiver RF front-end has to 

O  through more stringent compromises, this would result 
into some further fade allowance (e.g., 5 dB). It is clear 
that in this case, the power requirement from the satellite 
would be excessive and other means to provide the 
required service availability have to be used as described in 
the  following sections. 

Vehicular reception 

An important part of the market for such digital radio 
broadcasting services is car reception. In this case, there is 
no possibility for a "cooperative listener" since the listener 
Would have no choice but to follow the road whether it is 
line-of-sight to the satellite or shadowed by buildings, 
hills, etc. Furthermore, the car-receiving antenna will have 
r° be omni-directional in the horizontal plane to allow for 
consistent reception independent of the direction of the 
vehicle. This results in a limited antenna gain except for 
the cases where the satellite could be received from zenith 
in all locations. Vehicular reception in a city core is 
another level of difficulty where little can be done to 
linprove the situation. Here again, a satellite alone cannot 
Provide for adequate reception in all cases. A study 
sPonsored by the FCC in the US [1] confirmed that the 
sound BSS systems have to provide for a 'seamless' 
coverage over the entire service area to allow for reliable 
vehicular reception. 

IMPROVING SERVICE AVAILABILITY 
biereasing the elevation angle at which the satellite signal 
is received is the main factor allowing a reduction of 
shadowing and consequently an improvement of service 
availability. This can be done, in the case of a low latitude 

()untrY, by locating a geostationary (GEO) satellite at a 
.°n8itude as close as possible to that of the center of the 
area to be covered. In the case of a higher latitude country, 
satellites on highly elliptical orbits (HEO) for which the 
aPogee is located over the area to be served are more 
aPProPriate. However, a high elevation angle is difficult to 

hitain over extended coverage areas since lower 
elevation angles are experienced at the edges away from 
rile satellite apogee. Even in the best case, i.e., signal 
reception from zenith, there is still a residual service  

outage that would be caused by highway overpasses, 
tunnels and downtovvn core, not to mention indoor 
reception [2]. 

In the work of the ITU-R, an approach to keep the satellite 
power at a reasonable level has been to include a fade 
margin of some 5 dB to cover for most of the fades caused 
by foliage, and to assume that other means would be used 
to compensate for attenuation due to blockage [3]. These 
other means are the positioning of the satellites at high 
elevation angles, the use of redundant satellites with a 
relatively large orbital separation to build diversity in the 
transmission, and finally, the use of terrestrial re-
transmitters. Increasing attention is being put on the latter, 
since it is the only means by which these specific reception 
problems can be completely resolved. The advantages and 
constraints related to the use of terrestrial re-transmitters 
are described below. 

SYSTEM CONCEPTS FOR LARGE AREA COVERAGE 

A number of system concepts for large area coverage with 
digital radio broadcasting can be identified. They range 
from a satellite directly covering a service area (providing 
for fixed reception, some portable reception and limited 
mobile reception), to a satellite that is only used to provide 
the signal to a large network of terrestrial transmitters. In 
this latter case, any Fixed Satellite Service band can be 
used to feed these terrestrial transmitters. 

In between, the satellite broadcast coverage is provided 
first over a large area and then complemented by a 
network of terrestrial repeaters progressively implemented 
to improve the coverage in shadowed areas (e.g., city and 
mountainous environments) and even for indoor reception. 
This has been called the 'hybrid' satellite/terrestrial 
approach. This concept was initially described by Ratliff 
et al in 1990 [4] and later refined at CRC [5,6,7,8]. The 
coverage can also be secured by the initial deployment of a 
terrestrial network of transmitters which is later 
complemented by satellite broadcasting where it no longer 
makes economic sense to do it terrestrially (e.g., rural). 
Although the optimum arrangement depends on the size of 
the area to be served, the demographics, the topography 
and other aspects, there is currently a trend towards 
implementing digital radio broadcasting over large areas 
according to the third case, i.e., implementation of a 
broadcasting satellite complemented with terrestrial 
repeaters. We concentrate on this hybrid approach and 
identify the advantages and limits in its applicability, as 
well as the different technologies proposed for its 
implementation by the main players, in the following 
sections. 

RULES AND CONSTRAINTS FOR SEAMLESS 
COVERAGE WITH HYBRID 

SATELLITE/TERRESTRIAL SYSTEMS 

There are two ways to implement a hybrid satellite/ 
terrestrial digital radio broadcasting system: a) both 
satellite and terrestrial repeaters transmit on the same 
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frequency, and b) satellite and terrestrial repeaters transmit 
on two different frequencies in the same broadcast band. 

Same frequency for satellite and terrestrial transmission 

The two key advantages of this approach are that it is 
spectrum efficient and that it allows for the use of a single 
receiver cormected to both the satellite and the terrestrial 
receive antennas to provide a seamless reception. This is 
possible if the receiver can operate adequately in the 
`multipath environment' created by this double reception. 
For the purpose of this discussion, it is assumed that the 
EU-147 DAB system is used. This system was developed 
especially to remove inter-symbol interference (ISI) 
caused by signal multipath using a Coded-Orthogonal-
Frequency-Division-Multiplex modulation (COFDM) 
which includes a Guard Interval (GI) at the beginning of 
each transmitted symbol (containing most of the ISI), 
during which the received signal is discarded [3, 11]. The 
performance of this modulation scheme is compared to 
two other transmission techniques in the following 
sections. 
There is an intrinsic limitation on the terrestrial repeater 
power to avoid affecting the satellite coverage in fringe 
areas. The cause of the potential problem is that there is a 
distance from the terrestrial repeater where the signal 
generated by this repeater can impair the reception of the 
satellite signal. This occurs when the repeated signal 
creates an echo of sufficient amplitude falling outside of 
the GI, therefore creating an excessive level of ISI. The 
area over which this phenomenon can occur is a crescent-
shaped area near the terrestrial repeater in the direction of 
the satellite [3,5]. 

TABLE 1: Maximum ERP from a terrestrial on-
channel repeater using an omnidirectional re-transmit 
antenna to avoid interference into the satellite coverage. 

MODE II MODE IV 

EHAAT (GI= 62 Ils) (GI = 123 us)  

linl Elevation angle Elevation angle 

300 60° 30° 60° 

25 110W 300W 4000 W 10000 W 

50 20W 70W 1000 W 2300W 

100 4W 18W 250W 700W 

200 < 1 W 3W 40W 180W 

The way to eliminate this destructive area is to keep the 
power of the terrestrial repeater in the general direction of 
the satellite below a specified level. Typical maximum 
effective radiated power (ERP) values for terrestrial 
repeaters using omnidirectional transmit antennas were 
developed at CRC and are given in Table 1 as a function 

of the Effective Height Above Average Terrain (EHAAT) 
of the transmit antenna, the elevation angle at the satellite 
and the width of the GI, which is related to the 
transmission mode in the case of the EU-147 DAB system 
[6]. Much more powerful on-channel repeaters can be 
used if directional transmit antennas aimed away from the 
satellite are used as shown in Figure 1 [9]. The feeding  of  
these repeaters can be either from the satellite directly or 
from the closest repeater in the direction of the satellite 
through either RF pickup, RF microwave link or fiber 
optic distribution. 

FIGURE 1: Service coverage of a given area for 
Eureka-147 DAB at 2.3 GHz requiring 9 directional 
repeaters of 8 kW ERP each at 100 metre EHAAT. 

There is also a requirement for a very large isolation 
between the receive and transmit antennas of the terrestrial 
repeater. Such isolation can be achieved through a careful 
combination of local blockage from the surrounding 
physical structures as well as through controlled sidelobes 
for the transmit and receive antennas. Isolation of the 
order of 86 dB was successfully achieved at CRC using 
standard off-the-shelf equipment and it is felt that isolation 
greater than 105 dB could be achieved with custom 
developed antennas and careful siting [8]. As an ultimate 
measure, the isolation can be improved further by locating 
the receive antenna at a different site than the transmit 
antenna and providing the signal to the repeater through a 
microwave or fiber optic link [7]. 

Different frequencies for satellite and terrestrial 
transmissions 

In this case, the spectrum requirement is twice that of the 
previous case and each receiver needs two RF front-ends 
tuned to two different channels. Hôwever, the power  from  
the repeaters does not need to be restricted, as described 
above, to preserve the satellite coverage in the fringe areas 
of the repeaters. The repeater implementation is simPler 
because of the possible isolation improvement through 
channel filtering. This can even be avoided if the repeaters 
are fed by another satellite in a different frequency baud . 

 Although less spectrum efficient, this allows complete 
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decoupling between the feeding of terrestrial repeaters and 
the satellite coverage. When multiple gap-fillers are used, 
the same rules as for the implementation of terrestrial 
single frequency networlcs need to be applied [3]. 
Operating the satellite and the terrestrial repeaters on 
different frequencies also brings the possibility of using 
different transmission techniques on the two different 
broadcast channels. We will see later that this may 
actually be the overwhelming reason for using different 
frequencies for the satellite and the terrestrial portions of 
the system. 

OPTIMUM SIGNAL TRANSMISSION FOR 
SATELLITE REPEATERS 

A number of systems have been developed or are still 
being developed for satellite sound broadcasting. Studies 
conducted in the ITU-R and in WorldDAB *  lead to the 
u°mParison of the best technologies to be used in the 
context of a sound BSS augmented by terrestrial repeaters. 
The main technologies considered are: 

- Single carrier modulation using QPSK and time-
division multiplexing (TDM) [10] 

- Multicarrier modulation using QPSK and frequency-
division multiplexing (FDM) [3,11], and 

- Single carrier modulation using QPSK and code-
division multiplexing (CDM) [12]. 

The merits of each of these technologies are summarized 
in Table 2. As can be seen, there is a clear advantage in 
using TDM over satellite because of its near constant 
amplitude QPSK modulation. The quasi-constant 
envelope modulation allows the transponder to be 
maintained close to saturation and therefore maximizes the 
Power available at the output of the transponder. 

k _The difference in required transponder output power 
uetween TDM and FDM can be explained as follows [13]: 

- Difference between coherent and differential 
detection: 2.9 dB 

- Presence of the guard interval in EU-147 
DAB system: 1.0 dB 

—Use of Reed-Solomon (223, 255) block 
coding in the TDM system: 0.6 dB 

• Reduction in transponder output back-off for 
the single-carrier modulation: (TWTA) = 2.6 dB 

(linear HPA ) = 2.2 dB 
1This results in total differences of 7.3 dB and 6.9 dB for a 
LAWTA and a perfectly linearized HPA respectively. The 
›a"vantage of the CDM modulation as compared to FDM is 
' eekoned to be about 3.9 dB because of the presence of 
ebherent detection and the absence of a guard interval, in 
:r te  of the fact that the signal envelope of the CDM RF 
sIgnal varies  with time like in the case of FDM. 

International Forum whose mandate is the promotion of „ 
:te  EU-147 DAB system (ETSI Standard ETS 300 401) for 
'errestrial and satellite sound broadcasting. 

However, the situation is quite different in the case of the 
terrestrial repeaters. There is a clear advantage for the 
FDM approach (EU-147 DAB system) because reliable 
reception in a multipath environment can be obtained by a 
much simpler receiver. As indicated in Table 2, COFDM 
only requires time synchronization that is sufficiently 
accurate to ensure that most of the energy from the various 
signal echoes (passive and active) fall within the GI. In 
the case of the two other techniques, complete channel 
estimation in amplitude, phase and excess delay is needed 
to allow signal recovery. In a vehicular situation, this 
complete channel estimation needs to be updated in real 
time and can require excessive computational power at the 
receiver considering the current state of technology. 

Furthermore, in the TDM case where a time-domain 
channel equalizer is required, it is lcnown that a single 
echo needs to be at least 6 dB higher than any other 
received signal to allow a typical decision directed 
feedback equalizer algorithm to converge [14]. Such 
condition cannot be maintained in a moving vehicle and 
reception drop-out is likely to occur. On this basis, it 
seems clear that FDM (EU-147 COFDM) is the best 
transmission technique to be used for the terrestrial re-
transmitters. 

Although the multicarrier modulation is sub-optimal in 
terms of satellite transmission due to its non-constant 
envelope signal and its differential detection, if one can 
afford the sizeable satellite power, FDM is the best overall 
transmission technique for satellite and terrestrial repeaters 
from the spectrum efficiency point of view. On the other 
hand, if the satellite power requirement is considered to be 
excessive and only one frequency is available, CDM 
becomes preferable since it allows for a reduction in 
satellite power at the cost of more complex receivers. 
However, if two different frequencies can be used, the best 
arrangement is for TDM transmission to be used over 
satellite and FDM transmission to be used for the 
terrestrial repeaters. 

FIGURE 2: Vehicle equipped for S-DAB and T-DAB 
reception 

RECEIVER GATEWAY ANTENNA 

To allow the reception of two different modulations by a 
Digital Audio Broadcasting (DAB) receiver in the context 
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TABLE 2: Comparison of the merits of the three proposed modulation systems 
for satellite and terrestrial Digital Radio Broadcasting 

WorldSpace MediaStar Toshiba-ARIB 
Parameters Single-carrier EU-147 DAB multi- Coded division 

modulation carrier modulation modulation  
Modulation QPSK-TDM QPSK-COFDM QPSK-CDM 

Data throughput 1 584 kbit/s 1 152 kbit/s (FEC=1/2) 40 * 236 kbit/s 

Channelling 1 840 kHz 1 536 kHz 25 MHz 
bandwidth _ 

Satellite 
reception Required Eb/No 2.7 dB 7.2 dB 4 dB 

in AWGN channel 
(BER= 10) - 
Advantage of the 7.3 dB (TWTA) 0 dB (reference point) 3.9 dB 
modulation on the 6.9 dB (linear HPA) (multi-carrier modulation, (coherent demodulation) 
satellite link (constant envelope guard interval, differential 

modulation, coherent demodulation) budget demodulation) ... 
Impact of Need complex channel COFDM requires a partial Need de-spreading code 
terrestrial repeater estimation and time -FFT in the receiver. It was acquisition and tracking, 
on receiver equalizer before coherent optimized for terrestrial complex channel estimation 
complexity. QPSK demodulator [9]. multipath propagation. and RAKE receiver [9]. 

Level of channel Complete channel Adequate timing of the start Complete channel 
estimation estimation (amplitude, of the symbol is needed for estimation (amplitude, 
required in the phase, excess delay) is FFT windowing. Most of phase, excess delay) is 
receiver needed for the operation the energy from the impulse needed for the operation of 
(com plexity). of the channel equalizer response of the multipath the RAKE receiver in a 

in a multipath channel has to be contained multipath environment. 
environment , within the guard interval. - 

Vehicular Computation complexity Possible trade-off between Computation complexity 
Terrestrial reception increases rapidly with immunity to Doppler spread increases rapidly with 
reception variability of the channel (for a given vehicle speed variability of the channel 

(Doppler spread and carrier frequency) and (Doppler spread 
proportional to vehicle extent of the guard interval proportional to vehicle 
speed and carrier in selecting the system speed and carrier frequency) 
frequency) and extent of transmission mode, and time window covered 
equalization window [9]. by  the RAKE receiver.  

Use of multiple Possible but creates Maximum repeater spacing Possible but there could be 
on-channel instability in the equalizer is related to the extent of the ambiguity in echo,  excess 
repeaters if repeater signals reach guard interval, delays when it is beyond the 

the receiver at the same symbol period. Maximum 
amplitude. Maximum repeater spacing is related 
repeater spacing is related to the extent of the time 
to the extent of the window covered by the 
equalizer window. RAKE receiver. 

of a hybrid sound BSS system, DASA (Daimler-Benz 
Aerospace AG) proposed a 'gateway antenna' to provide 
for the coupling of a TDM satellite transmission to a 
terrestrial DAB receiver optimized for FDM terrestrial 
transmission using the EU-147 DAB system [15]. Such a 
'gateway antenna' would be an active antenna containing 
all the electronics to demodulate the QPSK signal from the 

satellite, re-multiplex part of the received data and re, 
modulate it into a EU-147 DAB compatible signal 
receivable at VHF by a Terrestrial DAB (T-DAD) 
receiver. 
Further work was done on this approach at CRC and Wes 
contributed to the WorldDAB Module 4 discussions. The  
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FIGURE 3: Simplified S-DAB gateway antenna assuming common multiplex structure on S-DAB and T-DAB 
and baseband data input to the T-DAB receiver 

aitn was to review this 'gateway antenna' proposal and try 
to reduce its complexity to a minimum [16]. Figure 2 
shows how the reception of a hybrid satellite/terrestrial 
broadcast service impacts the implementation of the 
receive antennas on a car. Figure 3 shows a block diagram 
of the necessary electronics for the proposed simpler 
version of the 'gateway antenna', which is to be physically 
located at the base of the Satellite DAB (S-DAB) phased 
array antenna. 

The terrestrial repeaters are to use the EU-147 DAB 
transmission format to counter multipath in the terrestrial 
environment, and it is assumed that the same data 
in.  ultiplex structure will be used over the satellite channel 
including FEC, time interleaving and the Fast Information 
Channel [3]. This will allow the gateway antenna that is 
t° be added in front of the T-DAB receiver for S-DAB 
reception to simply become a coherent QPSK 
demodulator. 

In make this simpler gateway antenna possible, it is also 
assumed that the T-DAB receiver will accept the bit 
stream from the gateway antenna directly through its bi-directional Radio Data Interface (RDI). This way, the data 
,stream can be fed directly to the T-DAB receiver at 
naseband or through an infrared link. A second 
requirement is that the T-DAB receiver can provide for S-
bA-B channel tuning through its man-machine interface 
end send the control back to the gateway antenna, 
therefore ensuring proper remote control of the satellite 
channel tuning. The T-DAB receiver also needs to supply 
I3C Power for the operation of the active gateway antenna. 
If these interface requirements can be met in the 
manufacturing of the T-DAB receivers, the S-DAB 
eAsteway antenna can become a relatively simple optional 
sud-on that could be acquired later when the satellite 
service becomes available. Conversely, for the S-DAB 
Prnviders, the launch of the service would be facilitated 
%lee they could rely on the fact that the T-DAB receivers 
sireadY on the market could be easily upgraded for 
satellite reception through the addition of this gateway 
entelma. 

It should also be noted that the use of the EU-147 DAB 
multiplex on the single carrier QPSK signal transmitted 
over the satellite allows for a comparatively simple 
implementation of the terrestrial repeaters since the 
demodulated data stream only needs to be re-modulated 
through a FFT before being frequency converted and 
transmitted. 

CONCLUSION 

The most challenging reception environments for sound 
BSS are the portable, indoor and vehicular reception. 
Beyond trying to secure the highest possible elevation 
angle from the satellite over the whole service area, the 
reception availability can only be improved further by the 
use of complementary terrestrial repeaters. Seamless 
coverage can only be achieved through hybrid 
satellite/terrestrial operation. 

If spectrum is at a premium, the optimum solution for 
providing wide area coverage from satellite in a seamless 
fashion is the use of the multicarrier modulation technique 
(i.e., EU-147 DAB) over the satellite and its re-
transmission by terrestrial repeaters. This costs some 7 dB 
in satellite power compared to a single carrier modulation 
but allows the use of the same frequency on satellite and 
terrestrial transmissions and the same receiver to capture 
the program from either satellite or terrestrial 
transmission. The other possibility is the use of the code-
division multiplex (CDM) system which would provide a 
possible reduction of 4 dB in satellite power over the 
multicarrier technique at the cost of more complex 
receivers. In such cases, care has to be taken in 
implementing the terrestrial repeaters because of the fact 
that the same frequency is being re-used. There are some 
general rules that need to be applied with respect to the 
maximum allowable ERP of the terrestrial repeaters, the 
directivity of their transmit antennas, their physical 
location and the isolation that needs to be provided 
between the receive and transmit antennas. 

If two different frequencies can be used for satellite 
transmission and terrestrial augmentation, the overall 
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optimum is achieved with the use of a TDM technique 
over satellite and a FDM technique (i.e., EU-147 DAB 
COFDM) for the terrestrial repeaters. In order to keep the 
system implementation simple, the satellite transmission 
should carry the same data multiplex as that transmitted by 
the terrestrial repeaters. This would result in a simple S-
DAB gateway antenna that would demodulate the satellite 
signal and deliver it at baseband to the T-DAB receiver. 

Some requirements need to be placed on the T-DAB 
receiver (e.g.,  hi-directional RDI and remote tuning of the 
satellite channel) to make it possible, and these will need 
to be taken into account early in the process to allow a 
harmonious implementation of S-DAB as a follow-up to 
the current implementation of T-DAB around the world. 
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a constellation of GEO (geosynchronous earth orbit) 
satellites. The Tracking and Data Relay Satellite 
System (TDRSS) used by NASA represents such a 
system [2]. The TDRSS consists of three GEO 
satellites and a ground terminal facility located at 
White Sands, New Mexico. The system can transmit 
and receive data, and track a LEO user spacecraft for 
100 percent of its orbit. 

A network comprised of a terrestrial site, a 
constellation of three GEO satellites and a LEO 
satellite is modeled and simulated. Continuous 
communication between the terrestrial site and the 
LEO satellite is facilitated by the GEO satellites. The 
LEO satellite has the orbital characteristics of the 
International Space Station. Communication in the 
network is based on TCP/IP over ATM, with the 
ABR service category providing the QoS, at OC-3 
data rate. The OSPF protocol is used for routing. We 
simulate FTP file transfers, with the terrestrial site 
serving as the client and the LEO satellite being the 
server. The performance characteristics are presented. 

INTRODUCTION 

The International Space Station (ISS) is a LEO (low 
earth orbit) satellite which needs continuous 
communication with a terrestrial location so that 
services such as communications, tracking, telemetry 
and data acquisition can be provided. An extensive 
worldwide network of tracicing and communication 
ground stations could provide this type of service. 
Since each ground station can communicate for very 
brief periods of time when the ISS is in line of sight, 
an elaborate terrestrial network of ground stations is 
necessary for global coverage [1]. The cost of 
maintaining, operating and upgrading this worldwide 
network is prohibitive. 

An alternate approach to facilitate communication 
between the terrestrial location and the ISS is to use 

In this paper, we consider a constellation of three 
GEO satellites, with orbital characteristics similar to 
the TDRSS satellites, which can provide 100 percent 
global coverage. Unlike the TDRSS satellites, which 
are bent-pipe systems, the GEO satellites in this paper 
function as routers in a network. Our GEO satellites 
are also assumed to have inter-satellite links. A LEO 
satellite, such as the ISS, can communicate with the 
White Sands Ground Terminal (WSGT) via the GEO 
constellation [3]. Our objective in this paper is to 
determine the performance characteristics for 
communication between the ISS and the WSGT, 
using the GEO constellation. The communication is 
based on TCP/IP over ATM at 0C-3. We present a 
comprehensive set of simulated performance 
characteristics -- throughput, end-to-end delay and 
server utilization -- for a range of FTP file sizes. 

SATELLITE NETWORK 

The network consists of a ground terminal at the 
White Sands Ground Terminal (WSGT), White 
Sands, New Mexico; three GEO satellites which 
provide worldwide coverage and the International 
Space Station in a LEO orbit. The WSGT is 
responsible for the command, telemetry, tracking, and 
control of the GEO constellation and the ISS. The 
three GEO satellites, GE0-1, GEO-2 and GEO-3 are 
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positioned over the Equator at 41 0  West, 275° West 
and 174.3° West longitude, respectively. These 
satellites are at an altitude of 22,300 statute miles 
(35,888 kilometers) and orbit geosynchronously. The 
GE0-1 satellite is in direct line-of-sight 
communication with WSGT. The simulation of the 
ISS, which is a LEO satellite, is based on the 
following orbital characteristics: semi-major axis = 
6734.32 km, eccentricity = 0.0014064, inclination = 
51.66°, right ascension of the ascending node 

eer«,1(114.  
I I _ 

45 

243.89°, mean anomaly = 222.30° and argument of 
perigee = 137.91 ° . The network is illustrated in 
Figure 1 
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The ISS communicates with the WSGT through the 
GEO satellites. The topology is such that the WSGT 
communicates solely with GEO-1. The GEO-2 and 
GEO-3 satellites can communicate directly with 
GEO-1, but not with each other. The ISS 
communicates with the closest GEO satellite. All 
communication in the network between the ISS, the 
GEO satellites, and the WSGT is at OC-3 (155 
Mbps). 

NODE ARCHITECTURES 

The node architectures of the terrestrial client, GEO 
router and the LEO server are depicted in Figure 2. 

The WSGT and the LEO satellite communicate using 
a client-server paradigm of interaction. The LEO 
server application waits passively for contact, while 
the client initiates communication actively. The node 
architecture of the terrestrial site consists of the 
application-level FTP client using TCP/IP over ATM. 
The ATM layer uses the ABR (Available Bit Rate) 
service category. The OSPF (Open Shortest Path 
First) protocol is used for routing. The node 
architecture of the LEO is complementary to the 
terrestrial client, and has the application-level server. 
The three GEO satellites function as routers and their 
node architectures are comprised of IP over ATM, 
with OSPF being again used for routing. 
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TCP/IP OVER ATM 

The TCP layer implements connection-oriented, 
reliable, byte stream transport using the potentially 
unreliable datagram service provided by the IP layer 
[4]. TCP is used to establish and terminate 
connections using three-way handshake protocols. 
Sliding window based flow control is used to prevent 
the transmitter from overwhelming the receiver with 
data. Reliability on an end-to-end basis is achieved 
bY using acknowledgements. The retransmission 
time-out (RTO) is dynamically varied using 
Jacobson's algorithm. To avoid the retransmission 
ambiguity problem, Karn's algoritlun is used. For 
congestion avoidance and control, the slow-start 
algorithm is used. The silly window syndrome is 
avoided using Nagle's algorithm. 

The IP layer is a connection-less network protocol 
which enables the integration of heterogeneous 
networks. It provides an unreliable datagram service. 
Routing across multiple networks is the responsibility 
of the IP layer. The IP layer allows data to be 
interpreted consistently as they traverse the network. 

The ATM is a streamlined protocol with minimal 
error and flow control features, which reduces the 
number of overhead bits for each cell and therefore 

the overhead involved in the processing of each cell 
[5]. This combined with the fixed-size cells of ATM 
enables it to operate at high data rates. The ATM 
layer provides connection-oriented, in-sequence, 
unreliable, and guaranteed quality-of-service cell 
transport. The ABR service category of ATM is 
intended for bursty traffic sources whose bandwidth 
range is known approximately. An application using 
ABR specifies the minimum cell rate (MCR) required 
and the peak cell rate (PCR) at which it will transmit 
cells. The network then allocates resources to ensure 
that all ABR applications receive at least their MCR 
capacity. ABR is the only service category in which 
the network provides explicit feedback to the sources, 
asking them to reduce the transmission rate in the 
presence of congestion and thus enabling the fair 
allocation of resources. 

RESULTS 

To investigate the performance of TCP/IP over ATM 
using ABR in a constellation of GEO satellites, we 
simulated file transfers using FTP. The requests for 
transfers are generated by the client at WSGT using a 
Poisson distribution with a mean of 5 requests per 
hour. Each request results in one TCP session, which 
transfers the file from the server on the ISS to the 
client. The average size of the files is modeled using 
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In our simulations, we monitored the number of FTP 
requests submitted to the transport layer by the 
application layer of the client, and the corresponding 
number of FTP responses received by the application 
layer of the client. As both plots are nearly identical, 
Figure 3, we conclude that although the ISS is 
circumnavigating the earth in its orbit, the satellite 
network is functioning so as to allow continuous 
communication from the ISS to the terrestrial client 
even if there is no line-of-sight communication. 
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a normal distribution. Results are presented for a 
range of means: 60 KB, 300 KB and 1500 KB. The 
simulation results are for one-half day (43,200 
seconds) of operation of the satellite network for the 
indicated file sizes. Since the orbital period of the 
ISS is 91.66 minutes, these simulations will involve at 
least 7.86 orbits. 

The conformity of the plots indicates that for every 
request sent by the client, a respopse follows shortly 
thereafter. This simulation is for 6,000 seconds, 
which is adequate time to simulate a single LEO orbit 
of 5,499.6 seconds. Additionally, we examined the 
end-to-end (ETE) delay, which is the time from the 
transmission of a request from the FTP application in 
the client to the time a response packet is received by 

the client. For this test we used a high mean file 
transfer rate of 10 files per hour and a small mean file 
size of 5 KB. The ETE delays were of the order of 
200 ms, approximately the round-trip time delay in 
transmitting a message and receiving a response from 
a geosynchronous satellite. Figure 4 is a plot of the 
ETE delays in the scenario just described, for one-
half day of operation (43,200 seconds). 

Figure 4 

The fact that the server was utilized only for about 
25,000 seconds was determined by the number of file 
transfers, which is a random variable, and the file 
sizes, which is also a random variable. The plot of 
end-to-end delay is oscillatory in accordance with the 
fact that the elliptical orbit of the ISS is also 
oscillatory. Points on the curve which are minima 
correspond to those times in the simulation when the 
ISS is closest to the GEO-1 satellite which 
communicates directly with the client. After the 
server stops transferring files at approximately 25,000 
seconds, for the remainder of the simulation, the end-
to-end delay is determined by the rate at which the 
client processes the accumulated files in its queue and 
hence the essentially constant nature of the delay. 
Any deviation from a constant end-to-end delay is not 
due to the randomly chosen file transfer sizes, which 
are centered about the mean; but it is due to the 
propagation delay through space. 

The throughput represents the average number of bits 
successfully received or transmitted by the receiver or 
transmitter channel, as the case may be, per unit time 
in bits per second. At various points in time, the 
throughput is essentially the running average from the 
start of the simulation up to that point. The 
throughput for the communication path consisting of 
the LEO server, GEO-3 satellite, GEO-1 satellite and 
the terrestrial client at WSGT is shown in Figure 5. In 
Figure 5(a), the throughput shown is for 
communication between the transmitter on the LEO 
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The FTP response time, which is the end-to-end delay 
measured from the initiation of a request from the 
FTP application in the client to the completion of the 
file transfer, is shown in Figure 7 for 60 KB file 
transfers. There are two reasons for the periodic 
variation of this statistic. First, the round-trip 
propagation delay from the terrestrial client to the 
LEO server depends on the orbit of the LEO satellite 
and its position relative the satellites in the GEO 
constellation. This delay has a periodic behavior. 
Second, the end-to-end delay is dependent upon the 
queueing and processing delays at the server. This is 
a function of the file size and the frequency of the file 
transfers. The FTP response time for 60 KB files 
varies from 3 seconds to 6 seconds. Since the 
throughput for 60 KB files is low in comparison to 
the data rate of the channel (Figure 5), the large end-
to-end delay is due to the slow server, i.e., the 
processing and queueing delays in the server. 
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server and the receiver on the terrestrial client for 60 
KB files. This throughput is determined by the 
frequency of the requests for file transfers, the 
average size of each file and the data rate of the 
channel. As expected, the throughputs of the LEO 
transmitter and client receiver are almost identical, 
and the client receiver throughput is offset from the 
LEO transmitter throughput due to the propagation 
delay. Also, the client receiver throughput is slightly 
more than the transmitter throughput because the 
client receives duplicate packets from the GEO-2 
satellite. In Figure 5(a), the sharp increases in 
throughput correspond to those periods when the 
LEO is in direct line-of-sight comtnunication with 
GEO-3 and the server on the LEO is transferring a 
file to the terrestrial client. The throughput in the 
forward direction, i.e., from the client transmitter to 
the LEO receiver via GEO-1 satellite and GEO-3 
satellite is shown in Figure 5(b). The LEO receiver 
has a higher throughput since it receives duplicate 
packets from the GEO-2 satellite. 
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A similar set of results for 300 KB files is shown in 
Figure 6. 
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Figures 8 and 9 show the FTP response time for 300 
KB and 1.5 MB files, respectively. As the file transfer 
size increases, the queueing and processing delays in 
the server lead to excessive end-to-end delays. 

Figure 8 
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Figure 7 

CONCLUSIONS 

In this paper a network comprised of a terrestrial site, 
a constellation of three GEO satellites and a LEO 
satellite with orbital characteristics of the 
International Space Station was modeled and 
simulated. The communication in the network is 
based on TCP/IP over ATM with the ABR service 
category providing the QoS. The OSPF protocol was 
used for routing. We simulated FTP file transfers, 
with the terrestrial site serving as the client and the 
LEO satellite being the server. A comprehensive set 
of performance characteristics — throughput, end-to-
end delay and server utilization — for a range of FTP 
file sizes were presented. When the file sizes 
increase, the end-to-end delays are quite large; this is 
due to the processing delay in the server. Since the 
orbital characteristics of the US Space Shuttle are 
similar to that of the International Space Station, we 
expect similar performance characteristics. 
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ABSTRACT 

The possible integration between a scientific 
satellite for data collection from remote areas and 
mobile integrated networks is analysed. It is found that, 
according to the universal communications aim, this 
integration could be usefully exploited from both sides. 
In fact, the experimental system could become a content 
provider in the frame of the UMTS (Universal Mobile 
Telecommunications System) architecture and, on the 
other end, existing mobile networks could be usefully 
exploited in the frame of the scientific mission 
operations. The potential synergy between the two 
contexts is investigated in the paper. 

INTRODUCTION 

The Italian Space Agency (ASI) has recently issued 
a "Call of Ideas" for gathering proposals about small-
satellite-based scientific missions [1]. Only a few of 
those proposals has been selected for the phase A study, 
that has been concluded on December 1998 [2]. Among 
them, the telecommunications mission DAVID (DAta 
and VIdeo Distribution), proposed by F.Vatalaro, M. 
Ruggieri and A.Paraboni on an initial idea of 
F.Vatalaro, is presently in the process of being selected 
to be developed in the next years and likely launched in 
2003 [3]-1[7]. 

This missions aims at the deployment of two 
communications scientific experiments. One of them, 
Proposed by the Politecnico di Milano, aims at testing 
the feasibility of a satellite system able to allocate 
dYnamically the on-board power resources, accounting 
for meteorological data [3]-F[7]. 

The other experiment (Data Collection ExperiMent 
at W-band , DCEW), proposed by the Universita' di 
Roma Tor Vergata, aims at testing the feasibility of a 
satellite system for the exchange of large amount of 
data from a number of content providers to fixed users. 

The system envisages a link in W-band and a Ka-
band Inter-Satellite-Link towards the ESA ARTEMIS 
satellite, exploiting its gateway station in Redu to reach 
the finals users through INTERNET [3]+[7]. 

In the frame of the phase A study an important area 
of investigation has concerned the identification of 
experimental users in the DCEW, exploiting DAVID to 
collect their scientific data and forwarding them to 
specified final users. A very promising class of 
potential experimental sites are the scientific bases in 
the Antarctic region. Those sites, which belong to 
various countries with claims or simply scientific 
activities in the Antarctic area, usually store on tapes 
the scientific data gathered in the frame of the summer 
and winter campaigns. The tapes are then shipped to the 
original countries. In this frame, DAVID represents an 
interesting opportunity to the Antarctic sites to try a 
different way of transferring their scientific data at 
home. 

The performed analysis show that the amount of 
scientific data produced daily, for instance, in the frame 
of the Antarctic Italian bases are fully compatible with 
the envisaged payload features (e.g. in terms of on-
board storage capability) [8]. The highlighted capability 
of the experimental mission opens the way to various 
co-operation scenarios between DAVID-based systems 
and mobile integrated networks. 

In the paper the above scenarios are explored, 
highlighting and quantifying the impact of this co-
operation of the performance and complexity of the 
DAVID mission. 

INTEGRATION SCENARIO: CASE 1 

The first scenario of co-operation between DAVID 
and mobile networks moves from the basic service 
architecture envisaged for the UMTS, where the 
terrestrial and satellite mobile components will be 
highly integrated ( Fig.1 [9]). 
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Fig.1 - UMTS basic architecture and interfaces [9]. 

A further piece of the mosaic is given by the 
highlighted capability of the DAVID system to collect, 
forward and locate on INTERNET huge amount of 
scientific data, produced in extremely remote areas of 
the Earth. In the previous section, the Antarctic stations 
have been pointed out as a very suitable application of 
the DAVID experimental service. Nonetheless, sites 
where Earth observation data are gathered by means of 
dedicated satellites or sky observatories located in 
remote mountains, as in the southern American 
countries, or maritime remote sites, such as oil tanker 
platforms, are further examples of possible remote sites 
where scientific data can be gathered and collected 
through  DAVID.  

The architecture of the DCEW is depicted in Fig.2, 
where the LEO/GEO Satellite Network includes the 
DAVID satellite, which is envisaged in low Earth orbit, 
the geostationary ARTEMIS satellite and the inter-
satellite link between the two. The architecture 
envisages also links - not shown in the figure - in the 
opposite direction (2 Mbit/s), which can be in particular 
exploited to remotely control the experiments 
conducted in the remote sites. 

The scientific data source represents the remote 
station where the data to be collected are gathered; the  

mirror provider offer an interface between the data 
transported through ARTEMIS to Redu and INTERNET. 

The possible interaction between the architecture 
depicted in Fig.1 and the structure of the DCEW - and of 
a related future operational system - is the following: the 
architecture in Fig.2 is able to offer a volume of data not 
otherwise available, due to the remote location of the 
sites where the data are collected. In addition, the nature 
of this data is very peculiar, because they are scientific 
and related to particular experiments conducted in 
remote regions of the Earth. 

Therefore, the DCEW could be seen as a content 
provider, that through proper interfaces - could be 
exploited by other networks and, in particular, by the 
UMTS architecture. 

The above concept is sketched in Fig.3, where two of 
the parameters that characterise the DAVID-based 
content provider are highlighted: 

• R, is the data collection rate in the W-band up-
link of the DAVID system; 

• Ra  is the available data rate at the ARTEMIS 
gateway. 

LEO/GEO 
Satellite 
Network 

Fig.2 - Network architecture of the DCEW. 
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DAVID-based Content Provider 

Fig.3 - Possible integration scenario with UMTS 

In Fig.4 further parameters of the DAVID system, 
that can be used in its characterisation as content 
provider to the UMTS, are highlighted. In particular, 
they consists of: 

• R 1 : data rate of the inter-satellite link; 
• Vd: data volume collectable per day through the 

LEO component. 

In the envisaged architecture for the DCEW, Ri=Ra  
due to the transparent operation of the ARTEMIS 
satellite. 

Fig.4 - Detail of the satellite components interface. 

The data volume V d  (Gbyte) collectable per day 
depends on the time visibility window Tv  (sec) per LEO 
satellite passage, the data collection rate R c  (Mbit/s) in 
the W-band up-link and the number N of satellite 
Passages per day over the site location of the W-band 
terminal. 

The time visibility windows is in the order of a few 
minutes, while the number of useful satellite passages 
per day (i.e. where the terminals sees the satellite with a 
suitable elevation that allows positive link margins) is 
one or two, depending of the site location. 

In Fig.5 and Fig.6 Vd is displayed as a function of 
Tv  and R, for N =1 andN =2 '  respectively. The data P  
rate of 120 Mbit/s is the baseline value identified in the 
phase A study. A storage of the collected data is 
envisaged on-board the LEO satellite and a data rate 
Ri–Ra  =8 Mbit/s has been identified in the phase A 
investigations. 

A further analysis has been performed, relating the 
output performance of the DAVID-based UMTS content 
provider to the technological capabilities of the DAVID 
system. 

In particular, in Fig.7 the achievable data collection 
rate in the W-band up link is evaluated as a function of 
the margin M that can be obtained - with respect to the 
baseline case with Re-120 Mbit/s - through tighter 
requirement to the on-board and on-ground front-ends. 

• 50 M 
• 120 M bis 

— —155 M bis 
---330  M bis 

-a 

0 
60 120 180 

Tv (sec) 

Fig.5 - Daily collectable data volume (N p- 1) 

60 120 180 240 

Tv (sec) 

Fig.6 - Daily collectable data volume (N p-2) 

In Fig.8 and Fig.9 the data collection rate is more 
directly related to the W-band performance of the up-
link. 

10 

240 
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In particular, R, is related to the output power P 
(mW) of the on-ground terminal and the noise figure NF 
(dB) of the on-board receiver, respectively. 

In Fig.8, the three curves refer to the assumption that 
the whole margin M or part of it (M/2 or 3M/4, M in 
linear units) can be obtained through tighter 
specification of the on-ground transmitter. The same 
approach is applied in Fig.9, but referring to the noise 
performance of the on-board receiver. 

In the baseline case of Rj-120 Mbit/s, the on-ground 
power is 200 mW and the on-board noise figure is 8 dB. 

100 
2 4 

M (dB) 

Fig.7 - Achievable data collection rate 
vs. technological capabilities 

INTEGRATION SCENARIO: CASE 2 

In the previously described integration scenario, the 
DAVID-system is seen as a potential provider of an 
integrated terrestrial-satellite mobile network. In this 
second scenario of possible co-operation between 
DAVID and mobile networks, the DCEW could exploit 
existing mobile satellite systems in order to support its 
ground operations. 

In fact, the ground segment operations (satellite 
control, operations control centre, payload control 
centre) generally envisages an exchange of some of the 
data through terrestrial networks. 

Nonetheless, the location of the W-band terminal in 
the Antarctic area or in other remote sites of the Earth, 
where terrestrial networks are not available, indicates 
that the operations information (sach as, for instance, 
those necessary to correctly point the terminal antenna 
prior to the next useful satellite passage) can be 
transferred in two ways: 

• through the return link of the DCEW; 

• through other satellite systems covering the 
remote region of interest. 

Considering the latter option and, for instance, the 
location of the W-band terminal in the Antarctic sites, a 
satellite system serving the poles could be exploited by 
the DAVID ground segment to the above mentioned 
purposes. 

As some of the mobile satellite networks are 
envisaged to cover the poles (hence, in particular the 
Antarctic sites) providing low rate connections at 
reasonable cost, this could represent a further 
opportunity of integration at operations level between 
the DCEW of the DAVID mission and a mobile satellite 
network. 

Fig.8 - Achievable data collection rate 
vs. power capabilities 

6 65 7 75  

NF (dB) 

Fig.9 - Achievable data collection rate 
vs. noise capabilities. 

CONCLUSIONS 

The paper has highlighted two possible co-operation 
scenarios between a communications experiment of the 
scientific mission DAVID and existing or envisaged 
mobile satellite and integrated networks. 

0 6 

364 SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 



Special Services and Applications II 

Both scenarios open a number of points that need 
investigations and further work. 

In particular, the scenario where DAVID could offer 
a content provision to UMTS needs thorough 
investigations on the network interface issues. 

The other scenario, where DAVID could exploit 
mobile satellite networks for ground operations needs 
investigations about the operations modes, the reliability 
of them and a possible degree of integration at terminal 
level. 

Nonetheless, the highlighted scenarios indicates that 
through a proper integration level, the remote sites - 
where valuable data are gathered - could become part of 
the global communications mosaic. 
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ABSTRACT 

TMI Communication's MSAT-1 Network rm provides a 
comprehensive range of telecommunications services to 
mobile, transportable and fixed MSAT (Mobile SATellite) 
CommunicatorsTM throughout North America, Mexico, the 
Caribbean, Central America and the northern parts of 
South America. Independent circuit-switched and packet-
switched networks provide the basis for the end-user 
service offerings. Circuit-switched offerings include 
phone service, data (2400/4800 bps), fax, STU III (secure 
voice, data, fax) and group-oriented dispatch radio service. 
This paper provides a general outline of the MSAT 
Network and services with a focus on MSAT Dispatch 
Radio service. 

The paper will describe the MSAT Dispatch Radio service 
which provides a push-to-talk, half-duplex group oriented 
voice service that replicates many features found in 
traditional terrestrial trunked-radio networks. The 
significant difference of this satcom implementation of 
dispatch radio is that a dispatcher can easily and 
simultaneously communicate with an entire fleet 
throughout the MSAT-1 coverage area. 

The paper describes various features of the MSAT 
Dispatch Radio service including priority 1 interrupt, 
monitor codes, single beam vs. multi-beam coverage, talk 
group configurations, private mode, hangtime variables, as 
well as dial-in and dial-out dispatch capability. 

The paper also outlines call setup/teardown and signaling 
channel usage that allows an individual mobile user to 
simultaneously monitor for incoming phone calls and 
dispatch radio confèrences. The paper concludes with a 
discussion of the benefits of dispatch radio and typical end 
user organizations using MSAT Dispatch Radio. 

INTRODUCTION. 

Coverage 

TMI Communications own and operate the MSAT- I 
geostationary satellite network which provides a 
comprehensive range of telecommunications services 
throughout a coverage area which embraces Canada, 
U.S.A., Mexico, Central America and part of Colombia 

and Venezuela. The MSAT-1 satellite located at 106.5 °  W 
longitude also provides coverage 200 n.m. off the east and 
west coasts of North America. Coverage is provided 
through 6 spot beams; four covering North America and 
one each covering the Caribbean and Alaska/Hawaii as 
shown below along with an overlay of elevation angles. 

170° 180 1 120 1 1.10 1 170 . 120 1 110" 100 1 80 1 20" 70 1  

.19ne 199b MSAT-1 I.-band Spot Beam Coverage at 106.51N 

Figure I-MSAT-1 Coverage 

Line-of-sight radiocommunications networks, both 
terrestrial and satellite, are subject to terrain blockage and, 
depending on the radio frequency bands utilized , 

 vegetation shadowing. Prior to commencing commercial 
service TM I Communications carried out coverage surveys 
in areas where terrain and vegetation shadowing vvere 
considered to pose serious limitations to coverage. It was 
theorized that MSAT-1 coverage would be poor in B.C., 
Canada's westernmost province, which is dominated bY 
mountain ranges and is heavily forested. A coverage 

 survey was conducted by driving 3,500 km of B.C. 
highways. Coverage was far better than expected; high 
quality signal was available along 93% of the total route 
driven from Vancouver to Prince George to Prince Rupert 
and through the Rocky Mountains to Dawson Creek and to 
Fort Nelson which is less than 150 km from tne 
B.C./Yukon border. In fact MSAT offers excellent 
mobile coverage all the way to the Arctic Ocean as  
determined in February of 1996 when an MSAT-equipPed 
vehicle was driven from Whitehorse to Tuktoyaktuk on the 
shores of the Arctic Ocean. In very general terms the land 

60 . wr west 
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mobile coverage surveys involved the logging of MSAT 
Signal  levels and GPS location on a laptop computer while 
driving selected highway segments. Using a standard 
MSAT mobile terminal and a spectrum analyzer, a total of 
401 signal levels were measured and stored every second. 

Services 

Through a North American network of service providers 
and distributors, TMI Communications provides circuit-
switched services, packet-switched services, asset 
tracking/monitoring service and a differential GPS service 
in B.C. in a partnership with the B.C. provincial 
government. 

The circuit-switched network provides telephone service, 
data (2400 and 4800 bps), fax, STU III (secure voice, data, 
fax) and the dispatch radio service outlined below. The 
Packet-switched network provides basic asynch and X.25 
services as well as RTS (Reliable Transaction Service) for 
Short (< 64 byte) inquiry-response transactions and UDS 
( Unacknowledged Data Broadcast Service) providing 1 
kilobyte packet broadcasts. 

The newest TMI service is an asset tracking/monitoring 
service that provides for the monitoring of remote assets 
such as railcars, trailers, utilities and heavy equipment. 
The service provides information on the GPS location of 
the asset, speed and the status of sensors such as 
ternperature, pressure and trailer door openings. The 
service provides for regularly scheduled reporting, event-
triggered reports and polling. Data is available to end-
users on a web site or is downloaded directly. 

MSAT-1 satellite capacity is provided to the B.C. 
government who manage the provision of a real-time 
differential GPS service that offers 1-10 m accuracy in and 
around B.C. using active control stations located at 
'Villiams Lake and Terrace. The MSAT-1 DGPS receiver 
's a battery-operated handheld receiver connected to one of 
two antenna options; a patch antenna that is only 11.4 cm 
in diameter or a quadrifilar antenna that optimizes 
Performance for lower elevation angles (10°-30°) 

A T Communicators 

»S everal manufacturers provide a comprehensive range of 
wiSAT Communicators suitable for land mobile, 
aeronautical (fixed and rotary wing), marine, fixed and 
Portable applications. A 2.4 kg notebook-size portable 
unit offers the full range of circuit-switched services. A 
hYbrid unit offers both circuit-switched and packet-
sWitched communications capability. 

DISPATCH RADIO SERVICE 

Service Description 

MSAT dispatch radio is a half-duplex push-to-talk group-
oriented telecommunications service that replicates much 
of the functionality found in traditional 2-way trunked 
radio systems that are often used for dispatch purposes. In 
addition to providing a one-to-many group-oriented 
communications conferencing there is the capability for 
private mode one-to-one operation. 

Service Area(s) 

Service area can be defined on the basis of the 6 beams 
provided by MSAT-1. End-users can request service for 1 
beam or as many as 6 beams. 

Call Setup and Signaling 

To place a call (i.e., establish a conference) a dispatch 
radio service user such as the dispatcher (Figure 2) selects 
the desired talkgroup and keys the mike button on a PTT 
(push-to-talk) microphone. Signaling units identifying the 
type of call and identity of the talkgroup are transmitted to 
MSAT-1 and relayed to the TMI Communications ground 
segment in Ottawa. The ground segment assigns a 
communication channel for the call and transmits this 
information which switches the relevant mobiles in the 
selected talkgroup to the communications channel 
identified. Average call setup time is 2.3s. Visual and 
audio alerts indicate when the conference is established 
and the user can start speaking. The other members of the 
talkgroup do not have to take any action. The speaker's 
voice is heard automatically subject to the monitor codes 
assigned to the talkgroup in question on each 
Communicator. The speaker ID (4-digit number) of the 
party establishing the conference and talkgroup ID (2 digit 
number) are indicated on the Communicator handsets. 

Optional PSTN Malin Walnut 

Figure 2-Dispatch Radio Network 
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After the originator of the conference finishes speaking 
and releases the PTT button, the other members of the 
conference are advised by audio and visual alerts that the 
net is "Vacant" or "Available". If no one keys their PTT 
within a preset time, called the hangtimer, the conference 
is torn down and the Communicators return to the 
signaling channel. 

Information on active talkgroups is transmitted on the 
signaling channel every 10 seconds. If another talkgroup 
conference is initiated while a Communicator is engaged 
in the first conference the Communicator will move to the 
second conference within 10 seconds after the first 
conference concludes provided the second conference is 
still active. 

There is a single signaling channel for all circuit-switched 
calls and therefore end users subscribing to services other 
than dispatch radio, such as phone data and fax, are in 
effect monitoring for all potential incoming call types to 
which they subscribe. Parties already engaged in a 
telephone call or another dispatch radio conference are on 
a communications channel and are not monitoring the 
signaling channel and can not be advised of the conference 
being established. 

Talkgroups 

MSAT Communicators can be equipped with 15 
talkgroups as well as a l6' talkgroup that provides the 
private mode one-on-one service. A talkgroup is simply a 
definition of which Communicators participate in a 
conference when a user PTTs. 

Priority 1 Interrupt 

Unlike other TMI Communications circuit-switched 
services which are all full-duplex, dispatch radio is half-
duplex so that the speaker's audio is not directed back to 
the speaker. Priority 1 Interrupt is a feature that allows 
another member of an active talkgroup to become the 
speaker after pressing a key(s) on his handset. 

DISPATCH RADIO FEATURES 

Dispatch Radio satisfies a wide range of end user 
requirements. Some organization's requirements are 
satisfied with one talkgroup operating in an area covered 
by a single beam. Other organizations. require some or all 
of the  fol lowing  advanced features. 

Monitor Codes-Priority Settings for Talkgroups 

Monitor codes allow I of 3 priority codes to be attached to 
each talkgroup installed on each Communicator. The 
priority level, and other circumstances, determine whether 
the Communicator responds to the establishment of a 
conference. 

If a Communicator has a low priority monitor code 
associated with a talkgroup that is activated the 
Communicator will only respond if that talkgroup is 
currently selected. Communicators respond to medium 
priority talkgroups, regardless of which talkgroup has been 
selected, except in the case where an end user has locked 
on to a talkgroup. Communicators always respond to high 
priority talkgroups even if an enduser has locked on to 
another talkgroup. 

It is important to emphasize however that if a 
Communicator is already engaged in a conference, or 
another circuit-switched call type (phone, fax, data), it will 
not respond to even a high priority dispatch radio 
conference because it is on a communications channel and 
unable to receive information on the establishment of other 
calls. 

MSAT Communicator Dispatch 

Figure 2 above portrays an MSAT Communicator 
established at a dispatch centre. The advantage of MSAT 
Communicator dispatch is that it is completely 
independent of any networks such as the PSTN which are 
subject to damage or overloading during natural disasters. 
Another advantage is outlined under the section entitled 
"Y2K compliance". 

Dial in and Dial out Dispatch 

Figure 2 indicates the optional dial in and dial out dispatch 
options available via an interface at TMI with the PSTN. 
Dial in dispatch allows a dispatcher to dispatch using a 
PSTN line instead of an MSAT Communicator at the 
dispatch site. To establish a conference the PSTN caller 
would dial the phone number associated with a specific 
talkgroup and then enter a PIN (for security). The 

 conference is established and the PSTN caller's voice is 
heard by all members of the talkgroup. 

Dial out dispatch operates in a similar manner. A single 
dial out PSTN phone number can be associated with each 
talkgroup. A member of a talkgroup presses several keYs 
to activate dial out dispatch after which the PSTN phone 
number rings. A typical application of dial out dispatc h 

 would be to have a cellphone or pager number as the dial 
out dispatch number which would be used to contact a 
dispatcher away from the central dispatch site during cluie` 
hours such as evenings and weekends. 

Net Bar 

The net bar feature allows a Communicator user to disable 
dispatch radio (also known as net radio) to allow a  
Cominunicator to remain on the signaling channel for an 
important phone call and not be pulled off onto a 
communications channel by a dispatch radio conference. 
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MANUFACTURER IMPLEMENTATIONS OF 
DISPATCH RADIO 

Mitsubishi and Westinghouse manufacture 
Communicators for TMI Communications and both 
manufacturers support dispatch radio services although 
with different implementations. 

Mitsubishi implemented dispatch radio by developing a 
PTT microphone specifically for MSAT dispatch radio. 
The PTT mike has function-specific keys for activating 
priority 1 interrupt, locking on to a talkgroup and barring 
net radio calls. Single key strokes allow the end user to 
make either the phone handset or the PTT mike the active 
interface. 

Westinghouse offers a number of different dispatch radio 
nuplementations. The original Westinghouse telephone 
handset can be used for dispatch radio without the 
requirement for additional hardware. The "1" or "3" key is 
used to PTT (establish a conference). Westinghouse also 
offer the option of a PTT button on the side of the 
telephone handset or the use of a separate Shure PTT 
microphone. 

ACTIVATION/REVISION OF DISPATCH RADIO 

TMI Communications introduced dispatch radio service 
aPProximately 2 years after MSAT phone service was 
introduced. The addition of dispatch radio service to 
existing customer Communicators or changes to dispatch 
radio service such as adding additional talkgroups is a very 
straightforward and effective process. 

Adding or revising dispatch radio configurations is done 
°ver-the-air with a download to the Communicator from 
the network operations centre that takes approximately 20 
seconds for the first talkgroup to be added and 10 seconds 
for each additional talkgroup. 

FUTURE DISPATCH RADIO DEVELOPMENTS 

OPerating a network that is highly software oriented 
allows for ongoing development and the introduction of 
enhanced capabilities and features. 

Po Service Dispatch 

eUll Service Dispatch (FSD), targeted for introduction in 
Q2  1999, is an interface that allows a subscribing 
organization to integrate MSAT Dispatch Radio into a 
clisPatch console. Each FSD interface consists of an FSD 
voice communications interface and a Dispatch Data 
Communications  (DDC) interface. At least one interface 
Is  required for each Talk Group that the subscriber wants 
their dispatch platform to communicate with 
slInUltaneOUSIY. The subscriber's dispatch platform can 
Use the DDC protocol to dynamically change the Talk 
Uiroup that an FSD interface is associated with and to 

receive information on activity within the Talk Group. 
The FSD interface is designed for leased line connections, 
though dial-up connections are also possible. 

The FSD can send DDC messages to do the following: 

• Set up a conference; 
• Set up a private mode call; or 
• Change the hangtimer for a talk group. 

The FSD receives DDC messages containing the following 
real-time conference parameters : 

• Start time of the conference; 
• Unique number to identify conference; 
• Which channel unit pool is being used; 
• Talk group identifier; 
• Hangtime; 
• Whether the conference was initiated by a Priority 1 

interrupt; 
• Speaker ID of initiator; 
• Number of L-band beams included in the conference; 
• The current speaker ID (provided each time the 

speaker changes); and 
• The date and time of the end of each conference 

Broadcast Mode 

Although it has not been implemented at this time, there is 
the capability within the dispatch radio service to offer a 
broadcast mode. This would be a talkgroup defined for 
broadcast information only. Typical examples include a 
broadcast talkgroup for road/weather information or 
marine forecasts and notices to mariners. The end user 
would select or "tune" to this talkgroup at certain 
scheduled times to acquire the report of interest which 
could be a portion of a taped broadcast for weather 
information for all of Canada for example. The cost of the 
airtime would be paid for by the organization providing the 
information. Access to such a broadcast talkgroup could 
be on a cost recovery "subscription basis". 

DISPATCH RADIO ECONOMICS 

Using 4 communications channel pairs (one pair per beam) 
MSAT-1 offers dispatch radio coverage throughout North 
America resulting in a significant economic advantage 
over terrestrial networks that would require repeater sites 
and frequency pairs several orders of magnitude greater for 
comparable coverage. 

Organizations have the opportunity to select and pay for 
the coverage needed based on everything from single beam 
coverage to 6-beam coverage suitable for operations 
throughout North America, Central America, the 
Caribbean and northern portions of South America, 
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APPLICATIONS AND BENEFITS OF MSAT 
DISPATCH RADIO SERVICE 

During the first 12 months of commercial service various 
categories of MSAT Dispatch Radio Service users have 
realized very quickly the benefits of Dispatch Radio 
service. 

Provincial/Municipal User 

The first MSAT-1 Dispatch Radio customer signed up 
initially for phone service with the proviso that dispatch 
radio service would be available within 6 months. 
Although the customer already had their own terrestrial 
trunked radio network in place the economics of upgrading 
the existing terrestrial network and ongoing maintenance 
versus opting for MSAT dispatch radio resulted in a 
decision favourable to implementation of MSAT. 

Dispatch radio was easily downloaded over-the-air to the 
existing Communicators equipped with MSAT phone 
service. Customer vehicles include ambulances, 
snowplows/graders, maintenance vehicles and provincial 
police vehicles. The flexibility in defining talkgroups 
allows the customer to segregate individual activities such 
as policing on a dedicated talkgroup but also defining a 
single talkgroup that embraces all units during local 
emergencies or joint operations. 

Marine User 

MSAT Dispatch Radio was evaluated for use as a daily 
audio conferencing capability instead of continuing with a 
cellular telephone conferencing capability. Approximately 
30 vessels were involved in the daily conference requiring 
the establishment of 30 long duration cellular calls and the 
cost for use of a conference bridge. The conference could 
be carried using MSAT dispatch radio using a single call 
in a single beam at a significantly reduced cost. 

Commercial Users 

Some of the commercial MSAT dispatch radio customers 
include logging truck operations, long haul trucking 
companies, a produce company and a helicopter fleet. 

Y2K COMPLIANCE 

Interest in Y2K (Year 2000) issues has generated 
considerable interest in the use of the MSAT-1 Dispatch 
Radio as a critical element in contingency plans for Y2K 
telecommunications. TMI's network offers an emergency 
backup solution for organizations that require reliable 
communications in the event of a terrestrial network 
failure due to the Year 2000 problem. TMI has completed 
a Y2K Readiness program for Dispatch Radio. 

TMI's Y2K readiness program activities consisted of the 
following: 

• Establishment of a clear definition of the Year 2000 
Readiness 

• Establishment of categories for all computer and 
computer related systems 

• Created an inventory of all possible systems which 
may be affected by the Year 2000 

• Performed an assessment of each system as to it's 
Year 2000 Readiness (in-house and vendor supplied) 

• Prepared a schedule for correction of all in-house 
systems not Year 2000 Ready 

• Upgraded in-house systems for Year 2000 Readiness 
• Had vendors upgrade vendor-supplied systems with 

Year 2000 Ready versions 
• Extensive testing of all systems 
• Contingency plans for all essential TMI infrastructure 
• Completion of Year 2000 readiness 

November 1,1999 to March 1, 2000 has been identified as 
the critical time for access if a terrestrial network failure 
occurred. TMI is responding to a requirement for 
guaranteed availability by offering a channel reservation 
service for those 4 months. Note that a lead time of up to 
six months may be required to order the necessary 
equipment. 

SUMMARY 

MSAT Dispatch Radio provides advanced cost-effective 
wide area 2-way dispatch radio services. Flexibility is 
offered in regard to coverage required, number of 
talkgroups and the option of having a network completely 
independent of terrestrial networks. Advanced features 
include priority 1 interrupt, monitor codes and the option 
of dial in and dial out interconnection with the PSTI`i. 
MSAT Dispatch Radio has been successfully tested for a 
range of Y2K scenarios. MSAT provides wide area 
coverage of all of North America, Mexico, the Caribbean ,  
Central America and the northern  portion of South 
America. The end user pricing of dispatch radio is 
significantly better than comparable wide area terrestrial 
alternatives. 
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ABSTRACT 

Flight trials of data and image transmission using an 
aeronautical MSAT terminal were carried out using the 
NRC Convair 580 aircraft during 1998. The system was 
used in two major atmospheric experiments as well as in a 
SYnthetic Aperture Radar (SAR) imaging trial. The 
aeronautical terminal was interfaced to a personal 
Computer, on board the aircraft, which initiated data 
transmission calls to a variety of data services including an 
experiment dial-up server located in our laboratory with a 
dedicated telephone line and modem. Both terminal and 
TCP/IP PPP (Internet protocol) software were used 
depending upon the type of service required. Internet 
access was used extensively to up-link both data and 
Images for the atmospheric experiments and to down-link 
Information for the radar trials. This included information 
frorn/to an ftp server running on the dial-up access server 
as well as from remote Web sites located on the Internet 
Providing up-to-date meteorological information. 

erformance of the system in the transmission of data and 
images is described. 

INTRODUCTION 

Background 

The Flight Research Laboratory of the NRC's Institute for 
Aerospace Research operates a Convair 580 aircraft, which 
is shown in Figure 1. This aircraft is used in a number of 
airborne research projects including atmospheric studies, 
SAR radar development, geophysical mapping and 
navigation trials. Many of these projects have involved 
°Peration of the aircraft in remote locations such as 
offshore and in the Arctic. In these circumstances, up-to-
date weather information is a clear requirement for safe 
operation of the aircraft, but often communications beyond 
tile line of sight of established airports and aviation 
facilities is difficult or not always possible. As well, 
during' the in-situ measurement of the atmosphere in 
Ineteorological studies, the availability of up-to-date 
Meteorological information and imagery either from 
adjacent sites or using remote sensors is beneficial to the 
exPeriment. 

Figure 1: NRC Convair 580 Aircraft 

To meet this requirement, our group has explored a 
number of options. Initially, an APT weather satellite 
imaging system was developed for the aircraft to directly 
receive broadcasts of imagery from polar-orbiting weather 
satellites such as the NOAA and Meteor series, passing 
over the vicinity of the aircraft. This is particularly useful 
at high latitudes due to the frequent passes of these 
satellites and the relative lack of established facilities in 
the polar regions. The alternative to direct reception of 
satellite imagery is to relay it from a ground receiving 
facility over a suitable communications system. 

With the advent of the MSAT mobile satellite system 
(MSS) and associated aeronautical terminals providing 
voice, data and fax transmission, the possibility of reliable 
wide-area communications to an aircraft at an affordable 
cost was opened up. Initial tests of data communications 
were undertaken in the fall of 1997 using a ground 
terminal to confirm feasibility and to investigate Internet 
access using TCP/IP protocols (at the initial 2400 baud 
data-rate). The decision was made to procure an 
aeronautical terminal, which was installed on the Convair 
580 in late 1997. The system was operational in the first 
week of 1998, coinciding with the inauguration of the 
4800 baud circuit-switched data service. This satcom 
system was then used in the Canadian Freezing Drizzle 
Experiment, which had been in progress since December 
of 1997. 
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Purpose 

The purpose of this paper is to describe the operation and 
performance of the MSAT satellite communications 
system installed on the NRC Convair 580 in trials 
conducted during three scientific research experiments 
flown during 1998. 

Scope 

The first section of the paper includes a description of the 
hardware, software and networking aspects of the system. 
Subsequent sections highlight experiences during each of 
three experiments: the Third Canadian Freezing Drizzle 
Experiment (CFDE-III), the First ISCCP (International 
Satellite Cloud Climatology Project) Regional Experiment 
III / Arctic Clouds Experiment (FIRE-III/ACE) and the 
MUST-98 Radar Imaging Trial. The next section gives 
details of the performance of the system including 
measurements of raw data and image transmission speed 
and progress towards more efficient image transmission 
using compression techniques. A final section of the paper 
concludes with an overview of our experiences. 

DESCRIPTION OF THE SYSTEM 

Hardware 

The satellite communications system used in this 
experiment was an aeronautical satellite phone, which 
operates using the MSAT geo-synchronous mobile 
communications satellite serving North and Central 
America. The terminal unit used was a CALQuest CQ-
100, which provides voice, data and fax capabilities using 
a mechanically oriented antenna unit mounted on the toP 
of the fuselage. This terminal operates over a digital voice 
channel from the aircra ft  to the satellite and down to an 
earth station, which is connected to the conventional 
terrestrial public switched telephone network (PSTN), 
allowing calls to be dialed to (or from) any public 
telephone number. The data service is circuit switched, 

 operating at 4800 baud over the same channel, with a 
Hayes modem-compatible interface. An industrial grade 
rack-mounted 486-66 personal computer with a 1024 x 
786 x 256 color display was interfaced to the 
transmitter/receiver unit using the standard serial COM 
interface port. A block diagram of the system is shown in 
Figure 2. 

=-4:P1= MS AT SATELLITE 

NRC/FRL BRIEFING RO OM 

Figure 2: Block Diagram of CFDE-III System 
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Software 

For these experiments, the satcom data-link was 
configured using telephone modem software as might be 
used on a standard computer-to-computer telephone link. 
This included bulletin-board-compatible software and 
Internet-compatible software using TCP/IP-PPP (Transport 
control protocol, Inter-networking protocol, Point-to-point 
protocol). For DUATS (Dial-up User Acess Terminal 
Service) aviation weather information, vendor-supplied 
software using an undocumented modem protocol was 
used to dial up and connect to a Canadian-based service 
Provider called QTABS. For the rest of the work, 
operating system vendor supplied TCP/IP PPP stacks were 
used on the aircraft computer running Win95 and the 
ground-based Internet gateway/remote server running 
WiflNT Server/RAS using standard dial-up networking 
techniques. Both standard ftp (file transfer protocol) and 
lutP (hypertext transfer protocol) Web browser application 
Software were used on the aircraft for accessing 
Information on desired hosts on the Internet, including an 
III) server dedicated to experiment usage located on the 
dial-up server. 

Networking 

In the case of Internet access using TCP/IP protocols, the 
aircraft computer was effectively connected to the Internet, 
through the NRC dial-up NT server, which was configured 
differently for each experiment. The data-link to the 
ground-based computer connected to the Internet was established by dialing up the dedicated telephone number 
of the server modem port, establishing a link through the satellite, through the earth station and through the PSTN to 
this host. This is illustrated in the baseline network 
diagram of Figure 2. In the case of CFDE-III and MUST-
98 , the NT server was connected to our building LAN 
(local area network), which was connected to the Internet 
through a gateway, a T-1 line (1.544 Mbps) and router. 

SCIENTIFIC EXPERIMENTS 

CPDE-H/ 

The first of the three experiments, conducted during 1998, 
Was the Canadian Freezing Drizzle Experiment. CFDE-III 
Was the third experiment in a series involving the 
Measurement and characterization of freezing drizzle 
during winter conditions. This experiment was based in 
, nrawa, involving flights in Ontario and Quebec over the 
Great  Lakes and St. Lawrence River valley region from 
beeember 1997 to late February 1998, in contrast to 
Previous experiments in St. John's Newfoundland and 
the Ontario. The data-link itself wasn't installed until 
Lue first week of January 1998. The objective of the 
ekPeriment was to measure atmospheric properties 
associate with freezing drizzle to provide a better 
understanding of its micro-physical and dynamic 
PrePerties, which can be used to improve forecasting 
Models. Freezing drizzle involves precipitation droplets 

between 30 and 400 microns, in contrast to larger freezing 
rain or smaller cloud condensation particles, and has been 
implicated in recent aircraft incidents. 

In the case of CFDE-III, an experiment weather 
forecasting and briefing room was established in our 
laboratory with meteorological workstations for accessing 
weather information from the Canadian Meteorological 
Center (CMC) weather models and assimilation 
data/observations from the Atmospheric Environment 
Service (AES) national data network. These workstations 
were connected to CMC using a 56.6 Kbps ISDN line and 
were located within the network firewall. The dial-up 
server, in contrast, was connected to the NRC network 
with full access to the Internet. Meteorological data or 
images could be provided for upload to the aircraft by 
manually transferring required files from the AES 
workstations to the dedicated local flp server. The aircraft 
computer could access public information available from 
any site on the Internet without restriction using these 
protocols. 

The satcom system performed quite well during this first 
operational trial during an airborne research experiment. 
Connections were solid with no interruptions experienced 
during almost all of the flights over this two month period. 
Occasional slowdowns were evident during browsing of 
large images from the Internet, which may be attributable 
to link errors and subsequent retransmissions under the 
TCP/IP protocol. In particular, the system was t sed during 
the major ice storm, which hit Eastern Canada during the 
first week of January. No failures were evident with the 
satellite, earth station or PSTN connections though some 
problems were experienced with network connections at 
NRC in Ottawa and CMC in Montreal, which were likely a 
due to electrical power failures. Fortunately, our laboratory 
only experienced short power outages and we were able to 
circumvent network problems by using alternate Internet 
Service Providers during these situations. Voice mode was 
used occasionally to provide guidance on research flights 
as well as to contact aircraft maintenance personnel 
regarding in flight concerns. 

FIRE-III 

The second experiment conducted in 1998 was the First 
ISCCP (International Satellite Cloud Climatology Project) 
Regional Experiment Ill / Arctic Clouds Experiment 
(FIRE-III/ACE). This experiment was based in Inuvik, 
NWT during the month of April 1998, with flights over the 
Beaufort Sea North of the Northwest Territories and 
Alaska. Highlights of the experiment included four flights 
over the SHEBA (Surface Heat Budget of the Arctic 
Ocean Experiment) site, operating concurrently with 
FIRE-Ill, from the CCG Des Groseilliers icebreaker frozen 
into the ice approximately 500 miles Northwest of Barrow, 
Alaska near 76N, 165.5W, as well as many flights North 
of Inuvik over the Beaufort Sea. 
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During the FIRE-III experiment, a weather forecasting and 
operations briefing room was established in Inuvik, NWT. 
In this case, both the meteorological workstations and the 
dial-up NT server were connected to a common Ethernet 
hub and a temporary 56.6 Kbps ISDN telephone link to the 
closest network access point in Yellowknife. The Ethernet 
Hub replaces the NRC LAN as shown in Figure 2. This 
allowed aircraft access to sites within the AES domain as 
well as on the Internet. Personal computers were 
connected separately through a modem to the local Internet 
Service Provider operating over a cable television network. 

MUST-98 

The MUST-98 (Multi-SAR) Trial was conducted off the 
east coast of Nova Scotia during November 1998 using a 
SAR radar system being developed and tested by the 
Canadian military on the Convair 580 aircraft. In this 
case, SAR radar images were transmitted to the ground 
over the satcom system as a trial of the system. Images 
were transferred both to the ftp server running on the dial-
up NT server located at the FRL laboratory, as well as to a 
temporary experiment flp server located in Halifax to test 
the ability of the system to deliver imagery in near-real 
time to a field-based facility. As well, text files were 
transferred up to the aircraft to confirm the ability to 
transfer information in the reverse direction. The voice 
system was also used to coordinate operations with 
research personnel located on the ground. 

PERFORMANCE OF THE SYSTEM 

Data Transmission 

One objective of these trials was to characterize the data-
link performance, particularly for TCP/IP protocol use. It 
is well Icnown that TCP/IP protocols can experience 
reduced performance over geo-stationary satellite data-
links [1,2]. One aspect of this is related to window buffer 
sizing in relation to the delay-bandwidth product of the 
link. Also, the long path delay affects the speed with 
which the protocol can initiate transfers. This also 
exacerbates the problem of retransmission of packets due 
to link errors, which are interpreted by the protocol as 
traffic congestion leading to avoidance procedures that 
reduce data transfer speeds. 

It is estimated that the delay-bandwidth product for this 
data-link is in the order of 720 Byte-seconds. This is based 
on a round-trip time (RTT) of approximately 1500 
milliseconds, measured using Ping, and a raw data-rate of 
480 Bytes/second for a 4800 baud serial link, configured 
with 1 start, 1 stop, 8 data and no parity bits or 10 bits per 
data byte transferred. Since the receive-window buffer 
greatly exceeds the data in transit over the propagation 
period, no slowing of the link would be expected due to 
buffer size. Link measurements confirm this. 

The characteristics of the TCP/IP data-link are listed in 
Table 1, based on default Windows 95 and NT network 

Table 1: TCP/IP  Parameters  
Link Data-Rate 4800 baud _ 
Link Configuration 1 stop, 8 data, no parity 
Max. Transfer Unit  (MTU) 1500  Bytes  
Receive Window 8192 Bytes _ 
Round Trip Time  (RIT) — 1500 msec _ 
values confirmed by system values reported. The TCY 
and IP headers account for — 40 Bytes, the PPP headers for 
10 Bytes and the PPP octet insertion loss is estimated at 
198 Bytes per frame, when certain single bytes are 
replaced by two bytes, assuming randomly distributed 
bytes. It is calculated that there is an overhead of 20% for 
the serial bit framing (8N1) and an additional 13.3% 
overhead due to the PPP/IP/TCP protocols for this 
assumption. This reduces the raw serial port data-rate of 
480 Bytes/second to 400.68 Bytes/second, which is io 
agreement with the effective transfer rate observed during 
long ftp transfers of binary files, without TCP/IP 
compression. Figure 3 shows measurements of the transfer 
times in seconds for data files in Kilobytes. The straight 
line plotted represents —400 Bytes/second, which 
corresponds to the diamond-shaped data points 

FTP Transfer: Uncompressed, Compressed 

Figure 3: FTP Transfer Times 

(0 - No Compression,  • - Compression ) 

representing ftp file transfers using no TCP/IP 
compression. The square data points below the hile 

 represent ftp file transfer times using TCP/IP compresse 
where the data-rate is effectively increased. WebihttP 
transfers are shown in Figure 4 with TCP/IP .compressto rt 

 enabled. This would indicate that flp transfers are faste  

Figure 4: HTTP Transfer Times 

( • - Compression) 
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than http transfers, when TCP/IP compression is used, as 
might be expected due to the additional protocol overhead. 

Windows TCP/IP uses compression of data packets and 
headers by default. Improved data transmission was 
observed in many cases, particularly for ascii file transfers 
but also to a lesser extent for binary files. It is lcnown that 
TCP/IP compression is based on the LZW compression 
algorithm; however, efforts to predict link speed-up using 
a batch file compression utility (Zip) were unsuccessful. 

No quantitative measurements of link errors and associated 
retransmissions or link start-up times were made. 
Occasional slowdowns in the link were noted particularly 
for large http transfers In these situations, the link transfer 
would stall for several seconds before continuing with rest 
of the transfer. It was assumed that this was due to a link 
error, possibly due to the tail of the aircraft shading the 
antenna on the reciprocal azimuth heading of the satellite. 

Image Transmission 

Figures 3 and 4 describe the performance of the link for 
the transmission of image files and browses as well as 
data. Images of from 1/3 to 1/2 MB in size were 
transferred in approximately 10-15 minutes, which was 
considered the practical limit for image transmission for 
operational use. For transmission of larger images, it is 
Possible to use lossy image compression techniques. This 
is commonly done for JPEG images in Web pages, which 
are encoded using the discrete cosine transform (DCT) to 
reduce the size of the file, transmitted over the network 
and decoded at the client site using the inverse DCT 
transform prior to display. The resulting image appears to 
the user to be almost identical to the original image, 
r. elying on the ability of the human visual system to "fill 
lo" missing details. The limit on the size reduction, as 
expressed by the compression ratio (CR), depends upon 
the image, but is generally limited to ratios of 10:1 or less 
since larger ratios introduce a blocking effect. 

R.  ecently, other lossy compression methods have been used 
including wavelet and fractal compression. These 
algorithms operate using similar principles but have been 
shown to provide improved performance at higher levels 
ef compression. In particular, blocking effects have been 
found to be less objectionable. Wavelet compression was 
tested using two image compression implementations: 1) 
the SPIHT algorithm [3] and 2) a commercial image 
compressor and browser plug-in "demo" based on the 
HARC-C technology (available from Compression 
Engines [4]). In some cases, a reduction of image size was 
p‘rovided by cropping the original image down to à smaller 
region of interest", corresponding to the area of operation 

for that day's flight. Image compression was then used to 
farther reduce the file size. An example of one of these 
tests is shown in Table 2. A modest improvement of about 
2 : 1  is shown over JPEG for both procedures. Larger 
compression ratios were found to introduce smoothing of 
the rich texture in this image, which was considered an 

important feature for their interpretation. This is 
somewhat contrary to current research results using simple 
images without much texture. The test example image 
shown in Figure 4 is from the infrared channel of the 
GOES meteorological geo-stationary satellite, showing the 
Pacific Ocean on April 22/98 at 2200 UTC. Figure 4(a) 
shows the original image and Figure 4(b) shows the image 
after standard JPEG compression. Figure 4(c) shows the 
image after wavelet compression at an effective CR of 
5.7:1 and Figure 4(d) shows the same image after wavelet 
compression at an effective CR of 11.5:1 (both using the 
CE package). These compression ratios are actually 
deflated by a factor of 3 since the viewing software 
converts the resulting images from 8 bits to 24 bits per 
pixel (bpp), despite their mainly 8 bit gray scale content. 
In particular, note the smoothing effect on the rich texture 
of the image is shown in Figure 4(d), [within the limits 
imposed by image printing technology]. 

Table 2: GOES IR 04/22/88 2200Z Size  
Original Image (gray scale) 900 KB  
Image in GIF Format 402 KB  
Image in JPEG Format 141 KB  
Image Compressed — SPIHT Codetree (8 bpp) 78 KB  
Image Compressed — Comp. Engines (24 bpp) 71 KB 

CONCLUSIONS 

The use of an MSAT aeronautical terminal in scientific 
airborne research is illustrated in this paper. Access to the 
Internet was found to be a useful aspect of this trial, 
allowing up-to-date data and images to be linked to 
researchers in near real time. Despite the limitation 
imposed by the 4800 baud data-rate, the system was found 
to be useful for some applications. 
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ABSTRACT 

Billions of dollars are being funneled into deployments of 
Intelligent Transportation Systems (ITS) in many parts of 
the world. Many different configurations with widely 
varying goals are taking shape, but in one way or another, 
they are all data acquisition and control systems, albeit 
Widely distributed over entire cities or regions. They are 
also highly communications intensive developments with 
each using hundreds of miles of copper or fiber systems 
and some dedicated microwave channels. There is, now, 
Much emphasis on migrating the benefits of these 
technologies to the vast areas of most countries that are not 
metroplexes. 

The upcoming global Internet Service Provider (ISP) 
networks, which are envisioned by many to be the 
foundation for commercial consumer oriented satellite 
services, can also reflect an enabling communications 
infrastructure that makes ITS in rural areas feasible. 
Routine data collection and video surveillance 
requirements for vast stretches of interstate highway 
sYstems may arise in the future. Certainly, focused 
bandwidth-on-demand applications for communications 
links that are mobile and deployable at crash scenes and 
construction sites, for example, will be used. The former 
example reflects the huge data communications demand 
that these systems represent. The latter illustrates the 
Potential for temporary, mobile, emergency response links 
that can save lives, property, and dollars. 

This paper is about ITS and selected relevant projects. It is 
about efforts to position both the provider and user 
communities to understand the plans and needs of one 
another and to search for common ground and influence 
Plans so that the need for services and the need for markets 
overlap. 

INTRODUCTION 

Modern communications are enabling advances in 
education, health, transportation, and most other 
socioeconomic systems in the United States and other 
countries. We have seen many examples of the 
enhancements to life experiences that these technologies 
can make in areas of dense population where market forces 
suPPort deployment of wired and mostly terrestrial 

wireless connectivity programs. In the near future, 
satellite-based communications will enable the provision 
of services that we now find in major cities to significant 
population sectors that live in small towns and villages in 
rural America and beyond. These technologies will 
provide almost unimaginable leaps in access to 
infrastructures and all that this implies for many less-
developed countries all over the world. 

Wireless telephony, terrestrial and focused in high-density 
market areas today but soon to be ubiquitous in its 
availability, has shown an attraction to "staying in touch" 
that is reflected in this exploding market among 
consumers, businesses, and government agencies. Also 
around the corner are satellite-based ISP systems that will 
be capable of providing higher capacity computer 
connections between earth-bound consumer and business 
terminals at almost any place on the face of the earth. 
Nomadic tribes in grass-roofed huts in Africa will literally 
be "wired" and able to surf the internet and email their 
friends and relatives on the other side of the world to say 
hello, or trade stocks on their choice of world exchanges 
on a moment's impulse. 

We will all feel the impacts of these new services in the 
daily conduct of our fun and work. The utility of these 
connections will spur new markets, generate new 
technologies, and make the world a much smaller place to 
live. There are benefits to look forward to that most of us 
cannot imagine and may not recognize, even when it is 
happening. For instance, some major cities with major 
traffic problems are testing programs with many 
technologies to monitor freeways for accidents in order to 
respond more quickly, thereby saving lives and reducing 
resultant congestion and delays. The almost ubiquitous 
presence of the cell phone in most of these cities has 
outrun the most sophisticated traffic monitoring 
technologies! 

By the time our sensors and cameras have detected a 
problem, motorists with cell phones have reported the 
incident to authorities minutes ago. Unfortunately, most 
motorists are unable to describe the location on a freeway 
to authorities, and this presents a problem that has spurred 
a legislated solution. Soon cellular telephone service 
providers will be able to tell a 911 operator the location 
where an emergency call was initiated. In major 
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metropolitan areas, however, investigations have shown 
that we can detect motor vehicle accidents AND their 
approximate location by simply making intelligent use of 
cell phone statistics. Detecting the explosion of cell phone 
calls that accompany an accident and which cell towers 
(locations) were involved in the avalanche of calls can 
often provide needed information. 

ITS is communications. Routine data collection, control 
output measures, and video surveillance are required. 
Implementing these functions without ready access to the 
bandwidth required has not been feasible. Implementing 
them with wireless connections requires many channels of 
ISP-type capacity or more and is still not feasible with 
terrestrial wireless systems. If even a fraction of the miles 
of rural interstate highways in the USA were "connected" 
as such, one can imagine the significance of this data 
communications demand on the marketing plans for such 
services. In addition, mobile, rapid deployment of these 
types of connections to emergency scenes is also needed. 

Without these advances, our crumbling and over-stressed 
infrastructures will continue to deteriorate. With these 
advances, we look forward to saving time, dollars, 
property, and lives. 

TRANSPORTATION AND COMMUNICATIONS? 

In the early 1990s, the US administration began focusing 
attention on an outdated and over-extended ground 
transportation infrastructure. The Intelligent Vehicle 
Highway System (IVHS) initiative was founded, and that 
initiative has grown into the current Intelligent 
Transportation System (ITS) industry. Last year, the US 
Congress passed the largest spending bill ever, the 
"Transportation Equity Act for the 21' Century" or TEA 
21 bill. This act provides over $198 billion over six years 
to the transportation community with much of it targeted 
toward deployment of ITS technologies around the 
country. The bill also provides special emphasis to 
migration of the benefits of ITS technologies, which have 
been demonstrated in many metropolitan areas, to the rural 
areas of America, hence, the term "Equity" in the title of 
the bill. 

Basically, the aim of the ITS movement is to better 
manage our ground transportation infrastructure to 
increase its capacity through the use of technology. The 
costs of right-of-way and new construction have spiraled. 
The already over-stressed freeways and interstates in the 
country will become even more congested in the future. 
The number of vehicle-miles driven in the US is expected 
to double over the next 25 years. ITS, then, is about using 
technology to better manage these transportation systems 
to add capacity in ways other than building more miles of 
wider freeways. 

ITS developments and deployments deal with much more 
than roads and traffic sensors, however. Public 
transportation, private automobiles, commercial trucks, 

and government vehicles all use our roadways. Trains, 
subways, airlines, ships, and all modes of transportation 
and cargo shipping intersect with the highway system, 
some more than others. ITS has become a forum for better 
management of the operations of each of these 
infrastructures and the intersection of or intermodal 
aspects of transportation. It is easy to see that the 
economic vitality of any country is highly dependent on 
the capacity and reliability of its ground transportation 
infrastructure. 

Why have we focused on cities? Indeed, the most ominous 
sign of under-capacity transportation systems is the terrible 
traffic congestion that we experience in any major citY 
today. Traffic delays due to congestion total up to billions 
of dollars per year in lost productivity, wasted fuel ,  
unnecessary pollution, and more. Several things cause 
congestion. Too many vehicles on a road designed for less 
traffic will surely cause slowdowns. Accidents that block 
lanes can create parking lots lasting for an hour or more. 
Curious onlookers slowing down in opposing lanes to see 
what is happening at an accident site can jam up even the 
other side of a freeway system. Construction and 
maintenance operations on roadways are also big 
contributors to congestion. Often, accidents or stalled 
vehicles happen because of congestion, and the effects of 
this combination are exponential. 

There is an even better reason why we have focused on 
cities so far in ITS. ITS is communications! Modern 
traffic management systems use dedicated buried fiber 
optic systems that are distributed about metropolitan areas 
following freeways and major roads. These fibers carrY 
tremendous amounts of sensor data and video signals frorn 
roadside cameras into a central facility that uses this data 
to detect incidents and congestion and provide output to 
drivers through signs and directions. Drivers are alerted 
advance of trouble ahead and can switch to clear lanes or 
even alternative routes. Many such systems use leased 
telephone lines, microwave, coaxial cables, and even 
twisted pair copper wires to collect and distribute such 
information between the roadways and the Advanced 
Traffic Management System (ATMS). Local (and even 
distant for travelers) traffic conditions are broadcast on 
radio, television, interne, and any other means of 
distribution that can reach drivers in time to alter routes 
and plans. In San Antonio, in-vehicle route guidance 
computers can receive this information over commercial 
radio broadcasts to include real-time traffic condition 
information in the algorithms that compute the least-time 
route from a current location to a desired destination. 

RURAL ITS 

Even smaller cities and towns can become congested; 
however, the ITS emphasis in areas other than congested 
metropolitan areas is on efficiency and safety. Efficiently ,  
and therefore thoroughly, interacting with commercia l 

 traffic can yield huge gains. Streamlining the enforcement  
and tracking of permits, hazardous materials marking ,  
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weight limits, and other regulatory requirements can 
mitigate the huge impacts absorbed by truckers traveling 
from state to state as they line up at long cues for 
inspection near state lines. Border crossings between the 
US and Canada and Mexico are snowballing in numbers 
due to passage of NAFTA agreements, inundating border 
crossing facilities and forcing automation, which depends 
nn communications. Toll collections are occurring at 50 
miles per hour or more when both the tollbooth and the 
vehicle are suitably equipped to communicate. Again, 
billions of dollars in lost time, productivity, and wasted 
fuel are at stake. 

EMERGENCY MANAGEMENT. 

Roadways carry vehicles. Rural roads, interstate 
highways, and freeways carry vehicles at higher speeds 
and sometimes also at very high traffic densities. Motor 
v.  ehicle crashes can and do happen - often. Freeways and 
interstate highways also intersect with the public in many 
other ways. People cross them in vehicles, on bicycles, on 
foot, and even on horses and mules. Domestic and wild 
animals such as cows, deer, and moose love to inspect 
these ribbons of asphalt that make walking so different. 
Roads cross roads. Trains cross roads. Natural disasters 
Change  road usage patterns such as the sudden use of all 
freeway lanes to evacuate low-lying areas in advance of a 
serious hurricane. Sometimes we do this routinely to add 
eaPacity where needed such as in High Occupancy Vehicle 
(110V) lanes that run toward a city in the morning and 
away from a city in the evening. Natural and manmade 
disasters often damage or change roadways in uncontrolled 
events such as earthquakes, train derailments, and 18- 
Wheelers falling off of elevated roadways onto traffic 
below. The list goes on and on. 

A.  !most all transportation agencies and organizations 
Include traveler safety at the very top of their list of 
Priorities and mission statements. This includes 
Management of the design and signing of roadways to 
Provide easy and straightforward operation, avoiding 
confusion and potential hazards. Most do an excellent job 
Of this; however, we continue to suffer staggering statistics 
in the loss of human lives and the cost of property loss and 
lost productivity. Recent reports by the National Highway 
and Traffic Safety Administration (NHTSA) put these 
figures at over 42,000 people killed each year in the United 
S. tees alone. Also, in the US, over 5.2 million people are 
lniured in motor vehicle crashes (MVC) per year, and the 
economic impact of the medical care, lost time and 
Productivity, and property loss from these MVCs total over 
$ 15 0 billion dollars per year. And remember, the number 
of vehicle-miles driven in the US (and therefore the 
exPosure to MVCs) will double in the next 25 years. We 
must do all that we can to avoid these incidents. Much 
Lattention is being focused on this, especially in future on-
uoard systems for vehicles and interactive systems that 
c°Illmunicate between the roadway and the vehicle. We 
als° try to mitigate the effects of MVCs with better 
crashworthy designs and such innovations as seatbelts and  

airbags. The reality is, however, that all these things, like 
the best road design and signing practices, will only make 
a dent in the overwhelming statistics generated by 
transportation-related incidents. 

It is also worthy to note that only a small fraction of these 
MVCs occur in rural areas, with the crowded city streets 
contributing far more to the total. More than 60% of 
fatality MVCs reported, however, occur on rural interstates 
or roads. Persons with serious medical emergencies in the 
rural regions of the US are 4-to-7 times (sometimes even 
greater) more likely to perish from their injuries or 
illnesses than their counterparts in metropolitan areas. 
This imbalance is primarily due to longer response and 
transport times and a generally poorer level of readiness 
and training among rural volunteer fire and EMS systems. 
This is where much of ITS and TEA 21's focus on rural 
America is targeted: the safety of the population that lives 
or travels through these regions. The efficiency discussed 
above is important. There is much to improve; efficiency 
contributes to safety, but rapid detection and appropriate 
response to traffic related incidents is where the statistics 
focus our attention. 

ONE APPROACH 

The detection and rapid response to major accidents or 
other emergency incidents where life, limb, and property 
are placed in jeopardy is a huge problem in most of the 
world. The problems are compounded in rural areas where 
detection and response can be agonizingly slow. 
Terrestrial wireless systems such as the cellular telephone 
infrastructure have helped a great deal in notification of 
authorities when an emergency incident occurs, but only 
where such coverage is available, and notification delays 
are only a small part of the problem! As we noted above, 
today's cellular coverage is generally found near cities and 
towns and in interconnecting ribbons about major 
highways and interstates. It is not found in the vast 
majority of the land areas of any country, where significant 
sectors of the population live, work, and play. 

It seems that the way we deliver information and services 
to persons outside major metropolitan areas is about to 
undergo a revolution. Nowhere are these new capabilities 
needed more than in the management of serious 
emergency incidents and disasters which affect the lives 
and safety of so many in our population. 

ATMS facilities in our major cities are being set up as 
regional emergency management centers. Police, fire, 
traffic management, EMS, and many other agencies 
involved with incident response are coming together 
within these facilities to integrate and coordinate with each 
other to provide rapid, coordinated responses to 
emergencies. Truck incidents often require a hazardous 
material response in order to safeguard the public from 
danger or loss. Damaged vehicles on the roadway often 
lead to secondary collisions, even before a first responder 
has arrived and marked the problem with flashing lights. 
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Construction sites often create reductions in roadway 
capacity, create traffic slowdowns, and precipitate MVCs. 
Train derailments can damage highway structures and 
create hazardous material emergencies, making associated 
highways dangerous for vehicular traffic. Floods and 
earthquakes can damage highways, making them unsafe 
for use or at least limiting their capacity. Again, the list 
goes on and on. 

Rapid detection of these incidents by monitoring of road 
data and surveillance, as currently happens in many cities, 
may never really reach the wide-open spaces. It is 
feasible, however, to implement such systems, along with 
detection automation, along major interstates and 
highways that carry most of the traffic and produce most 
of the incidents - with appropriate communications. On-
board systems are capable of detecting a collision and 
placing a call to alert authorities and even provide GPS-
derived location and crash severity information. Such 
systems are being tested in limited deployments now. But 
they only work if sufficient communications bandwidth is 
readily available to them at the time of need. With 
enabling communications, emergency management 
personnel can be notified and provided with location, 
types, severity, scope, and nature of incidents through 
many different infrastructure and on-board or even on-
person implementations. They can dispatch the right 
equipment from the closest location, monitor the scene for 
changing requirements, advise personnel on the scene who 
may lack information or training, and just as importantly, 
not dispatch or recall un-needed equipment and resources 
to keep them available for other emergencies. 

INTERMEDIATE STEPS 

A program is unfolding in San Antonio, Texas that is 
aimed at addressing many of these issues and positioning 
the transportation and emergency management 
communities to make use of near future satellite-based 
systems and services. The LifeLinkTm  project, which was 
conceived and developed at Southwest Research Institute 
(SwRI) and ultimately funded by the Texas Department of 
Transportation aided by federal ITS funding, is now up 
and running. Ten ambulances in the city have been 
equipped with computers and displays, video cameras, and 
wireless radios to connect them with the distributed 
communications systems that are part of the city's 
TransGuide ATMS. From there, the signals are routed to 
connect the ambulances with doctors in the emergency 
departments of the city's level one trauma centers. The 
result is a TCP/IP-based 2-way live video-conference 
capability including a vital data telemetry system that 
allows doctors, paramedics, and patients to view each 
other and participate in all that is happening in the world of 
"Telemedicine" while at emergency scenes and during 
transport to a hospital. 

An effort is underway now, again primarily funded by 
transportation programs, to develop, integrate, and test a 
satellite-based extension of this type of system to be used 

not only for medical emergency services but for all aspects 
of coordinated emergency incident management as 
discussed herein. 

THE TERRESTRIAL WIRELESS SYSTEM 

The LifeLink system is a distributed mobile LAN designed 
to link ambulances on or near San Antonio's freeway system 
with trauma care providers in the city. 

Three major axioms were provided by the LifeLink tearn 
of consulting emergency and trauma physicians during the 
development of the system. These axioms provided design 
goals that are reflected in the implementation of the 
system. The axioms are: 

• Provide sufficient performance for emergency triage 
and assessment. 

• Do not increase scene time nor distract the paramedic 
from his job. 

• Bring the conference to the doctor, not the doctor to the 
conference. 

Development of the LifeLink system pursuant to these 
three general goals led the SwRI team to confront several 
formidable technical issues. The technical solutions 
implemented in this system reflect a number of firsts 
telemedicine: 

1. A high capacity hybrid terrestrial/wireless mobile 
communications technique that provides the required  
connectivity for telemedicine applications between 
moving vehicles and hospitals. 

2. An engineered solution adapting telemedicine to the 
emergency medical environment. Automation of the 
call placement and management, largely transparent to 
the users was a requirement. Automatic managemen t  
of communications, computer systems, power systems,  
and other technologies are built into the LifeLink 
system. 

3. Networking of video and other required data to provide 
important options in medical control of emergere 
situations. The intuitive and easy-to-use capability rn 
switch medical control among appropriate department s, 
or physicians online and/or to share data from the fieln 
for consultation purposes, again online and immediate, 

 reflect a revolutionary step in telemedicine  
applications. This capability was also judged 
significantly important to the use of telemedicine in the 
emergency environment. 

The link utilizes the facilities and roadside fiber-olele  
network of the TransGuide ATMS, as shown in Figure 1. A 
video teleconference is initiated at the discretion of the, 
ambulance crew. Once established, the link can be hande 
off from hospital node to hospital node, but onbi one 
hospital node can be in communication with an ambulance 

 at a time. Consulting hospital nodes may view the vide°  
and listen to the conversation but are not able to participe 
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Figure 1. Graphic Illustration of LifeLink 
Terrestrial/Wireless Communications System 
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in the conference except through normal telephone contacts 
between hospital nodes. The LifeLink system supports 
multiple nodes within a hospital and nodes distributed 
among multiple hospitals. 

Each ambulance carries a computer that is configured for a 
LAN-based video teleconferencing application. The view at 
each hospital node of the teleconference is a full screen view 
?f the video sent by the ambulance node with a small image 
in the corner  of the screen containing the local image that is 
being sent. A status bar is placed at the bottom of the screen 
Indicating the current ambulance unit number, the current 
hospital node and telephone number, and other support 
Information. 

The digital video communications system at the heart of the 
LifeLink system provides a very important feature in a 
wireless environment. Occasional transient losses of 
Communications are inevitable and are due to noise, 
interference, multipath interference, loss of line of sight, and 
combinations of these phenomena. The LifeLink system 
handles these issues by controlling video performance to 
take mbximum advantage of the available digital throughput 
at any time. Reduced throughput is reflected by reduced 
frame rates in the displayed video, and most 
Communications breaks go umioticed. 'VVhen communication 
is lost completely, such as when operating out of range, etc., 
then the last good frame of video is displayed as a still 

picture, providing the best available image until 
communication is restored. 
The system uses a wireless link between an ambulance and a 
nearby TransGuide camera location. The TransGuide 
cameras are typically located at intervals of one to one-and-
a-half miles apart along the city's freeway system. An 
unlicensed 2.5 GHz spread spectrum radio is located in each 
ambulance and on each camera pole. The line-of-sight radio 
link operates to connect the ambulance to the nearest 

suitable camera location and to seek a new connection when 
the existing connection begins to fade, thus providing 
continuous interconnect as the ambulance moves along the 
freeway system. 

The half-duplex digital radio using Ethernet-like protocols is 
connected to a full duplex converter within each associated 
TransGuide fiber hub. A long-haul fiber transceiver then 
interconnects the duplex converter to each of the Tx and Rx 
fibers, which terminate within the TransGuide building. 
These fibers are currently used in the TransGuide system, 
and wave-division multiplexer techniques are used to 
operate the LifeLink system on the existing fiber network 
but at a different light wavelength. This technique basically 
uses some of the unused bandwidth available in the 
TransGuide fiber backbone. 
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Within the TransGuide building, a switched hub is located 
and fitted with long-haul fiber transceivers. A network 
management computer is located near the switched hub. 
The switched hub operates to interconnect any one of the 
hospital nodes with an ambulance in the field as directed by 
the ambulance crew. Only one ambulance can use any 
camera location at a time; however, multiple hospital nodes 
may interconnect with multiple ambulances simultaneously 
as long as the ambulances are geographically separated or 
otherwise positioned so that separate camera locations can 
be used. Typically, a LifeLink ambulance can "see" two or 
three TransGuide camera locations at any time. The 
switched hub within the TransGuide facility connects to a 
communications system capable of supporting the required 
connection(s) between the TransGuide facility and the 
respective hospital(s). In some cases, this is a leased T 
telephone line. Ultimately, all communications links 
between TransGuide and the member hospitals will be over 
TransGuide fiber to the nearest (to the hospital) fiber hub 
and dedicated fiber between the fiber hub and hospital will 
complete the link. 

EXTENDING THE SCOPE AND REACH 

Currently, SwRI is working with the Advanced 
Communications Technology Satellite (ACTS) office at 

NASA's Glenn Research Center to extend the reach of such 
systems to the remotest rural regions with support by the 
Texas Department of Transportation. Several private 
companies are also contributing partners to the program, 
primarily from the satellite terminal and satellite service 
provider communities. The program is designed to develop 
and test an integrated, autonomous, practical, rapid-
deployable mobile terminal that will use communications 
capacity to be provided in the near future by planned 
satellite systems. Further, the program is targeted at 
integrating such a terminal into a practical emergency 
incident management video surveillance, data, and audio 
link integrated in a rapid response Incident Management 
Module (IMM) to be mounted on a vehicle or a small trailer. 
The system will function to implement a remote link from 
an incident scene into the TransGuide facility, and thereby 
link into, and interoperate with, the LifeLink terrestrial 
wireless mobile TCP/IP network. While maintaining the 
link provided for emergency medical services when serious 
injuries are involved, the resulting network deployment 
could be expanded to include many emergency management 
and response authorities, yielding unprecedented 

_ opportunities for integrated, coordinated emergency incident 
response capabilities. 

The program is currently progressing in the first two of six 

Figure 2. LifeLinkTM  "First Responder" Application 
Mobile Wireless or Future SatellIte Communications 
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phases: 

Integrate and test a suitable satellite link into the 
LifeLink configuration at static locations. 

2. Integrate and test as in phase 1 but include mobile 
wireless (terrestrial) components moving about in the 
configuration. 

3. Develop and implement a prototype commercial terminal 
for ultimate use in emergencies from fixed rural sites 
linked to the metropolitan LifeLink system for remote 
incident surveillance, management, and coordinated 
response. 

4. Migrate the terminal design to include maintaining a link 
during transport. 

5. Merge the terrestrial and satellite based system to 
provide seamless inter-operability. 

6. Migrate the developments and lessons learned to 
commercial terminal providers and commercial satellite 
service providers to make the links generally available to 
the transportation and emergency services community. 

R.  ecent interest by the commercial airlines and maritime 
industries may result in additional phases or sub-phases in 
the near future. Preparations for the testing of the phase 1 
and 2 configurations are underway as of this writing. A 
mid-phase 3 milestone involving testing of an integrated 
autonomous terminal at a staged incident is scheduled for 
late in the summer of 1999. The program as now planned 
Will span a 2-to-3 year timefi-ame, ending with the fielding 
«operational systems. 

In the foreseeable future, the ISP satellite systems will 
Provide near ubiquitous global coverage. These mobile 
terminals may ultimately be small and inexpensive enough 
to be deployed on every sheriffs car or other first responder 
vehicle as shown in Figure 2. Response and dispatch 
decisions will be made on a coordinated basis. More 
exPerience and better training and equipment will be 
available at the scene, some by remote link. Secondary 
incidents will be minimized, hazards to the general public 
Will be dealt with swiftly, delays will be avoided, resources 
flot needed will be available for other emergencies, and lives 
and dollars will be saved. 

This program represents an outreach by the transportation 
and  emergency services communities to highlight the 
significant needs and requirements that are faced in bringing 
the advantages of ITS initiatives to rural locations. 
Communications infrastructure is a requirement for this 
Migration. The ubiquitous satellite-based ISP market 
envisioned by most commercial Ka-and Ku-band LEO and 
GEO (and hybrid) systems may play a very important role in 
reaching these areas with connectivity that reflects enabling 
technology. The author calls upon satellite service providers, 
terminal equipment providers, and all others working toward 
these implementations to reflect on these issues and join this 
Program team in pursuit of such needed solutions. Our 
universal goal is to research the common ground that 
already exists between plans and needs and to influence 
designs and business plans, if need be, to accommodate and 

provide required services and interfaces for this significant 
and important market as early as possible. 

1. 
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ABSTRACT 

EMS Technologies Canada Ltd. has developed 
aeronautical antenna and transceiver products for services 
such as Aero-H, Aero-I, MSAT and most recently Ku-
band direct broadcast video. The DTA (Direct To Aircraft) 
antenna is a two-axis steered dichroic reflector with a 
diameter of 11.5" that fits within the tail-fin cap on 
business jets and larger aircraft. The antenna system 
includes a precision beam steering controller, low noise 
amplifiers, a two-channel down-converter and radome. A 
system G/T of 9dB/K is achieved on the ground, and a 
higher G/T is achieved at elevation. 

INTRODUCTION 

Direct broadcast television services such as Hughes Direct 
TV are typically designed to operate with earth station 
apertures of 18"-36" in diameter. It would be impractical 
to put an antenna of even 18" in diameter on an aircraft, 
either in the tail or within a top-mount radome due to drag, 
cost and safety considerations. It is consequently necessary 
to use a smaller antenna with exceptionally low noise 
temperature in order to achieve the required system G/T. 
In this case a reflector diameter of 11.5" is used, and the 
low noise amplifiers are integrated directly into a compact 
scalar feed horn . In order to minimize losses the probes, 
which excite the feed waveguide, are printed directly onto 
the LNA printed circuit board. 

In addition to the DTA antenna the tail fin may also house 
other antennas such as the EMS pitch over roll steered 
AERO-H antenna and a VOR antenna. In order to ensure 
that the Ku-band antenna does not interfere with the 
radiation patterns of these other elements a dichroic 
reflector design has been developed. The dichroic reflector 
is transparent at most frequencies that are not harmonics of 
the DTA band. At frequencies in L-band and below the 
reflector has negligible transmission loss. 

Radome loss in the DTA system is of considerable 
importance due to the need for maximizing the gain to 
noise temperature ratio. Radome loss is mostly reflective 
in nature however some reflected components can be 
directed towards the earth or engines resulting in increased 
noise temperature. In addition the reflected components 

reduce gain, and refraction and diffraction effects result in 
beam pointing losses. In order to maximize G/T a line of 
foam cored radomes has been developed having thin 
Quartz/polyester skins. The quartz fibre results in a rigid 
radome able to withstand bird strikes while maintaining 
low loss at Ku-band. 

Figure 1 DTA Anterma System 

ANTENNA PROFILE 

The DTA antenna profile has been selected to minimize 
feed blockage and to ensure that the feed does  not  increase 
the swept volume of the antenna. In order to minimize the 
blockage introduced by the feed, the feed must be as small 
as possible and this corresponds to a relatively wide feed 
beamwidth. In this case the beamwidth is 112 degrees at 
the —10dB points. Analysis of the antenna using a physical 
optics code indicates that a —10dB feed taper to the edge of 
the reflector provides a near  optimal  trade-off between 
spill-over loss and illumination efficiency, providing the 
highest gain- achievable using a simple compact feed. The 
corresponding F/D ratio is 0.44 and this is short enough to 
ensure that the end of the feed does not extend beyond the 
volume swept by the reflector. 

The reflector profile is shown in Figure 2 along with the 
feed position and a representation of the feed blockage. 

384 SDCTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 



A physical optics analysis of the reflector structure yields 
the directivity pattern shown in Figure 3. In this analysis 
the surface of the reflector is treated as a continuous 
perfect conductor although the actual reflector surface is 
dichroic. Over the operating bandwidth of the DTA 
systems for which this antenna is to be used the dichroic 
surface does have a reflection coefficient magnitude very 
Close to unity and the simple solid-reflector model applies 
quite well. 

Figure 2 Reflector Profile 
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DICHROIC SURFACE 

A wide variety of dichroic structures have been described 
in the technical journals over the years, and these can 
generally be categorized as band-pass or band-reject 
designs although one could conceive of low-pass and high-
pass configurations as well. In the case of the DTA 
antenna the goal is to have a reflector which is transparent 
at L-band and reflective at Ku band. At L-band the 
structure must be transparent at all reflector orientations 
relative to the L-band source while at Ku-band it must 
have a near unity reflection coefficient magnitude for 
incidence angles of +/-30 degrees from the reflector axis. 
Also, the reflector must be insensitive to incident wave 
polarization in either band. 

The band-pass reflector configuration is typically 
implemented as a solid reflector with slots cut into the 
surface which are resonant at the desired band-pass 
frequency; L-band in this case. In order to pass all 
polarization components well, crossed slots or Y shaped 
slots may be used. The principal advantage of the band-
pass configuration is that the surface reflection 
characteristic is very broadband. Unfortunately however 
the band-pass characteristic is quite narrow and the centre 
frequency of the band-pass is very sensitive to the incident 
angle making it unsuitable for use in the DTA application. 

The band-reject reflector configuration is usually 
implemented with metallic resonators printed onto the 
reflector surface. A variety of resonator designs are 
possible as illustrated in Figure 4 below and each results in 
a unique band-reject characteristic and requires 
considerable optimization for broadband performance. In 
this case a commercial Moment Method analysis code 
(IE3D) has been used to optimize the surface in the 
presence of the composite dish. The composite dish has 
two fibre-reinforced skins with an inner core of low loss 
dielectric foam and the IE3D code includes each of these 
dielectric layers in its analysis. It is trivial to design a 
band-reject surface with a high reflection coefficient at a 
particular incidence angle and over a narrow range of 
frequencies, however it is quite difficult to obtain a near 
unity reflection coefficient magnitude over a 17% 
bandwidth and +/-30 degree range of incidence angles. In 
general the frequency of maximum reflection coefficient is 
quite sensitive to incidence angle and optimization is 
required to minimize this sensitivity. It has been found 
through extensive analysis that the interlaced cross 
structure can provide the highest minimum reflection 
coefficient over the frequency band and range of incidence 
angles required in the DTA design. The surface typically 
has a transmission loss of over 20dB within the operating 
band and this corresponds to a reflection coefficient 
magnitude of 0.995. The typical Ku-band response of the 
selected surface is plotted in Figure 5 below. In L-band the 
surface has a measured transmission loss of less than 
0.2dB. 
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Truncation of the dichroic surface at the edge of the 
reflector is a concern since a truncation of the resonators 
shifts their resonant frequency and can result in a reduction 
of the radar cross section of these elements and a 
corresponding reduction in the overall aperture efficiency. 
In the case of the cross elements one side of the cross will 
continue to contribute to the cross section if the other is 
truncated making the cross structure much less sensitive to 
truncation than the Y structure. In the EMS design 
significant cross truncation has been avoided by wrapping 
the crosses around the reflector edge. In production this is 
achieved through the use of a three dimensional laser 
photolithography process. The composite dish surface is 
plated with a high purity ED copper, this is then covered 
with a photo-resist and the resist is selectively exposed 
with a multi-axis-scanning laser. The unexposed resist is 
removed along with the copper below producing the 
desired dichroic surface. 

1"-à ire 1 
YYY:fr 1.111r • 

Ye's(  Ina 

FEED DESIGN 

The maximum diameter of the reflector used in the DTA 
system is strictly limited to a maximum of 11.5" by 
aerodynamic and structural considerations with respect to 
the aircraft tail design. The broadcast services for which 
this antenna will typically be used are designed to work 
with earth stations having apertures of greater than 18" in 
diameter and LNB's with noise figures on the order of 
1 dB. The key then to receiving these signals using the 
smaller airborne antenna is to minimize the LNA noise 
temperature and the system losses. In order to achieve a 
system noise temperature lower than that of the typical 
terrestrial terminal a design was selected which integrates 
a PHEMT LNA directly into the feed with the launching 
probes being etched directly onto the PCB. A clam shell 
configuration was selected where the PCB containing the 
LNA and probes is clamped between the feed waveguide 
and back short. 

Typically multiple corrugations are used around the feed 
aperture in order to equalize the E and H plane 
beamwidths however in this case a single optimized 
groove has been used with excellent results. Similarly the 
feed has been matched with a single circular waveguide 
transformer in order to minimize the waveguide length and 
thus the swept volume and losses. The feed radiation 
pattern is given in Figure 6 below and the feed mechanical 
structure is illustrated in Figure 7 along with the printed 
probes. 
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Figure 7a Feed Design 

Figure 7b Feed Design 
Printed Probes 

G/T PERFORMANCE 

LNA Noise Figure: 

LNA Gain: 

Feed Hot Loss: 

Feed Mismatch Loss: 

Radome Reflection Loss: 

kadome Dissipative Loss: 

Reflector (dichroic) 
hot loss 

bichroic Band Edge 
Loss (cold loss) 

Brightness Temp: 25K 
(Beam well above horizon, Includes allocation for 
sidelobes) 

Post LNA Noise Figure: 3dB max including 
cables and joint. 

Titc (F LNA  -1)290 + (FpLNA - 1)290/G LNA  
—(1.148-1)290 + (1.995-1)2.9 
=42.96 + 2.89 
▪ 45.9K 

- (1-1/L H)290 + TsKy/Ln 
= 39.8K 
-- 85.7K 

It should be noted here that G/T is not a particularly good 
figure of merit for receiving systems since for a given 
power density the signal to noise ratio for a given G/T is 
dependent on the square of the antenna gain. A better 
figure of merit is the effective aperture to noise 
temperature ratio. For the DTA antenna we have: 

Ae/T = X2G/(4itT) = -34.4 dB-m2/K 

MECHANICAL DESIGN 

The antenna is steered by means of an ultra-light, 
electromagnetically transparent elevation over azimuth 
positioner. All support components above the base plate 
are fabricated as precision fibreglass composites, ensuring 
that the entire antenna system will have low transmission 
loss at frequencies below Ku-band. Some basic mechanical 
and electrical interface specifications are as follows: 

Mechanical pointing accuracy: +/- 0.5 deg 
Slew rate: 40 deg/sec either axis 
Acceleration: 40 deg/sec/sec 
Drive System: Belt drive in elevation, gear in az. 
Motors: Sine wave driven stepper 
Rotary Joint: Two channels 
Slip Rings: 7, silver plated rings, fingers are 

Silver-graphite with Molybdenum disulfide 
Weight: 8.81bs (Antenna, with downconverter) 
Interface: Arinc 429 
ACU Separation: Up to 150' 
Temperature Range: -60C to +70C Operational 
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kntenna Gain: 29.3dBi 
Sum of Losses: 0.95dB 

= 9.0dB/K 
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ABSTRACT 

This paper presents experimental and simulation 
results for a novel 24 beam electronically steered antenna 
design with a full circular coverage in the horizontal plane, 
implemented with low-cost microstrip technology. The 
antenna is designed to operate in the mobile satellite band 
from 1525 to 1559 and 1626.5 to 1660.5 MHz and to provide 
a fixed angular coverage from 0 to 70 degrees in elevation 
with a gain of 8 dBic at a 35 degree elevation. 

The design uses 8 microstrip antennas disposed 
circularly, slanted from the horizontal plane at an appropriate 
distance from the center. These antenna elements are 
activated by groups through a radial switch. One-bit phase 
shifters are used to reduce the effect of the cross-over at the 
beam intersections, to compensate for the propagation phase 
shifts due to circular geometry and to slightly tilt the beam 
relative to the normal of each group of three, thus permitting 
to select 24 beam-pointing angles for the entire array. 

INTRODUCTION 

This paper presents experimental and simulation 
results for a novel electronically steered antenna design with a 
full azimuth coverage at medium and low elevation angles for 
application in MSAT or INMARSAT Mini-M. The antenna 
array is implemented in low-cost microstrip technology. The 
antenna beam is fixed in elevation and the beam is scanned in 
azimuth by switching groups of elements around the array. 

The paper discusses the antenna physical 
configuration and the design choices, and describes the 
antenna's constitutive elements, namely the radiating 
microstrip patch elements and the phase shifters, while the 
switch is analyzed in a companion paper [1]. The paper then 
presents simulation results as well as our latest experimental 
measurements. 

GENERAL DESCRIPTION 

The mobile satellite band used for MSAT and 
INMARSAT services extends from 1525 to 1559 MHz and 
from 1626.5 to 1660.5 MHz for the reception and the 
transmission bands of the earth station. Both services require 
adequate right hand circular polarization over the covered 
area. For MSAT an antenna gain between 8 and 13 dBi with a 
VSWR better than 1.5:1 over the pass-band is specified. For 
INMARSAT Mini-M, an EIRP of 14 dB +/- 2 dB and a 
minimum G/T of - 17 dB/K° have to be met. 

The novel antenna prototype, presented in this 
article, uses 8 microstrip patch antennas disposed circularlY,  
slanted downward from the horizontal plane, at a give° 
distance from the center (see figures 1 and 2). These antenna 
elements are activated in groups through a radial switch [11 
One-bit phase shifters [2] are inserted to reduce the effect Of 
the cross-over at the beam intersections, to compensate for the  
propagation phase shifts due to circular geometry and t° 
obtain a choice of beam orientations in azimuth for each 
group of antenna elements, thus permitting to select, irl 
particular, 24 beam-pointing angles for the entire array. 

Figure 1. Schematic diagram of the antenna. 
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Figure 2. Photograph of antenna prototype. 

The antenna, without the radome, is approximately 
8 . 5  cm high and 36 cm wide and is implemented in microstrip 
technology using an economical substrate. 

Surface mount plastic encapsulated PIN diodes are 
used for the switch and phase shifters, which limits the 
Prototype realized to a transmit power in the order of 15 
Watts. Modified designs capable of handling increased power 
levels are possible. Unlike its nearest market competitor, the 
mechanically steered antenna, there is no mechanical motion 
Used to make the beam scan and beam scanning can be done 
almost instantly. 

RADIATING ELEMENTS 

The characteristics of the radiating elements are 
central in the design of an antenna array. The bandwidth of a 
standard microstrip antenna separated from the ground plane 
bY a thin dielectric is inherently limited to some 3 % of its 
oPerating frequency, while the bandwidth required in this case 
eceresponds to about 8.5%. One can achieve some broad-
°anding by using parasitic elements in the neighbourhood of 
the antenna patch. One particularly effective method is to use 
tWo stacked patches. In one popular configuration, one feeds 
Me first patch, which is separated from the ground plane by a th 

f' 
 dielectric, with a second patch stacked over the first patch 

some distance away. The effective dimensions of each patch 
determine its resonance frequency and one can achieve a dual 
band antenna, if the resonant frequencies are far apart, or 
broad-banding if they are very close from each other. Ours is 
a  somewhat intermediate case, where both patches interact 
With each other. 

In the case presented here, the lower patch is printed 
on the substrate with a 3.05 dielectric constant, while the 
aPPer patch is a brass or aluminium thin plate, separated from 
the lower patch by a low dielectric constant convenient 
1:11.sterial. RHCP is achieved by feeding the antenna at two 
'fferent appropriate points through a simple power 

dividing network. Figure 3 shows the reflection coefficient 
for the radiating element, as predicted by ENSEMBLE 4.0. 
Figure 4 shows the measured reflection coe fficient. 

0  664, 

dB 

-6 

-12 

-18 

•  -24.,.  , 

1.4 1.5 1.6 1.7 

Frequency (GHz) 

Figure 3. Simulation of the stacked patch antenna 
reflection coefficient over the band of interest 

Frequency (GHz) 
Figure 4. Typical measurements of the stacked patch antenna 

reflection coefficient over the band of interest. 

180 

Figure 5. Typical measured radiation pattern in azimuth 
of a single antenna element over a ground plane. 

1,8 
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Figure 5 shows a typical radiation pattern in azimuth 
of an antenna element. Gains varying between 7.1 and 9.2 
dBic and -3 dB beamwidths between 55 and 70 degrees have 
been measured over the reception and transmission bands. 
The axial ratio was better than 5 dB, with some degradation in 
the presence of a ground plane. 

ARRAY DESIGN CONSIDERATIONS 

Let us then take as starting point for a preliminary 
design a microstrip radiating element composed of two square 
stacked patches, with the largest patch having approximately a 
dimension of 7 x 7 cm. Little coupling has been found when 
these are put side by side, so that a physical width of 9 cm is 
adequate. If the antenna array was flat instead of circular, the 
distance between the centers of the antenna elements would 
be also 9 cm, leading to a spacing of 0,45 k between array 
elements. 

With 12 such antenna elements disposed vertically 
around an horizontal circle to achieve a full 360 degree 
coverage, the diameter would be about 34 cm (13.5 inches); 
slanting the antenna patches some 35 degrees from the 
vertical plane, as illustrated in the photograph of Figure 2, 
increases the diameter at the base of the antenna array. 
Reducing the number of antenna elements from 12 to 8 
elements gives a definite advantage in size. However, the 
antenna elements are pointing in more diverging directions. 

With a central switch, one could use each antenna 
patch separately, and select the antenna patch receiving the 
strongest signal. However, there is a certain advantage in gain 
to be obtained by combining a number of antenna elements 
together, but the resulting antenna array has a beamwidth 
which is narrower (in the plane along which the array is 
located) than that of a single antenna patch. 

The consequence is that one benefits from the 
maximum gain only at the center of the main beam and that 
there are significant dips at the crossover points from one 
beam to the next. For instance, this dip is in the order of 4.5 
dB relative to the maximum in the case illustrated Fig. 6 for 
the combination of three successive groups of antenna patches 
in the 8-element array model depicted in the photograph of 
Figure 2. In a 12-element circular array model, the difference 
in angular orientation between two successive antenna patches 
would be 30 degrees instead of 45 degrees, but the 
dimensions of the antenna array would be significantly larger. 

In order to alleviate this prdblem of deep dips at the 
beam crossovers, one can use programmable phase shifters. 
This permits to obtain a selection of antenna patterns and to 
tilt the beam slightly to the left or to the right. For an 

8-element antenna array, a good choice is to select phase 
shifts that will tilt the beam orientation by +/- 15 degrees, thus 
giving an effective choice of 24 beams. Figure 7 shows a 
particular example where the dips at the crossovers have been 
reduced to less than 1 dB. 

-60 -40 -20 0 20 
ANGIE (DEG.) 

Fig. 6. Radiation diagrams for three groups 
of antenna patches in an 8-element circular arraY 

of the model of Fig. 2. 

"  
-20 -10 0 10 20 30 40 50 60 70 

Angle (de.)  

Fig. 7. Modifications to radiation diagrams and 
 obtainment of 24 beams by insertion of a phast: shifter. 

There is a price to be paid, namely additional losse5, 
due to the phase shifters and some degradation in 
impedance adaptation. Part of the advantage in direct1vn7  
obtained in combining the patches is lost through the Pier, 
shifter losses. The main advantage of this approach iS 
provide a full 360 degrees coverage with only small dips ., ,,a 
the elevation angles considered. One obtains a fan beam, vil,,LP  
the radiation diagram in elevation giving a beamwidth sew' 
to that of thé single patch. 

390 SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 



14 1.6 1 
Frequency  (OH] 

8. Phase shifter Reflection Coefficient 
for the two diode states. 

2 

Frequency [OH.] 

Fig. 10. Phase shifter phase characteristics 
for the two diode states. 

Mobile Terminal Antenna Technology 

PHASE SHIFTERS 

As mentioned above, antenna branches are combined 
and one-bit phase shifters are used in the antenna array. Each 
of the phase shifters can take one of two states, 0 or 1, which 
gives a number of possible configurations. Some of these 
Configurations are particularly useful in order to obtain given 
beam orientations 

For the antenna array prototype, we have made use 
of reflection phase shifters. This type of phase shifter is 
based on a 90 degrees hybrid circuit, in our case a microstrip 
line branch coupler. This device has four ports, two 
Input/output ports and two so-called separating ports. The 
signals appearing at the separating ports are the input signal 
divided in half and 90 degree out of phase to each other. 

If the same impedance is connected at the two 
separating ports, the reflected power will recombine and flow 
through the output port. When the impedances are perfectly 
matched, no power is reflected an no power flows through the 
output port. When the impedances are short circuits or open 
circuits, the whole signal is reflected and flows through the 
?Input port. In practice, depending on the particular 
Impedance at the separating ports, different phase differences 
between the input and output signals can be obtained. In 
Particular, one can put a diode at both separating ports 
followed by an impedance transformer terminated by an open 
Circuit. When the diodes are closed, the impedance is that of a 
Short circuit, or rather of a very low resistance, wanted as low 
aS possible to minimize the loss. When the diodes are open, 
th. e impedance is that of a capacitor, which permits to obtain a 
given phase difference between the signals at the output ports 
When the diodes are switched from one state to the other. 

Figures 8, 9 and 10 present measurements of the 
r.eflection coefficient, transmission coefficient and phase shift 
la function of frequency for the two diode states. Figure 8 
shows that the frequency behaviour of the reflection 
coefficient is rather complex: in practice, one does not have 
Much flexibility for optimizing the circuit; as shown in the 
figure, a reflection coefficient better than -17 dB over the 
band of interest was obtained. 

The transmission loss, shown on Figure 9, is in the 
order of 1 dB. As mentioned above, these losses are to some 
extent a consequence of the diode forward resistance, which is 
In this case of the order of 1.5 Li The selection of an 
aPpropriate diode is a very delicate issue involving not only 
he obtainment of the desired phase shift, but also the losses 

to be suffered and the power carrying capacity of the device. 
The recovery time of the diode in order to maintain an 
aPpropriate reverse bias for the maximum rated power is also 
a consideration. 

1.4 1.6 
FrOqUellCy [OH.] 

Fig. 9. Phase shifter Transmission Coefficient 
for the two diode states. 

2 
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ANTENNA ARRAY MEASUREMENTS 

Measurements have been carried out with the 8- 
element antenna array prototype shown in Figure 2 

Figure 11 shows, from left to right, measured 
antenna array radiation patterns in circular polarization 
obtained for a group of antenna branches with an appropriate 
phase shifter configuration. For these measurements, the 
antenna array was rotating on an horizontal plane with the 
other antenna fixed at an elevation angle of 35 degrees. These 
patterns are obviously very close to the design expectations. 

14 
IreII  e4le  batten. Ifee P %le uij  

21 0  
180 

Fig. 11. Measured CP antenna array radiation patterns. 

Figure 12 shows a typical VSWR measurement over 
the band of interest for a set of three antennas. The switch is 
one of the main limiting factors for the bandwidth and the 
reflection coefficient. 

A gain of 8 dBic has been measured at a 35 degree 
elevation angle. The array has been used in stationary tests for 
MSAT transmissions and the quality of the voice on the 
telephone link has been perceived to be comparable with the 
quality offered by the standard manufacturer's antenna. In its 
present design with commercial plastic encapsulated PIN 
diodes, the array is evaluated as capable of handling 
transmission powers up to approximately 15 Watts. 
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ABSTRACT 

In this paper we present some general considerations 
for the design of a radial switch used in an electronically-
steered circular array antenna for satellite communica-
tions. A low-pass filter circuit is used in the switch to 
lower down the insertion loss and reflection. Analytical 
formulae are derived for the case of ideal transmission 
lines to show the dependance of the return-loss bandwidth 
on the choices for the line impedances. Important optimi-
zation criteria are drawn. 

These design criteria were used to implement eco-
nomical L-band microstrip switches for use in an MSAT 
or INMARSAT antenna array, using low cost printed cir-
cuits and surface mount plastic-encapsulated PIN diodes. 
The measured results of one sample switch is presented 
here in which the overall insertion loss was lower than 
0.50 dB, reflection lower than -13.8 dB and the isolation 
between the feed and a deactivated channel higher than 
28.5 dB, for the whole operation band from 1.525 GHz to 
1.661 GHz. 

1. INTRODUCTION 

We are developing a microstrip antenna for MSAT 
and 1NMARSAT mobile communications. The 8-channel 
antenna array[1], which uses a radial rnicrostrip switch, is 
electronically-steered and covers the operation band from 
1.525 GHz to 1.661 GHz. The adjacent channels closest to 
the direction of the satellite are activated simultaneously, 
and the other channels deactivated. The system is designed 
to cover elevation angles up to  700.  

In 1996 [2,3], researchers at University of Queens-
land reported an electronically-steered microstrip switch 
for the Australian mobile communication system. Inser-
tion loss was -1.5 dB and the reflection at the boundary of 
the oPeration band was -10 dB. The switch worked well  

except that the insertion loss was a little too high com-
pared with the overall gain of the antenna system, which 
was about 10 dB. The motivation of the present work is to 
explore the possibility to lower down the insertion loss 
while keeping the reflection in the operation band as low 
as possible, while using low cost printed circuit and com-
mercial PIN diodes. 

This paper is composed of 5 sections. In Section 2, 
the inductance required by a low-pass filter circuit to com-
pensate the shunt capacitance of the diode in each acti-
vated channel is presented and the improvement to the 
operation of the switch is discussed. In Section 3, the Q-
factor of an ideal transmission line switch is given and the 
criteria for wideband and low-loss switch design are estab-
lished. In Section 4, the physical parameters of a micros-
trip switch designed using low-pass filter circuits and the 
above criteria are detailed and the simulated results are 
presented with the measured ones. In the last section, 
some conclusions are reached. 

2. SELECTION OF PIN DIODES 

A dual-anode PIN diode is used to activate a channel 
or deactivate it by positively or negatively biasing it. Fig. 
1 gives the equivalent circuit of the diode. The variable 
resistor R is the very small forward resistance rd  when the 
diode is positively biased and it becomes very high 
(10000a in our simulations) when negatively biased. The 
inductances of the two inductors in the figure are the 

Figl. Diode equivalent circuit 
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anode-lead inductances plus inductances we intend to 
add to the circuit. The inductance of the cathode-lead is 
compensated by the virtual ground formed by an open 
circuited quarter-wavelength line segment. When the 
diode is negatively biased, the channel is activated with 
some reflection and insertion loss caused by the shunt 
capacitance Cd . Deterioration arises at higher frequency 
or when the shunt capacitance of the diode is high. To 
solve this problem, we can adjust the inductances shown 
in Fig. 1 to form a low-pass filter circuit. The required 
inductance is: 

L = Z2  —C 2 d' 

where Z is the impedance of the transmission lines con- 
nected to both sides of the circuit. For the 1.6 GHz band 
and for a PIN diode with Cd  = 0.75 pF, rd  = 0.6  Q, 
Z = 50  Q, Fig. 2 shows the insertion loss versus fre-
quency for different inductor values L = 0, L = 0.47 nH 
and L = 0.94 nil. When L = 0 nH,  in the operation band 
from 1.525 GHz to 1.661 GHz, the shunt capacitance 
will cause in each activated channel an insertion loss of 
at least -0.16 dB and a reflection coefficient of at least - 
14.35 dB. Whereas when we choose L = 0.94 nH, the 

transmission coefficient is better than -1.43 x  i0 dB, 
and the reflection is lower than -42.50 dB in the whole 
band. When the operation frequency is higher, the lead 
inductance must be adjusted to minimize the reflection 
coefficient and the improvement will be more apparent. 
The improvement is also important in the case of a 
higher diode shunt capacitance. When the capacitance is 

0.0 

-3.0 

-6.0 

Cd  = 2.2 pF[2], and for Z = 50 Q and L = 0 nH, the 
insertion loss will be as high as -1.25 dB and the reflection 
-6.08 dB in the operation band from 1.525 GHz to 1.661 
GHz. If we choose the compensation inductors according 
to (1), L = 2.75 nH, the insertion loss will be lower than - 
0.18 dB and the reflection -14.66 dB. 

3. THE BANDWIDTH AND INSERTION LOSS OF 
AN IDEAL TRANSMISSION LINE SWITCH 

Let us consider the case of an m-channel ideal trans-
mission line switch, among which n chamiel are activated 
and the other m - n channels deactivated. Because of the 
limited place at the center of the switch in which the cir-
cuit should be deployed, simplicity was our main principle 
in choosing the circuit configuration. This led to the switch 
composed of m radial channels, with each channel as 
shown in Fig. 3. It is composed of a quarter-wavelength 
transformer of impedance Z02  and another quarter-wave- 
length transformer of impedance Zt  and is terminated by 
a load  Z,. The m radial channels join together at the 
switch junction and are fed by a common perpendicular 
coaxial line of impedance  Z0 . A quarter-wavelength open 

stub of impedance Zs  is connected in parallel with each 
channel through a PIN diode. The open X/4 stub provides 
a virtual ground for microwave signals at the cathode of 
the diode. 

When the diode is negatively biased, it provides a 
high resistance in parallel with a shunt capacitance Cd  and 
isolates this channel from the virtual ground. The channel 
is then activated. When it is positively biased, it appears as 
its residue resistance rd  and the virtual ground will cause 
the power in the channel to be reflected. This channel is 
then deactivated. 

Z1 

Centre 
point 

Fig. 3. One channel of the switch. 

(1) 

Zt 

— Diode 

Z s  
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pArge  Q= 

( 3 ) 

where 

= z /z, (4) 

Mobile Terminal Antenna Technology 

The transfer matrix of a quarter-wavelength trans-
mission line of center frequency fo  and arbitrary imped- 
ance Z00  , with a normalized frequency difference 

X  = ittif/jo  , is: 

1 ix g — oo  

fro°  —Ix 

Using such matrices for each of the transmission 
lines in the switch, we can obtain the input impedance at 
the feed of the antenna. In the derivation, a positively 
biased diode is modelled by its residue resistance rd  and 
a negatively biased one by an open circuit. The effect of 
the shunt capacitance Cd  is deemed negligible once 
compensated by the self inductance. By comparing this 
input impedance with that of an oscillating circuit, we 
can obtain the Q-factor of such a switch: 

2. High equivalent load impedance,  Z. In the same 
bracket of (3), both the first term, which represents the 
contribution of the n activated channels to the Q-factor, 
and the second term will decrease with increased  Z,  sug- 
gesting the possibility of a large bandwidth. The third term 
in the bracket, the contribution of the residue resistances 
of the diodes when they are positively biased, is usually 
very small compared to the other two terms. 

3. Large n or small m-n when m is fixed. This is easy 
to understand because both cases are tending towards ide-
ally matching a transmission line with n parallel transmis-
sion lines. 

For each deactivated channel, at the center frequency 
of the switch, the residue resistance of each positively-
biased diode in parallel with ; provides a shunt imped- 

Z2„, (r, + Z ) 
ance of — 'I  at the feed port of the switch. The 

rdZe  

total m — n deactivated channel provide a shunt resistance 

of 
 202(rd+Z

e
) 

to the n channels which are matched to 
rdZe (m—n) 

the feed line. The insertion loss due to the m-n deactivate 
channels at the center frequency is 

(2) 

(m—n)7 
T (dB) = 20log( 1 _ 

2n( +2') J (6) 

is the equivalent load impedance seen at the anodes of 
the diode. The impedances with over-bars are the nor-
Malized ones with respect to the feeding line impedance 
Z0  and Z02  is related by the matching condition 

Zo2 P.172.07; ( 5 ) 

Broad bandwidth is achieved when the Q-factor in (3) is 
small. We can establish the following criteria for wide 
band switch design: 

1. Low impedance of the open stubs,  Z3 .  In (3), we 
recognize that the contribution of the m-n deactivated 
channels to the Q-factor is represented by the second 
term in the large round bracket. L,owering , the Q-fac- 

tor will be decreased. 

According to this formula, for the insertion loss, we 
can draw the following criteria: 

1. When n, the number of activated channels, is 
fixed, the insertion loss will increase with m-n, the number 
of deactivated chime's. 

2. When m-n, the number of deactivated channels, is 
fixed, the insertion loss will decrease with  n,  the number 
of activated channels. 

3. The insertion loss can be decreased by increasing 
the equivalent load impedance ; at the PIN diodes. 
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Fig. 5. L-band microstrip switch under test. 
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4. MICROSTRIP SWITCH DESIGN UNDER THE 
GUIDANCE OF THE DESIGN CRITERIA 

The above design criteria were used to design 
microstrip switches with various number of total chan-
nels among which some adjacent channels were acti-
vated. To decrease the cost of the switch, we used an 
economical substrate with both sides coated with 1 oz. 
copper. First we chose Z 43.8 Q. A lower impedance 

with a wider microstrip may be used but the radiation 
will also increase. Second we chose Ze  = 50 Q, the 

same as the load impedance Z1 . In our case this choice 

was good enough for an acceptable bandwidth. For the 
sample switch we describe here, 3 channels in the total 8 
channels are activated. From (5) the impedance of the 
quarter- wavelength  transformers between the center 
point of the switch and the diodes was 86.6  Q.. A higher 
Ze  would require this width to be smaller and this might 

eventually be an important factor limiting the power-
handling capacity of the switch. 

A PIN diode with a nominal shunt capacitance of 
0.75 pF was used for this test. The inductance of each of 
the two anode leads and of the cathode lead were mea-
sured to be 0.47 nH. In Section 2, we showed that the 
total inductance of the anode leads should be 0.94 nH. 
The extra 0.47 nH plus the microstrip transformer Z02  

behaved as the same microstrip line with reduced length. 
The extra 0.47 nH inductance added to the anode lead 
connecting to the microstrip line Zt  was a piece of nar- 

row microstrip. The inductance of the cathode lead and 
the effective capacitance of the open stub because of the 
fringing field in each channel were compensated by the 
open stub. Consequently the actual length of the open 
stub was shorter than a quarter-wavelength. 

The switch was fed at the center by a coaxial cable 
and then divided into 8 channels. Fig. 4 is the simulated 
return loss at the feed, the insertion loss between the feed 
and an activated channel, and the isolation between the 
feed and a deactivated channel. For the insertion loss, 
please refer to the numbers on the right side of the figure. 

Insertion loss Return loss 

.1111100110e91 
BEM 

riallrard 
11111rsolation 11 

Frequency 0.1 GHz/div 
Fig. 4. Simulated return loss, insertion loss 

and isolation of the switch in dB. 

Fig. 5 shows the circuit fabricated according to the 
simulations with one channel connected to the Port 2 of a 
HP 8703 Light-Wave Component Analyzer and the other 7 
channels terminated by 50Q matched loads. Fig. 6 shows 
the return loss, the insertion loss and the isolation mea-
sured by the analyzer. From Fig. 6, the return loss at the 
feeding port was -31.72 dB at 1.580 GHz, the overall 
insertion loss -0.33 dB and the isolation -42.96 dB at 1.600 
GHz. The overall insertion loss was obtained by adding 
4.771 dB to the insertion loss. For the whole operation 
band from 1.525 GHz through 1.661 GHz, the insertion 
loss was lower than -0.50 dB, the reflection lower than - 
13.76 dB and the isolation better than -28.45 dB. Similar 
results were obtained by activating different groups of 
adjacent channels. 
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1.4 1.5 1.6 1.7 1. 
Frequency(GHz) 

Fig. 6. Measured return loss, insertion loss 
and isolation of the switch in dB. 

5. CONCLUSIONS 

In this paper we suggested using a low-pass filter 
circuit in the switch design for low insertion loss and 
low reflection in the activated channels. The improve-
ment to the operation of the switch is more apparent for 
higher operation frequencies and/or higher shunt capaci-
tance of the PIN diodes. 

Concerning bandwidth, the Q-factor of a radial 
switch composed of ideal transmission lines was used to 
establish criteria for wide bandwidth switch design. The 
number of deactivated channels should be small and the 
number of activated channels large to give wide band-
width. When these numbers are specified, lowering the 
impedance of the open stubs and increasing the equiva-
lent load impedance seen at each diode, will also 
increase the bandwidth. In our case the equivalent load 
impedance ; was chosen the same as the load imped- 
ance  Z1  = 50a . In the case of a switch with more deacti-
vated channels, ; may be increased to increase the 
otherwise limited bandwidth. 

About the insertion loss of such a switch composed 
of ideal transmission lines, it was suggested to decrease 
the number of deactivated channels and incre,ase the 
number of activated charnels, and increase the equiva-
lent load impedance ; at the PIN diodes, for lower  

insertion loss at the center frequencies. Any measure dis-
cussed in the last paragraph for increasing the bandwidth 
will lower down the insertion loss at frequencies on both 
sides of the center frequency of the switch. 

In the test switch presented in this paper, the mea-
sured insertion loss was lower than -0.50 dB, reflection 
lower than -13.76 dB, and the isolation better than -28.45 
dB, for the whole operation band from 1.525 GHz to 1.661 
GHz. 

The insertion loss at the center frequency was mea-
sured to be -0.33 dB, which can be divided into three 
parts: loss caused by the residue resistance of each diode 
in the deactivated channels, according to (6), was -0.09 
dB; loss caused by the microstrips between the feed of the 
switch and the port of an activated channel was about - 
0.15 dB; loss of -0.09 dB including radiation loss at the 
discontinuity between microstrips and mismatch losses at 
the feed of the switch and at each port of the activated 
channels. 
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ABSTRACT 
THE QUADRIFILAR HELIX ANTENNA 

The effects on electrical performance of a choke-fed 
monopole antenna placed coaxially within a quadrifilar 
helix antenna are presented. A specific application of this 
antenna configuration is for reception of S-band digital 
audio broadcasts. The quadrifilar has a beam coverage 
optimized for satellite reception at elevation angles 25 
degrees above horizon. The purpose of the monopole 
antenna is to receive linearly-polarized signals from 
terrestrial base stations in the event of signal fading of the 
primary satellite source, as might occur in urban canyons. 
The antenna is designed to be compact and intended for 
external mounting on a subscriber's automobile. 

INTRODUCTION 

Innovation in antenna design these days has less to do with 
theory than with implementation. To be of consumer-
quality, antennas must be compact, rugged and 
economical. Diversity can be a highly-valued feature, 
particularly if it helps the antenna meet the above criteria. 
To this end, a combination monopole/quadrifilar helix 
configuration has been investigated that has application as 
a subscriber antenna for the reception of digital audio 
satellite broadcasts. Described in this paper is such a 
device operating over a frequency band of 2326 MHz ±10 
MHz. The quadrifilar helix receives the satellite directly, 
while the monopole is only engaged during situations of 
inadequate signal strength, such as might occur in an urban 
canyon. Under such conditions, the reception duty is 
handed off to the monopole which can receive the 
broadcast from terrestrial base stations located strategically 
within the urban area. Studies indicate that vertically 
polarized signals ensure optimal transmission in multi-path 
environments of this sort, so the monopole is the natural 
complement to a vertically polarized.  base station. The 
antenna configuration is made compact by placing the 
monopole coaxially within the quadrifilar helix, and 
carefully positioning it so as to minimize electrical 
performance degradation between the two. The two 
antennas will be described first separately and then 
integrated together as a single unit. 

Quadrifilar helix antennas have the unique attribute of 
producing a circularly polarized conical beam while 
maintaining a relatively slender and compact form factor 
[1]. These antennas are becoming increasingly popular 
and have been produced in substantial volumes for such 
applications as global positioning receivers, handheld 
satellite phones and radio-com terminals. The quadrifilar 
helix is relatively insensitive to a conducting element 
placed within its core, provided that the diameter of the 
internal element is reasonably less than that of the host 
quadrifilar. Generally, the diameter ratio between the two 
antennas should not exceed 1:3 [2], however short sections 
(X/4) of the internal conductor resulting in a diameter 
ratio of 1:2 are permissible if properly located. This leads 
to the present topic, in which a X/4 choke is placed within 
a quadrifilar helix of twice diameter for the purpose of 
creating a coaxial monopole. 

Quadrifilar Helix Test Model 

Designing the quadrifilar helix is a straightforward 
procedure, however special care must be taken to ensure 
that the structure is properly excited for optimuel 
performance. The main complexity of these antennas lies 
within the feed/matching network design. After selecting 
the helix parameters that give the desired beam coverage ,  
the mutual input impedance of each winding must be 
characterized so that an appropriate feeding and matching 
network can be implemented [3]. The feeding network 
provides an equal distribution of RF signal power to the 
four helix windings in quadrature phase rotation so as te 
excite the proper beam mode. The matching network is a 
set of four reactive impedance transformers, one for each 
winding. 

The geometry for the quadrifilar helix under consideration 
is shown in Figure 1. The helices have a winding sense for 
left-hand circular polarization, and an angular pitch for ae 
elevation coverage of 25 degrees to zenith. The selected 
quadrifilar dimensions are 2.5-inch pitch, 0.75-inch 
diameter and 2 turns for a developed length of 5-inches. 
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THE MONOPOLE ANTENNA 

The monopole antenna used here is actually a form of 
dipole antenna whose reflective element is a quarter-wave 
choke. The design consists of a 5Y2-inch length of UT85 
semi-rigid coaxial line terminated with 500 SMA 
connector on one end, and has a section of the outer 
conductor removed at the other end to expose the center 
conductor. This forms a sort of rudimentary dipole 
element. A choke is used to sheath the outer conductor to 
prevent currents from flowing along its length and 
producing undesirable radiation. 

Choked Monopole Antenna Test Model 

The geometry for the choked monopole under 
consideration is shown in Figure 3. The selected 
dimensions are 0.93-inches length for the exposed center 
conductor (monopole), 1.2-inches length and 0.375-inches 
diameter for the choke. The choke is fabricated from 10- 
mil wall brass tube, and is soldered to the coaxial line 
outer conductor as shown. 

The antenna was fabricated as a printed circuit and etched 
?n a 5-mil substrate of Teflon-fiberglass. The measured 
input for each winding was 280 within the frequency band 
«interest, so a matching network of four 3711 quarter-
Wave lines was incorporated to match the antenna to a 500 
111Pui. A branchline coupler was etched together with the 
rn. aiching network and helix winding to complete the 
circuit. The feeding/matching network adds an additional 
°.625-inches to the overall antenna height. A typical beam 
pattern cut in the elevation plane measured for this antenna 
In the absence of the monopole is shown in Figure 2. The 
gain between 25 degrees and zenith is at minimum 1 dBic, 
With a peak gain of 3.8 dBic occurring around 45 degrees. 
Ellipticity is seen to be less than 2 dB within the coverage 
region. 

Figure 3 Choked monopole antenna dimensions 

*--re 2 Elevation beam pattern of the quadrifilar helix 
antenna in the absence of the monopole. 
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[3] C.J. Mosher, "... The Impedance Behavior of a 
Quadrifilar Helical Antenna", Master of Science Research 
Report, UMASS Amherst, Feb. '97. 

Figure 4 Elevation beam pattern of the monopole in the 
absence of the quadrifilar helix. 

Figure 5 Elevation beam pattern of the monopole in the 
presence of the quadrifilar helix. 
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The beam radiation pattern for the choked monopole 
antenna in the absence of the quadrifilar is shown in Figure 
4. The gain of the antenna at horizon is approximately 1.5 
dBil and 1.9 dBil at 25 degrees above elevation. This 
region of coverage is deemed sufficient for terrestrial 
reception in urban areas. 

COMBINING ANTENNAS 

Placement of the monopole within the quadrifilar helix is 
critical. If improperly located, coupling between the two 
antennas will result in severe degradation of the radiation 
patterns, particularly for the monopole. In addition to 
being axially concentric, the feedpoint of the monopole 
(the point along the axis where center conductor and choke 
coincide) must be displaced ve rtically below the top of the 
quadrifilar by a specific distance. This distance was 
predicted by moment method modeling then verified 
through experimentation. Properly located, the quadrifilar 
helix patterns are virtually unaffected while the monopole 
patterns suffer only marginal degradation, as shown in 
Figure 5. In the present case, the optimal location was 
found to be 0.42-inches below the top of the quadrifilar, 
which means that the monopole protrudes 0.51-inches out 
the top of the structure. The combined antenna 
configuration is sketched in Figure 6. 

CONCLUSION 

A dual antenna configuration has been proposed with the 
intent of giving both satellite and terrestrial reception 
capability. This was accomplished by placing a choke-fed 
monopole within the core of a quadrifilar helix, and 
finding the location giving optimum performance. Some 
rules of thumb with regards to diameter ratios between the 
two antennas were discussed and verified through 
experimentation to hold true. 
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ABSTRACT 

This paper presents an antenna configuration which can 
radiate in any one of four polarization states: clockwise 
circular, counter-clockwise circular, vertical linear, or 
horizontal linear. A prototype feed network was developed 
and integrated with an L-band wide-band microstrip an-
tenna in order to test the design concept. The feed network 
contains digital phase shifters, whose states could easily be 
electronically controlled in order to radiate the desired po-
larization. 

The antenna patterns were measured for each of the vari-
ous settings of the phase-shifters in order to confirm the 
operation of the polarization agility. All four polarization 
states were generated. Axial ratios on boresight of 0.5 dB 
were achieved for both clockwise and counter-clockwise 
circular polarization, with a 3 dB axial ratio bandwidth of 
approximately 20%. For the linear-polarized states, cross-
polarization levels on boresight greater than 20 dB below 
the peak co-polarized levels were measured. For every 
state, 10 dB return loss bandwidths of at least 10% were 
obtained. This antenna configuration offers polarization 
agility with little increase in complexity and without re-
quiring additional real-estate or a significant cost increase. 

INTRODUCTION 

One of the challenges facing mobile communications in 
urban environments is to overcome signal fading due to 
depolarization from multi-path scattering. One method for 
combatting this fading is to use a mobile terminal that in-
corporates antennas with polarization diversity. Having 
more than one antenna for the mobile terminal, however, is 
not the ideal solution due to the added real-estate, com-
plexity, and costs required. Having a single antenna which 
could radiate with different polarizations would be an at-
tractive solution. 

In the past few years, there has been some research carried 
out on antennas with polarization diversity. One method 
involved microstrip antennas fabricated on ferrite sub-
strates [1, 2]. The antenna polarization was switched from 
linear to circular by applying a dc magnetic bias field. 
Similar results have also been obtained using ferrite reso-
nator antennas [3]. Both these antennas suffer from certain 
disadvantages such as: narrow bandwidth performance 
(about 1%); the requirement for an electromagnet which 
significantly increases the cost and size; and only one ori-
entation of linear polarization can be achieved. 

A second approach involved the integration of four varac-
tor diodes with a single probe fed microstrip antenna [4]. 
By proper biasing of the diodes, the antenna generated 
vertical linear, horizontal linear, clockwise circular and 
counter-clockwise circular polarization. This approach is 
more amenable to practical applications; however, the Un-
pedance bandwidth reported was still quite narrow (< 1%) . 

 Also, in this configuration, the diodes were inserted into 
the substrate, adding to the complexity of the antenna, and 
increasing labour costs in volume production. 

A third configuration consisted of a stacked disk antenna 
with four probes, where the probes were connected using 
network of three hybrid circuits [5]. The polarization of 
this antenna could be altered between CW and CCW cir -
cular polarization by appropriate selection of one of two 
input points of the feed configuration. A similar approach 
with only two hybrid circuits was also proposed whic h 

 could provide either VL or HL polarization. Although ore 
two polarization states were achieved, this configuration 
offered a wide impedance bandwidth of over an octave. 

This paper presents a simple four-point feed antenna con-
figuration for generating radiating fields in any one of four 
polarization.  states. 
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ANTENNA CONFIGURATION 

The geometry of the polarization agile antenna is shown in 
Figure 1. It consists of a square microstrip patch antenna, 
printed on a 0.76 mm thick sheet of fibreglass, and sus-
pended 7 mm above the ground plane with air as the sub-
strate. This height was chosen in order to obtain a 10 dB 
return loss bandwidth of approximately 10%, required for 
various mobile communication applications. The antenna 
is excited with four probes, which are connected to the mi-
crostrip feed network, located below the ground plane. The 
Probes were located in positions where there was low mu-
tual coupling between orthogonal probes (i.e. between 1 
and 4; 2 and 3). Microstrip stubs were used to tune out the 
reactive component of the probes and to provide an ade-
quate impedance match. 

Figure • Geometry of polarization agile microstrip antenna. 

The four probes are connected together with a combination 
of Wilkinson power combiners and one-bit digital phase 
shifters. By properly setting the states of the phase bits, the 
phase at each of the four ports can be adjusted to produce a 
radiation pattern with either clockwise circular, counter-
clockwise circular, vertical linear, or horizontal linear po-
larization. 

For the prototype antenna, the one-bit phase shifters were 
implemented by inserting transmission line lengths corre-
sponding to 0 0  and 180° of phase delay at the design fre-
quency of 1.5 GHz. In practical applications, one-bit digi-
tal phase shifters could be used to electronically control the 
polarization states. 

Figure 2 shows the measured return loss of the antenna for 
the four different polarization states. The impedance 
bandwidth for the circular polarization states is 24% with a 
15 dB return loss. The linear polarization impedance 
bandwidths are somewhat degraded but still maintains a 10 
dB return loss over a 10% frequency range. The imped-
ance bandwidth of the four-port patch is significantly 
wider than that of the single probe-fed patch due to the 
Wilkinson power dividers, which absorb out-of-band re-
flections. 

The radiation patterns at 1.5 GHz in the two principal 
planes for the four polarization states are shown in Figures 
3 to 6. A rotating linear source was used to measure the 
axial ratio of the circular polarized states. A boresight axial 
ratio of approximately 1.5 dB was measured for both the 
clockwise and counter-clockwise states. The gain of the 
antenna when radiating circular polarization was approxi-
mately 7 dBic (determined using the conversion from a 
rotating linear measurement as outlined in [7]). The axial 
ratio and gain is plotted versus frequency for the clockwise 
circular polarization state in Figure 7. For the linear polari-
zations, cross-polarized levels were better than 20 dB be-
low co-polarized peak gains. Linear polarized gains are 
approximately 5 dBi. The skew in the E-plane pattern of 
vertical polarized antenna is probably caused by probe ra-
diation. 
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Figure 2. Return Loss for the four polarization states. 

Figure 3. Clockwise circular polarization. 
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Figure 6. Horizontal polarization. 



Mobile Terminal Antemia Technology 

11F- 

[3] 

[4] 

[5] 

[6] 

[7] 

SUMMARY 

This paper has presented a four-point fed microstrip 
antenna with polarization agility. By incorporating 
digital phase shifters in the feed network, the phases 
at each of the four ports can be adjusted to allow the 
antenna to radiate any one of clockwise circular, 
counter-clockwise circular, vertical or linear polari-
zation. A prototype antenna designed at L-Band was 
tested to determine the performance of this configu-
ration. This antenna configuration offers polarization 
agility with little increase in complexity and without 
requiring additional real-estate or a significant cost 
increase. Although this concept was demonstrated 
using a microstrip patch configuration, it is equally 
applicable to any antenna having a rotational sym-
metry of at least 71/2, such as conical horns, pyrami-
dal horns, or crossed dipoles. 
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ABSTRACT 

This paper study mobile satellite systems concept in Ka-
band. A wide allocated bandwidth and a large number of 
frequency reuse based on hundreds to thousands of small 
spot beams will allow to draw drastically new mobile sat-
ellite systems concepts. Requirements for beam size on the 
surface of the earth for various signals transmission are 
considered. Based on these requirements, Ka-band geosta-
tionary systems with 3.5m and 10m satellite antenna for 
mobile communications are considered. System parame-
ters examples are shown for these systems. If number of 
beam is hundreds to thousands, it is not appropriate to pro-
vide a fixed power transmitter for each beam because traf-
fic in each beam is not uniform or static. This paper pro-
poses a method to cope with this multiple beam varying 
traffic, which is applicable in Ka-band. Satellite onboard 
equipment concept for hundreds to thousands beams are 
also presented. 

INTRODUCTION 

of an input Hybrid, SSPAs and an output Hybrid. The 
MPA configuration is easily implemented in L or S-band 
[3]. However, in Ka-band, where coaxial or planer circuit 
loss are very large, implementing more than 8-port MPA is 
not realistic. 
This paper considered method to implement power sharing 
in Ka-band multiple beam satellites. As a most appropriate 
method, a reflector antenna with space-fed equal phase 
shift active array, its principle was proposed by the author 
in 1987[4], is presented. The active array consists of hun-
dreds to thousands of similar elements with equal phase 
shift. Ordinary primary feed ho rn  illuminate the mesh of 
the active elements and the amplified circular wave illumi -
nates the reflector. Since each beam is radiated from all 
active array elements, it is not necessary to assume fixed  
power for each beam. Beam traffic variations are accepted 
without loss of total transmitting power efficiency. Ms° , 

 from this property, it is possible to place a spot beam on 
the ocean or on the deserted area where traffic is vetY 
spontaneous. 

OMNIDIRECTIONAL TERMINAL 
Shortage of L- or S-band mobile satellite service (MSS) 
frequency band and requirement for more higher bit rate 
multimedia communications will move future required 
MSS frequency band for more higher frequency band. 
This paper study advanced multiple beam mobile satellite 
systems concepts in Ka-band. A broad allocated bandwidth 
and a large number of frequency reuse based on hundreds 
to thousands of small spot beam enable to draw a drasti-
cally new mobile satellite systems concept. At first, re-
quirements for beam size on the surface of the earth for 
voice and multimedia signals up link are considered. Sig-
nals will be 4.8kbps voice to 1--2Mbps multimedia com-
munications. Based on these requirements, multiple beam 
system with 3.5m and 10m antenna on the geostationary 
satellite are considered. 
This paper also considered requirements for multiple beam 
systems with varying beam traffic. If number of beam is on 
the order of hundreds to thousands, it is difficult to provide 
a fixed power transmitter for each beam. A large number 
of beams may include beams on the sea or on the deserted 
area where traffic is very spontaneous. In order to cope 
with these spontaneous or varying traffic spots, author 
proposed the "Multiport Amplifier" concept in 1987[1]. 
The concept was applied in AMSC/MSAT and Nstar for 
L- or S-band multiple beam mobile satellites communica-
tions successfully [2]. Multiport amplifier (MPA) consists 

In mobile satellite communications, mobile voice terminal 
has omnidirectional antenna pattern. Users of mobile ter-
minal need not lcnow direction of the satellite. Fig.1 shove 
radiation and receiving pattern of the omnidirectional ter-
minal. 

This radiation pattern itself determines its isotropic gain. It 
's isotropic gain is about OdB which is not dependent on 
frequency. This frequency independent omnidirection al 

 earth station antenna pattern provide specific features to 
the mobile satellite systems concept. 
Effective aperture Aeff of OdB isotropic gain antenna  15 
given as follows when wavelength is represented by )n.. 

Aeff=X2/47t (1) 
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This equation shows that if receiving frequency is lower, 
the effective aperture of the omnidirectional antenna be-
come larger. The larger aperture enables communications 
bY lower satellite power flux density. This principle repre-
sents that lower frequency is more suitable for mobile 
communications although size of the OdB antenna become 
larger. Fig.2 shows omnidirectional antenna examples at 
1 .6GHz and 29.5GHz. Size of omnidirectional antenna is 
9-14cm at 1.6GHz and 0.5-1cm at 29.5GHz. 

Satellite 
Receiving 
Antenn 

Diameter:D t D = 10 m at 36,0001cm (GEO) 
= 3.0 m at 10,000km (ICO) 
= 0.4 m at 1,0001cm (LEO) 

Uplink C/1n6= 48dBHz 
including 5dB margin 

1.60Hz 4_9cm.  

I I I l llllllllllllllllllll II lllllllllll lllll 

29.50Hz 
.Q.5 cm 

mtifflaw 

14cm 
29.5GHz iseaislen 

12D2111SUrcf£21111111.2621111à1=1 

Fie Omnidirectional antenna examples at L- and 
Ka-band. 

REQUIRED SATELLITE ANTENNA DIAMETER 

If transmitting power of mobile voice terminal is selected 
as around 0.5W at any frequencies, eirp of omnidirectional 
Inobile terminal is also frequency independent. Eirp is 
around -3dBW at any frequencies. In this case, required 
satellite receiving antenna diameter become also frequency 
independent. The required satellite antenna diameter D is 
gi;ven as fimction of the required up link C/No , satellite 
"ithude and satellite receiving noise temperature as fol-
tows.  

I)  H*SQRT { C/NO,up (32/11)(kT,/eirPEJ 

Where, D : Satellite antenna diameter 
H : Satellite altitude 

C/N0,„1, : up link C/No  including up link margin. 
Satellite antenna aperture efficiency 

k: Boltzman's constant 
T,: Satellite system noise temperature 

EirpE  : Mobile terminal up link eirp 

Satellite antenna diameter is proportional to satellite alti- 
tudr  e. Figure 3 shows required satellite antenna diameter at 

ICO and GEO. Transmission signal is assumed to 
4 .8kbps voice signal. In this case, required up link C/No 

la 48 dBHz including 5dB up link margin. 

Fig.3 Required satellite antenna diameter to support om-
nidirectional voice terminal. 

REQUIRED BEAM COVERAGE DIAMETER 

If mobile terminal up link bit rate and eirp are fixed, re-
quired satellite receiving antenna diameter is proportional 
to distance from the earth to the satellite. It is not depend-
ent on up link frequency. If mobile terminal antenna gain 
is OdB and transmitting power is 0.5W(eirp = -3dBW), 
required satellite receiving antenna diameter is around 10m 
at GEO and around 0.4m at LEO for 4.8kbps voice com-
munications including 5d8  up link margin. The concept is 
shown in Figure 3. This means if we implement a 10m 
antenna in Ka-band satellite, we can use OdB antenna for 
voice communications up link even in Ka-band. Size of 
OdB omnidirectional antenna in Ka-band will be smaller 
than lcm. It can be said that by utilizing a large diameter 
satellite antenna in Ka-band, extremely small size Ka-band 
terminal can be utilized. However, in these cases, satellite 
antenna beam coverage become very small and number of 
beams becomes extremely large. 
In multimedia communications at 2Mbps, use of omnidi-
rectional antenna is impossible from link parameters re-
quirement. In this case, use of directional antenna with 
more than 10dB gain will become necessary. However, in 
Ka-band, size of this antenna is still extremely small, if 
large diameter satellite antenna is implemented. 
Figure 4 shows required diameter of beam coverage on the 
earth which support 4.8kbps voice communications up link 
with 5dB margin at -3dB beam edge. As shown in Equa-
tion (2), required satellite antenna diameter is not depend-
ent on frequency. But diameter of the beam coverage on 
the earth is dependent on frequency. 
Author showed in the previous paper (5), that required spot 
beam coverage diameter R on the earth at nadir is given by 

R = 0.216XSQRT {(rieirpEs ACTS)/(C/NO ) (3 ) 

where, 
R:  diameter of the uplink spot beam coverage 
X : uplink wavelength 

: Satellite antenna aperture efficiency 

1.6GHz 

lllll n lllll nnunnIllin lllll lllll
l  

(2) 
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eirpEs  : earth station transmitting eirp 
k:  Boltzman's constant 
Ts  : satellite receiving system noise temperature 
C/No : required uplink C/No  including uplink margin. 

From this equation, it can be understood that spot beam 
coverage diameter is not dependent on the altitude of the 
satellite but proportional to the uplink frequency. Also, it is 
inversely proportional to square root of the required up 
link C/N o . 

L-band Satellite Ka-band Satellite 

Single beam coverage 

Fig.4 Required beam coverage to support 4.8kbps, 
-3dBW up link at L- and Ka-band. 

NEVER LEO IN KA-BAND 

In this study, use of a geostationary satellite (GEO) is as-
sumed. Recently, many low earth orbit (LEO) systems are 
proposed and implementation is in progress. Before enter-
ing systems design, it should be emphasized that for Ka-
band mobile or small aperture terminals systems, geosta-
tionary satellite is most appropriate. Figure 5 shows same 
beam coverage by LEO and GEO. Satellite communica-
tions are point (satellite) to area communications. Satellite 
antenna must cover required service area in order to sup-
port communications from any point in the service area. If 
GEO and LEO cover the same area as shown in Fig.5, 
transmitting power of the earth station or the satellite are 
same for GEO and LEO. It is easy to. understand that point 
(satellite) to area communications, distance of the satellite 
from the earth do not affect required transmitting power. 
Small path loss of LEO is compensated by small satellite 
antenna gain of LEO. Therefore, small distance of LEO 
never assures small transmitting power for mobile termi-
nal. Actually, small transmitting power is assured by small 
beam coverage(small cell). It is not dependent on satellite 
altitude. In principle, for the same signal, there exists re-
quired beam coverage, which is same for LEO and GEO. 
In Ka-band, required beam coverage diameter for voice 
communications using omnidirectional mobile terminal is 

extremely small. Therefore, in case of LEO, where satellite 
is orbiting, hand over between spot beams will become 
impossibly frequent. In Ka-band, use of omnidirectional 
terminal requires extremely small spot beam, which make 
LEO systems impossible. 

111D 
A t t ude- 1, 0011., 

Atit .436,00010 

Fig.5 Same beam coverage means same transmitting 
power. 

For multimedia communications at around 2Mbps, use °f  
omnidirectional antenna becomes impossible from satellite 
link design requirement. In this case, use of the terminal 

 with directional antenna become necessary. If directional 
 antenna is used for earth station, in case of LEO, at least 

 two tracking antennas are necessary to maintain continu-
ous communications with orbiting satellites. This confie 
ration is not realistic even in fixed satellite  commune
tions. Besides, tracking of the orbiting satellite is ex- 
tremely difficult if the terminal is on a mobile platfortn.  
Therefore, it is apparent that it is impossible to envisage 3  
LEO terminal concept in multimedia mobile satellite 
communications. In case of GEO, it is possible to envisage 

 an inexpensive mobile terminal with directional antenna 
for multimedia mobile communications because satellite is 
stationary. 
Also, using proposed power sharing multiple betas 

 transmitting antenna concept, spot beams can be placed ° II  
the ocean or deserted area without loss of total power de" 
ciency. In case of LEO, it is impossible to share been 
power because one LEO satellite's whole coverage maY be  
totally ocean or totally deserted area. 

KA-BAND LARGE SATELLITE ANTENNA SYSTEMS  

L-band GEO mobile satellite with 12m antenna will be 
launched in this or next year [6]. These systems supPet  
voice communications using omnidirectional mobile ter" 
minals. Omnidirectional mobile terminal has frequene 
independent antenna gain of around OdB. Therefore, eel) 

 of the mobile terminal is also frequency independent. Frei 
 this frequency independent earth station eirp, required sat: 

ellite antenna diameter to support omnidirectional termite!, 
become also frequency independent. In principle, Ka-bell:I  

, 12m antenna will also support omnidirectional Ka -ball  
mobile terminal. In the former section, author showed 1 0°1. 
antenna required for Ka-band omnidirectional voice teen; 
nal. Difference from above L-band 12m antenna is cause°  

earimen& 

1111111MMIIII 
%ILI aearre 
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by different up link margin and different up link bit rate 
,[7]. 

Table 1 System parameters 3.5 and 10m antennas 

use of a specific mobile satellite service band in Ka-band 
will be necessary. 

Up Link (29.5GHz)  
atellite Receive Antenna Diameter 3.5mP 10m(l)  
pot Beam Coverage Diameter 144kmp 5 Hump  
i'anstnission Bit Rate 4.8kbps 64kbps 1.544Mbps 4.8kbps 64kbps 1.544Mbps  
.!th Station Antenna Diameter 2cm4) 5cmP 15cm4i 0.5cm4(OdB) 3cm4 10cm4)  
arth Station Transmitting Power 0.5W 1W 3W 0.5W 0.5W 1W  
r  LinIZ.....L.Mair in 8.9dB 8.6dB 9.1dB 5.2dB 10.3dB 9.9dB  

Down Link (19.7GHz)  
.atellite Transmit Antenna Diameter 3.5m4) 10m4  
pot Beam Coverage Diameter 2201cm(1) 761(mp  
L'ansinission Bit Rate 4.8kbps 64kbps 1.544Mbps 4.8kbps 64kbps 1.544Mbps  
Leth Station Antenna Diameter 2creli 5cm4 15ctn4 0.7cmP(0dB) 3cmili lOcmp  
atellite Transmitting Power ich 0.5W 1W 2W 0.5W 0.5W 1W  
(:1)vn  Link Mar:in 8.4dB 8.IdB 8.6dB 8.2dB 9.8dB 9.4dB 

,ssurned parameters: Satellite antenna anerture efficiency: 40%. Earth station antenna aperture efficiency: 50%. 
Satellite system noise temperature: 600K, Earth station system noise temperature: 300K 
Required Eb/No=5.7dB (at le), Link margin is defined at beam edge where -3dB from beam center. 

Size of the Ka-band omnidirectional antenna will be 
sinaller than 1 cm. Such an extremely small antenna will 
enable implementation of extremely small size terminals. 
Table 1 shows 3.5m and 10m Ka-band large satellite an-
tenna systems examples. Bit rate of the signal is selected 
as, 4 .8, 64 kbps and 1.544 Mbps. Receiving and transmit-
ting antenna are assumed to have same diameter. There-
,ibre, multiple beam patterns of up link and down link will 
°e different. As stated in the later section, it is assumed 
krhat system design allows different up link and down link 
rani Pattern. And it is also assumed that satellite antenna 
u,eant pointing variation can be absorbed in the system 
mestel. For beam to beam hand over and different transmit 
and receive cell pattern, existing cellular systems control 
technologies can be applied. 
In this study, 3.5m antenna is considered as an example 
Which is possible to implement by the present technolo-
gies. 10m antenna is considered as an example which can 
811,PPOrt omnidirectional voice terminal although its im-
Pletnentation is difficult by present technologies. 3.5m 
antenna has 144km spot beam on the earth. This size of 
4.sPot beam allows use of 5cm 1W mobile terminal at 
rkbPs. For the same 3.5m antenna, down link spot beam 
utatteter is 220km. The satellite transmitting power is 1W 
for the same terminal. As shown in the former section, if 
Satellite antenna diameter is 10m, 4.8kbps /-3dBW omnidi-
rectional mobile terminal can be used with 5dB up link 

argin. In this case, beam diameter on the earth is only 
b l ittn. It will be necessary to implement tremendous num-
:r «beams to cover intended service area. ahle 2 shows rough estimate of necessary number of 

atns to cover Japan and US by 3.5m and 10m satellite 
ven.nna. Rough estimate of number of beams is made di-
inkung total area of each country by area of the spot beam. 
„,ese examples, use of omnidirectional mobile terminal 
will  flot  allow 2 degrees satellite spacing as existing fixed 
satellite service. For this kind of mobile satellite service, 

Table 2 Rough estimate of necessary number of beams 

Satellite antenna Beam coverage Number  of beams  
diameter diameter Japan US  
3.5m 144 km 23 591  
10m 51 km 185 4,714 

Fig.6 Example beam coverage by 3.5m antenna. 
The number of beams shown is 170. 

POWER SHARING AMONG BEAMS 

A large satellite antenna can support small mobile termi-
nals with small transmitting power. However, Ka-band 
large antenna has extremely small spot beam coverage. 
Large number of beam is necessary to cover whole in-
tended service area. In the satellite communication system 
with large number of beams, traffic in each spot is not uni-
form and also not static. Some beams will cover on the 
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ocean or on the mountain area where traffic will be very 
spontaneous. 
Thus, it is not efficient to provide a fixed power transmitter 
for each spot beam. Transmitter for a large number multi-
ple beam system must have capability to share transmitting 
power among beams. The author proposed "Multiport 
Amplifier" for this purpose in 1987(1). Multiport Ampli-
fier consists of 2 set of multiport Hybrid and array of am-
plifiers between them. The concept was successfully ap-
plied in several L-band multiple beam mobile satellite 
systems. However, implementation of the Multiport Am-
plifier is difficult in Ka-band because Hybrids and cables 
loss become large. Another example of power sharing 
transmitter is using an active phased array multiple beam 
antennas. In case of multiple beam phased array, all beams 
are transmitted by common active array elements. Trans-
mitting power of each beam is not fixed and can be 
changed according to the traffic without loss of efficiency. 
However, using a conventional multiple beam active 
phased array is difficult in Ka-band because beam forming 
network with phase shifter for large number of beams is 
extremely difficult. 

By adopting power sharing capability among carriers, 
down link power control can be implemented as a power- 
ful countermeasures to down link rain attenuation, [7]. 

Fig.7 Ka-band multiple beam transmitter using 
equal phase shift amplifying array 

KA-BAND AMPLIFYING ARRAY ELEMENT 

KA-BAND MULTIPLE BEAM TRANSMITTER USING 
EQUAL PHASE SHIFT ACTIVE ARRAY 

Figure 7 shows the proposed Ka-band offset reflector an-
te= with equal phase-shift active array in front of the 
primary feed horns. Use of a reflector is necessary to make 
a small spot beam on the earth. Use of direct radiating 
phased array is impossible because number of elements 
become too large to make a large aperture corresponding 
to a small spot beam. An ordinary direct radiating array 
radiates a plane wave. In the proposed equal phase-shift 
array, the array radiate a spherical wave similar to the ra-
diation from the primary feed horn. The reflector and the 
primary feed horn are similar to the ordinary offset multi-
ple beam antennas. The array element consists of a uni-
form electrical length Ka-band SSPA and rectangular horn 
at its input and output. There are no phase shifters in the 
array elements. These active array elements are space fed 
by primary feed horns. By assembling a large number of 
small power array elements, a very high power transmis-
sion becomes possible. Also, since all beams are transmit-
ted by commonly used array elements, it is unnecessary to 
assume fixed power in each beam. This configuration sup-
port power sharing among beams. 
Other features of this con figuration are as follows. 

By use of a small power light weight SSPA, weight of 
the whole transmitter will be decreased compared with 
utilizing Ka-band TWTAs. 

It is not necessary to implement redundant SSPA units 
because failure of several elements only slightly affect 
total transmitting performances. 

Low power simple equal phase-shift active array element 
is easy to implement in Ka-band. 

In the configuration shown in Fig.7, the array elements are 
placed at equal distance from the focus of the reflector. 
The primary feed horns, which are placed on the focal 
plane of the reflector, point the center of the array cluster. 
On the other hand, the array element receiving horns point 
to the focus of the reflector. These arrangements are taken 
so as to obtain uniform array elements transmitting powe r  
distribution for all beams. 
Figure 8 shows the concept of the amplifying array ele• 
ment. Received power is converted to a planer strip- l1ne  
mode, amplified by Ka-band FET, and retransmitted bY 
transmitting horn. Since planer strip-line has no cutoff fro' 
quency, its cross section can be reduced compared with Me 
input and output horn. The space under the strip line will 
be used to dissipate heat and to supply power. The beer 

 emanating from Ka-band FET will be diffused to perimeter 
and radiated (8). 

PET 

I I 1 (C) 

Dissipation Transmit 
Fig.8 Ka-band amplifying array element concept. 

ONBOARD PROCESSING AND ROUTING 

If number of beams is hundreds to thousands, it is neat 
sary to demodulate up link signals and to have function et 
routing signals onboard. If processing is not used, trernee 

 dous bandwidth is necessary in feeder link. Recently, lee 

Receive Power Heat 
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capacity routing of packet signals become possible by ap-
plying ATM technologies. Up link signals are formatted as 
ATM packet, then sent at 4.8bps. Satellite receives the 
signal and demodulates using DSP technologies. De-
modulated base band signals are routed by ATM technolo-
gies. Routing to feeder link or directly to down link spot 
beam is possible by the address in the ATM packet. Fig.9 
shows configuration of onboard processing for hundreds to 
thousand beam satellite. Transmitting beams are amplified 
by common amplifying array. 

Fig.9 Ka-band hundreds to thousands beam mobile 
satellite concept. 

APPLYING CELLULAR COTROL TECHNOLOGIES 

In the proposed system, up link and down link beam pat-
tern is di fferent. Therefore, it is necessary to find down 
link beam where the mobile terminal exists. Finding down 
link beam is possible sending a control signal to all down 
link beams and receiving response from the mobile termi-
nal. Also, beam to beam hand over is necessary by mov-
ing mobile terminal or pointing variation of the satellite. 
These locating and hand over technologies can be adapted 
from the existing cellular mobile communications tech-
nologies. 

CONCLUSION 

Ka-band multiple beam mobile satellite system with a 
large satellite antenna is studied. It was shown that, in 
principle, using 10m satellite antenna, omnidirectional 
mobile voice terminal could be implemented. It was also 
shown that 64kbps and 1.544Mbps multimedia mobile 
communications could be implemented by extremely small 
terminals. In these systems, beam coverage also became 
extremely small necessitating large number of beams. In 
order to implement large number multiple beam in Ka-
band, offset reflector antenna fed through equal phase shift 
amplifying array is proposed. As an example, 3.5m and 
10m antenna systems are studied. By uniform distribution 
of array element excitation, power sharing among beams 
will be attained. 
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ABSTRACT 

An air interface has been developed for a mobile satellite 
system planned for deployment in the year 2000. The 
interface definition draws its heritage from the 
internationally accepted and successful GSM terrestrial 
cellular specification, yet it incorporates many important 
features that optimize it to the peculiarities of the satellite 
channel. Some unique capabilities are provided which do 
not exist in the terrestrial system that are very important in 
the satellite system, such as integrated position-based 
services and single-hop terminal to terminal calling. The 
air interface is being standardized jointly by ETSI and 
TIA. 

INTRODUCTION 

Hughes Electronics has developed [1] a mobile satellite 
system that uses a geosynchronous satellite to provide 
continental coverage at low cost. The system consists of: 
• one or more satellites in orbit nominally above the 

areas served by the satellites, 
• one or more gateway stations providing 

interconnection with public land mobile networks and 
the public switched telephone network, and 

• many user terminals which may be of many types, 
including handheld cellular-like phones, vehicular- 
mounted mobile phones, and fixed telephones. 

The services provided by the system include the standard 
services offered by GSM as well as a few not provided by 
GSM such as the ability to make single-hop terminal to 
terminal calls. Many characteristics of the satellite channel 
have been taken into account in the design of the air 
interface. 

One of the key features of the air interface includes its 
strong resemblance to terrestrial GSM at the upper 
protocol layers. This allows the integration of standard 
GSM services into the system by using as much as 
possible off-the-shelf components such as the mobile 
switching center (MSC). 

The air interface is currently being developed into an 
international standard jointly by TIA and ETSI committees 
[2]. 

IDLE MODE BEHAVIOR 

Introduction 

A user terminal is in idle mode if it is not on a dedicated 
connection or in the process of establishing a dedicated 
connection. The GEM idle mode has four processes as 
shown in Figure 1: Spot Beam Selection and Re-selection ,  
Public Land Mobile Network (PLMN) Selection, Position 
Determination and Location Updating (LU). 

AT Positiont 
Reports 

.4-- User Initiation 
Service Indications 

Figure 1. GEM Four Idle Mode Processes 

GEM location updating and higher layer processes are 
similar to GSM. Nevertheless, GEM and GSM idle mode 
behaviors differ in several important respects. 

A salient difference between a GSM cell and a GEM  spot 
beam is its size. A GSM cell, being at most a fey 
kilometers in radius, is wholly contained within a location 
area (LA), connected to a single MSC and associated with 

GPS SQI 
Parameters 
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Figure 2. Time Orthogonality of Control Channels in a Multiframe 

a single PLMN. A GEM spot beam, being approximately 
100 km in radius, can subtend several countries, and 
therefore can be associated with several LAs and possibly 
PLMNs and be able to connect terminals to several 
national gateway stations, MSCs and visitor locations 
registors (VLRs). 

Therefore position determination is an important feature of 
the GEM idle mode and is well integrated into the air 
Interface protocol and system design. Thus the user 
terminal in a GEM system is required to perform Global 
Positioning System (GPS) position determination and 
report its position to the GEM network. In contrast, the 
User terminal position in a GSM system is only indicated 
bY the accuracy of the cell selection. 

Another difference is the need to conserve satellite power 
bY ensuring that all terminals select the best spot beam 
from a signal strength perspective. Thus, in a GEM 
sYstem, only the strongest or next to the strongest spot 
beam should be camped-on and the PLMN should be 
selected from the Broadcast Control Channels (BCCHs) of 
these spot beams. By contrast, in GSM, PLMN selection 
has priority over cell selection and any suitable cell of a 
Preferred PLMN should be selected even if there are other 
stronger cells belonging to non-preferred PLMNs. 

An advantage that a geo-mobile satellite system has over a 
terrestrial GSM system is that all spot beam broadcast 
control channels have the same source, the satellite, and 
therefore, at the terminal, all BCCHs traverse an identical 
Propagation path with the same fading characteristics. 
Furthermore, time synchronicity is easily achieved. 

The specific details of the GEM spot beam selection and 
re-selection procedure, position determination procedure, 
PLMN selection procedure and Location updating will be 
described in the following sections. 

Spot Beam Selection and Re-Selection 

The spot beam selection procedure ensures that a user 
terminal, when operating in a GEM system, nearly always 
selects the best spot beam. An accurate spot beam 
selection is crucial in a GEM system to minimize satellite 
power cost and timeslot assignment blockage, and to limit 
the number of spot beam re-selection procedures. Fast 
spot beam selection is desirable to provide a transparent 
procedure to the user. 

To achieve a fast and accurate spot beam selection, several 
concepts were developed in the GEM system. For fast 
camp-on time, the network broadcasts system information 
in each beam that contains a list of neighbors BCCH 
frequency and timing as well as a complete list of all 
carrier frequencies used in the GEM system. The user 
terminal stores this information in non-volatile memory. 
When powering-on again, the terminal can first look at 
these stored lists of frequencies to speed up frequency and 
timing acquisition and spot beam selection. BCCHs from 
all seven spot beams are also time orthogonal and 
broadcast every half a multiframe so that the user terminal 
can measure them quickly and efficiently as shown in 
Figure 2. 

Position Determination 

Both standalone GPS and GEM assisted fast acquisition 
are supported in the GEM system. Fast GPS acquisition 
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considerably reduces the acquisition time by using a rough 
position estimate and a GPS Broadcast Control Channel 
(GBCH) providing satellite parameters for at least four 
GPS satellites in view to the terminal and GPS timing 
estimate. This rough position estimate is calculated by the 
user terminal based on relative power measurements from 
surrounding beams and satellite and beam center positions 
broadcast in the BCCH system information. 

This position estimate combined with the GPS position, if 
available, is also used by the user terminal to validate the 
spot beam selection procedure once a spot beam has been 
selected and will trigger a new spot beam selection or its 
completion. The user terminal will also report its GPS 
position to the network in the Channel Request message if 
position information reporting is required. It is possible 
that the user terminal selects an incorrect beam due to 
measurement errors, for example. The network detects 
this error based on the reported GPS position, and redirects 
the user terminal to the correct beam. Therefore, the use of 
GPS by the user terminal and the network will insure near-
perfect spot beam selection. 

The position determination procedure will help determine 
the difference between the round-trip delay from the AT 
and the satellite, and the round-trip delay reported in the 
system information to the center of the selected spot beam. 
In the normal operating condition, a Random Access 
Channel (RACH) burst is assumed to arrive in a 
deterministic time window at the satellite. However, the 
user terminal is only aware of the round-trip delay from 
the center of the selected spot beam, broadcast by the 
network. As the user moves away from the spot beam 
center, its actual timing deviates from this known round-
trip delay. This differential delay is consequently 
unknown to user terminal and can be as long as 6 
milliseconds. As a result, the RACH burst could fall 
partially outside the RACH window for some beams. 
Measuring this differential delay accurately will allow the 
GEM system to operate with a small RACH window, 
conversely a large channel request message burst format. 

PLIVIN Selection 

Once spot beam selection is completed and suitable spot 
beams are identified, the user terminal determines all 
available PLMNs from the BCCHs of the suitable spot 
beams. The system information on a BCCH identifies all 
other BCCHs that are present in the s'ame spot beam and 
all BCCHs of overlapping spot beams from other satellites 
within the same GEM system. The normal GSM PLMN 
selection procedure is then applied on those available 
PLMNs. 

Location Updating  

On selection of a PLMN, the mobility management (MM) 
layer of the AT initiates the Location Update procedure by 
issuing a radio resource (RR) Establishment Request to the 
RR layer. The RR sublayer of the AT then initiates an 
Immediate Assignment Procedure and sends a channel 
request message on a RACH containing the user terminal's 
GPS position. Based upon the reported GPS position 
and/or other information, the network may determine 
various position-based access errors or enforce  position
based access restrictions by sending error causes in 
Immediate Assignment Rejection messages regarding spot 
beam and/or LAI selection. As shown in Figure 3, a spot 
beam may contain multiple LAIs and PLMNs. A user 
terminal in beam 2 in country 1, for example, may only be 
allowed to access the gateway station 2 (GS2) and not 
GS3. A rejection message will be sent by the network for 
a user terminal with a position not covered by the network,  
for a user terminal with an invalid position in the selected 
LAI, or for a user terminal selecting a spot beam with an 
invalid position. The network may also send a rejection 
message to direct the user terminal to register via a 
different GEM satellite. 

 Beam border 
Country border 
PLMN coverage border 

— • — • — — Gateway connection with spot beam 
Location area border 

Figure 3. Various Reasons to Trigger Location Update 

SINGLE HOP TERMINAL TO TERMINAL CALLING 

If a call is established between two mobile terminals using 
two satellite hops, the delay from one user to the other will 

 be approximately 540 milliseconds. This propagation delaY 
may be unacceptable. To reduce this delay, a direct -  link 
can be provided between the two terminals through the  
satellite by establishing a connection with only a single 
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satellite hop. One of the innovations in the GEM system is 
the ability to establish single-hop Terminal-to-Terminal 
(TtT) calls. 

SATELLITE 

On-board Switch 

The GEM TtT call procedure is based on GSM defined 
protocols with minimum changes required for the satellite 
environment. The scheme also supports GSM features 
such as authentication, encryption, user identity protection, 
roaming, call interception, and DTMF signaling. 

In addition to the normal call setup procedures such as RR, 
MM and Call Management (CM) procedures, the crucial 
steps involved in the establishment of a TtT call are the 
connection of a TtT link at the satellite, the assignment of 
the link to the originating terminal and the assignment of 
the link to the terminating terminal. The GEM satellite is 
equipped with an on-board switch, which can cross-
connect a direct link between two mobile terminals upon 
the request of a GS. 

After the GS receives the call request from the originating 
mobile user terminal, it performs the call identification 
procedure and identifies the call as a TtT call. During the 
following MM and CM procedure, the MSC is informed of 
the arrival of a TtT call. Then, the GS initiates the 
establishment of the direct TtT link cormection at the 
satellite. Upon the positive response from the satellite, the 
direct TtT link is first assigned to the originating terminal 
and then to the terminating terminal .  After the verification 
of the direct TtT link between two terminals, a single hop 
voice connection is established between the two terminals. 
Our step-by-step establishment of the TtT link guarantees 
the reliable direct communication between two terminals 
with the minimal call setup delay and the optimal use of 
system resources. The configuration of radio resource 
during a TtT call is depicted in Figure 4. 

During a single hop TtT call, since two terminals are 
communicating with each other through a cross-connected 
link at the satellite, a separate channel is required for 
sending signaling messages from the GS to each terminal. 
The channel is known as Terminal-to-Terminal Control 
Chanhel (TTCH). As the flow of signaling messages from 
the GS to a terminal is quite light during a TtT call, it is 
designed to be a point-to-multi-point control channel 
shared by several TtT calls for the efficient use of radio 
resource. 

TTICH 

1 msc I 
Gateway Station 

Figure 4. Radio Resource Configuration during a TtT Call 

In a single TtT call, the ciphered communications begin 
first with both terminals talking to the GS in normal cipher 
mode, each with a separate cipher key. Then, after an 
encryption algorithm common to both terminals is 
selected, and a common cipher key is generated at the GS 
and transferred to the terminals, the mode is changed to a 
cipher mode with a common cipher algorithm and a 
common cipher key. In a single hop TtT call, the ciphered 
communication exists not only between the two terminals 
but also between each terminal and the GS for the purpose 
of interception. Therefore, in order to perform encryption 
and decryption properly with pseudo-random sequences at 
each terminal and the corresponding GS, terminals and the 
GS are instructed to act as a "mobile" or a "network" 
appropriately before the beginning of the cipher mode with 
a common cipher key. 

One of the novelties in TtT signaling is the use of Service 
Access Point Identifier (SAPI) = 2. Since each terminal is 
communicating with the other terminal as well as the GS at 
the same time, SAPI=2 is used for signaling between the 
terminals so as to coexist with the signaling flow with 
SAPI=0 between a terminal and the GS. Link 
establishment with SAPI=2 between two terminals after 
the TtT link is assigned to both terminals, verify not only 
the physical connectivity through the satellite but also 
cipher synchronization between the two terminals. As a 
result, a reliable communication between two terminals is 
established. 

Unlike GSM systems, syrnmetric power control is 
employed in a single hop TtT call with the regular 
exchange of power control message between two 
terminals. Two terminals act as peer entities in the control 
operations. Only for the synchronization of power control 

4- 
T1TCH 
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message, one terminal is designated as the master and the 
other as the slave. 

Timing and frequency synchronization during a TtT call 
involves a number of phases: synchronization at initial 
access, synchronization before a TtT link is assigned, 
synchronization during the transition to a TtT link and 
synchronization of the TtT link. Before a TtT link is 
assigned, in the forward link from a GS to a terminal, 
synchronization is performed at the terminal by tracking 
signals received from the GS. In the return link, any 
transmission timing drift is corrected by timing/frequency 
correction messages received from the GS, which keeps 
track of signal arrivals transmitted from the terminal. 
After the TtT link is assigned, in the forward link, the AT 
maintains an independent tracking loop for signals from 
the TtT link and TTCH channel. In the return link, TTCH-
based observation is used as the reference for transmission. 
The network also monitors signal arrivals transmitted from 
each terminal and sends timing/frequency correction 
messages to the terminals on the TTCH to correct the 
timing and frequency drift. 

PERFORMANCE 

The GEM Common Air Interface (CAI) defines the 
interface between the access terminal and GEM satellite 
system. The GEM CAI reuses the GSM higher layer 
protocols to ease the integration with the terrestrial cellular 
system and reduce the development cost. The RR layer, the 
data link layer (DLL) and the physical layer protocols, 
however, are all optimized to the satellite link. A few 
important modifications including RACH design, 
Extended Channel Assignment signaling procedure, two-
outstanding-L3-message approach, multiple set 
asynchronous balanced mode (SABM) and GEM DLL 
protocol are introduced in this chapter to exhibit the 
successful solution for mobile satellite communications. 

GSM RACH only conveys 8 bits of information. Its 
purpose is to speed up the call setup. This design is 
appropriate in terrestrial cellular systems since a mobile 
user can only access a visible ground station. In the 
satellite environment, however, a mobile user can contact 
any GS that is in the satellite coverage. Due to the broad 
coverage of a GEO satellite, the GS selected by a mobile 
user may not provide the optimum routing. In order to 
reduce the call setup delay, an optimum GS should be 
selected at early stage of call setup. Therefore, GEM 
RACH is designed to carry all the necessary information to 
perform optimum routing. The RACH message includes 
random reference, MSC id, called number, establishment 
cause, number plan identification, retry counter, AT power 
class, HPLMN ID, etc, totaling 139 bits. This long RACH 
design is vulnerable to the noisy channel. Therefore, the 
success rate of access will be reduced. To solve this 

problem, RACH message is divided into two categories: 
class 1 and class2. Class 1 information (20 bits) is better 
protected than class 2. With a good visibility to the 
satellite, both class 1 and class 2 bits may be successfully 
received and an optimum routing decision can then be 
made. If a mobile user sends a call request in a location 
with bad visibility, only class 1 RACH is received. GS will 
immediately assign a channel to the mobile to get more 
setup information and stop the transmission on RACH. 
This signaling procedure is called extended channel 
assignment. The GEM RACH design and extended 
channel assignment together provide a solution to reduce 
call setup delay in the satellite environment. 

GEM has a different physical layer design than GSM. In 
GSM, a signaling message has 456 coded bits (160 
information bits) being interleaved into eight bursts. In 
GEM, a signaling message has 384 coded bits (56 
information bits) being spread into four bursts. The coding 
scheme adopted for GEM FACCH enhances the channel 
robustness. The reason that we have the luxury to use the 
robust signaling channel is the GEM DLL design. GEM 
DLL has a window size of 16 in contrast to the window 
size of 1 in the GSM system. If the length of a L3 message 
is longer than 7 bytes, it will be segmented and a 
maximum of 16 segments (112 bytes) are allowed 
unacknowledged. 

To fully utilize the big window size, an approach called 
two-outstanding-L3-message is proposed. In GSM, onlY 
one L3 message is allowed at a time to avoid the ambiguitY 
in duplication detection when channel re-assignmear 
happens. In most of the cases the L3 message may be 
shorter than the N201*k (N201 is the size of information 
in the frame and k is the window size). So the channel iS 
under-utilized and the time needed for exchanging the call 
setup related message is high. Since the L3 header where 
duplication detection bit (N(SD)) locates is untouchable , 

 this approach exploits the fact that only the MM and CM 
sub-layer messages have the N(SD) associated with the '  
and RR sub-layer messages do not have any N(SD) 
associated with them. A SubLayer Flag is added in 
primitives from L3 to L2 to indicate to which sub-layer the 
message belongs. With this modification, a RR message 
can be transmitted with a MM or CM message without 
waiting for the acknowledgement. An example of this 
utilization is the mobile originated (MO) call setup where a  
setup message (CM layer) can be sent immediately after 
cipher mode complete message (RR layer). 

Another modification in DLL protocol is called multie 
SABM. With this approach, AT continuously sends 
multiple SABMs (up to eight) without waiting for a UA 
response or 1200 time out. The T200 timer is set after the 
last SABM is sent. If there is no UA received until T200  
time out, the link is released. This approach will reduce the 
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Figure 5. MO call setup delay vs. FER 

call setup delay in error-prone channel and is also intended 
to speed up and maintain the synchronization. 

There are additional modifications in GEM DLL, like 
group-reject (GREJ) in contrast to select-reject in the GSM 
system. The idea of GREJ is to acknowledge the received 
out-of-sequence frame and trigger the transmission of non-
received frames. GREJ can detect a single error frame as 
Well as several error frames in a row. Multiple GREJ S-
frames are allowed to transmit. With GREJ, errors can be 
recovered quicker and redundant re-transmission is 
Prevented. 

The simulation is conducted using OPNET simulation tool. 
An OPNET model of the GEM CAI protocol is developed 
and extensive simulations are performed to investigate the 
Performance of the proposed GEM CAI signaling 
protocols. The simulation validates the proposed protocols 
and also shows that the call setup signaling performance 
are satisfactory for the GEM satellite system. The MO call 
setup delay in comparing GEM DLL and GSM DLL 
Férotocols is shown as an example of performance 
Investigation (Figure 5). The call setup time is the interval 
from transmission of the RACH message from the AT and 
receipt of call proceeding message from the GS by the AT. 
The performance shows approximately two seconds delay 
iniprovement using GEM DLL design. In typical channel 
Condition (5% FER), 95% call setup delay is less than 9.5 
second. The multiple SABM approach provides 0.5 second 
delay reduction for an error-prone channel. 

CONCLUSION 

A mobile satellite system has been designed with the 
benefits of the terrestrial GSM network, but optimized for 
the satellite channel. The air interface defines 
enhancements to GSM to allow effective use of the 
satellite. These enhancements include the ability to 
mitigate the long satellite delay inherent in terminal to 
terminal calls by providing single-hop terminal to terminal 
calling. Another enhancement is that position based 
services have been integrated into the air interface to 
support billing functions and emergency call routing. The 
air interface is being standardized jointly by ETSI and TIA 
as GMR-1 (Geo Mobile Radio-1). 
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ABSTRACT 

As part of the traffic resource management technique in a 
time division multiple access (TDMA) based mobile 
satellite communication system, a mobile link carrier 
grouping algorithm provides an efficient way to reduce 
call blocking caused by mobile user delay variation within 
a spotbeam. The major idea is to divide the spotbeams of a 
satellite into a number of single offset coverage zones. 
User traffic generated from each zone is carried by a 
particular group of carriers. Since there is limited 
propagation delay variation within each offset coverage 
zone, a single transmit (Tx)/receive (Rx) burst offset on 
the satellite can be shared by all mobile users. Therefore, 
the call blocking probability can be greatly reduced. 

INTRODUCTION 

packed close to each other in time, and high resource 
utilization efficiency can be achieved. 

However, the particular features of a mobile satellite 
system make it difficult to do so: (1) For economic 
reasons, most of the ATs are equipped with 
transmit/receive switch which impose constraints on the 
guard time to switch between transmission and receive 
frequencies; (2) Delay spread within a spotbeam can be 
very large such that a satellite burst offset which is 
appropriate to a user located on one edge of a spotbeam 
may not apply to another user located on the other edge of 
the spotbeam. As a result, the timeslot assignment 
algorithm has to apply multiple satellite offsets to 
spotbeams with large delay variation, and this is a major 
contribution to additional call blocking. 

CARRIER GROUPING 
In a TDMA based  mobile-satellite  system, the timeslot 
assignment algorithm is part of the procedure to be 
performed at the Gateway Station (GS) during a call setup. 
This algorithm is fundamental in achieving high efficiency 
of frequency resource utilization and reducing the overall 
call blocking rate. 

The main functionality of the Timeslot Assignment 
Algorithm in the GS is to assign a pair of channels on both 
forward and return links based on information received 
from the Access Terminal (AT) and information measured 
from the GS. These include required data rate, terminal 
type, call type (Terminal-to-Gateway or Terminal-to-
Terminal), user spotbeam identity and user-satellite 
propagation delay, etc. A typical procedure in the call 
setup is shown in Figure 1. 

Carrier Grouping Methodology 

One of the keys to achieving high resource utilization 
efficiency is to use the same satellite burst offset among all 
calls using the same carrier. The burst offset is defined to 
be the timing difference between the beginning of the TX 

 burst and the beginning of the RX burst. This is shown in 
the first graph of Figure 2. 

14—el 14"--e•  
offset-1 offset-1 offset-1 

Rx 

(a) carrier with single burst offset 
AT satellite mobile link 

Channel Request 

Immediate Assignment 

Timeslot Assignment 
Algorithm 

Immediate Assignment  

Channel Request 

(b) carrier with multiple burst offsets 
To reduce the overall call blocking rate, it is preferable that 
all calls assigned to the same carrier also use the same 
Tx/Rx bursts offset on the satellite. Thus calls can be 

Figure 2 Burst timing on the satellite 
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Due to the large delay variation within the same spotbeam, 
users from different positions within the spotbeam must 
use different offsets to meet the non-overlapping 
requirement at the terminal. If these calls are packed into 
the same carrier, then the carrier cannot be fiilly utilized, 
resulting in increased call blocking probability. This is 
shown in the second graph of Figure 2, where 'X' stands 
for unused slots which cannot be assigned to any calls. 

This paper addresses a carrier grouping algorithin which 
reduces the call blocicing caused by the existence of 
multiple offsets in a spotbeam. To perform the carrier 
grouping, a spotbeam is divided into a number of single 
offset zones. Within each zone, a single offset is defined 
and this offset can be applied to all users within this zone. 
Meanwhile, the traffic resource pool is divided into the 
same number of groups. One group is associated with one 
single offset zone, and therefore one unique burst offset. 
This is shown in Figure 3. In the first graph of Figure 3, 
adjacent single offset zones are overlapped by a certain 
distance. This is to avoid an abrupt offset change due to 
AT-satellite relative motion during a call. 

Offset-1 Offset-2 Offset-3 Offset-4 Offset-5 Offset-6 Offset-7 
carrier carrier carrier carrier carrier carrier carrier 
group-1 group-1 group-3 group-4 group-5 group-6 group-7 

(a) offset zone arrangement within a spotbeam 

Carriers in group - 1 

Hi—  Offset-2 

Carriers in group - 7 
Tx 

Rx 
rq el Offset-7 

(b) carriers in one group use only one burst offsei 

Figure 3 Carrier grouping methodology 
Tho total number of single offset zones (for example, 7 
zones in Figure 3) is determined by several factors: 
sPotbeam size, frame structure, traffic burst length and the 
goard time required by the Access Terminal. This is also 
the number of carrier groups required for the spotbeam. 

Within each carrier group, the number of carriers can be 
derived from the mobile user geographical distribution. 

To perform a call assignment, a user's propagation delay 
must be measured by the network at the time of call setup. 
Then a carrier group is selected by comparing this 
measured delay with the delay boundaries of each single 
offset zone. The call can then be assigned to a carrier in the 
selected carrier group and the offset associated with this 
carrier group must be applied to this call. 

Carrier Grouping Algorithm 

Operating Environment: Consider a TDMA based mobile 
satellite system with the following features: 

All timing in the system is referenced at the satellite, 
and both forward/return link frames are time aligned 
on the satellite reference point. 

Multiple spotbeam operation. 

Frame and traffic burst structures are defined as 
follows: the frame duration is Tf  (ms), the timeslot 

duration is Ts  (ms), and each frame has 

N =Tf  17's  timeslots. Each traffic burst takes K 

timeslots, so that the burst length is TU =K • Ts  
(ms), where K is a constant number for all user traffic 
in the system. 

(4) The timing constraints are outlined as follows: at the 
AT, the transmit/receive bursts can not overlap in 
time. In addition, a guard time of Te  (ms) must be 
allowed for the AT to switch between transmit and 
receive frequencies. A traffic burst can wrap across 
the frame boundaries in both forward and return links. 
The total number of carriers dedicated to each 
spotbeam is  N.  

Delay Range of a Single Offset Zone: Based on Appendix-
A, the maximum round trip delay variation R z  for each 
single offset zone can be given as 

R z  =Tf  —2(Toh  +Te ) equ - 1 

where the unit of Rz  is in ms. 

Number of Offset Zones Required in a Given Spotbeam: 
Assume the offset zones are arranged such that one offset 
zone is centered over spotbeam's mid-delay point, and all 
other zones are symmetrically placed on both sides of the 
middle zone, as shown in Figure 3. If the range of 
propagation delay in the considered spotbeam is 
td  E [tdmin  , tdmax  (ms), and N o, is the total number of 
required offsets for that spotbeam, then 

(5 ) 
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1 if 2(t d max  —t  c imia ) R z  
1 N 0, . 1+ 2 • ceilE (t td min  ) — R z  12 

R  A 

if 2.(id max — t  d min ) > R z 2 (id max — td  min )> R z  

equ - 5 

(3 ) 

( 5 ) 
equ - 6 
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equ - 2 

where A (in ms) is the overlap between two adjacent 
single offset zones, measured in terms of round trip delay 
variation. 
Offset Value Associated With Each Single Offset Zone: 
The value of the burst offset associated to a single offset 
zone is a function of the zone center propagation delay. 
Assuming the delay boundaries of the kth single offset 
zone are [tdz mlii(k),  tdz max (id and t dzo  (k) is the delay at 
the zone center, then 

Ç

2  
in  ) tdz  max  (k) 

t  dzO(k ) = d z  m  2 

From Appendix-B, the offset value ATO, (k) associated 
with the kth single offset zone for a geo-stationary mobile 
satellite system can be given as 

[2td,o (k)— 6.5Tf  
ATos  (k). round T, 

N 05  —1 <k<+N o, —1 
2 — 2 

Single Offset Zone Delay Boundaries: Since the middle 
zone is centered over the spotbeam's mid-delay point, then 
the propagation delay at the center of the kth offset zone 
tdzo  (k) can be calculated as 

z  
t  dzo (k ) =  tdo k(R

—  A) 
 2 

N —1 —1 N 
k =  .0. .1_  os  

where tdo  is the propagation delay at the spotbeam mid-
delay point. 
Then delay boundaries of the kth single offset zone is 
[tdz  non  (k), (k )] and 

t mjfl (k)= ÇQ (k )_ R 5 / 4 
tclzmax  (k). t dzo  (k)+ R z  /4  

By comparing a user's propagation delay with the delay 
boundaries of each offset zone, an appropriate burst offset 
can be decided for this user. 

Carrier Grouping: The carrier grouping algorithm takes 
two factors into consideration: 
(1) Total number of carrier groups: when each carrier 

group is matched to one single offset zone, the number 
of carrier groups is equal to  N 05 ,  which is the total 
number of required offsets in the considered 
spotbeam. 

(2) Total number of carriers in each carrier group: this 
number is proportional to the number of users located 
in the corresponding offset zone. 

If /3(k) is the probability that a given call is generated 
from the kth offset zone, then the number of carriers 
within the kth carrier group is n(k)= P(k)•  N,  where 

N, is the total number of carriers in a spotbeam and is 
defined as 

N, =En(k), k e[ 

equ  -7  
P(k) can be derived from the user geographical 
distribution. 

Channel Assignment Procedure: By applying the above 
carrier grouping algorithm, a call assignment must folloW 
the procedures addressed below: 

(1) A call is generated with propagation delay  t. . 

(2) At the Gateway Station, the kth carrier grouP iS  
considered to be the preferred carrier group for this 
call if the following condition can be met 

tom (k) t d to,a,, (k) 

tmin  )= tdzmin  (k)+ A / 2 equ - 8  
t max  (k)--= tdz .. (k)— A /2 

The burst offset ATos  (k) associated with the kth 
carrier group is calculated from equ-4. 

(4) The call assignment algorithm searches for a channel 
within the kth carrier group, using ATos  (k) as the 
Tx/Rx burst offset. 
If a pair of free Tx/Rx channels is found with the Pre" 
defined burst offset, the channel is assigned to this 
call. 

(6) If the search failed in the preferred carrier group, the, 
call assignment algorithm searches for a channe 
within the entire resource pool available to 'the 
spotbeam. In that case, Tx/Rx burst timing 
relationship must be validated to avoid burst collision s 

 at the Access Terminal. 

equ - 3 

equ - 4 

0  ± 
2 2 

N 05 -1  N 0, —1 
2 ' 4- 2 
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Call blocking vs. traffic loading 

RESULTS AND ANALYSIS 

A simulation is performed for one spotbeam in a geo-
' stationary mobile satellite system. For a given traffic 
resource pool, call blocking probabilities are simulated 
with two different call assignment scenarios: with and 
without carrier grouping algorithm. Conditions applied to 
the simulation are given below: 

The frame duration is Tf  = 40ms , the timeslot duration 

is Ts  .1.67ms , and the number of timeslots in one 
frame is 24. Each traffic burst occupies 6 contiguous 
timeslots, so the maximum number of traffic channels 
contained in each carrier is 4. The Access Terminal is 
assumed to have a half-diplexer, where the guard time 
required between Tx and Rx bursts is 

.1.5Ts  =2.5ms . The spotbeam has an angle of 0.7 

degree as seen from the satellite. With a 15 degree 
spotbeam elevation angle, a 5.3 degree satellite inclination 
angle and 50% spotbeam coverage extension (due to the 
spotbeam pointing error and Access Terminal beam 
selection error), the round trip delay variation across the 
spotbeam is around 25.0ms. If adjacent offset zones are 
overlapped by one timeslot (L =1.67ms), then from 
equ-2, three offset zones are required for this spotbeam. 
Therefore the traffic resource pool shall be divided into 3 
carrier groups. 

Figure 4 gives the simulation results. In the first graph of 
Figure 4, the traffic resource pool in the spotbeam has a 
total number of 9 carriers, and the traffic loading is 
simulated from 15 to 35 Erlang. In the second graph of 
Figure 4, the traffic resource pool in the spotbeam has a 
total number of 60 carriers, and the traffic loading is 
simulated from 200 to 240 Erlang. For each case, adopting 
the carrier grouping algorithm significantly reduces the 
overall call blocking probability throughout the entire 
range of the simulated traffic loading. By comparing the 
two graphs in Figure 4, the algorithm provides additional 
benefits for spotbeams with a larger traffic resource pool. 

CONCLUSIONS 

The described carrier grouping algorithm provides an 
efficient way to effectively utilize the traffic resource in a 
TDMA based mobile satellite system. It is especially 
effective for spotbeams with large spotbeam size and low 
spotbeam elevation angle, since delay spread within those 
spotbeams are generally very large. In addition, .a geo-
stationary satellite constellation is considered to be the best 
candidate, since in such a system, the burst offset is not 
subject to significant change during a call. Some of the 
Concepts presented here are subjects of patent applications. 

18 
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I 
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.P>  
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20 25 
Offered traffic loading (in Erlang) 

(a) with 9 carriers 
Call blocking vs. traffic loading 

(b) with 60 carriers 

Figure 4 Simulation results of call blocking probability 

Appendix-A: Delay range of a single offset zone 

This analysis takes Figure 5 as reference. In Figure 5, the 
first two rows are downlink and uplink burst timing on the 
satellite. The last two rows are downlink and uplink burst 
timing at the Access Terminal. k d  and k u  are mobile 
downlink and uplink burst positions. They all range from 0 
to N, — 1 and td  is the user propagation delay. 

Assume the starting frame number is n. For a given Access 
Terminal position, the propagation delay is  Ç .  If the 

Rx/Tx burst offset at the satellite is At„ = AT°, • 7:„ 
where AT°, is the offset measured in timeslots, and T, is 
the timeslot duration measured in ms, then the start time 
t„„ of the transmission burst at the Access Terminal can 
be given by 

t in! — nef  +kdrs —t d  + [Ito, equ - 9 

30 35 
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Therefore the propagation delay  ta  is a function of the 

transmission time tnni  : 

td  = (111 — f  + kd T, + At os  — t„„, equ - 10 

In order to meet the Access Terminal guard time 
requirement, the Tx burst at the terminal must leave 
enough guard time T g, from the Rx bursts on both sides of 
the Tx burst. Assuming a single offset on the satellite can 
support propagation delay in the range of [tdz  , tdz  max 1,min

then the range of tun , can be given by 

t treil min < t < tt tml max 

t tm I min = t  dz max + k d T, +Tch  + T g, 

t 1ml max = tdz  min  + Tf  + k d T, — 
 "

eh — Tg, 

where T eh  and Tg, are the traffic burst duration and guard 
time duration, both measured in ms. 

Since 

t  dz max (ni — nef  + k d T + At os ttml min 
t  dz min = (in — ri)T f  + k d T + At °, — twoax  

and by substituting equ-10 into equ-11, we have 

2  t  dz max = — n)T f  + ATos  

2t.  = — f  + ATos  

Let R z  be the range of the equal offset zone measured in 
terms of the round trip delay variation, then from equ-12, 
we have 

R z = 2 (tdz max — t  dz min ) = Tf  — 2 (Tch  + Tg, 

equ - 14 

Appendix-B: Offset value calculation 

The offset calculation can be performed according to two 
steps: first, determine the position of each offset zone, and 
then calculate the offset based on the propagation delay in 
the offset zone center. 

Assuming that tdzo  (k) is the propagation delay from the 
satellite to the center of the kth single offset zone, and 

[t min ( k ) , max (k)] is the offset zone delay boundarY, dz tdz  

then 

(k) = [t  dz mm ( k ) t  dz max (k ll 2 equ - 15 

If the satellite burst offset corresponding to the kth offset 
zone is Ato, (k) in ms, then by substituting equ-12 into 

equ-14, we have 

At 0, (k)= 2tdz 0  (k) 2(m — n)—  1 T equ - 16 

To achieve frame/timeslot synchronization on the satellite, 
the offset At°, (k) must be an integer of a timeslot 

duration. Then AT„,(k), the burst offset in number of 
timeslots can be given as 

T round[(2t dzo(k)  2(m _1  T f j1 Ts ] 
2 

equ - 17 
In equ-16, the operation round(x) takes the nearest integer 
around x. For a geo-stationary satellite constellation, we 
have m — n = 7, and therefore 

ATos  (k) = roundK2t dzo (k)— 6.5T f  )1 Ts  I 

equ - 18 
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ABSTRACT 

Faithful information delivery in satellite multicasting re-
quires appropriate error control. If multicast automatic-
repeat-request (ARQ) is employed, a retransmission does 
not benefit receivers which do not require it, and conse-
quently the throughput suffers greatly as the number of 
receivers increases. This performance degradation might 
be alleviated substantially by conducting retransmissions 
through terrestrial paths from the transmitter to each re-
ceiver instead of through the multicast satellite link. By 
sending a retransmission directly to the receiver(s) which 
requires it, higher throughput can be provided in such a hy-
brid network than in a pure-satellite network. In this work, 
We examine the throughput improvement provided by the 
hybrid network. 

INTRODUCTION 

Satellites are excellently suited for distributing information 
simultaneously to multiple locations. As in nearly all com-
munication systems, some sort of error control scheme is re-
quired in satellite multicasting to assure satisfactory fidelity 
of the information provided to each destination. Error con-
trol schemes may be broadly classified as forward error cor-
rection (FEC) or automatic-repeat-request (ARQ), and both 
can be applied for satellite communication. FEC has been 
used in satellite/space communication for decades, having 
grown from successful application by NASA for commu-
nication with interplanetary probes [1, 21. However, satel-
lite channel characteristics vary with time, and at any given 
t. ime multiple receivers may perceive different channel qual-
ities. Applying FEC for satellite multicast communication 

"This work was supported in part by the Center for Satellite and Hybrid 
Communication Networks under NASA Grant NAGW-2777 and by the 
I nstitute for Systems Research under National Science Foundation Grant 

940234.  

accordingly requires using an error-correcting code strong 
enough to protect data against the worst-case channel im-
pairments. Unfortunately the error correction capability 
provided by powerful FEC code comes at the cost of send-
ing many check symbols which constitute overhead in the 
communication. Funher, this overhead penalty is exacted 
even at times of good channel quality, since FEC is not an 
adaptive error control technique. This is particularly trou-
bling since good channel conditions will be experienced a 
majority of the time when using a well-designed satellite 
link [3]. 

ARQ protocols adapt to different channel qualities by re-
transmitting data only as needed. Also, an error-detecting 
code capable of detecting t or fewer errors in k informa-
tion symbols requires fewer overhead symbols than would 
an FEC code designed to correct t errors in the same k sym-
bols [1, 2]. Hence ARQ can provide high fidelity with less 
overhead than FEC during times of good channel quality, 
which tend to prevail as mentioned above. A drawback of 
ARQ not suffered by FEC is the need for a feedback chan-
nel, but this requirement is often an acceptable concession 
for achieving information transfer with excellent fidelity. 

A difficulty arises in applying ARQ in multicast settings. 
The typical problem in a multicast ARQ system is that since 
retransmissions are sent over the multicast channel, those re-
transmissions required by only a few receivers do not benefit 
the other receivers. The other receivers wait unproductively 
during such retransmissions for a new information frame. 
Accordingly the throughput for the system falls drastically 
as the number of receivers increases. Furthermore, if one re-
ceiving station is a "poorer listener" than other stations, i.e. 
it suffers a relatively high frame error rate, then the through-
put to all stations is essentially limited to the throughput 
achievable to that poorer listener [4]. 

The throughput might be improved considerably if the re- 
transmissions could somehow be sent only to the receivers 
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Figure 1: Multicasting in a hybrid network. 

which need them. It is natural, then, to suggest supplement-
ing a satellite multicast system with a set of point-to-point 
terrestrial links between the transmitter and each receiver, as 
depicted in Figure 1. In such a system, retransmissions may 
be sent terrestrially instead of via the multicast satellite link, 
and an improvement in throughput may be so achieved. Fur-
thermore, if the ARQ acknowledgements are set terrestrially 
as well, then the receiving stations do not require satellite 
transmission capability and the cost of such stations may be 
correspondingly reduced. 
In this work, we examine the throughput offered by such 
a hybrid (satellite and terrestrial) network configuration for 
unicast and multicast selective-repeat ARQ operation. In the 
next section we calculate approximately the throughput for 
unicasting and multicasting in pure-satellite and hybrid net-
works. Numerical examples are presented in the following 
section. We immediately extend these examples to discuss 
the efficiency of the protocol in the two network architec-
tures. We conclude with a discussion of additional consid-
erations to be regarded in applying the hybrid network for 
ARQ multicasting. 

ANALYSIS 

Point-to-Point Case 

We first examine unicasting in a pure-satellite network, and 
make the following assumptions and notational definitions: 

1. Infinite supply of information frames available for 
transmission, so the transmitter is never idled for want 
of a fresh frame to send. 

2. Unlimited buffer size, unlimited window size; ideal 
selective-repeat ARQ protocol. 

3. All acknowledgements are delivered without errors. 

4. The probability a frame sent via the satellite link arrives 
in error at the receiver is 19 8 , while the terrestrial link 
frame error rate is pt . 

5. An ARQ information frame sent either via satellite or 
terrestrially comprises h header (overhead) bits and / 
information bits. 

6. Acknowledgements are sent only for frames received 
without errors. 

7. The satellite channel bit transmission rate r, exceeds 
rt , the terrestrial channel bit transmission rate. 

8. In the hybrid network, all retransmissions are sent ter-
restrially. 

We remark that the first of these assumptions is implicit in 
most selective-repeat ARQ throughput analyses although it 
is rarely mentioned. 
The ultimate purpose of the ARQ system is to deliver error-
free information frames in proper order to a consuming pro-
cess at the receiver. Hence we define as our performance 
measure the throughput, v, calculated as the expected num-
ber of information bits released per second to the consuming 
process. 
Pure-Satellite Network: To calculate the throughput in uni-
cast and multicast pure-satellite networks, define e as the 
expected number of frames sent by the transmitter per frame 
delivered to all receivers. With this definition, 13 is a mea-
sure of inefficiency (while its reciprocal is a measure of effi -
ciency). 
This inefficiency measure for a pure-satellite architecture 
with one receiver we shall denote as and is given ei,satellite, 
by [1, 2 ] : 

1  

= Ei ci —p8)Pai - 1 = 1 — p, 
j=1 

The throughput in this setting, 1,1,8ateilite, is then 

+ h) 131,sat 

Hybrid Network: We may model the protocol operation 
the hybrid network as the queueing system shown in Fig-
ure 2. We do not consider propagation delays in this model 

retransmissions 

01 ,satellite . (1) 

= 
1 1 

01,satellite 

( ) É+h (1—P8).  
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Figure 2: Queueing model for hybrid network. 

since we have assumed unlimited window size and unlim-
ited buffering. In this model, information frames are sent 
continuously via satellite to the receiver. With probability 
1  — ps  a frame sent via the satellite link is successfully re-
ceived. Hence the average rate at which frames are delivered 
successfully via the satellite link is the average frame flow 
rate at point "A" in the figure, I-, (1 — Ps ) 1(1 + h) frames 
per second. 

A frame which is which is corrupted in satellite transmission 
is queued at the transmitter for retransmission. A retrans-
Mined frame may be successfully received with probability 
1  — ph or the retransmission may be unsuccessful, in which 
Case the frame is queued for another retransmission. Hence 
a frame may be retransmitted multiple times before it is suc-
cessfully delivered. 

benote as At the average frame flow rate at the input to the 
retransmissions queue, point "B." We will say the system is 
stable if the average input rate to the retransmissions queue 
is less than the rate at which retransmissions can be sent, i.e. 

At < rt/ + h), (2) 

and unstable otherwise. 

Now if the system is stable, conservation of flow indicates 
r8P8/(Ê + h ) + AtPt = At or 

which in combination with (2) implies another expression 

of the stability condition, 

ps Tt  
e+h 1 — pi < h •  

The corresponding average rate at which frames arrive suc-
cessfully at the receiver via the terrestrial link is the average 
frame flow rate at "C," At  (1 — pt ). If the system is unstable, 
then this same flow rate is limited to rt (1 — pt) 1(Ê + h). 

Hence we have vi,hybrid, the throughput in a single-receiver 
hybrid architecture: 

, if stable t+h 
r Vl,hybrid Ir 

er
.  (1 198 ) M — Pt) , if unstable l+h 

These results may be combined with (3) to yield the more 
compact expression 

Vi,hybrid = 
+ h

minfr 8 ,r (1 — p8 ) + rt  (1 — pt )}, 

in which the first term in the minimization corresponds to 
stable operation and the second corresponds to unstable op-
eration. 

It should be noted that Figure 2 does not necessarily rep-
resent an implementation of a hybrid network. In particu-
lar, one might expect prolonged unstable operation would 
lead to overflow of a finite retransmissions buffer. However, 
if the system is implemented with a common window for 
frames sent on the satellite and terrestrial links, then it is 

At = r8 Ps rs Ps  

(3) 
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possible to assure no overflow of frames from the retrans-
missions buffer during prolonged unstable operation. Even 
so, the window size cannot be unlimited in an implemen-
tation, and so the flow of fresh information frames on the 
satellite link may have to be cyclically suspended and re-
sumed to allow for many terrestrial retransmissions if the 
system is unstable in the sense described above. 

Point-to-Multipoint Communication 

For analyzing multicast networks, we preserve the assump-
tions of the point-to-point analysis and add the following: 

1. There are M > 1 receivers. (The results presented here 
also apply for M = 1.) 

2. The noise processes experienced by all receivers are 
independent and identical. 

3. There is no competition among receivers for access to 
the acknowledgment channel. 

4. The ARQ protocol operation is according to the 
Dynamic Retransmissions Group Reduction (DRGR) 
technique described in [5]. The essential feature of 
this multicast selective-repeat ARQ protocol is that the 
transmitter maintains a history of which stations have 
acknowledged which frames. Accordingly, if receiver 
m E {1, 2, ... , M} has positively acknowledged re-
ceipt of frame F, an acknowledgement is not required 
from m for any retransmissions of F which may be 
required for other receivers in the network. 

We define the throughput of the multicast system as the av-
erage of the unicast throughputs to all receivers. 

Pure-satellite Network: In the multicast pure-satellite net-
work, the transmitter continuously sends frames via the 
satellite multicast channel to the M receivers, which gener-
ate respective acknowledgments to send to the transmitter. 
Upon receiving acknowledgments from the receivers, the 
transmitter retransmits the frame if one or more receivers so 
request through their acknowledgements. Otherwise a new 
frame is sent. 

Let mi denote the number of receivers which successfully 
receive a frame F after exactly j multicast transmission at-
tempts to deliver F. Also let •-y( j) denote the probability 
with which the frame F is successfully delivered to all M 
receivers with j or fewer transmissions. This probability 
may be found by counting all possible combinations of the 
number of transmissions required to deliver frame F to each 

of the M receivers, given F was transmitted j times, yield-
ing 

„ 
E E [( 

h=1 rah=itœ  

x  1-1 [ps k-1 (1 

k=1 

where the multinomial coefficient is given by 

( 
M M!  

mi,m2, • • • , mi) = rn1!m2! • • • mi! • 

An simpler way to calculate -y( j) is to consider the comple-
ment of the events of the destinations not receiving F after 
j transmissions, yielding 

-yu)- ( 1- 23.8 3 ) m • 

By its definition,  'y(j) is the cumulative distribution func-
tion for the number of transmissions required to success -
fully deliver a frame to all receivers. Then we may calculate 
Om,satenite, the expected number of frames sent per frame 
delivered to all M receivers in the pure-satellite network, as: 

co 

13M,satellite = Ei[-y(j) - -yu -1)] 
j=1 

Hence the throughput for multicasting in a pure-satellite net- 
work, VA 1,satellite iS 

\ 1 
h)  i3M,8atellite 

with A r-M,satellite calculated as above. We remark that eval- 
uating (4) with M 1 yields (1), and so the expressions 
for /I and v in the single— and multiple—receiver cases of the 
pure-satellite network are consistent. 
Hybrid Network: Although a multicast transmitter in a 
hybrid network must keep track of more information and 
service more receivers with retransmissions than its uni-
cast counterpart, the receivers in the multicast setting are 
the same as the unicast receiver. Hence vm,satellite, the 

 throughput for multicasting in a hybrid network, is the satne 
as for unicasting in the hybrid network: 

VM,hybrid = V1,hybrid 

= 1,* min-tr. 8 ,r 8 (1 — ps ) + rt (1 — pt )} 

In particular, the throughput in the hybrid network is inde -
pendent of the number of receivers in the network. 

7(i) 
rni=0 rni=0 

(4) 

(

Vm,hybrid = 
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NUMERICAL EXAMPLES 

We now turn to some numerical examples to better under-
stand the throughput expressions derived above. For these 
examples, we will make the following further assumptions: 

I.  Binary symmetric channel (BSC) models characterize 
the terrestrial channels and the logical satellite chan-
nels between the transmitter and each receiver. The 
crossover probabilities (bit-error rates, BERs) are qs  
for all logical satellite channels and qt  for all terrestrial 
channels. 

2. The channel bit transmission rates are r, = 1536000 
and rt = 33600 bits per second in the satellite and 
terrestrial channels, respectively. 

3. There are .e = 1776 information bits and h = 32 over-
head bits in all ARQ information frames, whether sent 
via satellite or via a terrestrial link. (The value of h 
was chosen supposing the ARQ frame has a 16-bit se-
quence number and a 16-bit CRC for error detection. 
The value of .e was chosen to maximize the throughput 
in a point-to-point satellite network, which is the ref-
erence network for comparison purposes. This maxi-
mization is calculated by a straightforward differentia-
tion method presented in [6]. For this maximization, q, 
was taken to be 10 -5 , the median value of the satellite 
link BERs examined below.) 

4. In calculating em,.ateuite,  we approximated the infi-
nite summation of (4) by truncating the summation at 
the minimum j such that -y(j) > 1 — 10 -1 0 . (We jus-
tify this truncation not only as a fair approximation, 
but also because, in an actual network, a station which 
requests retransmissions too frequently would likely 
be recognized by the transmitter as suffering from ex-
cessive noise, and would accordingly be disconnected 
from the communication.) 

Calculated throughput values for point-to-point communi-
cation are presented in Figure 3. The reduction of through-
put with increase in number of receivers in the pure-satellite 
network is clearly indicated in the figure. The figure also 
shows the throughput in the hybrid network meets or ex-
ceeds that in the pure-satellite network and is independent 
of the number of receivers. 

Of course, achieving the higher throughput of a hybrid net-
work requires the terrestrial links from the transmitter to 
each receiver. This need for additional bandwidth naturally 
Prompts asking about the efficiency of the hybrid network. 
Several efficiency measures can be defined, each with its 

own merits and pitfalls. We choose to define the through-
put efficiency, n, as the throughput divided by the sum of 
the network link bandwidths. That is, the efficiency in 
the pure-satellite network of M receivers is 11-,M,8atellite 
vm,satellite ir s , while the efficiency in a corresponding hy-
brid network is TIM,Eratellite = VM,satellite/ (rs Mrt)• 
Applying these definitions to the setting and results of the 
foregoing examples yields the results shown in Figure 4. For 
the hybrid network, um,h y b rid decreases as M increases, as 
is evidenced in the figure. The figure also indicates the pure-
satellite network is more efficient than the hybrid network 
unless the satellite link BER is fairly high (say, 10 -4 ), and 
only up to some number of receivers (say, 100)—at which 
point the efficiency of the pure satellite network again ex-
ceeds that of the hybrid network. So, while the hybrid net-
work provides better throughput than the pure-satellite net-
work, it does so at greater cost, according to at least the 
efficiency measure defined above. As remarked earlier, our 
efficiency measure is but one of several which can be de-
fined. 

ADDITIONAL CONSIDERATIONS 

The inherent problem in ARQ multicasting, as stated in the 
Introduction, is that retransmissions sent over the multicast 
channel do not benefit stations which do not require them. 
Consequently the throughput suffers as the number of re-
ceivers increases. In this work we have suggested a solution 
to this problem, namely retransmissions should be sent over 
a system of point-to-point terrestrial links between the trans-
mitter and each receiver. However, many considerations re-
main to be studied. 

Perhaps foremost among these concerns is how to increase 
the efficiency of the protocol's operation in the hybrid net-
work. At times when the satellite link experienced by one 
receiver is good that receiver's terrestrial channel may be 
underutilized. This suggests that if the transmitter can de-
duce the approximate quality of the satellite link to each re-
ceiver, perhaps initial transmissions of some frames can be 
conducted on the terrestrial links to increase the throughput 
and efficiency. 

We must also examine the effect of packet lengths on 
throughput. While the frame length which maximizes 
throughput in a point-to-point satellite network is easily cal-
culated ([61), the optimal frame length for unicasting in a 
hybrid network, and for multicasting in satellite and hybrid 
networks, remains to be found. Adaptively changing the 
frame length may offer a throughput advantage, particularly 
at high bit error rates in the satellite channel. 

Important implementation issues arise in multicasting, and 
these must be examined. In addition to well-known multi- 
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Figure 3: Throughput in point-to-multipoint networks. 

10-3 

cast network concerns such as overwhelming the transmit-
ter with acknowledgements, some are unique to the hybrid 
network. In particular, it is not clear if the transmitting sta-
tion should have a single protocol governing operation on 
all links, or if the operation should be split into a protocol 
for the satellite link and separate protocols for the terrestrial 
links. How this split should be made and how the pieces of 
the transmitter's operation should be connected should sim-
ilarly be explored. 

We have also not yet studied terrestrial network topologies 
other than a star topology. Our proposed solution does not 
necessarily preclude other configurations. On the contrary, 
other topologies are not only acceptable, but perhaps even 
desirable. In particular, suppose the terrestrial network is a 
tree of terrestrial links, with the transmitter at the root node 
and a receiver at each non-root node. Such a tree could not 
only support multicasting in a hybrid network as we have 
described above, but would also allow a retransmission re-
quest sent by one receiver node to be serviced by the nearest 
ancestor node having the requested frame. The transmitter's 

load in servicing retransmission requests would then be re -
duced. Such operation in a tree-shaped terrestrial is similar 
to the operation of the Reliable Multicast Transport Proto-
col [7, 8 1. 

Similar possibilities arise if the terrestrial network is a wire-
less network, as in, for example, the case of mobile receiv-
ing nodes. For example, mobile receivers, with omnidi-
rectional antennas, can broadcast retransmission requests to 
other receivers possibly nearby and receive frames over the 
terrestrial wireless channel. A terrestrial tree for retransmis-
sions, albeit a continuously changing tree, is perhaps appli-
cable for mobile receivers as well. 

Hybrid ARQ schemes for multicasting, which employ FEC 
techniques for improving throughput have appeared in the 
literature recently, and these suggest possibilities in the con-
text of hybrid netWorks [9, 10,  111. (The reader is cautioned 
that the term "hybrid ARQ," which is the standard term in 
the literature for ARQ schemes incorporating FEC, is not-
related to our term of "hybrid network" for a parallel ar-
rangement of satellite and terrestrial networks.) In [9], for 
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example, an adaptive type-II multicast hybrid ARQ scheme 
is proposed. Rate-compatible BCH codes are used for error 
correction in this scheme. Each time another retransmission 
is requested for a particular frame, the transmitter sends an 
increasing number of parity digits, which, when combined 
with the original data frame, from a series of BCH code-
Words of decreasing rate. Employing such an FEC technique 
would not only improve throughput in a hybrid network, it 
Would reduce terrestrial retransmissions and so increase the 
terrestrial bandwidth possibly available for original trans-
Missions, as described at the beginning of this section. 
There are clearly many aspects of multicast ARQ to ex-
Plore.  In addition to exploring such aspects, we intend to 
also consider how to tolerate and/or recover from errors in 
sYstems where the multicasted information has delay con-
straints, such as voice and video multicast systems. Because 
of the delay constraints, ARQ is not suited well for error 

control in such settings, and other schemes for mitigating 
error effects must be devised. 
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ABSTRACT 

This paper deals with an overview of the physical layer of 
the GEMTm  system. The paper describes the various 
logical channels that are part of the system and gives the 
modulation and coding which is used to carry them. It 
explains the multiple access scheme. It describes the RF 
Power control mechanism and the timing and frequency 
synchronization used by the system. The terminal 
characteristics are outlined and various radio link 
measurements enumerated. 

INTRODUCTION 

The Hughes GeoMobile (GEMTm) system consists of one 
or two geo-synchronous satellites with an associated 
ground-based advanced operations center (AOC) and a 
spacecraft operations center (SOC), one or more ground-
based gateway stations (GSs), and a number of user 
terminals (UTs) or access terminals (ATs). User terminals 
communicate over the satellite with the terrestrial public 
switched telephone network (PSTN) via the GSs and with 
each other under control of the GSs. The AOC provides 
system wide resource management and control functions 
and each SOC provides on-orbit satellite operations for 
one satellite. 

The GEM-rm system delivers mobile telephone, data, fax, 
and messaging services to users in the designated coverage 
region using digital communication techniques. Digital 
communications between subscribers or between 
subscribers and the public telephone users is provided via a 
high-powered geo-synchronous satellite and one or more 
gateway ground stations. The system supports subscriber 
roaming among gateways, between the GEMTm systems 
and Global System for Mobile Communications (GSM) 
terrestrial cellular systems, using GSM roaming 
procedures. 

This paper concentrates on describing the physical layer of 
the GEMrm system. 

LOGICAL CHANNELS [1] 

The logical channels associated with the GEM-rm system 
may either be a traffic channel (TCH) or a control channel. 

The control channel is further divided into common 
control channels (CCCH) and dedicated control channels 
(DCCH). 
1 Traffic Channel: These are intended to carry encoded 

speech or user data which could be fax or data. These 
are all bi-directional channels. 
a) TCH3: This channel carries normal speech and 

has a gross information rate of 5.2 kbps 
b) TCH6: This channel carries 4.8 kbps user data 

and has a gross information rate of 10.75 kbps. 
c) TCH9: This channel carries 9.6 kbps user data 

and has a gross information rate of 16.45 kbps. 
2 Control Channels: These are intended to carry 

signaling or synchronization data. 
a) Broadcast Channel: This is a downlink only 

channel and consist of the following 
i) Frequency Correction Channel (FCCH): It is 

used by the UT for system information 
synchronization and carries information for 
frequency correction of the UT. 

ii) GPS Broadcast Control Channel (GBCH): It 
carries global positioning system (GPS) time 
information and GPS satellite ephemeris 
information. 

iii) Broadcast Control Channel: (BCCH): It is 
used to broadcast system information to the 
UTs. 

iv) Cell Broadcast Channel (CBCH): It is used to 
broadcast short message service cell 
broadcast information to the UTs on a spot 
beam basis. 

b) Common Control Channel (CCCH): This consists 
of the following 
i) Paging Channel (PCH): This is a downlink 

only channel and used to page UTs. 
ii) Random Access Channel (RACH): This is a 

uplink only channel and is used to request a 
channel (SDCCH or TCH) allocation. 

iii) Access Grant Channel (AGCH): This is a 
downlink only channel used to allocate a 
standalone SDCCH or TCH. 

iv) Basic Alerting Channel (BACH): This is a 
downlink only channel and used to alert UTs. 

c) Dedicated Control Channels (DCCH): These are 
channel resources that are dedicated for that UT. 
The are all bi-directional except the TACCH 
which is downlink only. 
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i) Slow TCH6-associated control channel 
(SACCH6). 

ii) Slow TCH9-associated control channel 
(SACCH9). 

iii) Fast TCH3-associated control channel 
(FACCH3). 

iv) Fast TCH6-associated control channel 
(FACCH6). 

v) Fast TCH9 associated control channel 
(FACCH9). 

vi) Standalone dedicated control channel 
(SDCCH). 

vii) Terminal-to-terminal associated control 
channel (TACCH). This channel can be 
shared among a subset of terminal-to-
terminal calls and is not necessarily dedicated 
to a single terminal-to-terminal call. 

RADIO FREQUENCY BANDS [41  

Operational frequencies in the mobile band may be 
anywhere within the 34 MHz L-band 1.525 GHz-
1.559 GHz (downlink) and 1.6265 GHz-1.6605 GHz 
(uplink); each carrier will be centered on an integer 
multiple of 31.25 kHz. To minimize the time spent by ATs 
during spot beam synchronization, identification, and 
selection, a subset of RF carriers called broadcast control 
channel (BCCH) carriers is used by the network to 
broadcast BCCHs. L-band RF carriers are configured for 
each spot beam, depending on traffic demand, frequency 
reuse considerations, and available spectrum as a result of 
coordination with other systems using the same spectrum. 
Any RF channel can be used in any spot beam. 

Feederlink frequencies are in the C-band range of 6.475 to 
6.725 GHz (uplink) and 3.400 to 3.625 GHz (downlink). 

MULTIPLE ACCESS [21  

The access scheme used is Time Division Multiple Access 
(TDMA) and Frequency Division Multiplex (FDM). The 
thultiple access unit is a timeslot which has a duration of 
5/3 msec. Twenty-four timeslots form a TDMA frame, 
40 msec in duration. At the satellite, the TDMA frames on 
all of the radio frequencies in the downlink of each spot 
beam will be aligned. The same also applies to the uplink. 
The timeslots within a TDMA frame will be numbered 
from 0 to 23, and a particular timeslot will be referred to 
by its timeslot number (TN). 

TDMA frames will be numbered by a frame number (FN). 
The frame number will be cyclic and have a range of 0 to 
313,343. The frame number will be incremented at the end 
of each TDMA frame. The complete cycle of TDMA 
frame numbers is defined as a hyperframe. The need for a 
hyperframe arises from the requirements of the encryption 
process, which uses FN as an input parameter. 

Other combinations of frames include see Figure 1: 

• Multiframes. A multiframe consists of 
16 TDMA frames. Multiframes are aligned so 
that the FN of the first frame in a multiframe, 
modulo 16, is always 0. 

• Superframes. A superframe consists of four 
multiframes. Superframes are aligned so that the 
FN of the first frame in a superframe, modulo 64, 
is always 0. 

BURST MODULATION [31  

The modulating symbol rate is 23.4 ksps for all burst 
types, except for the Broadcasting Alert Channel (BACH). 
The symbol period T is defined as 1/23.4 msec. For 
BACH, the symbol rate is 300 sps (1200 bps). 

The modulation scheme used for all traffic and control 
channels except for DKAB, BACH and FCCH whether 
they are uplink or downlink is one of the following 
schemes. 
1. n/4-CQPSK (coherent quadrature phase shift keying) 

which is pulse shaped using a root raised cosine filter 
with a rolloff factor of 0.35. This is used by the TCH3, 
TCH6, TCH9, common control and broadcast control 
channels. 

2. rt/4-CBPSK (coherent binary phase shift keying) 
which is pulse shaped using a root raised cosine filter 
with a rolloff factor of 0.35. This is used by the 
FACCH3 and SDCCH channels. This modulation 
scheme along with some additional FEC allows these 
channels to operate in a disadvantaged channel 
condition compared to the normal traffic channels. All 
the call setup signaling can take place while the UT 
may not be optimally deployed for traffic operation. 

A novel Dual Keep Alive Burst (DKAB) is transmitted 
during periods of speech inactivity and is proposed by the 
GEMTm System to save the battery life, satellite power, 
reduce cochannel interference, add comfort noise and 
maintain the power control and timing/frequeneY 
synchronization (more information maybe found in a 
related paper in this conference proceedings). The 
modulation scheme used by DKABs is 7t/4-DBPSK 
(differential binary phase shift keying) which is pulse 
shaped using a root raised cosine filter with a rolloff factor 
of 0.35. 

The BACH is modulated using a 6-PSK which is pulse 
shaped using a root raised cosine filter with a rolloff factor 
of 0.35. The FCCH burst is a real chirp signal spanning 
three slots. 

CHANNEL CODING121  

The channel coding consists of the following basic units. 
The exact configuration of these varies from channel to 
channel, depending on the size of the information bits, the 
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amount of coding gain that the channel needs to achieve 
required performance, etc. 
1 Outer Code - Cyclic Redundancy Check which is 8, 

12 or 16 bits of parity depending on the channel. 
2 Inner Code - 

a) Convolutional Coding. Most channels use a 
convolutional coder with constraint length of 5 
and rates of 1/2, 1/3, 1/4 and 1/5 as required by 
the particular channel. The TCH3 channel which 
caries speech data is coded using a constraint 
length 7 convolutional encoder and utilizes tail 
biting (circular encoding) to avoid overhead of 
the tail bits. 

b) Golay Coding: The power control messages that 
are embedded into various burst use the (24,12) 
systematic golay encoder. The golay decoder used 
is a soft decision golay decoder which gives 
additional gain over the traditional hard decision 
decoding. 

c) Reed-Solomon Coding: The BACH uses a 
systematic (15,9) Reed-Solomon code generated 
over the Galois Field GF(2 4). 

3 Puncturing. Various puncture masks are used to fit 
the coded bits into the physical channel bit carrying 
capacity. The masks are designed to minimize the 
performance degradation from the unpunctured case. 

4 Interleaving: It can be intra-burst or inter-burst 
interleaving which is based on block interleaving 
methods with pseudo random permutations and is 
channel dependent. 

5 Scrambling: The scrambler adds a binary 
pseudo-noise sequence (masking sequence) to the 
input bit stream to randomize the number of Os and 1 s 
in the output bit stream. The masking sequence is 
generated by a linear feedback shift register. 

6 Encryption: Certain channels have data encryption to 
prevent eavesdropping. 

TERMINAL TRANSMIT AND RECEIVE 
CHARACTERISTICS 141  

The AT transmitter and receiver characteristics are as 
follows. 
1. The transmitter output power is measured in terms of 

EIRP and ranges from 5 to 9 dBW, depending on the 
terminal type which may be a handheld, vehicular 
with or without an adjustable antenna or a fixed 
terminal. 

2. The transmitter has been characterized in detail [4] 
specifying the antenna radiation pattern, its 
polarization, carrier off EIRP, power control "range 
and accuracy, adjacent channel interference and 
spurious emissions. 

3. The receiver has also been characterized in detail [4] 
specifying the antenna radiation pattern, its 
polarization, figure of merit, sensitivity, selectivity, 
intermodulation and blocking characteristics. 

4. The receiver sensitivity is defined under various 
channel conditions. The conditions are Static 

(AWGN) Channel which represents strong direct line-
of-sight to the satellite, Rician fading channel with K 
factor (direct to multipath ratio) of 9 dB and fade 
bandwidth of 10 Hz which represents a typical 
handheld with the user walking and Rician fading 
channel with K factor of 12 dB and fade bandwidth of 
200 Hz which represents a typical vehicular terminal 
moving at 60 mph. 

RF POWER CONTROL[5]  

The power control in the GEMTm  system is performed for 
all the active traffic channels in the GS-to-AT direction, 
the AT-to-GS direction and in the AT-to-AT 
configuration. There is no power control for the common 
control channels. The AT transmits the RACH and 
SDCCH at full power. 

RF power control is employed to minimize the transmit 
power required at the AT or the GS while maintaining the 
quality of the radio links. By minimizing the transmit 
power levels, the unnecessary power source drain at the 
satellite and the AT is prevented, and the cochannel 
interference due to the signals received from different ATs 
is reduced. 

The power control aims at a fast transient response to 
mitigate sudden shadowing events, a steady-state condition 
that accurately achieves the designated received signal 
quality, and a robust operation with respect to the error 
conditions. Power control is governed by many different 
parameters, e.g., target signal quality, power control loop 
gain, etc. These parameters provide the capability to 
adjust the power control response for different channel 
conditions, terminal types, operation policies, etc. 

The power control mechanism has two ends. One of the 
two power control ends is an AT. The other end is either a 
GS or an AT. In the open-loop power control mechanism, 
each power control end increases the transmit power if the 
quality of the received signal suddenly deteriorates by a 
designated amount. The use of open loop power control 
assumes a useful degree of statistical correlation between 
the receive and the transmit links. In closed loop power 
control, the receiver end estimates the quality of the signal 
received from the transmitter end and, based on the 
estimated signal quality, conveys to the transmit end a 
request for attenuation relative to the maximum transmit 
power level. Closed loop power control is performed in 
both the downlink (the control of the GS transmit power 
based on the received signal quality measurement at the 
AT) and in the uplink (the control of the AT transmit 
power based on the signal quality measurement at the GS). 

IDLE MODE TASKS [51  

While in idle mode, an AT shall implement the spot beam 
selection and reselection procedures. These procedures 
ensure that the AT is camped on a spot beam from which it 
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can reliably decode downlink data and with which it has a 
high probability of communications on the return  link. An 
accurate spot beam selection is crucial to minimize 
satellite power cost and timeslot assignment blockage, and 
to limit the number of spot beam re-selection procedures. 

For the purposes of spot beam selection and reselection, 
the AT shall be capable of detecting and synchronizing to 
a BCCH carrier and reading the BCCH data at reference 
sensitivity and reference interference levels. The AT is 
also required to maintain an average of the received signal 
strength for all the monitored frequencies. (More 
information maybe found in a related paper in these 
conference proceedings) 

RADIO LINK MEASUREMENTS 151  

The AT will make radio link measurements for the RF 
power control, radio link failure criterion, idle mode beam 
selection/reselection procedures, idle mode selection 
criteria, and user strength indication. The GS will make 
radio link measurements for RF power control, radio link 
failure criterion, and time and frequency synchronization 
processes. These measurements are as follows. 

I.  Received Signal Strength Indicator (RSSI): The RSS1 
is the rms value of the signal received at the antenna. 

2. Signal Quality Indicator (SQI): The SQI is defined as 
an estimate of the ratio of the desired signal power to 
the noise and interference power in the received burst. 

3. Link Quality Indicator (LQI): The LQ1 is the amount 
of reserve link margin, with respect to the target signal 
quality. A negative value of LQI indicates that the 
target signal quality is not being met by the indicated 
value. 

4. Receive Symbol Time and Carrier Frequency Offsets. 
5. Interference Plus Noise to Noise Ratio (INR): It is the 

ratio of the interference and the noise power to the 
noise power. It indicates the increase in the additive 
noise floor due to the presence of the interference. 

SYSTEM SYNCHRONIZATION161  

GEMTm is a multi-spot beam, multicarrier, synchronous 
system where the timing and frequency on the satellite 
serve as the reference to synchronize the TDMA 
transmissions for the ATs, the network GSs and other 
network elements. The satellite includes a switch designed 
to provide single-hop, terminal-to-terminal (TtT) 
connectivity at L-band. 

Timing Synchronization 

The general requirement for AT timing synchronization is 
that the AT will transmit signals that are time aligned and 
frame number aligned with the system timing on the 
satellite reference point. 

The whole system is synchronized on the satellite. The 
network adjusts FCCH and BCCH transmission so that 
each of these channels leaves from the satellite antenna at 
the predefined system timing. An AT derives its local 
timing reference from the signals received from the 
satellite. By listening to the FCCH, both timing and 
frequency synchronization can be achieved for CCCH 
channels. 

From a cold start, ATs initially search for and acquire the 
FCCH sent in each spot beam. The AT's frame timing is 
then synchronized to system timing. 

In idle mode, after initial timing acquisition, the AT needs 
to track system timing continuously to compensate the 
timing drift caused by its local oscillator frequency 
uncertainty and the relative motion between the satellite 
and the user. 

At initial access, an AT accesses the network using a 
RACH offset pre-calculated for the spot beam center. This 
RACH offset is distributed by the BCCH in each spot 
beam. The round trip delay variation caused by the 
difference of AT position relative to the beam center will 
be detected from the network, and this value will be passed 
to the A T as a timing correction via the AGCH. After 
receiving the AGCH, the AT will be able to transmit such 
that timing of burst arrival on the satellite is nominal. 

At the beginning of a call, to achieve frame/timeslot 
synchronization on the satellite, a transmission frame 
offset relative to the start of downlink reference frame is 
provided from the network. During a call, both AT 
transmitter and receiver adjust their burst timing to 
maintain the frame/timeslot synchronization. The AT 
receiver timing is maintained by using its internal 
timebase. For the AT transmitter, a closed looP 
synchronization scheme is adopted. Any transmission 
timing drift at the AT will be detected from the network by 
comparing the actual burst arrival with the expected 
arrival, and a timing correction is passed to the AT if the 
difference exceeds a threshold defined by the network. 

Frequency Synchronization 

Both forward and return link signals are required to align 
their nominal frequencies on the satellite. The task of 
frequency synchronization is to precompensate the 
transmission signal to align the nominal frequency on the 
satellite and to track the received signal in frequency to 
achieve effective demodulation. 

The AT frequency alignment is achieved by correcting 
transmission frequency with messages provided by a 
network. RACH frequency is set up by messages provided 
over the BCCH. SDCCH/TCH frequency is corrected with 
corrective factors given over the AGCH. During a call, 
frequency correction is provided through FACCH (TCH3) 
or SACCH (TCH6/TCH9). 
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Figure 1 . Frame and Timeslot Structures. 
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estimators of both symbol timing and frequency offset 
must be robust for fading channel conditions and other 
unpredictable channel impairment. In addition, 
complexity of these estimators is also constrained for 
practical implementation. 

Abstract 
Presented in this paper is a robust synchronization scheme 
for Geo-Mobile (GEMTm) Satellite up-link transmission 
system. Composed of estimators and link outage detector, 
the proposed scheme is capable of providing reliable 
timing and frequency synchronization through serious 
channel impairment. Characteristic of robustness and 
reliability, it can be extended, partially or as a whole, to 
other related applications. 

1. Introduction 
In the up-link of Geo-Mobile (GEMTm) Satellite TDMA 
transmission system, traffic channel bursts are transmitted 

In GEMTm system, there are very few known symbols 
available during traffic transmission. Non-data-aided 
approaches are reasonable options for better performance. 
On the other hand, direct estimation from each individual 
burst exhibits random jitter, which actually does not 
reflect the true temporal variation but noise. When mixed 
types of bursts are received and estimation from 
unfavorable bursts is relatively poor, as in GEMTm system, 
smooth tracking procedure is indispensable. 

Interpolation 

Decimation 
,1 Frequency 

I Estimation 
• f 

Figure 1. Synchronization Architecture of GEMTm Traffic Transmission 

from user terminals (UT) to satellite gateway station 
subsystem (GSS). Timing and frequency may drift 
randomly due to the mobile UT. In the GSS receiver, 
overall transmission performance and quality largely 
depend on the synchronization of these two temporal 
parameters. To achieve reliable synchronization, 

On the other hand, occasional link outage is inevitable in 
GEMTm applications. Temporary loss of transmitted signal 
may incur loss of synchronization. Reliable detection of 
such occurrence is crucial for both maintenance of 
synchronization and resumption of transmission. 
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Based on these system constraints and practical concerns, 
a coordinated synchronization architecture is proposed for 
GEMTm [1]. As illustrate in Figure 1, it performs symbol 
timing and frequency estimation, and link outage 
detection. Simulation demonstrates that the proposed 
architecture is functionally comprehensive, and satisfies 
the design requirement. 

In the following sections, the proposed architecture is 
described with simulation examples. The emphasis is 
focused on the tracking procedures and the adjustment 
instructed by outage detection. 

2. Symbol Timing Estimation 
The square timing estimator [2] is simple for 
implementation. However the application is usually 
hindered by the problem of "symbol cycle ambiguity", 
which occurs when the unknown timing offset is close to 
half symbol cycle. This problem becomes serious when 
the signal-to-noise (SNR) is low. One way to alleviate this 
disturbing phenomenon is using Kalman filter prior to the 
phasor inversion [2]. On the other hand, direct estimation 
of timing from each individual burst is actually a noisy 
observation of a deterministic process. To achieve optimal 
estimation and eliminate the occurrence of "symbol cycle 
ambiguity", the square timing estimator is modified and 

-2 0 2 4 6 

Figure 3. STD of Timing Estimation 
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Figure 4. STD of Estimation vs. Timing Offset 

Kalman filtering is applied [3][4] in a different manner 
from that proposed in [2]. 

Instead of symbol timing 1; differential timing âk  is 
estimated from each individual burst. Based on this 
differential quantity, the unknown timing is obtained by 
Kalman filtering, 

f  k f (àsk k-1) 

The transfer function of the above procedure is, 

z -1  

where y is the parameter which determines the filter both 
bandwidth and gain. 

As given in (2), h, is actually an IIR low-pass filter. 
Different bandwidths are needed for acquisition and 
tracking respectively. A smooth transition from 
acquisition to tracking is controlled by a variable y 

y0= P(1— Po + weady , 0,  

where i is the burst index. In Figure 2, three trajectories 
are shown in shown. y is used for filter initialization. It 
starts with 1 such that the filter is initialized with direct 
estimation. With y exponentially decreased, the filter 

output quickly settles down to the optimal estimation. 
is identical to y except its smaller initial value. This is 
used to gradually settle a transition discrepancy from 
relatively poorer estimation to that of more confidence. 

is a constant for static tracking. Another optional value 
of y is 0, which is used during outage as described in 
section 4.2. In general, various filtering can be easily 
implemented by selecting different profiles of y 

Standard deviation (STD) of estimation under AWGN 
and two Rician fading channel conditions are as shown in 
Figure 3. The Rician channels are designated by the 
notation  Rkb , where k is the Rice factor and b is the 
fading bandwidth. The advantage of using differential 
filter (2) is illustrated by STD of estimation vs. timing 
offset in Figure 4. It can be seen that the STD with no 
differential filtering increases when the timing offset is 
bigger than 0.25T. In contrast, the STD with differential 
estimator is independent of actual timing offset. As long 
as the burst-to-burst timing variation is less than half 
symbol cycle, which is always true in practical 
application, there is no occurrence of "symbol cycle 
ambiguity". 

3. Frequency Estimation 
For frequency estimation, the method based on the 
discrete Fourier transform (DFT) is well known of its 
superior overall performance. In many applications, 
however, the use of DFT is prohibited by its lengthy 
computation. This is especially true when the unknown 
frequency has large uncertainty range as in GEM' 

(3 ) 
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-2 0 2 4 6 
Figure 5. STD of Frequency Estimation 

application. If DFT is not performed in a sufficiently wide 
bandwidth, frequency synchronization is lost. 

To achieve the superb DFT estimation performance with 
reduced computation, the conventional DFT procedure is 
concatenated with a tracking filter, and frequency search 
is performed adaptively [6][7]. 

Let Se denote a bandwidth centered at f The DFT-based 
frequency search is 

1- .?( jF(s, f 
fEnVi_i 

— 
where s is the modulation-stripped signal. f is then low- 
pass filtered, and the final estimation is 

f = g ' ) 

The transfer function of the above filtering procedure is, 

Hf (z)= z  _  7_, )  
Similar to (2), parameter y determines both bandwidth and 
gain. 

With a confined bandwidth S2(f), computation of 
conventional DFT is effectively reduced. On the other 
hand, sufficient S2(f) must be maintained to cover any 

possible burst-to-burst frequency variation. Depending on 
the burst duration, the tracking procedure can have a pull-
in range larger than [2(1) [8][9]. Therefore 12(1) is not 
necessarily wider than the maximum burst-to-burst 
frequency variation. 

The filtered estimation process of (4) and (5), called 
closed-loop estimation, is actually an auto-regressive 
tracking process. The initial state fo  is determined by 
majority-vote among the estimates from the first N<20 
bursts. 

In addition to the closed-loop estimation, (4) and (5) is 
implemented in an open-loop manner. By selecting y=0, 
this option is only used during outage, as described in 
section 4.2. 

The STD curves of frequency estimation under AWGN 
and two Rician fading channel conditions are shown in 
Figure 5. 

4. Link Outage Detection and 
Synchronization Maintenance 
This procedure performs two functions: outage detection 
and coordinating synchronization. 

4.1 Outage Detection 
During normal transmission, the estimated timing is 
characteristic of a deterministic process. In contrast, when 
an outage occurs, the estimation process exhibits a pattern 
of "random walk". 

(4) 

(5) 

(6) 
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It is noted that the two histograms in Figure 6 are not 
completely separated in distribution. A status-dependent 
dual-threshold detection procedure is thus applied. Let X/ 
and z2  denote two pre-determined thresholds, and z i  > X2. 
A binary state variable D(i) is defined as 0 for outage and 
1 for normal transmission. During normal transmission, X/ 
is used to detect outage, 

0, if 
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(8) 
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and the xi  is used during outage, 

(7 ) 

le 

le 

14 

I 12 

10 

a 
4 

200 250 

Multiple Access, Detection and Synchronization II 

18 2 4 6 13 
Averaged Differenti 

10 12 14 
Amplitude (micro-sec.) 

4 8 8 10 12 14 
Averaged Differential Amplitude (micro-sec.) 

Figure 6. Histograms of Amplitude of Differential Timing 

Quantitatively a "random walk" has the feature of large 
variance. The piece-wise variance can actually be 
approximated by a detection metric 

d3=EP, 

where 6k  is the differential timing which is readily 
available in the differential timing estimation as described 
in section 1. EH is a multiple observation procedure. Two 
typical histograms of the detection metric 0 are as shown 
in Figure 6, where EH is performed over 20 bursts. The 
upper portion is of normal transmission at the lower end 
of operation range while the lower portion is of outage. 

I  

1   _ 
1 -.. _ 
I . _ 
1 I   _ 

N 1. 

t 

100 160 
Frame Index 

Figure 7. Profile of Detection Metric 

442 SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 



if  

1, if 

4)01 > X 2   "9  

Dynamic 
Tracking 

Multiple Access, Detection and Synchronization II 

When DO 0, DO= 

Three detection profiles of metric 43(i) over one outage 
are shown in Figure 7. They are obtained under Rician 
fading channel with Eb/N0=-0.5 dB, 2 dB, and 5 dB 
respectively. The true occurrence of outage is indicated 
by a pair of vertical solid lines. With z i=8 and x2 =7, the 
actual detection of the start and end of the outage is as 
shown by the alternating-dot-dash vertical lines. 

In Figure 7, Nd el ay i and Ndelay2  are the detection delays due 
to statistical averaging. Simulation shows the average 
delays are Ar— may] =13 and N delay , -= 10 bursts. 

4.2 Maintenance during Outage 
Based on the detection status D(i), both timing and 
frequency estimators perform either dynamic tracking or 
static maintenance, as illustrated in the diagram 
Figure 8. Dynamic tracking is the estimation process 
during normal transmission as described in section 2 and 
3. Static maintenance is a special procedure to prevent no-
target tracking during outage. 

Start  

When outage is detected by (8), dynamic tracking 
procedures are halted, and static maintenance is 
performed by setting 'M in (1) and (5). That is, the 
estimates prior to outage is taken as the temporary 
tracking target. This process continues until the end of 
outage. With the detection switched by (9), regular 
tracking process resumes for synchronization of normal 
transmission. 

5. Conclusion 
The presented synchronization architecture with its 
tracking and detection procedures is designed for practical 
implementation and channel conditions in Geo-Mobile 
applications. Its simplicity, flexibility, and robustness 
have been demonstrated by simulation. It has potential to 
be extended, partially or as a whole, to other related 
applications. 
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Figure 8. Flow Chart of Synchronization Control 
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ABSTRACT 

A great variety of information must be transmitted 
between the Gateway (GW) and the User terminal (UT) in 
the GEMTm System, specifically, user data and control 
signaling. This information is mapped onto the physical 
TDMA bursts. A novel Dual Keep Alive Burst (DKABs) 
is transmitted during periods of speech inactivity and is 
proposed by the GEMTm System to save the battery life, 
satellite power, reduce cochannel interference, add comfort 
noise, estimate the interference level, maintain the power 
control and timing/frequency synchronization. 

This paper will discuss the DKABS' estimation and 
demodulation. The Non-data aided Tone Estimation 
algorithm is used for the timing synchronization. Because 
of the nature of the differential modulation, the 
demodulated data in DKABS does not depend on the 
frequency estimation performance, and the data-aided 
frequency estimation is chosen for DKABS frequency 
estimation. Timing and frequency are synchronized using 
extremely short DKABS in the large timing/frequency 

offset and large Doppler frequency channels. 

1. DKABS BURST STRUCTURE AND SIGNAL 
MODEL 

The proposed DKAB is a 117 symbol long 7C/4 differential 
binary phase-shift keying (DBPSK) modulation burst. 
Two KABs are separated as shown in Figure 1. 

Each KAB has 4 information symbols (m0-m3) and one 
reference symbol which is required by the differential 
modulation. There are guard symbols surrounding the 
KABS, each guard time contains 2.5 symbols. The 
DKABs burst structure can be configured by choosing the 
parameters  p1, p2 and M. It can been seen that only 1 0 

 DKABs symbols are used for a 117 symbols burst, 
therefore it saves both satellite power and user terminal's 
power. 

Differential binary phase-shift keying modulation is 

DKABS 

0 10 20 30 40 50 60 70 80 90 100 110 120 

Figure 1 DKABS Burst Structure 
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The 7r/4-DBPSK transmitted symbol can also be 
represented as 

The Maximum likelihood estimate ê is 

= — —T arg(cil ) 
27r 

where 

1 "1'1 
+ k)T, 

Ms k=() 

M = T I T 

and j is the burst index. 

e -,j(27r1 M )k 

B. DKABs Frequency Estimation 

The frequency offset estimation is required for the system 
frequency control loop. With the frequency offset, the 
matched filter output is 

z„ z-- a„ • go +v„ 

0„ =27r • f •n•T +0„ 

where f is the frequency offset and 00  is the initial 
unknown phase. 

The DKABs use differential modulation, therefore its BER 

z(nT)  Diffrential 
Demodulator 

J _ Frequency 
Estimator 
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Interpolation 
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selected to combat the frequency uncertainty. The complex 
envelope of the transmitted signal is defined as follows: 

x(t) =Zak  • h(t — kT) 

where x(t) is the shaping filter ak  is the rc/4-DBPSK  
coded information symbol defined according to the 
following table: 

Data symbols dk Modulation symbols ak  
0 pr 14 

ak-le 
1 -J37,14 

ak-le 

• Timing Estimation 
• Frequency Estimation 
• DKAB Differential Demodulation 

The associated digital processing algorithms are discussed 
in this section. 

A. DKAB Timing Estimation 

It can be shown [I] that if the matched filter output with 
timing error is 

z(lT + ET ) 
then the likelihood function for unknown timing error e is 

j(r.dk +g14) 
ak = ak-I .e  

A digital receiver for DKAB is shown in Figure 2. Since 
the frequency offset is small (fT<<l), timing can be 
recovered prior to frequency estimation without 
performance degradation. 

As shown in Figure 2, the sampled signal {r(kT,)} is 

filtered by a matched filter {h(kT s )} as 

z(kTs )=Ir(kT, —i1) • h(iT) 

where  I.  is sampling period. 

The timing estimator estimates the symbol timing error 
(dt), and the optimal symbol timing is achieved by using 
the timing interpolation. The Demodulation and 
Frequency Estimation is implemented separately since the 
nature of the differential demodulation which does not 
require the phase information. 

2. DKABS DIGITAL PROCESSING 

The DKAB digital receiving consists of 3 issues: 

r(kT,)  e Matched 
Filter 

z(kT,) e  

Timing 
Estimator 

dt 

. - - - --
• 
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does not depend on the frequency offset. With less than 
2% BER at operating SNR (5.5dB), the data aided 
frequency estimate method is proven to be more attractive. 

After demodulation, information symbols are demodulated 
as a, , the modulation data can be removed by 

yn  = 6e; • Zn  

a • a, • go  • e' °' +rin  

when 6e *  , • a=l,  we have 

y„ = go  • e'  

Two phases are estimated independently for two DKABS 
as 

01= a tan
[Eim(y,7)1 , for KAB1 

02  = a tan[ Im(Yn  )  1, fo r KAB2 
Re(Yn ) 

The frequency offset can be estimated by measuring the 
slope of those phases as 

where M is two DKABs distance in symbols from their 
middle points and j is the jth DKABS. 

C. z/4-DBPSK Demodulation 

After timing adjusting, the matched filter output is sampled 
at the symbol rate, I/T, as 

Zn  = a„ • go  +1),, 

j(ir cl„1-z14) an = 

The decision variable is the phase of 
= z„ • zn _ 1  

* 2 ' -= an  • cen_, • go  

= e
j(z*d

"
+n14) 2 

• g 0 

Now rotating phase by -7c14, the decision variable becomes 
Un  • e -je 4  

pr*d 2 = e • go  +un  

=- (1— 2dn ) • g (; +un , dn  e (0,1) 
The decision rule is: 

where where 

0.001 

Es/No in dB 
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a, = 0, if V >0  

Simulations were done for the DKABS demodulation over 
the AWGN channel. Figure 3 shows that the DKABS 
demodulation performance is about same as ideal 
receiving. 

3. CONCLUSIONS 

A novel DKABS burst structure and its digital receiving is 
discussed in this paper. The DKABS can save both the 
GW and UT power, maintain the frequency and timing 
synchronization, and carry the power and comfort noise. 
The simulation results show the DKABS demodulation 
achieves about the same performance as the ideal 
demodulation. 
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ABSTRACT 

Space-based tele-communications systems will 
continue to change our lives as we enter the 21st 
century, increasingly providing access to all types of 
information anywhere on the planet. Virtual reality 
entertainment, video on demand, expanded tele-health 
and tele-education, global corporate networks and 
mobile consumer devices able to carry converged 
voice, data and video information are just some of the 
developments we can expect as the Global 
Information Infrastructure takes shape. 

Space will continue to play a key role in the 
implementation of this information services 
revolution. As a result, the global satellite 
communications market will continue to grow, and 
change, rapidly. The 1997 WTO agreement on Basic 
Telecommunications is just one of the factors pushing 
the fast expansion of this market. Other factors 
include the growing role played by the private sector 
in the financing of projects and the provision of 
services, as well as the on-going industrial 
restructuring. Satellite constellation projects have 
fuelled these trends. 

Canadian companies can, and are, capturing a 
significant share of this global market, despite some 
challenges. The Canadian Space Agency (CSA) and 
other government agencies are committed to working 
with their industrial partners to sustain Canadian 
industrial global competitiveness. 

A. Global SatCom market size and growth 
profile 

In 1997, the SatCom market segments were as 
follows: 

Space segment: US$ 11B 
(this includes launch and insurance 
services) 
Ground segment: US$ 18.1B 
Services: US$ 28B 

As a result of a variety of factors, future growth is 
expected to be significant. The market outlook for the 
period (1996-2006) is as follows: 

• Services: 

According to Merrill Lynch, mobile, multimedia and 
DTH communications will account for 62% of total 
sector growth by 2007. Between 270 and 350 
satellites will be launched between 1998 and 2007, 
worth US$ 30-39B. 

B. Key market characteristics 

The SatCom market has the following characteristics: 

• SatCom constitutes a key part of the very 

US$ 60-80B 
US$ 120- 
150B 
US$ 400B 
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large total global communications market [1]. 

The satellite market is dominated by a few 
large US (Boeing, Motorola, Hughes, Loral, 
Lockheed-Martin) and European (Alcatel-
Aérospatiale-Thomson, as well as Matra 
Marconi-Daimler-Chrysler Aerospace-Alenia) 
prime contractors. 

• Services constitute the largest share of the 
infrastructure and satellites. 

• Canadian firms must compete in a truly 
global and very fast changing market place. 

The SatCom sector is the most commercial and 
private sector oriented of all space sectors. This could 
lead to the conclusion that the SatCom sector has 
reached a high level of maturity (top end of the S-
curve shown in the first graph below), and that 
government investments are less critical. We argue 
that, on the contrary, the sector is currently at the 
beginning of a new S-curve (second graph below), in 
light of the heavy technological, product and 
applications developments required for multiple new 
projects aiming at providing new and converged 
services to consumers. This argues for continued 
government investment in this sector, in particular for 
leading edge R&D. 

Satellite Communications Industry Life Cycle 
(Kondriatieff S-Curve): Traditional View 

Satellite Communications Industry Life Cycle: New 
S-Curve View 

Satellite 
communications 

C. Key change drivers 

Major factors driving the fast pace of change in the 
global SatCom arena include: 

Users: new applications are emerging 
constantly, and interactivity, affordability, 
globality and mobility are key requirements; 

Technological convergence: digitalisation 
pushes the integration of communications, 
content (including entertainment) and 
informatics, creating new, integrated 
communications platforms and consumer 
products and services; 

• Globalization: new global and regional 
systems are being introduced rapidly; 

Deregulation: markets for 
telecommunications services are being 
deregulated, globally through the efforts of 
the World Trade Organization (WTO) and 
nationally. 
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D. General market trends 

Some of the key general trends which can be observed 
on the global SatCom scene are as follows: 

The markets are growing fast (with 
regional variations): Revenue growth to 
2005 is expected to be driven by (in 
descending order): broad band multimedia 
systems, DBS, GMPCS, with fixed satellite 
services increasing more steadily. Ground 
terminals market will expand dramatically, as 
a result of strong demand for terminals in the 
DBS, mobile telephony, and later on the 
multimedia markets. Service markets are 
expanding everywhere, with many new 
regional and global systems. Strongest 
growth in the recent past was achieved in the 
Asian region. Long term forecasts are 
positive, but over capacity [2] and the 
regional economic crisis have taken their toll 
[ 3 ]. 

The markets are being deregulated: the 
Feb. 15, 1997 WTO Agreement on Basic 
Telecommunications has promoted global 
deregulation in the SatCom sector (it has 
fuelled privatization, as well as reduced 
monopolies and foreign ownership and 
service restrictions). But the Agreement does 
not cover broadcasting (including direct 
broadcasting [4]). In the US, the markets are 
very deregulated, but restrictions remain [5]), 
while Europe is moving towards a fully 
liberalised, single telecommunications 
market. In Canada, monopolies are being 
phased out, and investment rules are relaxed 
[6]. 

Global communications are being 
increasingly privatized: one can see a shift 
from government-supported consortia 
(Intelsat-Inmarsat) to private companies like 
PanAmSat, Orion and DirecTv (Hughes), and 
Luxembourg's SES (Astra). Increasingly, 
governments use commercial services, even 
for the military. 

The satellite industry is restructuring: we 
are witnessing a complete industrial shake up 
among large prime contractors. This 
industrial restructuring is well advanced in 
the US, and two main industrial poles are 

emerging in Europe, one led by Matra 
Marconi (with Daimler-Chrysler Aerospace, 
Alenia and the missile/rocket operations of 
Aérospatiale) and Alcatel (with the satellite 
operations of Aerospatiale and Thomson). 
Mergers and acquisitions may eventually also 
extend to Asia. All primes are streamlining 
manufacturing facilities, to maximize 
economies of scale, and several are 
diversifying into carriage and direct service 
provision [7]. 

Constellation projects are changing the 
face of the SatCom sector: services (data, 
messaging, voice, multimedia) are being 
offered to the global community, in a flurry of 
low, medium and geostationary orbit projects 
(so called Little LE0s, Big LEOs and 
broadband - "Internet-in-the-sky"), which 
together represent the single largest market 
opportunity for Canadian industry. These 
projects call for established prime contractors 
(Hughes, Lockheed-Martin, Loral and Alcatel 
e.g.) to become service providers. 
Constellations projects fuel the change to the 
mass production of components by 
manufacturers, and lead to a loss of projects' 
clear national identity, as investors, suppliers, 
service providers and financiers come from 
around the world. 

The capital markets have been favourable 
to commercial projects, but with caution 
recently: Since 1993, more than US$ 19B 
has been invested by the money markets into 
satellite ventures (much of this is attributable 
to constellations ventures). However, 
commercial and technical uncertainties over 
Iridium and other Big LEOs have made it 
more difficult for companies to raise capital 
in the last half of 1998 and in early 1999[8]. 

Converging towards the Network Society: 
Cost decreases in communications and 
computing, computing power increases 
(Moore's Law) and the convergence of 
computers, telecommunications and content 
(incl. entertainment) via digitalization lead to 
a new information era. 

The role of satellites in the networks of the 
future: Satellites are not the only game in 
town to provide advanced communications to 
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customers, with the relentless expansion and 
upgrades of ground wireless networks, the 
fast expansion of fibre optic and cable 
systems, and the introduction by telephone 
companies of Digital Subscriber Line (DSL) 
technology. Satellites may have a natural 
competitive edge over ground networks, for 
direct digital broadcasting and interactive 
multimedia service, and as extensions of 
ground cellular/PCS networks for mobile 
communications. Key features of satellites are 
mobility, ubiquity, direct link to users, rapid 
deployment and reconfiguration of networks, 
and insensitivity to distance (particularly 
important in Canada). 

E. Overview of sector trends 

Fixed Satellite Services (FSS) will remain 
the backbone of regional and global 
communications: This is the industry's most 
mature sector. The next generation of 
systems will see larger and more powerful 
satellites. Revenues for FSS services should 
grow from US$ 9B in 1996 to US$ 25B in 
2006. 

Digital Audio Broadcasting will emerge as 
a major new market: Revenues for these 
services should grow from nothing in 1996 to 
US$ 48B in 2006. Key players include 
Worldspace, CD Radio Inc., WCS Radio and 
American Mobile Radio Corp. 

Direct Broadcasting Systems (DBS) are 
growing fast into a large and mature 
market: There has been an explosion of 
services worldwide, with revenues expected 
to increase from US$ 9B in 1996 to US$ 
37.5B by 2007. US firms and European firms 
lead the way, with Hughes' DirecTv in the 
US and SES Astra in Europe being the most 
successful. There is an on-going battle with 
cable for markets in developed nations 
(especially urban centres), whereas in 
developing nations, satellites often provide 
the most cost effective means of delivering 
video signals. 

The US is pushing for market entry 
agreements (has signed with Mexico and 
Argentina, the latter in June 1998), but the 
exclusion of broadcasting from major trade 

agreements (WTO, NAFTA) has allowed 
Canada to ensure that Canadians receive DBS 
services from Canadian providers. 

Global Mobile Personal Communications: 
unprecedented investments, but uncertain 
market prospects: This is the largest single 
market for satellite, ground and service 
suppliers [9]. OrbComm and Iridium are 
already operational, with Globalstar (1999) 
and ICO (2000) next in line. The US Federal 
Aviation Administration's conservative 
scenario expects three Little LEOs and four 
Big LEOs to be deployed between 1998- 
2010; the optimistic scenario says four Little 
LEOs and five Big LE0s. The difficulties 
being experienced by Iridium in early 1999, 
and the relentless advance of ground wireless 
systems, cause some observers to question 
whether there is a real commercial case to be 
made for Big LEO projects. 

Interactive Broadband Satellite Services: 
more talk than action so far: Gradually, 
communications networks in North America 
will carry more data than voice signals [10]. 
The current circuit-switched infrastructure 
(designed to carry voice) is inadequate to 
accommodate this growth, and incumbent 
(and new) carriers are examining their options 
for new infrastructure (cable, DAL, 
broadband satellites, fibre). 

It is expected that satellites will play an 
important role in delivering interactive 
broadband services, in conjunction with 
ground systems. Pioneer Consulting 
estimates that more than US$ 76 B will be 
invested in broadband satellite systems 
between 1998 and 2010. By 2007, these 
systems should serve more than 40 M 
subscribers, or 29% of the total market, for 
total revenues (residential and business) of 
about US$ 75B[1 

This explosive growth fuelled by demand for 
high speed interactive multi-channel TV, 
Internet browsing, movie and software down 
loading, personal telecommerce, and 
telepresence (teleworking, teleconferencing, 
tele-education, tele-medicine, virtual library). 

The US FAA's conservative scenario expects 
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Industry-Government partnerships: The 
Canadian Space Agency is committed to 
working with its industrial partners to sustain 
their global competitiveness, through advice, 
strategic R&D and information, and market 
positioning support. Other government 
players can also make a difference: IC/CRC, 
EDC, DFAIT, DND. Close coordination 
among government, and between government 
and industry, is key to success on world 
markets. 

Market, Standards and Regulatory Issues 

tvvo global LEO broadband systems to be 
deployed between 1998-2010; optimistic 
scenario says three can survive on the market. 

Because of market pressures, broadband 
projects are susceptible to mergers (e.g. the 
unofficial merge of Teledesic and Celestri) or 
abandonment - we can expect Skybridge and 
Cyberstar to merge (common parentage of 
Loral and Alcatel). 

F. Assessment of Canada's position on the 
world's SatCom stage 

Canada's position in the global market for 
satellite sub-systems: Canadian companies 
have recognized competitive capabilities as 
sub-system suppliers (EMS Technologies 
Canada [12], COM DEV, e.g.). Some 
Canadian companies have built good stable 
relationships with key US, European primes. 
Canadian companies must pursue their 
efforts, with a focus on long term supply 
agreements, clear product strategies and 
"commodity" production. 

Canada's position in the global market for 
ground terminals and systems: Canadian 
companies are well positioned in this market 
(Nortel, Spacebridge, Telesat, Nanowave, 
Norsat [13], e.g.). The next big market could 
be Internet access. 

Canada's position in the global market for 
applications and services: Telesat is 
Canada's domestic satellite carrier, and the 
world's 10th operator on revenue. It owns 
and operates the Anik satellites. It will soon 
launch the Nimiq DBS satellite. Through 
subsidiary TMI, it owns and operates the 
MSAT satellite. Telesat provides consulting 
services to clients worldwide. Teleglobe is 
Canada's primary international 
communications provider, using satellites and 
cable to provide intercontinental connections. 
Telesat and Teleglobe face challenges 
resulting from the loss of their domestic 
monopolies. ExpressVu and Star Choice are 
making good progress enlisting subscribers to 
DTH service in Canada [14], despite strong 
competition from cable and a continuing grey 
market for the reception of US programming. 
There is good, and increasing, participation 
by Canadian companies in constellation 
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ABSTRACT 

Telecommunication is emerging as a global business and 
as an important factor in the globalisation and networking 
of economic activities. The rapid development and 
increased use of communication networks and 
technologies are underpinning globalisation of the 
economy and reinforcing these trends. Bandwidth, 
network connectivity and global access are considered to 
be essential ingredients of the new industrialised world, 
with telecommunications networks accelerating the scope 
of an increasingly border-less world economy in key 
sectors, by shifting an increasing proportion of economic 
activity on-line and fostering the emergence of the 
Information Society. 

From the technological point of view, there is no doubt 
that wireless technologies will play a major role in the 
successful implementation of the Information Society. At 
the end of 1997, at world-wide level the number of 
subscribers to mobile communications systems was 
estimated to be 200 Million with projections pointing to a 
net addition of about 700 new Million subscribers in the 
period of the next 5 years. 

In Europe, digital mobile communications, in particular 
through GSM and DCS-1800, are providing pan-European 
mobility in personal communications at unprecedented 
levels. On a world scale there were at the end of 1997 
some 70 Million subscribers growing at a rate of close to 
3 Million every month. Today, more than 200 GSM 
networks are in live commercial operation in over 100 
countries world-wide. 

Building up on this success, the next window of 
opportunity for growth of the mobile and wireless industry 
resides in the development of true broadband mobile 
systems, known as UMTS in Europe or IMT,2000 in its 
ITU version. The basic premise upon which work is being 
carried out, is that by the turn of the century, the 
requirements of the mobile users will have evolved: they 
will wish to avail themselves of the full range of 
broadband multimedia services provided by the global 
information infrastructure, whether wired or wireless 
connected. 

In Europe, the ground work for UMTS started in 1990. 
R&D programmes sponsored by the European Union such 
as RACE (1990-1994) and ACTS (1994-1998) played a 
major role in developing and experimenting the 
technology, including satellite UMTS access. ACTS work 
culminated at the January 98 meeting of ETSI, that 
endorsed UMTS terrestrial standards developed under the 
ACTS framework. This European proposal has been 
submitted to ITU in the context of the IMT-2000 family of 
standards. In addition, the European commission was 
instrumental in the creation of the UMTS Forum, the now 
world recognised forum for next generation mobile 
communication developments. Finally, the European 
Commission has put in place the regulatory framework 
that will allow the first UMTS licenses to be awarded in 
2002, with the corresponding UMTS Decision approved 
by the European Council and Parliament early 99. 

How do mobile satellite systems fit in that picture? 
Satellite communication systems have an inherent 
capability to fulfil the requirements of the Information 
Society deployment, in particular through their global 
access capability. In spite of these promises, it can be 
noted that the satellite situation regarding UMTS/1MT-
2000 is quite different from that of the terrestrial systems. 
If Europe has been able to generate a consensus on a 
terrestrial UMTS standard which is widely supported by 
key US and Japanese players, the same can not be said for 
satellite UMTS. 

Before such a satellite based system can be successfully 
deployed, there are still a number of issues to further 
investigate, such as: 
• What market for S-UMTS, and what positioning 

strategy; 
• What are the spectrum requirements; 
• Is the regulatory framework adapted; 
• What are the missing technological bits; 
• How can R&D help. 

Against this background, the paper reviews the situation ,  
with a particular focus on Europe, in relations to the above 
open questions. It also provides an outline of the S-UMTS 
supporting actions expected to be implemented in Europe 
in the context of the 5 th  Framework R&D Programme of 
the European Union (1999-2002). 

454 SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 



Total mobile market: 
Users: 
Service revenues: 
Traffic: 

200 million 
104 billion ECU per year 
6320 million Mbytes/month -- 
32 Mbytes/user/month 
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MARKET PERSPECTIVES 

Market perspectives for Multimedia Mobile Services have 
been extensively carried out in Europe through the UMTS 
Forum. Studies of the detailed market potential have 
concentrated on two aspects: 

D The volume of revenues that may justify operator's 
investment in third generation systems; 

The volume and characteristics of data streams with a 
view to defining the medium to longer term spectrum 
requirements. 

Markets for Terrestrial Systems 

Before reviewing the potential markets for satellite based 
mobile multimedia, it is useful to consider the figures 
outlined for the terrestrial markets. In Table 1, the world-
wide market forecast for the physical users of terrestrial 
mobile services including multimedia is outlined. 

Mobile users in millions at 2000 2005 2010 
year end  
Europe, EU I 5 113 200 260  
North America 127 190 220  
Asia Pacific 149 400 850  
Rest of the world 37 150 400  
Total 426 940 1730 

Table 1: World-wide Mobile Market Forecast I1] 

The figures outlined in above tables show that significant 
growth of the mobile markets are expected over the 
coming decade. Europe, Japan and North America are 
regions that will most likely face market saturation in 
terms of physical users by the year 2010. On the other 
hand, many countries in Asia Pacific/Africa and South 
America are expected still to be far from reaching 
saturation in terms of mobile users in the year 2010. 

The UMTS Forum has paid particular attention to the 
market situation of Europe, with the objective of using the 
results as a basis of the traffic model for the spectrum 
calculations. Table 2 shows the market forecasts for the 
number of physical users of mobile services and, out of 
them, the number of physical users of mobile multimedia 
(MM) services and their assumed penetration rates. 

Table 2 EU 15, Penetration of Future Mobile Services 

For the multimedia type users, three types of traffic have 
been distinguished, as outlined in table 3. Building on 
these figures and assumptions, the following results were 
achieved for the European prediction in Y2005: 

Mobile multimedia segment: 
Users: 32 million 
Service revenues: 24 billion ECU + 10 billion for terminal 
revenues 
Traffic: 3800 million illbytes/month -- 119 

Mbytes/user/month 

The UMTS Forum therefore conclude that the annual 
market revenues in Europe for mobile multimedia will be 
at least 34 billion Euro (services and terminals) by the year 
2005 with at least 32 million physical users using mobile 
multimedia services. In these figures the uses of enhanced 
2" generation mobile services are included. 

From that perspective, it appears that mobile multimedia 
represent 16% of the users and 23% of the revenues in the 
year 2005. Traffic requirements of that market segment 
will represent 60% of the total. Every multimedia user will 
generate significantly more traffic than today's mobile 
user, but they cannot be expected to pay an equivalent 
multiple of current tariffs, which implies that tariffs will 
not be proportional to the traffic volume or to the used 
spectrum. This is one of the major challenge facing the 
communications and computing sectors for the successful 
roll out of terrestrial broadband mobile systems. 

Market for Satellite Systems 

The UMTS Forum has also worked towards the definition 
of potential markets for MSS systems offering broadband 
multimedia services. The underlying assumption is that 
less than 20% of the world's land area will be covered by 
terrestrial cellular networks within the envisaged time 
scale of UMTS/IMT-2000. Satellite systems, which 
provide world wide or large regional coverage may thus 
have the potential to complement terrestrial UMTS/1MT-
2000 to provide complete coverage. In turn, this may also 

spur further demand for 
terrestrially based UMTS/1MT-
2000 services. In the specific 
case of the EU15, more than 
80% of the population can be 
expected to be covered by 
terrestrial UMTS/1MT-2000 in 
2010. Price differences between 
terrestrial and satellite services 
will play an important role in 

Year Population Physical Penetration Thereof users Penetration 
in millions users in of MM service 

millions (millions)  
2005 385 200 0.52 32 0.08 

(from which (0.05 for 
20 use High High MM) 
MM)  

2010 387 260 0.67 90 0.23 

SIXTH INTERNATIONAL MOBILE SATELLITE CONFERENCE, OTTAWA, JUNE 1999 455 



Market, Standards and Regulatory Issues 

Services User net bit Coding Asymmetry Call duration Service UMTS 
rate [kbps] factor factors (effective) bandwidth l Switch 

[s] [kbps] Mode2  
High interactive MM 128 2 1/1 180 (144) 256/256 CS  
High Multimedia (MM) 2000 2 0.005/1 53 20/4000 PS  
Medium Multimedia 384 2 0.026/1 14 20/768 PS  
Switched data 14,4 3 1/1 156 43,2/43,2 CS  
Simple messaging 14,4 2 1/1 30 28,8/28,8 PS  
Speech 16 1.75 1/1 120 (60) 28,8/28,8 CS  
'The service bandwidth is the product of columns 2, 3 and 4 
2  CS is circuit switched and PS is packet switched 

Table 3: Services classes and attributes 

the usage of these services, but the difference in price is 
not likely to significantly change in the future. 

Market analysis for MSS has been supported by MSS 
operators. The classes of services that have been 
considered are slightly different from those considered for 
the analysis of the terrestrial market. MSS services have 
been categorised as follows: 

1. Speech - quality basic speech at 8/16 kbit/s 
2. Low -speed data - predominantly messaging and e-

mail (without attachments) type services at 9.6/16 
kbit/s 

3. Asymmetric services - this includes the predominantly 
one way services including file transfer, 
database/LAN access, Intranet/Internet WWW, E-mail 
(with attachments), image transfer etc. Rates of 
transmission will be up to around 144 kbit/s. This 
corresponds approximately to the Medium (and High) 
Multimedia services defined for terrestrial 
UMTS/IMT-2000 

4. Interactive Multimedia - predominantly relating to 
videoconferencing and videotelephony at data speeds 
of around 144 kbit/s. This corresponds approximately 
to the High Multimedia services as defined for 
terrestrial UMTS/IMT-2000. 

Classes of services 1&2 will not be offered by first 
generation of S-PCS systems but have been classified as 
'Non Multimedia'. Classes of services 3&4 have the 
potential to offer broadband services and have been 
classified as 'Multimedia'. Compared to the terrestrial 
scenarios, it has been considered in the analysis that the 
maximum offered bit rate at S band would be of 144 
kbit/s, whilst the terrestrial systems are conceived with a 
maximum bit rate of 2Mbit/s. This is also a difference with 
some other analysis outlined in ITU TG 8/1 documents, 
considering that satellite services could be as high as 384 
kbit/s. 

The forecasts further distinguished between 12 traffic 
environments, which are hereafter listed: 
1. Rural pedestrian (handheld, portable, transportable) 
2. Rural vehicular (car, truck, train, bus)  

3. Rural fixed 
4. Remote pedestrian 
5. Remote vehicular 
6. Remote fixed. 
7. Off-shore maritime (yacht, tug boat) 
8. Deep sea maritime (freighter, tanker, ocean liners) 
9. Personal/Corporate aeronautical 
10. Passenger aeronautical 
11. Localised base station (a cell covering an indoor 

area not covered by terrestrial UMTS/IMT-2000, 
such as a train, bus or building, with an outside 
repeater to the satellite) 

12. Terrestrial fill-in (traffic resulting from coverage of 
areas which eventually will be covered by 
terrestrial UMTS/IMT-2000) 

It should also be noted that Fixed Satellite Service (FSS) 
systems (those systems providing services >— 1Mbit/s to 
fixed installations) are specifically excluded, as these 
systems are assumed to be outside the bounds of 
UMTS/IMT-2000. 

Table 4 outlines the results obtained in EU 15 and world-
wide, both in terms of potential users and in terms of 
generated traffic [2]. Users have been segmented into non-
multimedia users (those requiring non-multimedia services 
only, as defined above) and multimedia users. These 
forecasts have been derived from forecasting the total 
MSS demand with UMTS/IMT-2000 forming a part of 
this. It is expected that all the forecast MSS multimedia 
users will be UMTS/IMT-2000 compliant while only a 
portion of the MSS non-multimedia users will be 
UMTS/IMT-2000 compliant. 

The demand for UMTS/IMT-2000 satellite services differs 
from region to region and depends, inter alia, on 
population density and developed terrestrial infrastructure. 
In the EU 15,  the demand may decrease in the long term, as 
countries complete their terrestrial UMTS/IMT-200 0 

 coverage and combine with 2nd  generation cellular 
systems. This effect is not taken into account in traffic 
figures for 2010 for  EU 15,  where it can be expected that 
UMTS coverage will be high. Therefore, the demand for 
2010 in EU15 may be considered as overestimated. 
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Worldwide EU 
Year 2005 2010 2005 2010 (Co inUernedia CEPT subscriber forecasts 2001 to 2006 

600.000 
MSS Subscribers (000s) • FSS broadband support 

Non-Multimedia 4,875 7,500 609 938 •  Primary in dudtv 00 Multimedia 6,585 10,975 395 659 500,000 
Aeronautical 

11,460 18,475 1,004 1,596 7 • Maritime .:, 400.000 
7 °Comm ercial veh icles 

Average Usage per subscriber (kBs per month) . .. •  Passenger car Non-Multimedia 1 300.000 
Voice 8,709 8,491 8.709 8,491 .., •  Consum er handheld 

Low Speed Data 6,208 5,587 6,208 5,587 t 200.000 • Business handheld 

Multimedia . 

Voice 1,194 1,561 1,194 1,561 1 100.000 
Low Speed Data 2,584 3,380 2,584 3,380 
Asymmetric 26,154 34,247 26,154 34,247 0 
Interactive 1,781 2,334 1,781 2,334 2001 2002 2003 2004 2005 2006 

Total Annuel  Traffic (Million WI's) Source: 1CO-TENS assessment Oct 9 
Non-Multimedia 

Voice 509 764 64 96 Figure 1: ICO SAT market assessment for mobile Low Speed Data 491 736 45 63 
Multimedia multimedia by satellite 

Voice 94 206 6 12 
Low Speed Data 204 445 12 27 
Asymmetric 2,067 4,510 124 271 Preliminary Conclusions on Markets 
Interactive 141 307 8 18 
Total 3,506 6,968 259 486 

From the above figures, the following conclusions 
Annual Traffic (ABIL MS's)  -  excluding non UMTS/IMT-2000 compliant traffic 

Non-Multimedia regarding S-UMTS can be outlined: 
Voice 34 123 4 15 
Low Speed Data 33 119 3 10 

Multimedia › As in the traditional rd  generation mobile case, 
Voice 94 206 6 12 satellite communications are expected to represent a 
Low Speed Data 204 445 12 27 
Asymmetric 2,067 4,510 124 271 small fraction of the total business. European 
Interactive 141 307 8 18 figures for Y2005 show that the satellite penetration 
Total 2.573 5.710 158 354  

i e  na-ai  enrnerteri tn remrpepnt mnrt> than 1 ne nf the. 

Table 4: World-wide satellite market and traffic 
volumes 

It can thus be concluded that: 

> The world market for users MS'S (including 
multimedia MSS) will be 11.5 million users by the 
year 2005, rising to 18.5 million by 2010. 

> There will be 1 million MSS users in Europe by 2005, 
rising to 1.6 million by 2010. 0.4 million of these will 
be multimedia users in 2005, rising to 0.7 million 
multimedia users in Europe by 2010. 

> Total traffic levels (multimedia + non-multimedia) for 
the European MSS market will reach 22 million 
Mbytes/month in 2005, rising to 40 million 
Mbytes/month in 2010. 

It can also be noted that an independent study performed 
by ICO and sponsored by the European Commission [3] 
concludes with similar results, as exemplified in Figure 1. 

Although the market has been segmented slightly 
differently in the case of the ICO study, the study 
concludes that the mobile multimedia market over the 43 
CEPT countries would be in the order of 400 000 users in 
2005, with the assumption that ICO would capture 40% of 
the total market, i.e. 1 million of users. This figure fits 
remarkably Well with the findings of the UMTS Forum for 
Europe. 

terrestrial user penetration and not more than 1% in 
terms of traffic. On this very competitive markets, 
satellite communication will probably move from a 
niche market situation, as is the case for second 
generation system, to a 'niche of a niche' market. 

> The small size of the targeted market makes it in turn 
more difficult and more risky to be positioned on the 
S-UMTS market. ICO study has shown that almost all 
the targeted market segment are 'elastic', meaning 
that sensitivity to price is high. Competition with the 
terrestrial sector will thus not be easy, should the 
business models retained for first generation S-PCS 
systems be applied to S-UMTS. 

> The satellite sector is facing a couple more 
difficulties: first, it has to be outlined that market 
prediction for the terrestrial mobile sector have so far 
been systematically underestimated. The reality has 
shown that the terrestrial sector grows faster than 
anticipated. The same can not be said for MSS, where 
the original predictions have still to be validated. 
Recent examples show that it will not be easy for the 
satellite industry to live up to their expectations. 

D Two types of entrants can be considered for the S-
UMTS markets: those already established on the S-
PCS market, and new entrants. The former will have 
the advantage, provided they develop successfully on 
the S-PCS market, of having already an established 
customer base. They will thus have the possibility to 
'educate' the market and to develop optimised 
strategies based on real customer experience. On the 
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other hand, they will have to further invest in the 
technological development of their S-PCS system, to 
support wider band services. This will probably be a 
disadvantage, considering that some time will be 
needed to already recoup the S-PCS investment. The 
cost of upgrade will certainly not be negligible, 
especially if it requires a change in spacecraft/payload 
teclmology over the whole constellation, which is 
likely to be the case for non transparent systems. In 
that context, first entrants may have less customer 
experience, but should have more freedom in terms of 
investments and choice of optimised technologies and 
systems. 

In that context, it seems that the most viable route for 
the satellite industry would be to closely associate 
itself with the terrestrial industry. The 'chance' here is 
that it will be fairly costly to develop terrestrial 
UMTS systems, even if the technology is compatible 
with an evolution of second generation systems such 
as GSM. First UMTS movers may seriously consider 
the possibility to deploy UMTS, in a first phase, only 
in very densely populated areas, such as city centres 
or business islands. The satellite complement could 
here play a role to its fullest extent, by providing the 
coverage complement, not only in developing 
countries, as has often been the approach for S-PCS 
systems, but also in developed regions of the world. 
This however requires from the satellite sector a new 
approach to the terrestrial sector, and a real 
willingness to create partnerships with the terrestrial 
sector, with a 'mutual benefit' and risk sharing 
approach. This would correspond to a real evolution 
from the S-PCS situation, where satellite is not 
considered 'strategic' for the realisation of the 
terrestrial business cases. 

SPECTRUM PERSPECTIVES 

There is no doubt that spectrum, particularly at S-band, in 
the 2GHz region is a scarce resource and that competition 
from the various players is expected to intensify, 
especially in the context of the upcoming WRC 2000 
Conference. Also, regional approaches are different: 
Europè has expressed its preference for a priority to 
terrestrial systems, whilst the USA are traditionally 
supportive to spectrum allocation to satellite services. A 
simplified Spectrum situation, as inherited from WRC 92 
and further complemented with regional allocations is 
depicted on figure 2. 

In Europe, the UMTS Forum and the CEPT ERC Task 
Group 1 are currently working on the identification of 
additional spectrum requirements and on the candidate 
bands [4], [5]. Based on above market and traffic analysis, 
the following results have been obtained: 

Figure 2: Current 2GHz Spectrum Plans 

Terrestrial situation 

The spectrum requirements in Europe over the coming ten 
years period are depicted on figure 3. 

Figure 3: Terrestrial Spectrum Requirements in EU15 

The results show that current allocation is sufficient to 
cover spectrum needs until Y2005. This also assumes that 
bands already assigned to rd  generation systems will be 
used by third generation systems. In the longer term, 
expected growth of the multimedia traffic clearly shows 
that additional allocation is required. The results obtained 
in Europe suggest that an additional spectrum allocation of 
about 180 MHz is needed. 

Satellite Situation 

A similar exercise has been carried out for the MSS bands. 
Results are reported on figures 4 and 5, respectively for the 
EU 15 and world-wide scenarios. 

The results have been obtained using the methodologY 
depicted in ITU Recommendation R.M.1391. In this 
process, it can be noted that the maximum considered 
carrier rate was of. 144 kb/s, with extra coding 
requirements in the order of 30 kb/s. Each carrier is thus 
assumed to require around 200 kHz of bandwidth. Number 
of beam cluster, Fc, is assumed to be 1 for existing 
systems whilst it has been considered equal to 2 for future 
systems capable of more spectrum efficient usage. Delay 
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factor, Fd, is equal to one for non delay tolerant traffic 
whilst it has been assumed comprised between 2 and 5 for 
asymmetric data services being unaffected by delays over 
the transmission network. 

also has to be noted that the band 2520-2535 MHz and 
2655-2670 MHz are not available for MSS in Europe, 
which explains the larger European additional requirement 
in 2005. 

Figure 4: MSS Spectrum Needs, EU 15 

Figure 5: MSS Spectrum Needs, Hot Spot 
The above two figures are clearly outlining the additional 
MSS spectrum requirements in the medium to longer term. 
These are sununarised in table 5. 

The requirements outlined by the UMTS Forum have been 
to a large extent endorsed by the ITU TG 8/1. The 
proposed text for the CPM report [6] in relation to WRC 
2000 agenda item 1.6.1 (IMT 2000) outlines an extra 
spectrum need of 160 MHz in the three ITU regions for 
terrestrial systems in 2010 (to be compared with the 
180MHz derived by the UMTS Forum) whilst the total 
requirements for MSS in 2010 are reported to be of 2x145 
MHz, which is exactly the figure reported by the UMTS 
Forum. It is however clear that it will be difficult to 
accommodate such a request, corresponding in total to an 
extra 220 MHz across the 400MHz to 3Ghz region. 

Candidate bands 

The bands currently considered for MSS 'IMT 2000 
extension include traditional MSS frequency bands such as 
the 1525-1559/1626.5-1660.5 MHz or 1610- 
1626.5/2483.5-2500 MHz frequency bands. These bands 
are already used either by traditional systems or by new 
global S-PCS systems, and it will thus take some time 
before they can become available to S-UMTS type 
systems. Other bands are also contemplated, such as the 
2520-2535 MHz or 2655-2670 MHz. These bands present 
however two difficulties: a) some countries are using these 
bands for Multipoint Distribution Systems; b) the 
terrestrial community has also identified these bands as a 
possible extension for terrestrial systems. 

In Europe, the CEPT position favours the usage of these 
bands for the terrestrial component of IMT 2000, whilst 
recognising that other regions of the world may want to 
reserve it for the satellite component. In any case, it is 
quite unlikely that the extra requirements of the MSS 
community may be satisfied at the WRC 2000. With the 
current approach, the total amount dedicated to MSS will 
remain roughly the same, whilst some allocation would be 

specifically earmarked for the 
satellite component of IMT 
2000. This situation is further 
complicated by the large 
number of satellite systems 
that have already been 
advanced published by the 
ITU for the MSS frequency 
bands between 1 and 3 GHz. 

Table 5: Additional MSS Spectrum Needs 

The above results obviously differ according to the 
considered region, as exemplified by the differences of the 
EU scenario and the Global Hot Spot scenario, based on 
US type of environment. Compared to other regions, it 

Currently, there are filings for more than 150 systems in 
the 1.5/1.6 GHz bands, more than 50 systems in the 1.6/2.4 
GHz bands, almost 100 systems in the 2 GHz bands and 
about 75 systems in the 2.5/2.6 GHz bands. Some of these 
systems have been filed in more than one of the bands. It 
is expected that some systems will not be implemented due 
to financial or other reasons. Nevertheless, the number of 
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filings demonstrate the very large interest in providing 
MSS in the 1 — 3 GHz range. In particular, the filings in 
the 2 GHz region correspond mainly to traditional S-PCS 
systems, which reduces S-UMTS spectrum accordingly 
and renders the prospects of deploying true S-UMTS 
systems even more remote. 

ACCESS TO CRITICAL RESOURCES 

Access to Spectrum and licenses 

Access to critical resources such as spectrum, licenses and 
markets are key success factors for any wireless 
telecommunication networks, and in particular for satellite 
based systems. The specific nature of satellite based 
communication infrastructures, with coverage naturally 
extending far beyond the geographical boundaries of a 
single country, is raising in turn regulatory challenges 
different from those of terrestrial networks. 

The European Commission has for a long time recognised 
this specificity of satellite based systems, especially for 
those based on global constellations such as LEO or ME0 
systems. At the initiative of the European Commission, the 
EU Council and Parliament adopted in early 97 the 
Decision 710/97/EC, the 'S-PCS Decision', calling for the 
co-ordinated introduction of S-PCS in the European 
Union. The Decision puts in place the necessary 
instruments to obtain national licenses within a commonly 
agreed framework. According to its provisions, the 
Commission mandates CEPT to develop harmonized use 
of frequencies, harmonized conditions, free movement of 
terminals, harmonized authorization procedures 

The mandate issued to the CEPT covers MSS frequency 
bands, i.e. the L6/2.4 GHz and 1.9/2.1 GHz bands, which 
thus includes the S-UMTS or S-IMT2000 bands. The 
Decision also includes the possibility for the European 
Commission to enforce binding measures, if required. The 
overall licensing/spectrum access process is depicted on 
figure 6. 

Figure 6: The S-PCS Licensing Process in Europe  

In response to the mandate, the CEPT/ERC and 
CEPT/ECTRA have produced a set of Decisions 
addressing the authorisation, frequency availability and 
free circulation of GMPCS systems and. The Decisions are 
the basis of the ERC/ECTRA Milestones Review 
Committee and describe the procedure for running the 
harmonised introduction of S-PCS, the Milestones Review 
Committee being the body which runs the procedure. 

In summary, the procedure is following: 

1. The Decisions contain a set of 'milestones' which 
measure the maturity of satellite systems. There are eight 
milestones covering the phases of development of the 
systems from the Advance Publication through satellite 
manufacturing and the launch of satellites to full service in 
CEPT before 1 January 2001. 
2. The Milestones Review Committee assesses the 
information submitted by the satellite system operators, 
i.e. whether the milestones criteria is met, and gives 
recommendations to the member states of the CEPT 
regarding the authorisation of that satellite system. 
3. It is up to the national regulatory authorities of the 
CEPT member states to make any decisions relating to the 
authorisation of the satellite system. 

In general, the principal questions of licensing are: how to 
decide, which systems are to be authorised. Different 
solutions have been identified by different administrations, 
for example the first come - first served basis, the beauty 
contests and the auctions. In Europe the Milestones 
Review process is seen to be the answer to the question, 
how to licence GMPCS systems. Only those systems that 
are realistic will be recommended to CEPT member 
administrations and, following the decision of the national 
regulatory authorities, will have access to the spectrum. 

The Milestones Review process ensures with reasonable 
certainty, that the same satellite systems obtain access to 
the same piece of spectrum in CEPT member countries. It 
also makes it easy to avoid wasting spectrum to paper 
satellites. The deficiency is that the process does not 
include means of responding to a situation, where 
spectrum scarcity occurs. 

As far as we know, Europe is the only multi-country area 
of the world, where such a harmonised introduction 
scheme has been implemented. In other regions of the 
world the decisions will be made on a country-by-country 
basis. Some global guidelines do, however, exist. In 
accordance with Opinion 5 of the first World 
Telecommunications Policy Forum, a group was 
established to facilitate the implementation of GMPCS in 
developing countries. 

Looking more closely at the situation of the 2GHz band, 
CEPT has been requested to implement co-ordinated 
frequency harmonisation and asked by the ERC to identify 
candidate systems for the band. In Europe, there are 
currently ()illy TDMA 
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Appl icant Service Link Spectrum Request System Technology  

Boeing uplink: 8.25 MHz at 1990-1998.25 MHz 16 NGSO CDMA 
downlink: 8.85 MHz in 2170-2185 MHz  

Celsat uplink: 25 MHz in 1990-2025 MHz 1 GS0 TDMA/ 
downlink: 25 MHz in 2165-2200 MHz CDMA  

Constellation II uplink: 45 MHz at 1980-2025 MHz 46 NGSO CDMA 
downlink: 35 MHz at 2165-2200 MHz  

Globalstar uplink: 35 MHz at 1990-2025 MHz 4 GSO; TDMA/ 
downlink: 35 MHz at 2165-2200 MHz 64 NOS° CDMA  

ICO uplink: 30 MHz at 1985-2015 MHz 10-12 TDMA 
downlink: 30 MHz at 2170-2200 MHz NGSO  

Inmarsat uplink: 45 MHz at 1980-2025 MHz 4 GS0 TDMA 
Horizons downlink: 40 MHz at 2160-2200 MHz  
Iridium uplink: 35 MHz at 1990-2025 MHz 96 NOS° TDMA/ 
Macrocell downlink: 35 MHz at 2165-2200 MHz CDMA  

MCHI Ellipso uplink: 35 MHz at 1990-2025 MHz 26 NGSO CDMA 
2G downlink: 35 MHz at 2165-2200 MHz  
TMI Cansat-M3 uplink: 35 MHz at 1990-2025 MHz 1 GSO TDMA/ 

downlink: 35 MHz at 2165-2200 MHz CDMA  

Table 6: Applicants to an FCC license at 2GHz 

candidates for that band. Consequently, a 
portion of this band has been reserved for 
TDMA systems, while leaving the other 
band of the band 'to be decided', in case 
other candidate systems would appear at a 
later Stage. It has to be clearly understood 
that, according to that process, the band 
has not been assigned to any system in 
particular, but rather to a particular usage 
of the band. In contrast, the US FCC released 
on 25 March a Notice of Proposed 
Rulemaking, [7] outlining the following 
four possible approaches to regulate the usage 
of the 2GHz MSS spectrum: 

• a "flexible band" arrangement of 3 
core and 2 expansion spectrum bands, 
which groups applicants in segments 
according to technology used 
(TDMA, CDMA, combined 
TDMA/CDMA), allocates 2.5 MHz 
uplink/2.5 MHz downlink for TDMA 
and 12.5 MHz uplink/12.5 MHz 
downlink for CDMA and provides for expansion for 
new system requirements between segments; 

• a "negotiated entry arrangement," by which proposed 
systems are licensed across the 2 GHz MSS band and 
co-ordination and dispute resolution are to be dealt 
with by them or with FCC assistance; 

• a traditional band arrangement, allocating spectrum 
equally among applicants (3.75 MHz uplink/3.75 MHz 
downlink with 0.625 MHz guard bands between 
TDMA and CDMA operations); 

• an auction of spectrum. 

This NPRM is open for comments until the 26 June and 
takes into account the 9 systems proposed to the FCC for 
operation in this band, following the 2 GHz MSS 
processing round that the FCC initiated in 1997. These 
systems are listed in table 6. 

Following the results of the NPRM consultations, it is 
likely that in Europe, the CEPT will have to reconsider the 
overall situation of this band, with the objective of 
optimising the global usage of the band. 

Although such a mechanism would seem to be particularly 
appropriate for satellite systems which, by their very 
nature, provide regional if not global coverage, there has 
been quite some debate among European administrations 
about the added value of any such mechanism. While 
regulators generally are wary of foregoing ultimate control 
over the authorisation mechanism for their respective 
territories, the satellite industry has, at times, commented 
that a mere 'letter box' mechanism might not have the 
desired effect of simplification but could risk establishing 
yet another layer of procedure. 

Work in CEPT is in progress and should cover all aspects 
related to satellite network operators, service providers and 
subscribers of small fixed earth stations or other mobile 
terminals. It is expected that the future mechanism would 
comprise a common database and provide common 
application forms for applicants. It will potentially cover 
fixed, mobile and broadcasting satellites, and could be in 
place before the year 2000. 

Market, Standards and Regulatory Issues 

One Stop Shopping 

The Licensing Directive (Directive 97/13/EC) is another 
key regulatory text of the European Union that foresees the 
establishment of a one-stop shopping mechanism. So far 
only a few Member States (France, Germany, Netherlands 
and UK) and Switzerland have entered into an agreement.- 
predating the Directive - to apply a one-stop shopping 
procedure for the granting authorisations of certain 
satellite services such as VSAT and SNG. Already since 
summer 1997, the CEPT has been mandated by the 
Commission to develop satellite-specific rules for a one-
stop shopping procedure for satellite authorisations across 
Europe, pursuant to Article 13 of the Licensing Directive. 

Free Circulation of Mobile Terminals  

Another issue to be considered is the carriage and use of 
terminals, particularly the carriage and use by foreign 
visitors. One of the key elements contributing to the 
success of a global mobile system will be the possibility 
of users to cross borders with their terminals without any 
regulatory formalities. Therefore measures must be taken 
to ensure the free circulation of GMPCS, and in a couple 
of years the 1MT-2000 terminals. If the issue of terminal 
circulation is simply left to be sorted out by its own, 
widely divergent national practices may follow; some 
countries adopting liberal regimes and some other highly 
regulated systems. 
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To achieve the global circulation of GMPCS terminals, the 
first World Telecommunications Policy Forum in Geneva 
1996 established the GMPCS MoU. Within the MoU, a set 
of arrangements have been developed on type approval, 
marking and licensing of GMPCS terminals, the access to 
GMPCS traffic data by administrations and the customs 
issues of GMPCS terminals. 

Regarding type approval, it has to be clearly stated that the 
GMPCS arrangements do not provide for a global type 
approval. It is quite in accordance with the arrangements 
that each country requires its own type approval. 
Nevertheless, there is a general desire that those countries 
not having an existing national type approval regime 
would not start implementing one but would recognise the 
type approvals registered in the GMPCS registry 
maintained by ITU. Instead of being a global type 
approval, the type approval arrangement is part of the 
procedure, which through different notifications and 
registration in a common database leads to the possibility 
of circulating and using GMPCS terminals without the 
requirement of individual licences. 

The Arrangement on the access to GMPCS traffic data was 
generated by the concern  of several administrations, that 
large scale use of GMPCS in their respective countries 
would by-pass the national telecommunications network 
and cause a loss of revenues. Although it has been pointed 
out that increased use of GMPCS will cause an increase in 
the overall volume of calls over the country's own 
network, several administrations required this article as a 
safeguard clause. The GMPCS system operators are 
required to provide to any requesting administration data 
on the GMPCS traffic originating or routed to the 
administrations national territory. Operators are also 
required to assist in identifying unauthorised traffic flows. 

The customs fees and duties may cause a particular threat 
against the global circulation of GMPCS terminals. The 
existing mobile satellite operators complain that there are 
countries, where the customs fee may be on the same level 
of money value as the price of the terminal. If this would 
be  the case for GMPCS terminals, the global circulation 
would be seriously endangered. The GMPCS MoU was 
established in the ITU environment, which is not 
competent to prepare customs arrangements. Therefore the 
participating administrations merely agree to recommend 
to their national customs authorities that the duties on 
GMPCS terminals should be reduced or removed. 

Within a short time the need for global circutation will 
also apply to IMT-2000 terminals. The satellite component 
of IMT-2000 is covered by the GMPCS arrangements, but 
how to deal with the terrestrial component? The solutions 
adopted by GMPCS MoU may not be suitable for 
terrestrial IMT-2000, because there are several 
fundamental differences between terrestrial and satellite 
communications. Nevertheless, the circulation of IMT- 

2000 terminals need to be arranged in a globally 
acceptable way. 

In conclusion, it can be stated that the European Union has 
put in place a consistent and ambitious regulatory package, 
that takes into account the specific requirements of the 
satellite industry. Considering the complexity of a multi 
national environment, it can be stated that this package 
optimises the conditions of access to frequencies, the 
circulation of terminals, and the obtention of license. The 
European Commission is however trying to improve this 
regulatory package, where applicable. It has in particular 
launched a wide consultation on spectrum matter through a 
'Spectrum Green Paper'. The results of the consultation 
will be published around mid July. In addition, it is 
planned to issue, by the end of the year, a document 
dealing with a review of the regulatory package, with the 
intention of identifying if modifications to the package are 
required. In that context, the European Commission is 
currently working with the space sector to identify the 
specific requirements of the satellite industry. 

SYSTEMS AND STANDARDS 

It appears from above figures and considerations that the 
market, in the medium to long term future, may be able to 
support a couple of S-UMTS systems. The situation 
regarding a potential development of such satellite based 
systems is however considerably different from that of 
terrestrial systems, especially in Europe. Europe has been 
able to develop a common vision for the evolution of the 
terrestrial mobile communication sector, and in particular 
to agree on an access standard for third generation 
UMTS/IMT 2000 systems, the `UTRA' standard, which 
has generated wide support even from outside Europe. The 
same can not be said for S-UMTS. This implies that the S-
PC S scenario, with system proponents following 
individual strategies, is likely to replicate itself, with the 
potential following drawbacks: 
• different access technologies, with non inter-operable 

systems; 
• consumer locked to a particular system and 
technology; 
• further market fragmentation, leading to more 

expensive user terminals; 
• absence of economies of scale and integration; 
• less efficient integration of satellite/terrestrial access 

In Europe, the definition work for a possible S-UMTS 
system has been extensively carried out by the European 
Space Agency (ESA),and by the SINUS project [8], a 
space industry led project of the ACTS programme ,  
sponsored under the Fourth Framework programme (1994- 
1998) for R&D of the European Union. Following the ITU 
call for candidate RTT's to be submitted by June 98, ESA 
decided to submit the results of its work as a candidate 
RTT for S-IMT/2000, however with limited industrial 
support. Industry did on the other hand decide not to 
present the results of the SINUS project as a candidate 
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RTT. As a result, ITU 
received 6 proposals for a 
satellite access scheme, 
from the following sources: 

• ESA SW-CDMA, 
Wideband CDMA 

• ESA ST-CDMA, TD-
CDMA 

• TTA (Korea) Wideband 
CDMA, LEO; 

• ICO TDMA, ME0 
system; 

• Inmarsat TDMA, GEO 
system; 

• Iridium, CDMA/TDMA 
LEO system; 

As all these proposals have 
successfully passed the 
evaluation scheme for 
candidate RTT's elaborated 
by the ITU, the six 
proposals are now fully 
reflected in the ITU 
Recommendation 
IMT.RKEY [9] that 
specifies the characteristics 
of the access schemes. 

For the systems studied in Europe, it can be stated that the 
approaches followed by the ESA and by the SINUS 
project are slightly different, but have lots of commonality. 
They both aim at maximising harmonisation with the 
terrestrial standards, thus allowing for the production of 
inexpensive multi-mode satellite/te rrestrial terminals. 
SINUS has primarily concentrated on a W-CDMA 
solution, looking for maximum harmonisation with the 
FMA2 scheme, the terrestrial W-CDMA mode developed 
by the FRAMES ACTS projects [10], which has led to the 
UTRA standard adoption by ETSI. The proposed scheme 
aims at covering a whole range of orbits, from LEO (780 
km) up to GEO, with use of variable parameters (e.g. for 
power control or interleaving depth). The ESA approach is 
similar, with a W-CDMA version also largely based on 
FMA2 [11], but optimised for orbits ranging from LEO to 
MEO. In addition, ESA has proposed to use a derivation of 
the FMA I mode (TD-CDMA option for TDD use, the 
other mode of the European UTRA terrestrial standard), 
optimised to cover orbits ranging from HEO to GEO. 

Beyond the need to harmonise the satellite access with 
terrestrial solutions, work under both ESA and SINUS 
project have concentrated on CDMA for following 
reasons: 

Table 7: Physical layer characteristics 

• satellite diversity is an essential feature considering 
the required service availability rates; 

• easier to access to different types of constellations; 
• soft handover; 
• simpler radio resource management, TDMA requires a 

more complex frequency planning between the 
satellite spots. 

• CDMA offers high capacity solutions. 

Table 7 summarise the main physical layer characteristics 
of the terrestrial FMA2 mode and of both SINUS and ESA 
W-CDMA satellite options. Tables 8 and 9 outline the 
service characteristics considered by the SINUS project 
and by ESA, respectively. Note that both proposals are 
designed to support a maximum bit rate of 144 kb/s. 

As a follow up to this work, the possibility to further 
harmonise the TTA W-CDMA mode, the ESA SW-
CDMA mode and the SINUS W-CDMA mode is 
investigated by the various parties, with the objective of 
refining the ITU RKEY satellite specifications. 
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Type Class Rate 
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B.E.R 
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10E-6 
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400 
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32 
64 
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400 

Services Qualities 

10E-6 
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10E-3; 10E-5; 10E-6 
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10E-3; 10E-5; 10E-6 

10E-5; 10E-6 

Table 8: ESA Services characteristics. 

MT MIMTT-R-2°°°  TTn 

I Core Network 11 

I Core Network 21 

I Core Network 31 

I Core Network 41 

MT 

IMT-2000 
MT-RTT b 

•
 • 

• 

RTSF b  

RIMT.-R2OTT  "b  1 RTAF b I 

•I • 

RTSF n 

IMT-2000 
RAN-RTT n 

IMT-2000 
Core Network 

RBCF 

Radio Access 
Network Interface 

MT 

RTAF n 

Radio 
Interfaces 

IMT-2000 
MT-RTT a 

AF2 

AF, 

IMT-2000 
RAN-RTT a 

RTSF a 

RTAF a 

RTT Senntent 

User Terminal I 
: Mobile Terminal 

RTT Radio Transmission Technology 
RTAF : Radio Transmission Adaptation Functionality 
RTSF Radio Transmission Specific Functionality 

Radio Bearer Common Functionality 
Adaptation Functionality 
Generic Radio Access Network 

V101,1 6  

RBCF 
AF 
GRAN 

GRAN 

Market, Standards and Regulatory Issues 

Table 8: SINUS Services characteristics. 
(RT=Real Time; NRT=Non Real Time) 

In Europe, the RAINBOW 
project has developed a network 
platform allowing to test this 
concept with a number of 
different radio accesses, 
including the satellite access 
developed by SINUS. In essence, 
the access becomes 'plug 
replaceable' visa a vis the core 
network, as conceptually outlined 
on figure 7. 

Even though the concept of a common standard (or of a 
family of standards) is appealing for the reasons 
mentioned above, it remains to be understood how far such 
concept can be supported by the satellite industry. In fact, 
there are currently four different system approaches 
competing with each other: 

• No a-priori defined standard. This is in particular an 
approach prevailing among US players. A report 
released by TIA [12] with a view to studying and 
comparing the various satellite candidate RTT's 
concludes in that direction, outlining that optimisation 
of various service and system scenarios will inevitably 
call for various RTT's rather than for a single 
standardised version. 

• A-priory defined family of standards, with 
maximum commonality with the terrestrial standards. 
This is in particular the approach followed by ESA. 
With some flexibility built in the specifications, this 
approach would imply that mobile satellite operators 
are no longer competing on technologies, but rather on 
services, as in the case with terrestrial systems and 
operators. 

• An intermediate approach, developed in project 
SINUS, is to standardise only the upper layers, 
following the GRAN (Generic Radio Access .Network) 
approach, whilst leaving the designers the flexibility of 
selecting the physical and MAC layers of their choice. 

Some work has been dedicated to that approach in ETSI. It 
corresponds to clearly identifying the radio dependent 
features and radio independent features, with the objective 
of standardising the relevant interface only (lu interface). 

Figure 7: lu INTERFACE CONCEPT 

• Convergence in the medium term. Another approach, 
which has the potential to reconcile all previous 
approaches, is to let different standards develop, whilst 
looking for medium term convergence and 
interoperability through the development of software 
reconfigurable terminals (for both terrestrial and 
satellite accesses). The software radio approach is 
currently the subject of a number of exploratory 
projects in Europe, also currently sponsored by the 4th 
Framework Programme of the Union. In the field of 
satellite systems, the projects SORT [13] is currently 
working towards the implementation of a demonstrator 
with two critical functionality (chanelisation and 
sample rate adaption) and three types of air interfaces 
(terrestrial UTRA, GSM, Satellite W-CDMA of 
SINUS). The architecture of this demonstrator is 
outlined on figure 8. 
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Figure 8: SORT Demonstrator Architecture. 

TECHNOLOGY PERSPECTIVE 

A number of key technological challenges remain open for 
S-UMTS, e.g. satellite technology issues such as 
availability of reliable On Board Processing, inter satellite 
links, large antenna for GEO systems, high 
gain/reconfigurable antenna, integrated on board 
technologies. In Europe, these issues are mainly addressed 
by Space Agencies such as the ESA. 

Other technological issues are related to terrestrial 
technologies and systems. Among those, one can mention: 
• integration with the terrestrial network for seamless 

service provision. ACTS projects SINUS and 
RAINBOW are addressing in particular inter-segment 
handover and demonstration of the 'radio independent' 
concept (figure 9). 
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Figure 9 SINUS/RAINBOW integration Trial 
Architecture. 

• Provision of terminal/network aware services. This 
issue will be more and more important, considering the 
heterogeneity of network platforms and terminals that 
will co-exist in the future. Development of API's 
capable of delivering a user with the service the 
underlying network and the terminal can support is 

thus a key issue, especially when roaming from a 
bandwidth rich environment such as a terrestrial 
network towards a bandwidth limited satellite network. 
In Europe, this issue is investigated by project SUMO 
[14] with a trial allowing to support service provision 
through two different satellite access schemes. 

• Capability of the satellite systems to support services 
developed for terrestrial UMTS networks, such as 
MPEG-4 based services. In Europe, compatibility of 
MPEG 4 with satellite systems is extensively trialed 
through project TOMAS, using Inmarsat links and 
advanced modems. 

The above gives a short overview of some technological 
issues currently investigated in Europe in the field of S-
UMTS. Taking a wider perspective, and considering that 
eventually, S-UMTS will be fully integrated with 
terrestrial network and will provide similar services, the 
technological challenges facing the mobile satellite sector 
can be viewed as similar to those facing the mobile sector 
at large. Those are summarised below: 

Network independence in a more and more 
heterogeneous environment: the main challenge will 
be the possibility to seamlessly roam across a range of 
mobile or wireless access networks, providing 
different service support capabilities. GSM, DECT, 
D-AMPS, GPRS, UMTS, satellites etc, are typical 
examples, that are expected to be complemented by 
the emergence of future 4 th  generation mobile 
systems. If IP may be considered as a unifying 'glue' 
to reconcile such multiplicity of mobile environments, 
a number of key mobile related issues are still open: 
the ability of IP to support services seamlessly 
roaming across different environments; the ability to 
support different classes of services as a function of 
the limitations of the wireless access, the real time 
control and reconfiguration of the services depending 
on the access environment, the real time control 
needed to acquire and release lower layer network 
resources in the wireless access portion as a function 
of the roaming scenario. At the lower layer level, 
network independence is also tightly related to the 
advent of software re-configurable terminals, which 
will provide any terminal with the capability to access 
any mobile network through software download of the 
access method characteristics. Network management 
issues are critically related to these various aspects; 

> Transport optimisation: Because of spectrum 
limitations, wireless/mobile access bandwidth will 
remain a scarce resource, and the irregularity and 
quantity of transmission, errors and link outages 
imposes major challenges on any system design. 
Future transport architectures (in all frequency bands) 
and protocols will have to take full advantage of 
available bandwidth, provide an optimised data 
delivery over the air link and offer error recovery and 
retransmission mechanisms that can quickly react to 
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link impairments. This is even more critical for 
satellite systems; 

Terminal independence and terminal aware 
network: a vast variety of mobile terminals can be 
expected in the future, with differing limitations and 
capabilities. This in turn necessitates the adaptation of 
services to terminal capabilities. One of the key 
challenges for future advanced mobile systems will lie 
in the capability negotiation and storage facilities 
provided by the networks. Terminal information such 
as screen resolution, colours, processing power... will 
need to be accessible to service providers for them to 
align their content accordingly. 

» Terminal features: Mobile devices are still fairly 
restricted in terms of man-machine interface, on board 
memory, limited colour displays, processing 
capabilities. If operating systems for mobile devices 
are today providing a TCP/IP protocol stack, the 
processor still encounters severe difficulties to decode 
and encode multimedia content without specific 
hardware support. Popular mobile applications will 
have hundreds of features and research in man 
machine interface is still required to understand which 
features will be needed and how to build convenient 
and attractive mobile applications. The main machine 
independent programming of mobile applications is 
also a critical issue. 

Generic mobile aware services support: a key 
condition for the provision of services capable for 
roaming across heterogeneous mobile access 
platforms is the provision of a standardised set of 
mobile aware services, de-coupling the application 
from the underlying wireless access platform, and 
capable to support real time reconfiguration of the 
service profile as the terminal is roaming through 
different environments. This set of generic mobile 
aware services will have to include access to user 
location information, and also support access to 
timing information for timing related application 
(instantaneous access to value of shares, weather 
information or else). In addition, this set of services 
has to adapt the information content to the capabilities 
of the underlying network. This work has started 
under the WAP forum, but the standard will only 
support limited capabilities. It does not support 
monitoring and roaming features, nor automatic 
service adaptation. It is today not clear if WAP will be 
able to adapt to the evolution of powerful PDA's 
which support voice over IP. Related developments, 
which still need extensive validation in a 
wireless/mobile context is the new generation HTTP, 
HTTP-NG. 

» Global Service portability: is an issue related to the 
previous one. It implies in particular the definition and 
standardisation of a globally accepted NN I interface to 

support transfer of service features from one operator 
environment to another. 

Multiple Standards: is an issue that may be expected 
to dominate the future evolution of mobile and 
wireless solutions at global level. This may raise the 
issue of the availability of multi-standards, with its 
associated service provisioning (e.g. roaming across 
distinct networks with different service capabilities 
and in particular with different authentication and user 
certification algorithms) and network management 
and billing problems. 

These issues are related to network integration and 
seamless service provisioning and service portability. In 
addition, the shorter term issue of validating the W-CDMA 
solutions proposed for S-UMTS access remain open. A 
large number of W-CDMA demonstrators do today exist 
for terrestrial UMTS and extensive technology trials are 
currently being run by a large number of operators in the 
world. In comparison, the satellite W-CDMA remains 
largely untested. 

THE FIFTH FRAMEWORK PROGRAMME 

The 5` 11  Framework Programme (5`" FP) recently launched 
is a programme of R&D sponsored by the European Union 
addressing a multiplicity of research areas and covering 
the period 1999-2002. It is marked by a particular effort of 
selectivity and concentration on a limited number of areas 
and objectives. In terms of economic development and 
scientific and technological potential, the areas of work 
selected correspond to domains in which European firms 
can and must become more competitive, areas which are 
expanding and have good growth potential, and areas in 
which significant technological progress is anticipated. 
Employment, quality of life, health, positive social impact 
and a clean environment are obvious priorities and a 
serious concern of the EU citizens. A key aspect is that of 
subsidiarity namely that the areas of work are those where 
a "critical mass" in human and financial terms needs to be 
established and a mixture of complementary expertise 
found in the various countries is needed, and those that 
concern European problems and the development of the 
European area or involve aspects of standardisation. The 
5 th  FP is designed seven programmes, four "thematic" atid 
three "horizontal", all necessarily complementary and 
interrelated, with an overall budget envelope of 14.960 Hn 
Euro . 

The "horizontal" programmes cover 1) co-operation in the 
field of R&D with third countries and international 
organisations with the objective of cordirming the 
international role of European research, 2) the 
dissemination and optimisation of results through 
innovation and participation  of SMEs, and 3) improving 
human potential through stimulation of training and 
mobility of researchers. 
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The "thematic" programmes are R&D programmes 
focusing on the following priorities: 1) improving the 
quality of life and the management of resources of the 
living world, 2) creating a user-friendly information 
society, 3) promoting competitive and sustainable growth, 
and 4) preserving the ecosystem. The work carried out in 
previous thematic programmes of the now ending 4th  FP 
such as ACTS, Telematics and Esprit will be continued 
mainly in the scope of the Information Society 
programme. 

The Information Society Technologies (1ST) Programme 

The most important aspect of the Information Society is its 
potential for renewed growth and the creation of new 
forms of work: several million jobs will result in Europe 
alone from the development of the Information Society, 
provided the challenges of technical excellence and 
preservation of cultural diversity can be met. 

Achieving the full potential of the Information Society 
requires in turn continued R&D, side by side with a 
technology adoption effort. The aim of the Information 
Society Technologies (1ST) programme is to have the 
advanced goods, services and methodologies made 
possible by the Information Society contribute to creating 
new jobs and strengthening the competitiveness of 
European companies, stimulating the development of new 
markets and services and strengthening the role of the 
public in society, improving the position of Europe as a 
place for investment, research and innovation, and 
strengthening the scientific and technological base of the 
EU with the goal of reinforcing global competitiveness. 
The need for accessibility and interoperability at all levels, 
from technologies and tools to systems and applications, is 
paramount. 

The 1ST Programme has received a total budget envelope 
of 3.6 Bn Euro and is further broken down into 4 'Key 
Actions': I) Systems and Services for the Citizen, 2) 
Electronic trade and new methods of work, 3) Multimedia 
content creation and access tools, and 4) Essential 
technologies and infrastructures [15].  Mobile and 
Wireless Communications, including in particular satellite 
systems and services , are specifically being considered as 
part of Key Action 4. 

Other topics within Key Action 4 are computing, 
communications and network technologies comprising 
architectures, protocols and methodologies, as well as their 
introduction and use; software and systems technologies 
and engineering; user interfaces and peripherals; and 
micro-electronics including circuit design and application 
development. 

Mobile and Wireless Communications in the 1ST 
Programme 

The impact of the technologies associated with the 
Information Society extends far beyond the industries 
directly involved: they have implications in terms of 
fundamental industrial (mass market perspective) and 
social (new activities, new relations) change. 

The unprecedented growth of world-wide mobile/wireless 
markets, coupled with advances in communications 
technology and the accelerated development of services 
taking place in fixed networks, has made the introduction 
of a flexible and cost-effective Third Generation Mobile 
Communication System a priority. 

The next phase, to be pursued in the scope of the IST 
programme, will add a different dimension. Concurrently 
with the much needed and anticipated integration of fixed 
and mobile, as well as terrestrial and satellite systems, the 
continued development of Mobile/Wireless Broadband 
Communication systems towards Mobile Multimedia, the 
systematic search for performance improvements through 
the (optimum) combination of technologies (from 
adaptive/smart antennas to modulation/coding schemes to 
compression algorithms to "data adaptation"), a dramatic 
paradigm shift is envisioned with the adoption of Soft 
Telecommunication concepts. 

At the same time, research in enabling technologies will 
insure that the necessary developments are in place (from 
smart batteries to high temperature superconductivity to 
flat panel displays) to allow for a true mass market of 
telecommunication products. With those, a myriad of 
personalised telecommunication services will emerge, 
requiring the development of new service engineering 
tools and the extension to the telecommunications arena of 
Just-in-Time service definition and provisioning. To stress 
the point, a user-centric perspective will refocus the work 
towards the seamless offer of personalised, Just-What-the-
Custorner-Wants services, and provide the user with 
simple, user-friendly interfaces to the service providers, 
from profile definition to service selection to billing. 

A particular aspect of the development of the Mobile and 
Wireless Communications sector is that relating to its 
satellite communications dimension. Today the European 
Union is sponsoring R&D projects in the field of S-
UMTS. These projects are complementing the satellite 
technology developments carried out by Space Agencies 
and bring together the satellite and terrestrial communities 
with a view to developing solutions for inter-operable 
systems and services, with a global satellite/terrestrial 
perspective. It is intended to maintain that approach under 
the 5' 11  FP, in collaboration with Space Agencies. 
The 1ST Programme, will thus offer further opportunities 
to sponsor satellite communication projects, addressing 
either specific technology issues or broader system issues. 
Continuation of work on software radio for both satellite 
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and terrestrial environments, interoperability of terrestrial 
and satellite networks, global network management, 
advanced re-configurable ground segment for multimedia 
constellations, application trials for various user 
communities are some of the themes lending themselves to 
support. 

It is expected that the work relating to Mobile and 
Wireless Communications will hence focus on the 
development and evolution of new generations of 
affordable terrestrial and satellite broadband wireless 
networks, systems and technologies, for both private and 
public environments, supporting advanced services and 
maximising spectral efficiency and optimising network 
performance. Particular attention will be paid to: 
• Integrated seamless network that ensures global 

personal connectivity (through a multiplicity of radio 
systems deployed in a multi-layer, multi-dimensional 
cell architecture), and enables access to adaptive 
multimedia mobile services with performance, 
capabilities and quality comparable to those of fixed 
networks. 

• Service and terminal mobility across wireless and 
wired networks. 

• Advanced broadband communication technologies, 
systems, services and applications supporting 
interactive, symmetric and asymmetric, multicasting 
and narrowcasting, mobile and personal multimedia 
services, with regional or global coverage and 
integrated, where appropriate, with location services. 

• Software re-configurable networks, systems and 
terminals (software distribution, software 
reconfiguration, adaptation to different air interfaces 
and network standards) 

• Cheaper, lighter and more power efficient wireless 
and portable terminals. 

• Take up measures. 
As in the 4th Framework Programme, a key aspect will be 
technology assessment with validation and demonstration 
of broadband interactive mobile multimedia technologies 
and services. 

CONCLUSIONS 

This paper has reviewed the developments of S-UMTS, 
with a broad perspective. It has outlined that there are still 
many open issues before a broadband mobile system can 
be successfully deployed, and main conclusions are as 
follows: 
• Market prospects indicate that there is a possible niche 

for mobile satellite systems to offer broadband 
services, in complement to terrestrial UNitTS. The 
comparatively small number of users however requires 
to further validate these figures, and to devote 
particular attention to how best position any S-UMTS 
initiative in terms of time to market and technology. A 
possible optimum approach may be to 'piggyback' on 
terrestrial systems, by defining close partnerships 
allowing to minimise the overall infrastructure costs. 

• Frequency spectrum remains a scarce resource. This is 
further complicated with the likely deployment of S-
PCS systems in the S-UMTS frequency bands. Some 
form of global spectrum harmonisation is also likely to 
be required. 

• Optimum regulation for the deployment of large 
regional or global systems remains a key issue. The 
European Union has taken the necessary measures to 
allow for co-ordinated introduction of S-PCS systems. 
Potential improvements, such as One Stop Shopping, 
are currently investigated with industry and Member 
States. 

• Lack of standards for satellite access remain a critical 
issue, that will likely impose high terminal costs. 
Software radio may be the answer, but is a long term 
solution. 

• Technology development is still required. In particular, 
technology allowing for optimum integration with 
terrestrial networks, seamless service provision and 
global management is needed. 

• In the European Union, the 5 th  Framework Programme 
of R&D will offer opportunities to industry and 
research organisations to progress on these subjects, in 
collaboration with Space Agencies. 
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ABSTRACT 

Developing  I 1 
I  a very high speed, radiation hardened, 

satellite-on-board modulator which can be used for a wide 
range of applications is a challenge. The requirements of the 
modulator are derived from considering applications which 
include, mobile systems, multimedia systems, radio inter-
satellite links (RISLs), remote sensing, digital video 
systems, military and other special mission systems. The 
primary focus of this paper is to present the design 
philosophy and design trades of a universal modulator 
which can support a wide range of applications. Major 
design challenges of such a universal modulator are in the 
areas of programmable FEC design, realization of multiple 
modulation constellations, and digital filter design for very 
high speed operation, provision of burst and beam-hopping 
controls, and realization of low power and phase imbalance 
between quadrature components.. This paper addresses 
some of these issues briefly. 

INTRODUCTION 

As advanced wide area mobile and multimedia applications 
and services emerge, the need for and value of digital 
regenerative satellite payload architectures increase. 
Services requiring packet level routing at the satellite node 
require demodulation and remodulation amongst other 
functions. The requirements of such a regenerative system 
will impose a considerable level of complexity on the on-
board transmission system. The key elements of the 
transmission system which may differ for different 
applications include: data rate, encoding and modulation 
formats, standards compliance, filtering characteristics, 
control functions, mode of operation, power control etc. The 
modulator being the critical sub-system of the transmitter, 
should be smart and universal so as to comply with current 
standards, meet performance and possibly adapt to future 
changes. It is in this context that the development of a 
universal satellite modulator(USM) has been undertaken 
and the paper describes the salient features of the USM. The 
development of universal modulator for satellite 
applications is important to increase flexibility to address 
multiple applications and meet changing requirements. 

[1]  This paper was prepared under severe time constraints and the 
authors regret for errors and discontinuities if any. 

APPLICATIONS 

The modulator incorporates a variety of modulation and 
coding, and filtering options so as to optimize its 
performance for a wide range of applications. The 
applications considered include: 

- mobile satellite systems 
- multimedia satellite systems 
- remote sensing satellite downlinks 
- digital video broadcast and interactive systems 
- military satcom systems 
- special mission and systems 

The type of satellite applications and system environment 
that USM will support are given in Table I. 

Table 1 Modulator Applications Environment 

Satellite Satellite Satellite Data Rate Frequency 
Systems Orbits Links (111bps) (GHz)  
Broadband GEO, LEO -User I6-0C3 Ku, Ka, V 

- Gateway OC I -0C3 
- ISL  

DVB Sys. GEO - User 30 - 0C2 C, Ku, Ka 
-  Gateway  

Remote GEO - User 40 - I 55 X, Ka 
Sensing - Gateway 
Mobile GEO, LEO, -Gateway — 10 Ku, Ka, V 

MEO - Radio ISL OC:1-0C3  
M i I-Satcom all - User 16 - 0C3 

- Gateway  
Special - - User 
Missions 

DESIGN PHILOSOPHY 

The design philosophy is based on evolving a very high 
speed universal modulator to support a variety of 
applications. An all digital implementation approach which 
include a flexible digital filter (FIR) for wave shaping, 
near-baseband modulation, a variety of FEC encoders, 
flexible scrambler, interleaver and framer is adopted. 
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At the heart of the modulator is an ASIC which will have 
(1) self initializing and self testing capabilities, (2) factory 
programmable parameters, (3) on-board controllable 
parameters, (4) continuous, burst and beam-hop operational 
modes. The choice of modulation and encoding techniques 
are made by considering a number of factors such as, (1) 
power-bandwidth efficiency, (2) operating E b/No  domain, 
(3) channel impairments (propagation, interference, 
synchronization, etc.), (4) Standards compliance, (5) 
performance, and (6) implementation complexity. 

OPERATING Eb/N. DOMAIN 

Operating E1,/N, domain: The design of the high speed 
digital modulator focused on the environment in which it is 
to operate - i.e. LEO, GEO, ISL and to classify system 
bounds based on different application and service scenarios. 
Basic satellite and earth station parameters were obtained 
from the FCC filings on proposed satellite constellations as 
well as other sources. The first task was to establish the 
bounds of satellite parameters (EIRP, G/T, antenna, etc.). 
Given the satellite parameter bounds, then perform link 
design analysis to calculate the available E b/N o  and required 
EIRP for a variety of ground terminals including, personal 
use, home business use, business use, and gateway 
terminals. Considering earth station parameters such as 
antenna diameter, LNA noise temperature and cost, the 
bound (range) for E h/N„ was prepared. The list of FEC 
coding and modulation schemes considered would have 
their required E b/N„ fall within this bound (see Figs 1 & 2). 

Channel Impairments and interference model 
Channel impairments applicable to both LEO and ISL 
systems such as Doppler were considered and accounted for 
in deriving the available Eb/No  operating bounds for these 
systems. Interference models were developed for the both 
inter-satellite links (ISL) and LEO ground links taking into 
account adjacent satellite interference. The results were 
taken into account in establishing the Eb/N. bounds. 

Usually the two most important parameters in the design of 
a digital modulator are; (1) the power efficiency (measured 
in terms of the required E b/N o  to achieve a given bit error 
rate (BER), and (2) the bandwidth efficiency (measured in 
terms 'of number of bits/sec per unit radio frequency 
bandwidth, i.e. bps/Hz). Our exercise of analyzing the EIRP 
and G/Ts of different satellite systems in conjunction with 
various receiver terminal G/Ts gave us "the boundaries" 
for the two critical parameters of the modem subsystem, 
viz., 

required Eb/N o  for a specified bit error rate (BER) 
required bits/s per Hz efficiency 

The typical Eh/N (, boundaries obtained are illustrated in 
Figures 1 and 2 for GEO and LEO systems respectively 
The operating regions are classified and bounded by system 
which covers requirements of most of the proposed GEO. 
LEO systems. 

POWER-BANDWIDTH TRADE 

For bandwidth limited systems, low redundancy FEC 
codes can be used to increase the throughput efficiency of 
the system at a marginal Eb/N o  penalty to achieve a target 
BER performance. On the other hand, power limited 
systems can take advantage of lower rate coding to achieve 
required bit error rates at the expense of increased 
bandwidth (or alternatively, a lower acceptable data rate 
within fixed operating bandwidth constraints). In situations 
where fading due to rain attenuation occurs, an adaptable 
coding scheme would be effective, enabling near optimum 
operation and throughput to be achieved for given channel 
conditions. Many combinations of coding and modulation 
schemes are presently supported by the modulator signal 
processing block. Table 2 presents the power and 
bandwidth efficiency values for a variety of modulation 
and coding combinations. 

Table 2 Power/Bandwidth Efficiency of Schemes 

ID Modulation/Coding Min. Eb/No Bandwidth 
Efficiency 

(40% roll-off) 
(dB) (bps/Fiz)  

MC1 QPSK, conv. 1/2, RS(204,188) 3.4 0.66  
MC2 QPSK, conv. 2/3, RS(204,188) 3.9 0.88  
MC3 QPSK, cony. 3/4, RS(204,188) 4.4 0.99  
MC4 QPSK, cony. 5/6, RS(204,188) 4.9 1.10  
MC5 QPSK, conv. 7/8, RS(204,188) 5.3 1.15  
MC6 T8PSK, RS(204,188) 5.9 1.32  
MC7 QPSK,  cony. 1/2 6.7 0.71  
MC8 T16QAM, RS(204,188) 6.9 1.97  
MC9 QPSK, conv. 2/3 7.2 0.95  
MC10 QPSK, conv. 3/4 8.0 1.07  
MC11 QPSK, RS(71,53) 8.0 1.07  
MC12 QPSK, conv. 7/8 8.7 1.25  
MC13 T16QAM (3/4) 10.3 2.14  
MC14 T8PSK (2/3) 10.4 1.43  
MC15 QPSK 12.0 1.43  
MC16 QPSK, cony. 3/4, RS(80,64) TBD 1.14  
MC17 QPSK, RS(236,212) TBD 1.59  
MC18 QPSK conv. 4/5, RS(236,212) TBD 1.99  
MC19 QPSK conv. 3/4, RS(236,212) TBD 2.12 

FEC ENCODING 

Data Scrambling 
In digital communications, it is necessary to avoid 
transmission of periodic patterns of ones and zeros in order 
to obtain proper energy dispersal of the signal being 
transmitted. Spectral lines and a skewed spectrum can 
cause considerable problems with amplifiers located in the 
signal path leading to distortion and interference. The 
ASIC performs proper scrambling of the data by 
randomising the input data with a pseudo random number 
(PRN) generator. Usual implementations range from 8 to 
15 cell shift registers and a modulo 2 adder as shown in 
Figure 3. Flexibility is aéhieved by making the polynomial 
and the seed of the PRN programmable. Two insertion 
points in the data path were chosen to support Standards 
such as DVB and CCSDS. 
FEC Encoding 
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A set of FEC schemes has been selected by undertaking 
extensive design trades by employing simulation and 
analysis methods. Consideration also has been given to 
accommodate coding schemes specified in major Standards 
(e.g. DVB, CCSDS, etc.). The FEC encoding block consists 
of three modules, a Reed-Solomon encoder, an Interleaver, 
and a Convolutional encoder with each of these modules 
having a number of parameters programmable. Provision is 
also made to support punctured codes, trellis coded 
modulation (TCM) and pragmatic trellis coded 
modualtion(PTCM). With the set of encoder modules 
provided in the block, a number of block (RS), 
convolutional, concatenated and trellis coded schemes could 
be realised to suit the application under consideration. These 
encoding functions are built-in an ASIC which can be 
programmed at the factory. Note that any or all of these 
encoding modules can be bypassed in order to address a 
specific application need. The FEC encoder block includes: 

Reed Solomon (R-S) Encoder: 
The R-S encoder is parameterized as R-S (N,K,t), where N, 
K and t, correspond to the number of output symbols, 
number of input symbols, and the maximum number of 
correctable symbols respectively. Note that R-S(N-i, K - i,!)  
are shortened codes for i > 0. Two R-S code families are 
supported: The first family includes R-S(255-i, K-i,t), where 
i and K are programmable codes. Codes of this family 
comply with the DVB (R-S(204,188,8)) and the CCSDS 
(R-S(255,223,16)) Standards. The second family includes 
R-S(15-i,K-i,t), where i and K are programmable. This 
family provides codes with shorter block length for 
encoding packet headers on systems with end-to-end 
(embedded) coding schemes. 

Interleaver 
An interleaver is usually used to increase the error 
correction capability of the FEC by converting longer length 
burst errors into correctable block or random errors. An 
outer coder, such as the RS, can then recover the transmitted 
data and achieve very low bit error rate (BER). A byte-wise, 
programmable convolutional interleaver is implemented. A 
convolutional interleaver has a major advantage over a 
block interleaver since for approximately the same 
performance less memory is required for its implementation. 
Figure 4 shows a functional block diagram of the 
convolutional interleaver. A programmable interface 
supports configuring interleavers with variable depth 
(I<=16) and unit delay (M<= 26). Standards supported 
include DVB, with 1=12 and M=17. 

Convolutional Encoder 
A programmable convolutional encoder with constraint 
length 7 (K=7) and can support a variety of code rates, 
punctured codes, trellis and pragmatic trellis codes has been 
chosen. The encoder can be used as inner code in 
concatenated schemes. In addition for rate 1/2, 2/3, %, etc. 
codes are also useful for obtaining coding gains without the 
bandwidth expansion of the rate 1/2 code. A punctured code 
is the rate 1/2 code with coded bits systematically removed; 

these codes have almost the same performance as n/(n+1) 
codes and allows the same encoder and decoder to be used 
for a wide range of code rates. Again, by means of a 
programmable interface a variety of codes can be selected 
including rate-1/2 convolutional and rate-2/3, 3/4, 5/6, & 
7/8 punctured, pragmatic trellis coded modulation (PTCM) 
(2 dimensional rate of 2/3 for 8-PSK and rate of % for 16- 
QAM). Figure 5 shows a rate 1/2 convolutional encoder 
functional block diagram. 

DIGITAL FIR FILTER DESIGN 

Square root of raised cosine (SRRC) filter is the most 
desirable choice for band limited digital satellite 
communication channels. The combination of matched 
transmit and receive SRRC filters maximize the signal to 
noise ratio (SNR) and enables transmission without inter-
symbol interference (IS1). Typically FOR satellite 
communication applications, the SRRC filters in are 
implemented with a roll-off factor ranging from 20 to 60 
percent. 

Advantages  of  Digital ./1/tees: One of the major 
characteristics of digital filters is their ability to adapt to 
any bit rate (corresponding cut-off frequency) without 
modifications to the filter structure and the coefficients. 
Programmable digital finite impulse response (FIR) filters 
can also easily accommodate various roll-off factors and 
can be optimized to meet requirements in terms of pass 
band ripple and stop band attenuation. Furthermore, this 
flexibility can be used to compensate for (sin x)/x 
magnitude distortion caused by digital-to-analog 
conversion. Other advantages include perfect linear phase, 
immunity to ageing effects, and the ability to compensate 
for other impairments. 

Filter Design Requirements: Table 3 shows the pulse 
shaping filter spectral requirements which were used to 
design the FIR filters and to perform the analysis. Note that 
the spectral performance requirements of Table 3 exceed 
the requirements of the DVB spectral mask. Improved 
stop band characteristics gives the flexibility to adapt to 
other transmission scenarios. An example of such a system 
would be a (Frequency Division Multiplexing (FDM) 
system using closely spaced carriers. In such a case, 
having better stop band attenuation could improve the 
performance in the presence of adjacent channel 
interference or improve channel spacing. 

Table 3 Pulse shaping spectral requirements 

Parameter Requirements  
Maximum Overshoot 0.25 dB 
(Passband Ripple)  
Minimum Stop Band 40 dB 
Attenuation (Stop Band Ripple) 

Filter Design Optimization: It should be noted that the 
performance of the pulse shaping fi lter depends primarily 
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on the following parameters: implementation structure, 
word length (coefficient quantization), filter length 
(truncation), excess bandwidth parameter (roll-off) and 
undersampling or aliasing (number of samples per symbol 
(SPS)). In order to achieve an optimum design in terms of 
performance, speed, power, and complexity (minimum 
number of gates), it is important to investigate the impact of 
each of these parameters. We have chosen the integral of 
the mean square error to optimise the design and understand 
the behaviour of some of these parameters. Several 
iterations were done to obtain an optimum design. Figure 6 
shows an example of the analysis that was performed on the 
number of taps versus the MSE for several SPS. It can be 
seen that the effect of truncating the impulse response is 
more significant than the performance gain by over-
sampling. In other words, it is better to represent more 
symbols (truncate less) in comparison to have more samples 
per symbol to represent the waveform. 

Filter Architecture Selection: Two major implementation 
architectures were examined: 

Direct (look-up tables) LUT: In this structure, waveforms 
are created by using sequences of modulated symbols of 
length (L) as address to memory locations that contain 
samples of the filtered waveform for that sequence [2]. The 
direct LUT RAM requirements: RAM Size = Nsps x 1 L  x 
Word Size. Table 4 shows the memory requirements in 
terms of RAM size and estimated number of gates for the 
modulation schemes required to be supported. 

Table 4: Memory size and gates for different schemes 

Mod. # of Aperture Word SPS RAM # of 
Scheme leve Symbols She (Nsps) Size Kbytes 

Is *15  
QPSK 2 8(16 taps) 8 bits 2 1/2Kbyte 7.5K  
8-PSK 4 8(16 taps) 8 bits 2 128Kbyte 1920K  

16-QAM 4 8(16 taps) 8 bits 2 128Kbyte 1920K 

Direct Form Structure: This structure is a derivation from 
the non-recursive difference equation: 

m-i 
y(n)=Ih(k)x(n — k) 

k=0 

The structure has a complexity of M multiplications and M-
1 additions per output point [1]. Thus, this structure 
requires lower memory size than direct LUT but requires 
more processing. 
The selected filter architecture consists of a mixed design 
between the table look-up and the direct form structure. 
Various modes of operation were included to meet diverse 
applications requirements: Normal, Double Span, 4-SPS and 
Complex Mode. The digital filter can support liaseband as 
well as passband pulse generation to a very low IF (digital 
upconversion). 

BURST AND BEAM HOP CONTROL 

The high speed modulator is designed to function in a 
continuos or burst mode of operation in conjunction with 

global beam systems as well as fixed and hopping 
multibeam systems. Hopping beam systems offer increased 
spectrum utilization and adopt to variations in beam traffic. 
While designing a modulator for beam-hopping mode 
operation, one need to consider several important issues 
including : 

- Data latency in the modulator due to functional 
elements such as interleaver, convolutional encoder, 
FIR filter etc. 

- Timing required for inserting preamble and postamble 
- Input buffer requirements 
- Modulator amplifier `turn-on' and 'turn-off' delays 
- Beam switching time 
- Burst lengths, and burst efficiency 

Reduction in the overall delay of data through the 
modulator would also result in a corresponding reduction 
in the modulator buffering requirements. Figure 7 shows 
an overview of the beam-hopping operation. 

Delay Elements 
Since the modulator has many interleaving, coding, 
modulation and data rate options, the delay through each 
functional block will vary according to configuration 
chosen. Synchronizing modulator data destined for the 
same beam and/or bursts is important and knowledge of 
the functional delay of each element is required for 
seamless execution. Figure 8 shows the delay model used 
for assessing the net delay through the modulator. "C D  
represents the delay directly associated with the data path. 
This will include latency of functional blocks such as the 
FEC encoder, interleaver, symbol mapper and the FIR 
filter. T A  represents the time allowance for bit insertion 
(preamble, postamble, frame marker, etc.). Knowing and 
combining the values of both ZE, and T A  for each 
modulation scheme will allow minimum transmission 
delays and minimum buffer as well. 

Other issues for consideration 
Having established the functionality of burst and beam-
hopping modes, other detailed signal definitions are 
required. This includes the source and timing of various 
control signals which must support these modes. With our 
approach, safety features which protect spectral limits (e.g. 
no unmodulated carrier emission), and override features 
which maintain operability in the event of a functional or 
partial control block malfunction has also been considered. 

ASIC ARCHITECTURE 

ASIC Functional Blocks: The key elements of ASIC 
functional blocks is shown in Figure 9. The ASIC accepts 
high speed data (0C3) input from a digital switch (or 
router or data multiplexor) and performs scrambling, 
coding, interleaving, frame formatting, symbol mapping, 
pulse-shaping and outputs digital samples for the transmit 
waveforms. It also includes a control module which takes 
control signals from switching /multiplexing sub-systems 
as well as from telemetry and burst control sub-systems. 
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Space Segment Technology 

These commands will help program certain key parameters 
of the modulator. Also, a number of parameters pertaining 
to individual functional blocks can be programmed at the 
factory. Note that each of the functional blocks can be 
enabled or disabled or their order of insertion changed and 
thus; fully programmable to suit the applications 
environment. 

CONCLUSIONS 

The design philosophy and parameter trade for a universal 
satellite modulator has been described briefly. The key 
element of the modulator is an intelligent ASIC which 
incorporates a number of programmable features and 
functions. The key product discriminators of this ASIC 
include, high and variable data rate (up to 0C3) operation, 
programmable concatenated FECs, programmable scrambler 
and interleaver, high performance digital filter for wave-
shaping, smart mapper for multiple modulation generation, 
burst and beam-hop mode controller, and precision power 
controller. The modulator will support a wide range of 
power-efficient (e.g. BPSK), bandwidth-efficient (e.g. 16- 
QAM), and power-bandwidth efficient (e.g. TCM) schemes 
and fully support the requirements of DVB, CCSDS, and 
ATM Standards. 
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