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*Ate 
Preface 

OVER THE LAST DECADE, ECONOMIC GROWTH RATES in the developed countries 
of the world have slowed. In an attempt to reverse this trend, many countries 

are exploring various economic policies which can be used to stimulate key sectors of 
the economy. One sector often considered vital for economic growth is the financial 
sector. An efficient financial sector minimizes the financing costs involved in the 
transfer of funds from savers to borrowers. This in turn encourages higher levels of 
savings by individuals and higher rates of investment by corporations. An efficient 
financial sector also ensures that savings are directed toward the most productive 
investments and that good projects do not go wanting because of a lack of funds. 
The end result is an economy that is able to grow more quickly, generating increasing 
employment opportunities and rising incomes for a nation's citizens. 

Recognizing the need to examine fully the challenges and opportunities that 
exist for Canada in the area of capital markets, coupled with indications that the 
performance and quality of our financial services lagged many of our trading partners, 
the Micro-Economic Policy Analysis Branch of Industry Canada, in collaboration 
with the Financial Research Foundation of Canada, invited a group of experts in 
corporate finance, business and economics to explore various aspects of Canada's 
capital markets. Their research studies were presented and their findings discussed 
at a two-day conference, held in Toronto in January 1996 on Capital Market Issues. 
At the conference, the experts presented 13 research papers dealing with factors that 
influence investment and the operation of markets for both debt and equity capital. 
In the latter case, special attention was given to issues confronting firms that are in 
need of high-risk equity or venture capital financing. Various perspectives on the 
cost of capital were also addressed along with initiatives aimed at assisting firms to 
access capital markets. The papers were subsequently revised in light of comments 
received from academic, government and business experts who participated in the 
conference. 

The final version of these studies appears in this, the eighth, volume of the 
Industry Canada Research Series. The research assembled here will contribute to 
government policy making by enhancing the understanding of various capital market 
issues and the challenges governments face when attempting to remedy capital 
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PREFACE 

market inefficiencies. In addition to the studies on specific aspects of Canada's cap-
ital market, the volume includes two overview papers summarizing the conference 
proceedings: one highlights the research findings while the other focuses on the 
policy implications. 

Academic and private-sector organizations actively participate in the preparation 
of some of the Department's research documents. Occasionally, other organizations 
also contribute resources toward Industry Canada's research programs. For this vol-
ume, I would like to acknowledge the Financial Research Foundation of Canada 
which contributed both the time of its principals and financial support toward the 
successful completion of this project. 

Professor Paul Halpern of the University of Toronto has overseen this project 
and served as General Editor for the research volume. I would like to thank Professor 
Halpern, as well as all of the authors and discussants for their valued role in this 
project. 

JOHN MANLEY 

MINISTER OF INDUSTRY 

xiv 



Paul J .N. Halpern 
Faculty of Management 
University of Toronto 

Introduction and Overview 

INTRODUCTION 

INCREASINGLY, ECONOMIES ARE BECOMING GLOBAL. Not only are products and services 
being sold around the world and being produced in countries where it is most 

efficient to do so, but access to capital is becoming global as well. For Canada to 
compete effectively in this global context, Canadian capital markets must be effective 
and efficient in providing capital to firms. Funds are needed in the initial phases of 
growth, such as in venture capital, for succeeding phases in the growth of companies 
and for ongoing operations of more mature companies. Large and small firms, high-
technology as well as the more conventional industries, are all crucially dependent 
on the effectiveness of Canadian capital markets. With effectively functioning capital 
markets, including the presence of global suppliers of capital, firms can access funds 
at costs re flecting the risk of their operations. 

The field of inquiry in the area of capital markets is extremely wide. A list of 
topics in the capital markets section of the Financial Economists Network on the 
Internet includes research ranging from "rational herding" in capital markets to the 
existence of segmented capital markets, through to tests of capital market efficiency. 
These topics arc all important since they have implications for the functioning of 
the capital markets, their price-setting capacity, the price discovery process, their 
use in allocating risk and, ultimately, the efficiency with which capital is allocated 
to competing uses in the economy. Identifying a set of research topics for this conference 
was very difficult since hard choices had to be made concerning which topics 
should be included. At first, the task appeared almost impossible. 

To complicate the task even further, capital markets include a variety of secu-
rities of which bonds and stocks are the most basic; financial innovation has made 
the set of securities available in capital markets very rich and institutionally complex. 
In addition, there are markets which cater to different clienteles and currencies. 
These markets and financial securities are important for the management of risk, 
the financing of investment activities and the growth of the Canadian economy. 
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In fact, it was this latter issue — the importance of capital markets for economic 
growth in the Canadian economy — which provided the necessary focus to decide 
on the research papers. Each author was required not only to analyse the research 
question but also to address policy implications of the analysis. As expected, this 
task was more difficult for some topics and the policy implications are not equally 
drawn out for each paper. Two additional papers in this volume summarize the 
other papers and draw conclusions from the presentations and discussions. The first 
is by Donald Brean who acted as rapporteur for the conference. The second is by 
Jack Mintz whose focus is on the policy issues arising from the conference. His 
paper is unique in that it is intended to address the general use of economic and 
financial research in the policy area with specific issues from the conference papers 
as examples. 

Access to capital markets is necessary to fund investment in plant and equipment 
and other assets. Otherwise, companies face liquidity or capital constraints when 
investments are limited to funding through retained earnings and restricted 
amounts of bank debt. This situation results in reduced economic wealth for share-
holders and, ultimately, the economy. While there are many forces affecting 
investment decisions, one that is of concern in this research program is the cost of 
capital. The cost of capital is defined in different ways and the research papers in 
this volume reflect these different approaches. However, regardless of the measure-
ment technique used, the underlying concept is the dependence on the cost of 
funds used in financing investment. When the cost of funds is high due to under-
lying imperfections in capital markets, risk characteristics of the Canadian economy 
or lack of competition, the cost of capital is high with a depressing impact on 
investment activity and economic growth. In the extreme, when a firm is denied 
access to capital, the cost of capital is infinite. 

The research program includes inquiry into the financing of large and small 
companies and the importance of certain variables, such as cost of capital and marginal 
tax rates, on investment activity. In addition, the interaction of capital markets and 
costs of capital is investigated since it is fundamental in understanding investment 
behaviour. The research papers address the allocative efficiency of Canadian capital 
markets, potential problems in these capital markets, government involvement in the 
capital markets to address perceived problems and an evaluation of government 
initiatives in this area. As already noted, all research papers present suggestions 
arising from the research for appropriate policy initiatives. Many papers provide 
new empirical analyses on the functioning of both formal capital markets, such as 
stock exchanges, and informal markets, such as the venture capital market. 

Competition is an overriding force in capital markets. In Canadian capital 
markets, competition is both domestic and global. There is one paper in the 
research program that is directly concerned with this international competition — 
the use of interlisting for equity securities. Moreover, competition is present in 
other areas in the capital markets. One of the new areas is the use of foreign "lending" 
markets for small to medium-sized firms — companies that, historically, were unable 
to access the cheaper foreign debt markets. With the fluidity of capital, competition 
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INTRODUCTION AND OVERVIEW 

should be sufficient to resolve problems of access to capital and the supply of capital 
to various markets and market participants. 

However, even with competition, capital markets have frequently been 
accused of not working effectively, i.e., they exhibit market failure. In one way or 
another, market failures have been cited to justify intervention strategies by governments 
at the federal and provincial levels. Usually, the market failures have been identified 
with little, if any, reference to theory or empirical work. Most often, there is a 
reliance on someone's intuition or an affected party's self-interest. A number of the 
papers address the issues of market failure in a systematic way. The usual argument 
is that a market failure can arise in the context of a start-up company or a company 
in a later stage of development in which equity (venture) capital is needed. The 
source of the market failure can be asymmetries in information between the user of 
capital and the supplier leading to pre-contractual opportunistic behaviour by the 
user of capital (referred to as adverse selection) or post-contractual opportunistic 
behaviour on the part of the demander of capital (referred to as moral hazard) 
resulting from the inability of the supplier of the funds to monitor behaviour effectively. 
The presence of asymmetries of information, the significant cost of monitoring and 
the fact that the entrepreneur, who is the owner-manager of the firm, operates the 
firm as an agent for the minority owners, can generate wealth transfers from 
investors, both debt and equity, to the entrepreneur. 

Even with the problems associated with asymmetric information and costly 
monitoring, there are responses undertaken by market participants, without 
government initiatives to mitigate their impact. These responses include contract 
provisions which reduce the incentive for the entrepreneur to behave in this manner 
and facilitate monitoring. In other situations, a market solution is identified. For 
example, consider the use of love capital provided to start-up ventures by relatives 
and friends of the entrepreneur. This approach reduces monitoring costs and, due 
to the close links of family, post-contractual opportunism is expected to be reduced. 
Alternatively, certain types of securities can be used in the financing of the enter-
prise ;  these securities have payoffs designed to reduce opportunistic behaviour. 
Convertible debt or convertible preferred equity provides an example of this type 
of security and is discussed in two papers in this volume. 

However, there may be situations in which these solutions are not possible 
and a market failure continues to affect the flow of funds. A frequently cited example 
is the supply of debt capital to small high-risk companies. Having identified the 
market failure, the next step in the policy decision should be the evaluation of what 
institution, if any, is able to deal with these problems. Shifting the financing of 
these entities to institutions which have no better capacity to monitor owner-manager 
behaviour or remove the opportunistic behaviour than capital market participants, 
but have a comparative advantage in absorbing significant financial loses, is not 
efficiency enhancing for the economy. Thus, government programs based on the 
premise of market failure must be assessed on whether they provide more funds to 
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the affected firms than provided before — they most likely, but not always, will — and 
on whether they can alleviate the problems so the resources dedicated to the enter-
prise are not wasted. 

In today's economy, with the presence of substantial deficits at all levels of 
government, the capacity to lose money through financing of various programs 
de,signed to address these market failures has diminished dramatically. The rationale 
for, and the instruments to use in the event of, a true market failure have to be 
assessed carefully. It is from the analysis of research papers such as those prepared 
for this conference that policy makers can be informed of the existence of market 
failures and, if failures exist, whether or not intervention in the markets should be 
undertaken. 

THE RESEARCH PROGRAM 

THE FOLLOWING OUTLINE DESCRIBES THE RESEARCH PROGRAM and how the papers 
link together to address the purposes of the conference, as articulated by Denis 

Gauthier at the start of the conference. Primary among these are the identification 
of improvements in capital markets and whether existing programs have succeeded 
in meeting their mandates. The description of the research papers will be brief since 
Brean and Mintz highlight the analyses and conclusions of each paper. 

Figure 1 presents a schematic representation of the conference papers and 
how they link together. The order of the papers in Figure 1 (and in this introduction) 
does not reflect the order in which the papers were presented at the conference. 

The research papers have been combined into four major areas. (Of course, 
others could group the papers in different ways.) 

• Influences on investment 

• High-risk equity: venture capital financing 

• Equity markets: non-venture capital financing 

• Debt markets: small and large firms. 

When there are multiple papers in an area, they have been grouped so the last 
paper in the section refers to a government initiative to address what has been per-
ceived as a market failure. 

Each area is considered in turn describing both the rationale for the inclusion 
of each paper and the issues each is intended to address. 

INFLUENCES ON INVESTMENT 

THE FIRST SECTION OF THE CONFERENCE PROVIDES A MACRO PERSPECTIVE of the forces 
affecting corporate investment decisions. Corporations grow through the application 
of funds to purchase productive assets to generate cash flows. To the extent that 
productive investment is undertaken, the economy grows and prospers. However, 
there should be no artificial stimulation of investment activity through specific 
policies of the government since this will result in a misallocation of resources and 

4 



Organized 

Exchange 

Robinson 
Junior Capital 

Pool 

No Organized 

Exchange 

Amit, Brander 

and Zott 
Venture Capital 

Model 

Macintosh 

Exit Strategies 

Vaillancourt 
Labour-Sponsored 

Venture Capital 

Funds 

Mittoo 
Integrated Markets 

Suret and Cormier 
QSSP 

Debt Markets 
Small and Large Firms 

Suret and L'Her 
Capital Structures 

Large Firms 

Riding 

Loan Guarantee 

Programs 

Jog 
IPOs 

INTRODUCI ION AND OVERVIEW 

FIGURE 1 

RESEARCH PROGRAM 

Influences on Investment 

Cost of Capital and Taxation 
Chirinko-Meyer, Ando-Hancock-Sawchuk 

and Chen-McKenzie 

High-Risk Equity 

Venture Capital 

Equity Markets 
Non-venture Capital 

5 



HALPERN 

an arbitrary shift of growth from one area of the economy to another without an 
increase in aggregate economic growth. In fact, it is possible that overall growth 
may be negatively affected. Similarly, economic growth will be harmed if invest-
ment is artificially reduced by specific policies. 

There are many influences on corporate real investment decision making. 
The two major forces highlighted in the papers found in this section are the cost of 
capital and taxation. For the cost of capital variable, the important issues are the 
impact of cost of capital on investment behaviour, the existence of a differential 
impact by industry sector, international differences and the measurement and use 
of the cost of capital by companies. 

Underlying all cost of capital studies is the assumption that the cost of capital 
will have an impact on investment behaviour. Factors which increase the cost of 
funds to corporations will influence the cost of capital and, ultimately, the investment 
behaviour of firms. The elasticity of investment with respect to cost of capital by 
industry category will demonstrate the importance of the cost of capital factor to 
different industries. 

In an open economy with global capital markets, there should be no differ-
ences in cost of capital among countries. However, while capital markets are 
becoming more global and their integration is moving forward through competition 
and the elimination of regulatory impediments, fully integrated capital markets 
may not yet be attained even in a small open economy like Canada. Therefore, the 
cost of capital may differ among countries potentially leading to competitive 
advantages for industries in one country over the same industry in another country. 
The observation that cost of capital differences exist should lead policy makers to 
identify the sources of the problem and, if they are regulatory, remove them. Note 
that there may be basic risk differences between countries which may lead to differ-
ent costs of capital for similar industries over various periods. 

Two approaches are used to measure the cost of capital. The first is the user 
cost of capital and reflects the financing costs faced by the firm (sometimes adjusted 
for risk), as well as economic depreciation. The user cost is the approach used in 
two of the papers although the actual measurement technique is very different. The 
second way to measure the cost of capital is employed in the corporate finance area 
and reflects a weighted average of the marginal costs of the specific sources of funds 
faced by the corporation. This approach always includes risk adjustment for the 
marginal costs of specific sources of capital and is used in one of the papers. 

Taxation also influences investment. The tax system of each country has an 
impact on the taxes paid by domestic as well as foreign companies investing in the 
host country. A comparison of taxation of domestic companies in a set of countries 
will identify the relative burden of taxation to domestic companies. In addition, a 
comparison of taxation of domestic and foreign companies across different countries 
will provide an indication of the incentives provided to foreign investment — an 
important ingredient in generating economic growth for a country. 

6 
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Cost of Capital Papers 

There are three papers that address the cost of capital issue. Chirinko and Meyer in 
'The User Cost of Capital and Investment Spending: Implications for Canadian 
Firms" address the importance of costs of capital in investment decision making. 
The paper assesses the sensitivity of investment to changes in the cost of capital by 
estimating the elasticity of investment spending with respect to the cost of capital. 
The data used are "pseudo" Canadian, i.e., U.S. firm-specific data are grouped to 
match the industry characteristics of the Canadian economy. The empirical results 
are crucial to understanding the role cost of capital plays in investment spending 
and the relative sensitivity of the impact of the cost of capital in different industries. 
In addition, the paper provides a comparison of the elasticities for similar industries 
in both Canada and the United States. 

With the importance of international growth, are Canadian companies facing 
similar costs of capital as their international competitors? The remaining two 
Papers in this section address this issue. Ando, Hancock and Sawchuk in "Cost of 
Capital for the United States, Japan and Canada: An Attempt at Measurement 
Based on Individual Company Records and Aggregate National Accounts Data" 
utilize the user cost of capital framework to measure the cost of capital in three 
countries. This approach differs from that used in the Chirinko and Meyer. Ando, 
Hancock and Sawchuk measure the cost of capital as the sum of the returns to the 
capital employed (interest, dividends, retained earnings with the inventory valua-
tion adjustment and capital consumption allowance) divided by an approximation 
of the market value of capital employed by a firm. By measuring this ex post cost of 
capital over a number of periods and firms, a good estimate of the cost of capital 
should result. This paper has to address some methodological and interpretation 
issues for the Japanese cost of capital estimates given the very different accounting 
Practices and the fact that the cost of capital estimates are driven by the accounting 
numbers. 

The final paper in this set by Jog, "Investing in Canada: Estimation of the 
Sectoral Cost of Capital in Canada and Case Studies for International 
Comparisons" differs from the previous two in its use of a corporate finance 
approach to measure the cost of capital for a number of Canadian sectors. He then 
applies the approach to three case studies to determine the cost of capital in the 
United States and Finland for specific industries. The paper applies two corporate 
finance methodologies to measure the cost of equity, an input in the cost of capital 
calculation, discusses the problems associated with each approach and presents a 
method to make international comparisons. 

Taxation 

The other influence on investment behaviour is taxation and this is assessed in a 
paper by Chen and McKenzie "The Impact of Taxation on Capital Markets: An 
International Comparison of Effective Tax Rates on Capital." The authors con-
struct marginal effective tax rate (METR) estimates for a number of countries and 

7 



HALPERN 

assess the METR of a Canadian company investing in the United States. The purpose 
is to determine if the tax system in Canada creates any bias against investment 
activity. An interesting issue addressed in the paper is the relative size of the METR 
for the various provinces of Canada. Perhaps govemment policies should be directed 
at cleaning up our own house! 

ACCESS TO HIGH-RISK EQUITY: VENTURE CAPITAL FINANCING 

VENTURE CAPITAL PROVIDES A VERY INTERESTING LABORATORY to investigate issues 
that can cause capital markets either to operate ineffectively or, in the extreme, fail. 
As described in the introduction to this overview, two problems associated with 
differential information between participants in the market can lead to badly 
functioning capital markets: opportunistic behaviour and adverse selection. In the 
venture capital area, opportunistic behaviour is an important issue since it is very 
difficult and costly to monitor the entrepreneur once funding has been provided. 
While the entrepreneur can promise to use the funds provided for a particular pur-
pose, once the funds are provided, there is no constraint on the actual use of the 
funds. Similarly, asymmetric information leading to adverse selection problems is 
rampant in this market since the entrepreneur has better information than the 
financier on whether he or she is of above, below or average quality. The adverse 
selection problem can also lead to restricted access to funds or, in the extreme, the 
disappearance of the market. 

In the early stages of financing for the venture capital firm, there is an informal 
market in which the entrepreneur obtains funding from friends, relatives and/or 
business associates. These funds are called "love" capital and the individuals who 
provide this financing are called "angels." The moral hazard and adverse selection 
problems exist but the close ties of the entrepreneur and those providing capital 
will probably reduce their impact. However, as the firm grows, the need for larger 
amounts of capital arises. This capital is typically provided by specialized financing 
groups in the form of equity or a fixed claim with equity participation given to the 
financing group. 

With the importance of the funding of these high-risk ventures to the growth 
of the economy, the papers found in this section consider the venture capital market. 
This market is described, some of the problems of the market identified and the res-
olution of these problems within the market context described. There is also an 
analysis of the attempts by government to address what is perceived as market failure. 
These failures are called "financing gaps" in the policy-related literature and refer 
to the inability of certain types or sizes of firms to obtain financing given their risk. 

There are two subsections in this area. The first considers venture capital in 
which there is an organized capital market such as a stock exchange. The second 
considers the more frequent situation where there is no formal equity market for 
high-risk venture capital funds. 
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Organized Exchange 

It is well known that listing requirements, issue costs and other informational and 
cost factors limit the use of equity markets for the financing of small firms, espe-
cially small high-risk firms. In "Raising Equity Capital for Small and Medium-Sized 
Enterprises Using Canada's Public Equity Markets," Robinson addresses the use of 
public equity markets for high-risk firms. He identifies the costs of raising equity on 
Canadian exchanges through an initial public offering (IPO) observing that there 
are differences among the equity exchanges in Canada. Robinson also considers the 
conditions under which an equity market for high-risk companies can exist by looking 
at the experience of such markets in Canada and Europe. A necessary condition for 
the continuation of these markets is the maintenance of liquidity in the market, 
and this may be hampered by informational problems. 

An interesting part of the paper is the investigation of the Junior Capital 
Pool (JCP) on the Alberta Stock Exchange. In the JCP, companies raise equity 
through the stock market to finance the range of needs from seed capital to secondary 
issues. However, there is very little information provided on the use of the proceeds 
of the issue. Thus, moral hazard and adverse selection problems should be crucial 
in this market. Regulations, which require some information dissemination and 
impose a limit to the time elapsed from the raising of the funds to their use, may 
be useful mechanisms to control the asymmetric information and monitoring 
problems. 

The JCP has been successful and a number of these companies have subse-
quently raised equity on senior exchanges such as the Alberta and Toronto stock 
exchanges. Even though companies are not subsequently listed on an exchange, 
they can still be profitable and may be taken over by another firm. The Robinson 
paper addresses the question of the success of the JCP given the moral hazard and 
adverse selection problems and whether it can be used as a model for other 
exchanges or is idiosyncratic to the Alberta context. 

No Organized Exchange 

The first paper in this section by Amit, Brander and Zott, "Venture Capital 
Financing of Entrepreneurship in Canada," provides some background on the venture 
capital industry in Canada, a general approach to viewing venture capital, its 
Problems and the solutions to these problems. The authors identify three stylized 
observations. 

• There is a specialized industry dedicated to venture capital. 

• Very little of the funding is focused on start-up companies. 

• The home run, i.e., the unusual occurrence of a company that generates a 
high rate of return is important. 
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To explain these observations, the authors provide a theory based on asymmetric 
information between the venture capitalist (supplier of capital) and the entrepre-
neur, and the existence of limited liability. The former leads to adverse selection 
problems whereas the latter leads to moral hazard. The authors also provide some 
indirect empirical support to their theory. They consider whether government 
intervention is needed in this market and identify the role of contracts in address-
ing the potential market failure. Note that this paper and the developed model are 
useful in explaining the problems of using organized stock exchanges to provide 
venture capital. This is the subject of the paper by Robinson. 

When a venture capitalist provides funds to a high-risk entity, there is an 
expectation of a high rate of return. However, as noted in Amit, Brander and Zott, 
most of the investments are either failures or limp along. It is the home run that 
generates the high profits for the venture capitalist on average. When the venture 
capitalist invests the funds, he or she also considers the liquidity of the investment 
where liquidity reflects the ability of the venture capitalist to exit the investment. 
Exit strategies are very important to the success of this market. Without viable exit 
strategies, the average expected rates of return on the portfolio of investments 
would have to be even higher, and there would be a reduced supply of these pro-
jects. Thus, viable exit strategies will reduce the cost of capital for venture capital 
enterprises. 

Exit strategies are analysed in depth in the paper by Macintosh, "Venture 
Capital Exits in Canada and the United States." Macintosh identifies exit strategies 
by referring to previous studies and by undertaking a questionnaire survey of U.S. 
and Canadian venture capitalists concerning the ways in which they exited their 
investments. The differences between the United States and Canada are assessed. 
With the importance of the 1PO market in the exit decision, a well-functioning 
IPO market is crucial in reducing the cost of capital to venture capital enterprises. 

The final paper in this section is by Vaillancourt, "Labour-Sponsored Venture 
Capital Funds in Canada: Institutional Aspects, Tax Expenditures and 
Employment Creation." The labour-sponsored venture capital fund (LSVCF) uses 
government tax policy to encourage financing to high-risk venture capital firms. 
While these funds are relatively new in most provinces, they have been in exis-
tence for many years in Quebec. Thus, the information from the Quebec-based 
funds is used to assess their benefits and costs. These funds represent a significant 
block of financing available to fund venture capital usually in the stages beyond 
seed capital requirements. The rationale for the introduction of the LSVCF is the 
belief that there is a financing gap for these high-risk firms which is not being 
satisfied by the conventional venture capital market. The Vaillancourt paper looks 
at the rationale for the provincial intervention, the success of these funds in meeting 
their mandate and the costs of these funds in terms of tax expenditures. 
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EQUITY MARKETS: NON-VENTURE CAPITAL FINANCING 

THROUGHOUT THEIR ECONOMIC LIFE, FIRMS NEED ACCESS TO EQUITY CAPITAL. This 
equity refers not only to the initial start-up funds and continuing growth needs in 
the venture capital area but also to continuing equity needs to fund investments 
and restructure corporate balance sheets for more mature companies. In the previous 
section, the papers analysed access to equity for firms that needed venture capital 
and considered both formal exchanges and informal sources. In this section, the 
focus shifts to consider more formal equity markets in the context of non-venture 
capital needs. 

One function of equity markets is to provide a market in which firms can 
raise publicly traded equity and thereby share risk among investors. This issue can 
be an IPO to finance a division of a company which has been removed from the 
corporate empire and will operate on its own with its own equity capital. At the 
other extreme, as noted in the previous section, the IPO provides an exit strategy 
for investors who have financed venture capital firms and for the entrepreneurs 
who started the firm. The effective functioning of these markets provides liquidity 
to investors and should ameliorate the concern of investing in venture capital 
which is typically illiquid. 

With well-functioning liquid equity markets, the firm has access to equity — 
either IPO or seasoned equity issues — at low cost, given the risk of the entity and, 
hence, this component of the cost of capital is reduced. The result is a lower cost 
of capital, more investments and increases in wealth to existing shareholders due to 
the  investments. 

The papers in this section differ from those in the venture capital section 
since the former considered market failures in the source of equity capital for small 
(high-risk) firms. Here the papers consider raising funds in IPOs for larger firms, 
financing through secondary market offerings, and government policies to improve 
the  flow of equity funds and reduce the cost of equity capital. 

The first paper is by Jog, "The Climate for Canadian Initial Public Offerings." 
Jog's paper addresses three issues: short-term underpricing of a new equity issue, 
long-term  performance of a new equity issue and a survey of users of the IPO market 
concerning issue costs and compensation paid to underwriters of the issue. The 
underpricing of new equity issues is a puzzle that has intrigued many finance scholars. 
A number of papers provide theoretical rationales for this underpricing; they are 
generally related to problems of asymmetric information. A review of these papers 
is presented in the Jog and Robinson papers. The Jog paper identifies the under-
pricing cost and compares it to the values in other countries. If the underpricing 
issue is a puzzle, the negative stock market performance of the new issue relative to 
the  overall market after the new issue is completed is total confusion. Jog measures 
this performance for Canadian firms and relates it to the observed performance in 
other markets. In addition to looking at the stock market performance, the paper 
investigates the performance of the companies subsequent to the new issue by looking 
at accounting data. This provides an interesting complementary view of the post- 
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issue performance of new-issue companies. The final section of Jog's paper is novel 
in corporate finance: ask the participants their views! The results provide some 
light on the theoretical contributions and empirical observations in the literature. 

The second paper in this section, by Mittoo, "Seasoned Equity Offerings and 
the Cost of Equity in the Canadian Market," investigates the influence on the stock 
market performance of a secondary offering of common equity for firms that are 
listed on the Toronto Stock Exchange (TSE) and a U.S. exchange. The empirical evi-
dence on secondary offerings — the issue of new common equity for securities that 
are already listed on an exchange — demonstrates that the announcement of a new 
secondary equity offering is associated with a reduction in share price. To the extent 
that the stock price decreases, the cost of equity capital is higher. This reduction in 
share price is found in all markets around the world. There are a number of theories 
which attempt to explain this observation; most of the arguments relate to the exis-
tence of asymmetric information between the management and the new shareholders. 

If capital markets are fully integrated, then a secondary issue of equity by a 
company with equity traded only in Canada should have the same announcement 
price effect as observed for a Canadian company that has interlisted equity. Mittoo 
investigates whether capital markets are truly integrated and whether there is a dif-
ferential impact on the share price on the announcement of a new equity issue if 
the security is interlisted. The size of the negative stock price movement can be 
related to a number of firm-specific variables including the interlisting status. To 
the extent that interlisted companies have a smaller negative price impact, they 
face a low cost of capital, and equity markets are segmented in some form. 

As in the previous sections, the final paper in this section refers to govern-
ment operations in the particular market of interest. In this instance, government 
tax policy is used to encourage ownership of equity and lower the cost of equity capital 
to certain companies. Suret and Cormier in 'The Quebec Stock Savings Plan: 
Overview and Evaluation," investigate the Quebec Stock Savings Plan (QSSP) 
introduced in 1979. The QSSP has gone through a number of changes, all intended 
to focus the program's benefits on the companies that are purported to have troubles 
raising equity. The current program provides assistance to companies which are 
large enough to meet the Montreal exchange listing requirements; these require-
ments are less onerous than those found on the TSE. The paper evaluates how the 
plan has worked, the costs of the plan, the impact on the share prices of eligible 
companies and on the cost of equity capital, and the lessons to be leamed in designing 
other plans of this type. The latter issue is very important in the policy context 
since the program, while generating some benefits, may distort markets or provide 
assistance to companies which do not need it, thereby resulting in windfall gains to 
existing shareholders. 
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DEBT MARKETS: SMALL AND LARGE FIRMS 

DEBT IS AN IMPORTANT SOURCE OF FUNDS TO BOTH LARGE AND SMALL FIRMS. For the 
former, the costs at which debt can be issued will affect the cost of capital and the 
amount of investment that will be undertaken. For the latter, there are situations 
where the cost and access to this form of capital are problematic. For small, high-
risk companies, the use of debt introduces problems associated with moral hazard 
arising from the costs of monitoring, which can be substantial, and the limited lia-
bility for corporations. In this section, the papers investigate the use of debt for 
both large and small firms to determine if there are any access problems and, if so, 
how they can be addressed. 

In "The Evolving Capital Structure of Large Canadian Firms" Suret and L'Her 
investigate the debt-equity choice of companies over time and explain why firms 
choose the capital structures that we observe. The authors consider a number of 
theories that have been presented in the literature to explain capital structure 
choice and look at unique characteristics of the Canadian market such as high 
ownership concentration and tax structure. This paper follows in the steps of a sub-
stantial literature found in other countries that addresses the determinants of capital 
structure choice including problems in the operation of debt markets. 

The archetypal example of financing gaps has always been the availability of 
debt (loan) capital to small businesses. Many governments have established programs 
to improve the flow of funding to these companies. The programs normally use loan 
guarantees. In "On the Care and Nurture of Loan Guarantee Programs" Riding asks 
whether there is truly a market failure that requires such programs. A market failure 
is defined as a situation in which firms of identical risk have different borrowing 
costs. Riding, in looking for the existence of market failure, also identifies the success 
of these loan guarantee programs in terms of screening credit and finding viable 
companies which were incorrectly screened out of the market. The research also 
derives policy implications on access to loan guarantees and the use of user fees 
which reflect the risk of the borrower. The fees have to be viewed in the context of 
adverse selection where a poor quality borrower may pay a fee because of being 
Placed in the wrong credit class. Finally, Riding compares the loan guarantee program 
in Canada with similar programs in other countries and draws conclusions on their 
design and effectiveness. 

CONCLUSIONS 

THE EFFECTIVE FUNCTIONING OF CAPITAL MARKETS IS CRUCIAL to the growth of 
the Canadian economy. Capital markets affect both large and small firms along 

with high technology and the more traditional industries. Well-functioning capital 
markets provide for access to capital at yields which reflect risks of the cash flows 
associated with the financial instrument issued thereby minimizing the firms cost of 
capiral. The papers in this volume address a number of important issues and provide 
US  with a better understanding of the Canadian capital markets, their functioning 
and the potential problems which may require government intervention. The under- 
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lying concerns in a number of papers reflect imperfections in capital markets, and 
the problems associated with moral hazard and adverse selection. In addition, sev-
eral papers evaluate existing government policies intended to correct for perceived 
market failures. The papers provide research on capital market issues to inform policy 
makers on the presence of market failures, to assess the success of existing policy ini-
tiatives and to provide an appreciation of the importance of the policy instrument 
used in the event that intervention is deemed necessary. 

Finally, I want to thank a number of individuals who were very important to 
the evolution of the research program, to the care and nurturing of the financial 
resources and, of course, to ensuring that the conference and the subsequent 
research volume were kept on track. Denis Gauthier, Gerry Tapp, Bob Kunimoto 
and Gary Sawchuk, all from Industry Canada, deserve not only my gratitude but 
that of the authors, discussants and participants at the Capital Markets Issues con-
ference. 
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Spending: Implications for Canadian Firms 

ABSTRACT 

PUBLIC POLICIES AIMED AT ENHANCING ECONOMIC PERFORMANCE through increases 
in business capital depend on two separate and quantitatively important channels 

— the response of investment incentives to changes in policy and the subsequent 
impact of these incentives on investment spending. Quantifying the latter channel 
is the task of this paper. 

Unfortunately, Canadian time series data at the firm level are unavailable. 
The user cost elasticity is estimated with a panel data set containing 21,516 non-
duplicative observations for 3,296 manufacturing and non-manufacturing U.S. 
firms  for the period 1972 to 1991. Panel data permit us to control for several fac-
tors that may distort estimates of the user cost elasticity. The U.S. data are grouped 
into sectors comparable to those in Canada, thus enhancing the usefulness of the 
estimated user cost elasticities for assessing issues facing Canadian policy makers. 

The paper reviews the strengths and weaknesses of several different invest-
ment models, and favours a modified Jorgenson neoclassical model to estimate the 
impact of the user cost. The estimated user cost elasticities vary widely across the 
1 1 sectors studied here, and are sizable in several sectors. However, the elasticities 
are not precisely estimated. Our overall finding is that there is too much imprecision 
in these estimates to reach firm conclusions about sectoral user cost elasticities. We 
offer several suggestions for future research which should involve searching for better 
instrumental variables, defining the sectors more broadly and using, estimators that 
avoid simultaneity problems efficiently. The collection of suitable Canadian firm-
level data must be a high priority for future research. 

INTRODUCTION 

PUBLIC POLICIES AIMED AT ENHANCING ECONOMIC PERFORMANCE through increases in 
business capital depend on two separate and quantitatively important channels. 

The first channel is examined in several papers published in this volume that focus 
O  n how government policies can correct market failures and enhance economic 

2 
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performance by altering economic incentives for acquiring capital. These incen-
tives have usually been stated in terms of the user cost of capital that constrains 
investment decisions. 

Substantial changes in the user cost are necessary but not sufficient for effec-
tive policy. The second critical channel translates a given change in the user cost 
into a change in factors of production. Quantifying the sensitivity of investment 
spending to the user cost of capital is the task of this paper. 

The structure of the Canadian economy makes this task quite difficult. The 
user cost of capital, which depends on relative prices and the rates of interest, 
depreciation and taxation, is a relatively restricted concept with which to capture 
the enormous complexity of the tax code. In simple tax systems, the user cost can 
only approximate the effects of the tax code on business investment decisions. In 
the case of Canada, however, the approximation is particularly poor because of the 
very liberal carry-back and carry-forward provisions that make the timing of tax 
payments largely discretionary. The openness of the Canadian economy and the tax 
rules governing foreign activities add additional complexities. Moreover, the tax 
depreciation rates, asset mixes and income tax rates are quite complicated, and vary 
substantially across firms. Care must be taken in incorporating these factors into 
the user cost in a reasonable manner. Unfortunately, time series data at the firm 
level that would reduce the approximation error to a tolerable level are unavailable. 

This problem is circumvented by examining an economy with a simpler tax 
structure which also has market conditions and available technologies resembling 
those in Canada. These criteria are met by firms in the United States. However, 
useful comparisons between Canadian and U.S. firms are compromised by substantial 
differences in the composition of industrial and commercial activities in the two 
economies. The U.S. data become useful for issues facing Canadian policy makers 
when grouped into sectors comparable to those in Canada. For example, the 
Canadian health care sector comprises firms with Canadian Standard Industrial 
Classification (SIC) codes 3740, 3770 and 8600. These SICs are matched to com-
parable U.S. firms to form the health care sector used in this study. (Details of the 
SIC matches are provided in the third part of this paper and in Appendix A.) Based 
on these "Canadian sectors," estimates of the user cost elasticities are generated 
from the U.S. data that are relevant for understanding the responsiveness of 
Canadian firms to variations in the user cost of capital. 

The second part of this paper provides a review of the investment literature 
with a particular focus on the sensitivity of investment spending to the user cost. 
Extant models are divided into two broad categories depending on whether dynamics 
are treated implicitly or explicitly. Models are included in the latter category if 
dynamic elements appear explicitly in the optimization problem and if the estimated 
coefficients are linked explicitly to the underlying technology and expectation para-
meters. The implicit category contains those investment models that do not meet these 
criteria. For each category, a benchmark model is developed and related to specific 
models appearing in the literature. 
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Readers who are acquainted with the Jorgenson neoclassical model used in 
this study and who have no immediate interest in modelling issues may wish to skip 
on to the next section which presents a self-contained development of the framework 
for estimating the responsiveness of investment. The strengths and weaknesses of 
the implicit and explicit models are highlighted, and it is concluded that neither 
category dominates in estimating user cost elasticities. The reasons for using the 
implicit Jorgenson neoclassical model are discussed. This section then identifies 
several factors that may distort elasticity estimates but that are avoided with the 
panel data used in this study. The data set contains 21,516 non-duplicative obser-
vations for 3,296 manufacturing and non-manufacturing firms for the period 1972 
to 1991. These data, the mapping between Canadian sectors and U.S. firms, and 
the econometric equation that is the basis for all of the estimates reported in this 
study are discussed. 

Empirical results are presented in the next section. Panel data permit several 
different estimation techniques to be employed, and four are used: pooled, mean-
difference, first-difference and first-difference with instrumental variables. As 
emphasized in much recent work, the availability of intemal finance may loom 
large in investment equations, and estimates with and without cash flow are pre-
sented for all four estimators. Hence, eight estimates of the user cost elasticity are 
computed for each of the 11 sectors. 

The final section summarizes the results for the user cost elasticities and pre-
sents the preferred estimates. 

A REVIEW OF INVESTMENT MODELS I  

-THIS  SECTION  PRESENTS AN OVERVIEW OF THE INVESTMENT LITERATURE with an 
emphasis on issues pertaining to estimating the effects of taxes and other price 

variables on business investment spending. To place some structure on this vast lit-
erature, extant models are divided into two broad categories depending on whether 
dYnamics are treated implicitly or explicitly. Models are included in the latter category 
if clYnamic elements appear explicitly in the optimization problem and if the estimated 
coefficients are linked explicitly to the underlying technology and expectation 
Parameters. The implicit category contains those investment models that do not 
rneet these criteria. 

IMPLICIT MODELS 

THIS SECTION BEGINS BY SKETCHING A BENCHMARK MODEL that serves as a basis for 
interpreting implicit models followed by an extensive discussion of the neoclassical 
Model and criticisms thereof. Theory and key assumptions are reviewed. Other 
implicit models developed in the 1980s are discussed briefly. 
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The Benchmark Model 

The benchmark model is based on a demand for capital and, with the addition of 
dynamics, a demand for investment. The demand for capital is derived from elemen-
tary economic principles and is determined by the equality between the expected 
marginal benefits and costs from an additional unit of capital. This equality can be 
transformed so that the desired (or optimal) capital stock (K*,) depends on price 
variables, quantity variables and autonomous shocks: 

K* t  = f [prices, quantities, shocks] 	 (1) 

Equation (1) follows from well-known static theory and, in the absence of 
any dynamic considerations, the firm would achieve K''' t  instantaneously. Dynamics 
are introduced into the benchmark model when specifying the demand for the flow 
of investment, and are imposed implicitly, i.e., without reference to an explicit theory. 
The benchmark model depends on two types of dynamics. First, the translation 
from a stock demand to a flow demand is based on a series of maintained assumptions 
about delivery lags (as well as expenditure and gestation lags); adjustment costs; 
vintage effects, i.e., the putty and clay qualities of capital; and replacement investment. 
These dynamic elements may compel the firm to look deep into the future. The 
firm's expectations, however, are usually unobservable to the applied researcher. A 
second set of dynamics is introduced when these unobservable expectations are 
linked to observable variables through regressive or extrapolative schemes repre-
sented by distributed lags. Various combinations of assumptions concerning the 
desired capital stock (equation [1]), expectations, and the other dynamic elements 
listed above define the different implicit models appearing in the literature. 

Neoclassical Models — Theory 

By far, the most frequently used specification for the analysis of investment spending 
has been the neoclassical model pioneered by Dale Jorgenson and his numerous 
collaborators (Jorgenson, 1963, 1971). In this model, the firm maximizes the dis-
counted flow of profits over an infinite horizon, delivery lags, adjustment costs and 
vintage effects are absent, and capital depreciates at a geometric rate. As a conse-
quence, the firm can achieve any (1<* t ) instantaneously. Thus, the firm does not 
need to take a deep look into the future, and the multiperiod optimization problem 
becomes essentially static. 2  Maintaining that the production function has a constant 
elasticity of substitution (cr) between capital and variable inputs, we obtain the 
following well-known relation between the desired stock of capital, the level of output 
(Y,), and the user cost (or rental price) of capital (U,): 

K* t  = e  Yt  U , 	 (2a) 

U, = 	/V) (r,-F5)  (1- 	z)I( I - tt) 	 (2b) 
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where e  is the CES distribution parameter, pi, is the purchase price of new capital, 
V, is the price of output, r, is the real financial cost of capital, 8 is the geometric 
rate of capital depreciation, m, is the rate of the investment tax credit, zg  is the dis-
counted value of tax depreciation allowances and t, is the rate of business income 
taxation at both the provincial/state and federal levels. The r, variable is defined as 
a weighted average of the cost of equity (a dividend-price ratio cum real capital 
gains or an eamings-price ratio) and the cost of debt (average yield on new issues 
of high-grade corporate bonds). The cost of debt is lowered by its tax deductibility 
and expected inflation. The weights can vary from zero to one but, generally, equity 
receives a larger weight of approximately two thirds, reflecting the average share of 
retentions and new equity issues in financing investment. 

To form an investment relation, divide total investment into net and replace-
ment components. Capital is assumed to depreciate geometrically at a constant 
mechanistic rate (5 ). Hence, replacement investment (Pg) is proportional to the capital 
stock available at the beginning of the period and, in contrast to net investment, 
adjusts instantaneously: 

Jr,  —= 5 K ) 

Net investment (1.,) is the change in the capital stock between periods t - 1 
and t, and is scaled by the existing capital stock. This ratio (plus 1.0) equals Kg/K,,, 
which is assumed to adjust according to the weighted geometric mean of relative 
changes in the desired capital stock: 

I NIC,_ 1 + 1 .0 = KIK,_, = H TIC" „X ,_h _ 1 1 e4h  
h =0 

where the y represents the delivery lag distribution extending for H+1 periods. 3  
Taking  logs of equation (4), using the approximation In(l+x)--.-x, differentiating the 
logarithm of equation (2a) and substituting for using equation (3) for 
replacement investment, and appending a stochastic error (e,) results in the following 
distributed lag investment equation: 

= ,IK ,. 1  + 

= 3 -cr 14 11 (  AU  t-h/U  t-h) 
h=0 

Ii  

+ 	yh  (3,Yg4,/ Yg .h . 1) + e, 
h=0 

(5) 
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While the dynamics associated with replacement investment follow from explicit 
assumptions, theory has been relatively silent on the dynamics for net investment 
as represented by the distributed lag coefficients. 

Neoclassical Models — Key Assumptions and Caveats 

Estimated equations based on variants of equation (5) have appeared frequently 
and, as with any pioneering effort, have been subject to a number of criticisms. 
Three are reviewed here: consistency of the theoretical model, characteristics of 
the technology, and quantification of expectations. 

The initial set of criticisms pertains to the consistency of the theoretical 
model. There have been three specific problems. First, the profit-maximizing firm 
chooses the capital stock, other factors of production and output simultaneously. 4  
Equation (2) or (5) does not usually recognize these interactions nor the depen-
dence of the optimal level of output on the user cost. Regarding the latter point, 
even if the endogeneity of output does not distort the estimated coefficients (dis-
cussed below), simulations based only on equation (5) may underestimate the 
effects of policies intended to stimulate capital formation. 

Second, the development of equation (5) was based on an inharmonious 
treatment of delivery lags. The optimal capital stock defined by equation (2) was 
derived under the assumption that delivery of capital goods was immediate, but net 
investment defined by equation (4) was based on a delivery lag distribution. In this 
formulation, the investment path generated by the neoclassical model may not be 
optimal. However, under static expectations (as assumed by Jorgenson), the model 
is consistent because the benefits and costs of acquiring capital are expected to be 
the same at any point in time and, hence, independent of any delivery lag. 

Third, the definition of IC', in equation (2) has been questioned. No problem 
arises if the production technology exhibits decreasing returns to scale but, when 
returns are constant (as assumed by Jorgenson), IC, is not well-defined. In this case, 
Jorgenson (1972, p. 246) has argued that "desired capital should be interpreted as 
a moving target rather than the long-run equilibrium value of capital.... This policy 
is identical to that appropriate for a description of technology with production and 
installation subject to constant returns to scale." As with the analysis of delivery 
lags, such an interpretation depends crucially on static expectations. Relaxing this 
assumption and specifying the theoretical model explicitly were items that 
remained on the investment research agenda. 

The second set of criticisms concerns the characteristics of the technology, 
and three aspects have been discussed. First, vintage effects may influence the relation 
between past investments and the capital stock entering the production function. 
Under one specification, vintage effects are absent if capital is putty-putty, i.e., both 
before and after installation, capital can be combined with other inputs in any 
desired proportions. This assumption is used in most investment studies and implies 
that the period in which capital is purchased is of no particular importance. At the 
opposite extreme, vintages matter if capital is putty-clay, i.e., before installation, 
capital can be combined with inputs in any desired proportion, which depends on 
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the path of input prices expected at the time of acquisition. However, after installation, 
the proportion is fixed until the capital good is retired. Consequently, output 
changes lead to more rapid investment than comparable (with respect to IC) user 
cost changes, and equation (5) must contain separate distributed lags for the out-
put and user cost terms. 

Second, the neoclassical model assumes that capital depreciates at a constant 
geometric rate, thus justifying the treatment of replacement investment as a fixed 
proportion of the existing capital stock. The validity of constant geometric depre-
ciation has been the subject of numerous empirical investigations providing mixed 
support for this assumption. Introspection suggests that, for many capital goods, 
depreciation rates can be altered by firms through variations in usage or maintenance. 
These choices represent additional margins through which economic factors, such 
as tax, interest and inflation rates, can affect the firm. 

Third, an additional aspect of the technology that has generated significant 
controversy is the value of cr. This parameter is both the elasticity of substitution 
between labour and capital and the elasticity of K% with respect to which con-
tains all the price terms. Thus, in the original version of the neoclassical model in 
equation (5), the potency of tax policies and interest rates, ceteris paribus, is closely 
linked to the value of cr. Direct estimates of a- are mixed, with cross-section studies 
finding values near unity (as assumed by Jorgenson) and time series analyses gener-
ating much lower estimates. 

The third set of criticisms concerns expectations. For example, the above-
noted role for o- depends heavily on static expectations. However, in the presence 
of non-static expectations and delivery lags, the terms in equation (2a) would be 
distributed over current and future periods and interpreted as expected values.' 
Approximating IC, linearly and assuming that expectations of the output and user 
cost terms are based on extrapolations of their past values, results in the following 
modified neoclassical model: 

H 
I /K t. , = 5 -CT E tjah ( AU , «01U „h . ? ) 

5.0 

+ 	Yb h (AYt4,t4,-I )+ et 
h.0 

As shown by equation (6), knowledge of o. alone does not determine the response 
of investment to the user cost. Rather, the estimated distributed lag coefficients 
rePresent an amalgam of technology, delivery lag and expectation parameters, as 
represented by cr and the a, coefficients. 6  

In the above discussion and elsewhere, expecrations play a crucial role in 
investment decisions. Static or extrapolative expectations are assumed in versions 
of the neoclassical model, and unknown expectations are replaced by distributed 

(6) 
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lags of past observations. While easy to implement empirically, these expectation 
schemes are totally at odds with the fundamental forward-looking nature of capital 
accumulation. Four related concerns have arisen. First, such extrapolations treat all 

changes, perhaps brought about by tax policy, as though they were permanent. For 

example, the change in the investment tax credit in 1966 that was announced as 

temporary would have the same impact on the expected user cost as permanent 

changes. 
Second, preannounced changes in tax parameters would have no immediate 

effect in the neoclassical model, yet firms would be expected to alter their plans to 

benefit from the anticipated future policy. Such a scenario was presented in the 

United States by the phase-in provisions for depreciation allowances in the 1981 
10-5-3 program, where firms had an incentive to delay current investment in antic-
ipation of more generous tax write-offs in later years (which were eventually 
rescinded). Similar incentives existed in the latter part of 1992 concerning an 

anticipated reinstatement of the investment tax credit under the Clinton adminis-
tration. 

Third, firms form their expectations based on whatever information is avail-
able, and the assumption that firms use a single lag with invariant parameters may 
be restrictive. These parameters reflect basic characteristics of the economy that 
may themselves be subject to change. For example, the forecasting rules for inter-
est rates pre-1979, when they were targeted by the U.S. Federal Reserve, may have 
changed radically after the October 1979 policy switch to monetary aggregates and 
the reversal in October 1982. 

A fourth and related point is that utilizing a univariate autoregression for the 
expected user cost constrains all the variables embedded in U, to have the same set of 
expectation parameters. Yet it is doubtful that expected rates of interest and taxation 
possess similar time series properties. The ramification of unstable expectations 
from whatever source is that the estimated coefficients in the investment function 
will be unstable over time and unreliable in assessing alternative policies. 

These four concerns about the modelling of expectations are usually referred 
to as the Lucas Critique. 

Other Implicit Models 

This review of the neoclassical model has highlighted three important criticisms: 
consistency of the theoretical model, characteristics of the technology and quan-
tification of expectations. These unresolved issues have generated two contrasting 
responses: the introduction of more structure (following the pattern initiated in the 
neoclassical research program) or of less structure. While each strategy has its strengths 
and weaknesses, most research has pursued structural model building, and subsequent 
work has been based on explicit modelling of the firm's optimization problem with 
careful attention to dynamics and technology. While this line of research is exam-
ined in terms of the explicit models in the next section, this subsection describes 
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briefly three models — vector autoregressive, effective tax rate and return over cost 
— that were introduced in the 1980s and use less structure than the neoclassical 
model. 

Autonomous shocks may play an important role in assessing the determinants 
of investment. Reported empirical results could be affected seriously by a simultaneity 
Problem induced by autonomous shocks contained in et . For example, shocks could 
be correlated positively with both M e  and AU, in equation (5) or (6) because of 
technology shocks interacting with the joint endogeneity of firm decisions or because 
of links between aggregate saving and investment. The resulting distortion could 
account for the finding of significant output effects and insignificant user cost 
effects, even though the latter has a substantial negative impact on investment. 
Instrumental variables is the appropriate econometric technique for addressing this 
Problem, but obtaining valid instruments is a difficult task, especially at the aggre-
gate level. 

In response to these potential problems, Sims (1980) argued for a relatively 
non-structural approach. Believing that the restrictions needed to identify the 
econometric structure were "incredible," Sims treated each variable in the system 
as endogenous, and regressed current values on their own lags and on those of all 
other variables in the system. In this vector autoregression, the dynamics are 
implicit. Only a few authors have applied this approach to investment spending: 
Gordon and Veitch (1986) and McMillin (1985) with U.S. data and Funke (1989) 
with West German data. 

In his  Fischer-Schultz Lecture, Martin Feldstein (1982) introduced two new 
investment models focused on quantifying the role of taxes. 7  His effective tax rate 
model relates net investment directly to a quantity and a price variable, and is of 
particular interest because it provides an alternative way of examining the effects 
of taxes on investment. The price variable (RN), the net real return to capital, is 
defined as the average yield to bondholders and equityholders net of depreciation 
and effective taxes. The latter is a comprehensive measure of taxes affecting the 
ultimate providers of funds, and incorporates taxes on corporate income, property, 
dividends, capital gains and interest income received by creditors. The quantity 
variable captures fluctuations in demand and is measured by an index of capacity 
utilization (UCAP). Dynamics enter by lagging both the price and quantity variables 
°ne period to reflect delays in decision making, production and deliveries, and to 
avoid simultaneity bias. (Since his investment equation is estimated with a gener-
alized least squares IGLS] correction for autocorrelated residuals, the effective lag 
exceeds one period.) These considerations, coupled with a stochastic error term, 
lead to the following specification of the effective tax rate model: 

= yo  + yi R1 \ 1 + y2 UCAP,_ 1 + e, 	 (7) 

where the dependent variable is scaled by output presumably to account for the 
trend component in the investment series and to place all variables in the same 
uni ts. 
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An important difference between the neoclassical and effective tax rate models 
is that the price variable in the neoclassical model (U) is defined as a marginal concept, 
while RN, is based on averages. 8  Neither would appear to be dominant in the 
analysis of capital formation incentives. Average returns are a deficient measure 
because they are not directly related to the marginal decisions at the core of eco-
nomic theory. However, quantifying the marginal benefits and costs of capital can 
be achieved only by considering selected features of the tax code and by relying on 
a number of maintained assumptions — competitive markets, uniformly positive 
taxable profits and the maximization of a particular objective function constrained 
by a particular technology. Studies using average returns are best viewed as com-
plementary to work with marginal concepts where, in the former, potentially 
restrictive assumptions are relaxed at the expense of a direct link to a well-specified 
model of capital accumulation. 

The second new model presented by Feldstein quantifies marginal invest-
ment incentives by contrasting the maximum potential net return (MPNR) that 
firms can afford on a standard investment project with the cost of funds (COF). In 
this return over cost model, the following decision rule equates benefits and costs 
and determines the desired capital stock (cf. equation [1 ] or [2]): 

MPNR, = COF, 

MPNR, depends positively on a hypothetical marginal return inclusive of taxes. 
Dynamics enter in terms of a partial adjustment mechanism: whenever the benefits 
(MPNIV exceed the costs (COP), firms begin to acquire capital in order to re-establish 
equation (8). Assuming that net investment is positively affected by fluctuations in 
demand conditions, lagging the independent variables per the above discussion, 
and appending a stochastic error term results in the return over cost model: 

1,71Y, = +  y,  (MPNR,., - COFt. 1) + y2UCAP,»I  + e, 	 (9) 

EXPLICIT MODELS 

AN ALTERNATIVE RESPONSE TO CRITICISMS OF THE NEOCLASSICAL MODEL is to introduce 
more structure into the specification of the investment equation. This section presents 
models in which these dynamic elements appear explicitly in the optimization 
problem and the estimated coefficients are linked explicitly to the underlying tech- 
nology and expectation parameters. The benchmark model is presented, and three 
solutions to the unobservable expectations problem are discussed. These solutions 
are related to the Brainard-Tobin Q, Euler equation and direct forecasting models. 
Before developing the benchmark model, it is important to first review the Lucas 
Critique of econometric models and practice. 

(8) 
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The Lucas Critique of Econometric Models 

A watershed in the modelling of investment behaviour occurred in the mid-1970s 
when Robert Lucas published his often-cited critique of the prevailing practice for 
quantifying the effects of alternative economic policies. He argued that, in formulating 
Plans, economic agents necessarily look into the future and, thus, the decision rules 
guiding their actions depend on parameters describing the expectations of future 
variables, as well as parameters of taste and technology. Lucas viewed economic 
Policy as the selection of rules that generate paths of policy variables, rather than 
the selection of arbitrary paths. Thus, "any change in policy will systematically alter 
the structure of econometric models" (Lucas, 1976, p. 126), and the estimated coef-
ficients in (the then current) consumption, wage/price or investment models could 
not be considered structural, i.e, invariant to alternative policy regimes. The important 
and damning implication for policy analysis is that these econometric relations will 
Prove unstable in precisely those situations in which they are called on to analyse 
Proposed policies. 

In light of this Lucas Critique, quantitative policy analysis can proceed only 
if the econometric specification permits the expectation parameters, which will 
vary with alternative policies, to be identified separately from technology parame-
ters, which are invariant to policy changes. As noted earlier, especially in equation 
(6), the estimated coefficients in implicit models are generally an amalgam of 
expectation and technology parameters and, thus, are vulnerable to the Lucas 
Critique. Consequently, much subsequent work, to be reviewed in this section, has 
focused on the modelling and isolation of dynamics arising from expectations. 

The Benchmark Model 
In the benchmark model, dynamic aspects of the technology are captured by the 
assumption that, in varying its capital stock, the firm faces adjustment costs. These 
adjustment costs were introduced by Eisner and Strotz (1963) and may represent 
either external costs, due to an upward sloping supply curve for capital goods, or 
internal costs. Studies have generally focused on internal adjustment costs, which 
represent lost output from disruptions to the existing production process (as new 
capital goods are "broken in" and workers retrained), additional labour for "bolting 
down" new capital or a wedge between the quantities of purchased and installed 
capital. These costs increase at an increasing rate, an assumption that plays a cru-
cial role in explicit models. With linear or concave adjustment costs, the firm 
would have an all-or-nothing investment policy. Convexity forces the firm to think 
seriously about the future, as too rapid accumulation of capital will prove costly. 
Alternatively, too little accumulation results in foregone profits. 

For expositional purposes, it is useful to derive the benchmark model from an 
oPtimization problem. First, assume that the firm chooses inputs to maximize the 
discounted sum of expected cash fl ows, which is equivalent to maximizing its market 
value. The firm is a price taker in both its  input-and output markets, and is further 
constrained by production, adjustment cost and accumulation technologies. 
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Output (Y) is determined by labour (L), capital (K,), and a stochastic technology 
shock (7). The production technology is YL=F1L,,K,:rJ. 9  An important element in 
the explicit models considered in this section is that, in contrast to variable labour 
input, capital is quasi-fixed, i.e., net increments to the capital stock are subject to 
adjustment costs. These are represented by G1. 1,,K,:r,1, which is increasing in 1,, usually 
decreasing in K,, and valued by the price of foregone output. The stock of existing 
capital is accumulated as a weighted sum of past investments. If the weights follow 
a declining geometric pattern, we obtain the familiar transition equation for capital, 
K,-4,+(1-5)K,. 1 . The price of output is the numeraire, and the relative prices of 
labour and investment are represented by w, and respectively, adjusted for 
taxes» To emphasize the fundamentally forward-looking nature of the firm's deci-
sion problem, we introduce an expectations operator, EL(.1, where the subscript 
indicates that expectations are based on information available to the firm at the 
beginning of period t. These considerations lead to the following equation for the 
firm's cash flow (CF,) in period t: 

EICF,) = 	 - 	- w,L, - pr,1,) 	 (10) 

With the restriction implied by the capital accumulation constraint, the firm has 
two margins along which to maximize the sum of expected cash flows discounted 
to the beginning of the planning period t at rate r, and faces the following opti-
mization problem: 

MAX El E «1+ r) - (s -o(F[1,,,K.,:r) - G[Is ,1(3 :-rs] - wL , - 	I,») 	(11a) 
(L s ,Ks) 	s= e 

subject to 

Ks - (1 -6) Ks« , 	 (1 lb) 

Using variational methods and differentiating equations (11a and b) with respect to 
labour and capital, results in the following conditions characterizing an optimum: 

EIFL [L,,K,:rj - ay) = 0 

E,(À,-AP 1G 1 11„ K,: Till -AP 	= 0 

A, F K [L„Kérj - 

AP(X,) 	X, - 	X,= (G iftl,p1') 

p 	( I - 5)1(1 + r)<1 
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Lim E t  ((1 +r)  (s-t) 	- pr1+3  - Gjt+sfi  1(t+5)= 0 

These conditions have the following economic interpretations. Equation 
(12a) is the familiar marginal productivity condition for a variable input. Equation 
(12b) indicates that, along the optimal capital accumulation path, the firm will be 
indifferent to an increase in capital by one unit in period t and a decrease of 1-5 
units in t+1, thus leaving the capital stock unaffected from period t+1 onward. The 
benefit of this perturbation is represented by A, — the one-period marginal revenue 
Product of capital net of the decrease in adjustment costs due to a higher level of 
capital. Perturbing the capital stock is costly, and the Euler equation (12b) sets A, 
equal to the marginal adjustment and purchase costs incurred in t and saved in t+1. 
These perturbations are represented by the M.) operator in equation (12b), and 
the t+1 savings are adjusted for discounting and depreciation as represented by p. 

The transversality condition is provided by equation (12c), and restricts the 
value of the firm and the value of the capital stock from exploding. Its importance in 
aPPlied work arises as a boundary condition used in obtaining the following solution 
to the difference equation (12b) for capital: 

EfAt-  PI ,  - G i[I„KL:rtl) = 0 
— 

A t 	I ine A t+5  

Equation  (12d) is the dynamic equivalent of the simple decision rule for the optimal 
capital stock of equation (1) and equates the expected marginal benefits and costs 
of investing in period t. The marginal benefit is measured by the shadow price of 
capital  4, Owing to capital's durability,  it  is the discounted sum of the "spot" marginal 
revenue products A L.„'s over the life of the capital good as evaluated with information 
available in period t. The marginal costs are the sum of purchase costs and the sunk 
adjustment costs associated with investing. Since the sunk costs cannot be recovered, 
they force the firm to look ahead when investing. Thus, the optimal investment 
Policy can be characterized by two alternative formulations — a comparison of the 
net benefits of investing today vs. tomorrow (equation [12b]) or a comparison of 
the benefits over the life of the capital good to its costs (equation 112c11). 

To obtain an investment equation to serve as a benchmark for the models found 
in the litera  ture,  it is assumed that adjustment costs are quadratic in gross investment, 
homogeneous of degree one in I, and K,, and affected by the technology shock (7-,): 

= ( 	 * K, 

With equation (13), the following benchmark model is obtained: 

(11a)(E/A) - 	+ u, 

(12c) 
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where the error term (ui) is identical with the technology shock. Whenever there 
is a discrepancy between EfAii and K, the firm has an incentive to change its cap-
ital stock, but its actions are tempered by the convex adjustment cost technology. 
The steeper the adjustment cost function, the larger a, and the more slowly invest-
ment responds. 

In contrast to the implicit models, lag variables do not appear in equation 
(14). The latter is somewhat surprising given the dynamic adjustment costs faced 
by the firm. It must be realized, however, that equation (14) is not a closed-form 
decision rule for investment (since I, affects the A,..5's in A,), but rather a consistency 
condition reflecting only part of the information from the optimization problem. If 
the other restrictions implied by optimal behaviour were considered simultaneously, 
then the paths of I, and K, would be "sluggish," and would depend on lagged variables» 

The benchmark model of equation (14) is the basis for all the models discussed 
in this section" and successfully addresses a number of the unresolved issues high-
lighted in the neoclassical research program. Since equation (14) is derived directly 
from an optimization problem, it is theoretically consistent, recognizes explicitly 
the dynamics due to expectations and technology, and isolates their separate influ-
ences. Furthermore, the error term follows explicitly from the theory. For empirical 
researchers, the critical problem with developing an estimable equation from equation 
(14) is relating the unobservable FM/ to observable variables. 

Three Solutions to the Unobservable Expectations Problem 

There are three solutions to the unobservable expectations problem that exists with 
equation (14), and each solution is reviewed briefly.' 4  

The Q theory of investment uses information in financial markets to relate 
E A L I to observables. In this theory, investment expenditures are positively related 
to average Q, defined as the ratio of the financial value of the firm (V) to the replace-
ment cost of its existing capital stock: 

QA, = V, / 	 (15) 

The intuition underlying Q theory has been articulated vividly by Keynes (1936, 
p. 151): 

...daily revaluations of the Stock Exchange...inevitably exert a decisive 
influence on the rate of current investment. For there is no sense in build-
ing up a new enterprise at a cost greater than that at which a similar exist-
ing enterprise can be purchased; whilst there is an inducement to spend on 
a new project what may seem an extravagant sum, if it can be floated off on 
the Stock Exchange at an immediate profit. 

This intuitive notion has been validated in formal models in which the adjust-
ment cost technology and optimizing behaviour lead to a relation between investment 
and marginal Q, the ratio of the discounted future revenues from an additional unit 
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of capital to its purchase price:  E/./1,J/p'. Since marginal Q is unobservable, empir-
ical researchers have used observable average Q. The formal conditions under 
which this substitution is appropriate were established by Hayashi (1982): product 
and factor markets are competitive, production and adjustment cost technologies 
are linear homogeneous, capital is homogeneous, and investment decisions are 
largely  separate from other real and financial decisions. Under these conditions, 
optimizing behaviour implies the following relation for the (constant dollar) value 
of the firm as evaluated on financial markets (l/L ): 

Vt  Eiji) Kt 	 (16) 

In equation (16), the assumptions on market structure and technology ensure that 
the firm does not expect to eam any profits from actions taken in and beyond period t. 
Hence, the value of the firm equals the quasi-rents — the product of the expected 
shadow price of capital and K,— from the existing capital stock» 

The Q investment model follows from equations (14) to (16), and relates the 
i nvestment-to-capital ratio to observable Q. 

(1/(x)Q,+ u, 	 (17) 

Qt 	(QA , -1)pr, 

where including pi: in the definition of Q reflects the valuation of adjustment 
costs.' 6  Equation (17) solves the problem of unobservable expectations by equating 
a forward-looking variable to one that is readily observed. A particularly attractive 
aspect of equation (17) is that, unlike the neoclassical or other implicit models  (cf.  
equations  [6], [7] and [9]), the Q investment equation will not be affected by insta-
bility  in expectation parameters because expectations enter equation (17) directly 
through QA Q models provide a direct role for expectations in the econometric 
sPecification by relying on financial market data which, in principle, incorporates 
expectations of future variables relevant to the investment decision and, in prac-
tice, are readily available. 

Euler equations provide a second solution to the problem of unobservable 
exPectations, i.e., the unobservables contained in Efil). In equation (12e), the bulk 
of the variables in Ettil,) can be eliminated by a Koyck-lead transformation. An 
alternative and more direct approach combines the Euler equation (12b) and the 
adjustment cost technology equation (13). In either case, we obrain the following 
equation , 

•  1/K, pE11 (+1/K, I ) - (1/a)(pr, - pElpr ,+1)) + ( 1/ a)E1A,) 	 (18) 

The importance of equation (18) is that the infinite number of unknown A e.„,'s 
(s=0 ,..0) has been reduced dramatically to just A,. 
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Estimation proceeds by parametrizing A, in terms of the technology (cf. equa-
tion [12b]) and substituting actual for expected values in equation (18). Under 
rational expectations, the actual values represent the appropriate expectation up to 
an additive and orthogonal expectation error (McCallum, 1979), and thus equation 
(18) yields the following Euler equation model: 

- (1/a) 	- p li t+ ) + (1/a) At + ut 	 (19) 

ut = rt + et - p 

where the error tenn (u,) is a combination of technology shocks and expectation 
errors (e i's).' 7  

A third solution to the unobservable expectations problem is to forecast 
directly the unknown At÷, terms in At . A key element in direct forecasting models 
is the assumed stochastic processes governing A,, which, for expositional conve-
nience, can be specified as a first-order univariate autoregression: 

At = At-1+ e 	 (20) 

where it is an expectation parameter and e,is an expectation error. Under rational 
expectations ee  is orthogonal to all variables known to the firm in period t. Combining 
this assumption with equation (20), we compute the expected value of At., with 
information available at the beginning of period t with the following simple recursive 
relation: 

Et(At„) = ys+ ')t. t _ i  
The direct forecasting model has been implemented by estimating the equa-

tions describing forecasts and optimization either simultaneously or sequentially. In 
the former case, equation (21) is substituted repeatedly into the benchmark model 
of equation (14), thus replacing the unobserved E LM,/ as follows: 

00 

EIA) =  p  E t(À,,,J= 	E 	= t 	- py)) 	 (22) 

and generating the following closed-form model: 

1,1K,. (yla(1 - p 	X t ., - (1/a)pr, + ut 	 (23) 

where 1.4., contains only  i and is orthogonal to 	As with the implicit models, the 
estimated coefficients in equation (23) are an amalgam of the underlying expectation 
(14) and technology (a,p) parameters. These are identified by estimating the sto-
chastic forcing process (equation 1201) and the investment decision rule (equation 
[231) simultaneously. 

(21) 
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The sequential approach separates the forecasting of expected values from 
the estimation of technology parameters. In the first step, El./li) is quantified in 
terms of parameters and variables known at time t by e,stimating the expectation 
Parameter in equation (20) and then computing the EPLjs with equation (21) 
and EttiV with equation (12e) and a preset p. In the second step, the constructed 
LIA.) is inserted as a regressor in the benchmark model, and equation (14) is estimated. 

A FRAMEWORK FOR ESTIMATION 18  

WHICH MODEL? 

PROM A 'THEORETICAL PERSPECTIVE, EXPLICIT MODELS CLEARLY DOMINATE implicit models, 
as the latter suffer from problems of model consistency and expectations. However, 
the above review did not mention the empirical performance of explicit models, a 
consideration that reverses the ranking.' 9  

Implicit models perform well empirically. These models explain a reasonable 
amount of the variation in the aggregate data and, apart from the user cost, usually 
obtain coefficients that have the theoretically correct sign and are statistically and 
economically significànt. Moreover, despite the availability of many alternative 
specifications, implicit models containing output, user cost and liquidity variables 
continue to be the model of choice among forecasters. 

This favourable empirical performance is not enjoyed by explicit models. 
While explicit models provide attractive frameworks for ultimately understanding 
investment behaviour, their overall empirical performance has not been satisfactory. 
Thus, questions exist concerning the ability of the current generation of models to 
del iver empirical estimates that are useful in the analysis of public policies. 

The applied econometrician is thus faced with` the dilemma of choosing 
between implicit models that are dependable empirically but deficient conceptually 
or explicit models that have a solid theoretical foundation but a shaky empirical 
superstructure. Both approaches have strengths and weaknesses, and provide useful 
and complementary information. While some empirical successes have been 
achieved, explicit models are insufficiently "sturdy" to estimate price elasticities 
with panel data and draw inferences for tax policy. Furthermore, the implicit 
neoclassical model provides a direct estimate of the user cost elasticity of primary 
concern in this paper. Thus, we proceed with estimating a neoclassical model, 
though the concerns raised in the second part of this paper must temper our policy 
conclusions. 
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SPECIFICATION, ESTIMATION AND EMPIRICAL ISSUES 

THE MODEL TO BE USED IN THIS STUDY FOLLOWS FROM EQUATION (6) with several 
modifications discussed in this subsection: 

6 

lijK1,t-1 = 	Ecth(AUi,t_JUi,t4,-) 
/1) 

4 

+ E 
h.0 

4 

+ E 	 + 
11.0 

u= (pi ,,i/p1 )(ri , 1+6)(1 - m- zi. )/(1 - 	 (24b) 

where the i subscript indexes firms, CF represents cash flow, and cp is a constant 
that represents 5, as well as other firm-specific factors. Sales S replaces output as a 
measure of demand. An examination of alternative lag lengths indicated that lags 
of 0 to 6 for AUJU and lags of 0 to 4 for ASJS„., and CFu/Kce _, are adequate. 
The user cost  formula  is identical to equation (2a) except for the i subscripts, and 
is presented for expositional convenience. The elasticity of the long-run capital 
stock to changes in the user cost is captured by the sum of the a's (SUM(a)).e 

There are five important empirical issues that may seriously affect the esti-
mated a's and, hence, the implications for tax policy. First, critical to the empirical 
results is the manner in which AS, and AU, enter the regression. The version of the 
neoclassical model estimated by Jorgenson and his collaborators contains the composite 
term A(SILIL)/(SJU) entered as a distributed lag. Such a specification is justified 
under the assumption that expectations are static and cr=1 (cf. equation [51) or, 
under the alternative derivation based on non-static expectations of equation (6), 
that cr=1 and the expectation parameters for both sales and user cost are identical. 
In general, the estimated coefficients on the composite term will reflect a mixture 
of sales and user cost effects, and can generate misleading implications for policy 
evaluations. 21  Consider a situation where the relationship between investment and 
sales is stronger than that between investment and user cost. Estimated coefficients 
from a regression using A(S/U)/(S/L1) will exceed coefficients on the user cost 
from a regression where ASIS and AUX, have been entered separately. Thus, the 
version of the neoclassical model with a composite term, often used in policy analysis, 
may overstate the effects of changes in fiscal and monetary policies, operating through 
14 on investment spending. This bias has been confirmed empirically in a number 
of studies,n and is avoided in the estimates reported in this paper by estimating separate 
distributed lags for sales and user cost variables. 

Second, a firm's financial structure may matter for investment, and this issue 
has been investigated extensively. For example, with aggregate data, Sinai and 

(24a) 
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Eckstein (1983) found that an interest coverage variable is an important determi-
nant of investment. However, in reviewing the results from a number of models, 
Jorgenson (1971, p. 1133) concluded that "variables associated with internal 
finance do not appear as significant determinants of desired capital in any model 
that also includes output as a significant determinant." 

Recent work with panel data has found a more substantial role for financial 
variables, especially for firms which may face information problems in capital 
markets. 23  If a firm has access to internal sources of funds for investment, it need 
flot  resort to debt or new equity, which may involve higher costs due to capital market 
frictions. The financial variable used most often in this context is internal cash 
flow. The estimated a's will be affected by this financial variable if cash flow is sig-
nificant, and cash flow and the user cost variables are correlated. To examine the 
impact of financial structure, cash flow, scaled by the beginning-of-period capital 
stock, is included in some of the regressions. 

As an aside, this formulation of finance constraints does not follow directly 
from an economic model. In an explicit model, Chirinko and Schaller (1995) 
developed the theoretical conditions under which a liquidity variable enters a Q 
investment equation. Since implicit models are not as closely related to a formal 
optimizing framework, the approach in Chirinko and Schaller is not of immediate 
use. In the present study, we assume that internal funds enter the model only to 
account for short-term finance constraints and, thus, affect the timing of investment 
along the transition path between steady states (cf. Coen, 1971). Under these 
assumptions, cash flow does not affect lc in equation (2a), 24  but enters the invest-
ment equation in levels scaled by the firm's capital stock. 25  

Third, an advantage of a panel data set is that it allows for different responses 
by  firms. Ideally, both intercept and slope coefficients would be permitted to vary 
by firm. This more general model cannot bc estimated because of too few degrees 
:3f freedom We restrict the slope coefficients to be the same across firms, and this 
nomogeneity restriction is evident in CqUatiOn (24) by the absence of i subscripts 
on the a, j3 and y coefficients. It is feasible, however, to allow each firm to have its 
own intercept, an important generalization because firm-specific depreciation rates 
entering the model of equation (24) generate an a priori reason to expect firm -specific 
fixed effects. 26 If variation in O's across firms is not permitted, estimates of the a, [3 
and Y coefficients can be distorted. 

Equation (24) is estimated in three ways. We begin by maintaining that Oi =cfr 
for all firms, and estimate a pooled model. This  specification has the advantage that 
it uses all the variation in the data, but has the disadvantage that the O's are forced 
to be equal. Fixed effects can be allowed for with either mean-difference or first-
difference  estimators. The mean-difference estimator subtracts the firm-specific 
means from all variables entering equation (24), and is equivalent to adding con-
stants for each firm. The pooled model is nested within the mean-difference model, 
and an F-test can evaluate the restriction that 0,-, (1) for all i. An alternative method 
to deal with fixed effects eliminates the O's directly by differencing the data by 
firrns . 27 
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Fourth, errors in measuring the regressors can lead to coefficient estimates that 
are too close to zero relative to their  "truc" values. As noted in the Introduction, 
user cost is a relatively simple concept with which to represent the complexities of 
the tax code and may not capture important features, e.g., tax loss carry forwards. 18 

 Ballentine (1986) reported that only 8.1 percent of the dollar volume of corporate tax 
increases (over a five-year period) in the 1986 tax act in the United States are reflected 
in the variables entering Ug . Further measurement error might enter because of margins 
along which firms optimize that are omitted in the neoclassical framework. 29  

We test for user cost measurement error by comparing estimates of the sums 
of the a's from mean-difference and first-difference models. The first-difference 
estimator generates coefficients that are asymptotically equivalent to those from 
the mean-difference estimator under the assumption that the model is correctly 
specified. If the regressors are measured with error, however, coefficients estimated 
using a first-difference estimator will be closer to zero (asymptotically) than those 
estimated using a mean-difference estimator. 30  

To understand the impact of heterogeneity and measurement error, pooled, 
mean-difference and first-difference estimates are presented for each sector. 

Fifth, since the regressors are predetermined but not exogenous, coefficient 
estimates may be affected by a simultaneous equation bias due to correlations 
between e g  and any of the regressors. As noted earlier, simultaneity could account 
for estimated user cost elasticities that are too close to zero relative to their "true" 
values. Instrumental variables is the appropriate econometric technique for addressing 
this problem, and the extensive variation in micro data may provide better instru-
ments than can be obtained at the aggregate level. 

When using instrumental variables, the choice between mean-difference and 
first-difference estimators is important. As with most studies, this paper uses lagged 
regressors as instruments. Lags should be valid instruments because they are likely 
to be correlated with the included predetermined variables and, under the assumption 
that  e,,  is serially uncorrelated, uncorrelated with the error term. However, if mean-
difference data are used, then the latter condition will not hold because of a correlation 
between the future values of the regressor used to compute its mean and the con-
temporaneous error term. 31  This problem does not arise when using first-differences 
to remove fixed effects. Thus, to account for simultaneity (as well as measurement 
error), we present first-difference estimates with instrumental variables. 

THE DATA SET AND THE "CANADIAN SECTORS" 

To ESTIMATE EQUATION  (24),  WE LINKED TWO UNIQUE DATA SOURCES that each 
provide information needed to estimate user cost elasticities. We obtained information 
on the user costs (maintained by Data Resources, Inc. [DRID for 26 different capital 
assets (24 types of equipment and two types of structures) and created industry-
specific user costs as a weighted average of the asset user costs. The weights are the 
proportion of capital accounted for by each of these assets for 26 different industries." 
This industry information is then merged with the firm-level Compustat data using 
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each firm's SIC code." These data provide important micro-level variation in user 
costs that should prove helpful in estimating the effects of tax and other policies. 

The investment, sales and cash flow data come from the extensive Compustat 
"full coverage" files. Selecting usable data for regressions and computing the necessary 
lags resulted in a sample of 4,118 firms from all sectors of the economy that provide 
26,227 usable annual observations for the regressions from 1972 to 1991. 

These data are then grouped into 12 sectors for which Industry Canada has 
mandated responsibility for following ongoing developments. These 12 sectors were 
defined by the Canadian SIC categories listed in Appendix A. The sectors used in 
this study are constructed from the SIC codes in the corresponding U.S. industries 
(also listed in Appendix A). Note that this grouping is non-exclusive (as some U.S. 
firms are in several "Canadian sectors") and non-exhaustive (as 18 percent of the 
observations  are not used in any of the sectors). Also, there are no U.S. data in the 
sample for the environmental affairs sector (No. 5). The total number of non-
duplicative observations in the 11 sectors is 21,516. 

Four variables enter the regression model. The variable 	is the investment- 
capital ratio (firm and industry subscripts are suppressed for simplicity). Investment 
is Compustat's capital expenditure variable from the firm's uses of funds statements, 
and represents spending on plant and equipment. 34  Capital is the estimated constant 
dollar replacement value of plant and equipment. The t-1 subscript on the capital 
stock indicates that it is measured at the beginning of each accounting year. Sales 
is taken from the Compustat net sales figure, and is deflated by the appropriate 
industry output price deflator. The growth rate in real sales is represented by 3,Se/St „. 
Cash flow  (CF)  which is scaled by the beginning-of-period capital stock is defined 
as net after-tax income plus non-cash charges, where the latter is primarily depreciation. 
The measure of cash flow is adjusted for deferred taxes and equity — corrected for 
net losses and earnings; dividend payments are not subtracted. The 3,11/Ut ., vari-
able is the percentage change in the user cost defined in equation (24b). 

Summary statistics for the 11 sectors are presented in Table 1 for the period 1972 
t° 1991, which is the full period over which lags are computed." Two measures of stan-
dard deviation are reported: STD which measures all of the variation in a particular 
variable and WFSTD, the within-firm standard deviation computed by subtracting 
f‘‘trin means from each variable before computing the standard deviation, i.e., the data are 
rnean-differenced" before computing the standard deviation. Thus, STD reflects 

both cross-section and time-series variation, while WFSTD reflects only the latter. 
The investment-to-capital ratios (Panel 1) have mean values that range from 

15  percent to 21 percent, and exhibit a great deal of variability, as the STDs are 
equal to or slightly greater than the means. The user costs average somewhat 
greater than 20 percent (Panel 2), and they generally fall during the sample period 
,(Panel 3). For three model variables — AU/11,., and 3,SISt ., — differences 
between STD and WFSTD are modest. Thus, a great deal of variability remains even 
after the data are "mean-differenced." However, for  CF/K,.,, WFSTD is markedly 
lower than STD, and the differences vary across industries. These characteristics of 
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the cash flow data reflect, inter alfa, the positive impact of economic depreciation 
on cash flow and the dispersion of depreciation rates across industries. 

EMPIRICAL RESULTS 

THIS SECTION CONTAINS EMPIRICAL RESULTS FOR THE  li SECTORS. Eight estimates 
are computed for each sector. For the model without cash flow, the least 

squares estimates are presented with the data pooled, mean-differenced and first-
differenced, and instrumental variable estimates only with the data first-differenced. 
These four estimators are recomputed with a model that includes a distributed lag 
of cash flow. The focus is on a discussion of the coefficient sums in Table 2 with a 
particular emphasis on the user cost elasticities, i.e., the sum of the a's. (Estimates 
of individual coefficients are available from the authors on request.) 

To begin, a model without cash flow and with pooled data is examined utilizing 
all the variation in the panel data set. The elasticities range widely from +.047 (No. 1) 
to -1.683 (No. 12). This dispersion is not unanticipated. The user cost elasticities 
are partly determined by the underlying production technologies (cf. equation [5]), 
and it seems reasonable to expect that the degree of substitutability of labour and 
capital varies across sectors. Eight of the 11 user cost elasticities are negative and 
statistically significant. 36  In contrast to results with aggregate data (cf. Chirinko, 
1993), most of these initial results are quite large and suggest the possibility of 
uncovering substantial elasticities with firm-level data. 

Much recent work in investment has been concerned with the role played by 
financial conditions with cash flow as a proxy. Omitting cash flow from the regression 
may distort estimates, and this potential distortion is examined by including cash 
flow in the pooled regressions. In all regressions, the sums of cash flow coefficients 
are positive and statistically significant. This role for cash flow comes at the 
expense of the sales growth coefficients which are uniformly lower. Cash flow 
appears to be an important element in the investment equation." Thus, in the 
remainder of this study, we focus on regressions with cash flow, though Table 2 also 
contains results without cash flow with which to draw comparisons. 38  

The pooled estimates considered so far are based on the potentially important 
homogeneity assumptions that the intercepts are the same across firms within a sector. 
The mean-difference and first-difference estimators allow for varying intercepts across 
firms. As reported in tables 2 and 3, estimates of the user cost elasticity based on the 
mean difference estimator are usually larger (in absolute value) than the pooled esti-
mates. The information (No. 12) sector estimate is unchanged, while the user cost 
elasticities for chemias (No. 4) and manufacturing (No. 9) are closer to zero. Thus, 
controlling for fixed effects is important in estimating user cost elasticities accurately. 

First-differencing the data is an alternative way to eliminate fixed effects. If the 
model is specified properly, then the mean-difference and first-difference estimates 
will be close together. However, if measurement error is pre-sent in the user cost variable, 
the elasticities from the first-difference model would be closer to zero than the elastic-
ities from the mean-difference model. For 10 of the 11 sectors, the first-differenced 
elasticities are either roughly equal to or greater than (in absolute value) the 
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TABLE 1 

SUMMARY STATISTICS 

Variable:  4t-1 

Within-Firm 
Standard 	Standard 
Deviation Deviation No. of No. of 

Sector Name 	Mean Median 	(STD) 	(WFSTD) Firms Observ. 

0.178 All Firms 0.128 	0.209 0.165 	3,296 	21,516 

Variable:  

Within-Firm 
Standard 	Standard 
Deviation Deviation 	No. of No. of 

Sector Name 	Mean Median 	(STD) 	(WFSTD) Firms Observ. 

1. Plastics 	0.210 	0.213 	0.024 	0.012 	193 	1,369 2. Aerospace 	0.218 	0.215 	0.019 	0.014 	205 	1,351 
3. Automotive 	0.205 	0.198 	0.027 	0.012 	212 	1,439 4. Chemicals 	0.223 	0.222 	0.010 	0.008 	282 	1,799 6. Fashion 	0.224 	0.223 	0.023 	0.012 	513 	3,264 7. Forest 	 0.229 	0.226 	0.014 	0.013 	150 	1,072 8. Health 	 0.240 	0.234 	0.024 	0.011 	324 	1,836 
9. Manufacturing 	0.213 	0.211 ' 	0.018 	0.012 	1,393 	9,451 10. Service 	0.260 	0.264 	0.036 	0.016 	854 	5,176 11. Transportation 	0.221 	0.217 	0.052 	0.017 	313 	1,910 12. Information 	0.216 	0.213 	0.026 	0.012 	934 	5,855 

All Firms 	0.226 	0.220 	0.0.33 	0.013 	3,296 	21,516 

(cont'd) 
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TABLE 1 (continued) 

SUMMARY STATISTICS 

Variable: AU4t/Ui,t-1 

Within-Firm 

Standard 	Standard 

Deviation Deviation No. of No. of 

Sector Name 	Mean Median 	(STD) 	(WFSTD) Firms Observ. 

1. Plastics 	-0.009 	-0.014 	0.048 	0.045 	193 	1,369 
2. Aerospace 	-0.029 	-0.033 	0.041 	0.039 	205 	1,351 
3. Automotive 	-0.014 	-0.016 	0.049 	0.046 	212 	1,439 
4. Chemicals 	-0.012 	-0.018 	0.045 	0.044 	282 	1,799 
6. Fashion 	-0.020 	-0.023 	0.043 	0.040 	513 	3,264 
7. Forest 	-0.024 	-0.030 	0.042 	0.041 	150 	1,072 
8. Health 	-0.018 	-0.023 	0.041 	0.039 	324 	1,836 
9. Manufacturing 	-0.019 	-0.023 	0.045 	0.042 	1,393 	9,451 
10. Service 	-0.020 	-0.032 	0.074 	0.065 	854 	5,176 
11. Transportation 	-0.004 	-0.020 	0.112 	0.099 	313 	1,910 
12. Information 	-0.024 	-0.030 	0.039 	0.037 	934 	5,855 

All Firms 	-0.019 	-0.024 	0.053 	0.048 	3,296 21,516 

Variable: 

Within-Firm 

Standard 	Standard 
Deviation Deviation No. of No. of 

Sector Name 	Mean Median 	(STD) 	(WFSTD) Firms Observ. 

1. Plastics 	1,06435 224.782 	1,904.93 	395.527 	193 	1,369 
2. Aerospace 	1,439.90 	97.249 	3,351.23 	902.301 	205 	1,351 
3. Automotive 	2,913.14 104.918 	12,075.80 	2,534.490 	212 	1,439 
4. Chemicals 	1,152.36 221.151 	3,100.10 	558338 	282 	1,799 
6. Fashion 	624.75 136.198 	1,322.54 	299.436 	513 	3,264 
7. Forest 	1,227.87 177.682 	2,559.60 	620.107 	150 	1,072 
8. He2I th 	806.98 114.249 	1,855.38 	466.271 	124 	1,816 
9. Martufuertrring 1,613.01 	107.632 	7,432.74 	1,491.650 	1,393 	9,451 
10. Service 	1,23611 	196.489 	.5,4b3.41 	1,155,910 	854 	5,176 
11. Transportation 	883.02 202.733 	I ,7 I 7.22 	490.606 	313 	1,910 
12. Information 	772.78 	71.194 	3,386.74 	717.665 	934 	5,855 

All Firms 	1,425.34 153.385 	5,996.73 	1,217.360 	3,296 	21,516 

(cont'd) 
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TABLE 1 (continued) 

SUMMARY STATISTICS 

Variable:  

Within-Firm 
Standard 	Standard 
Deviation Deviation No. of No. of Sector Name 	Mean Median 	(STD) 	(WFSTD) Firms Observ. 

1. Plastics 	0.037 	0.019 	0.241 	0.213 	193 	1,369 2. Aerospace 	0.033 	0.023 	0.253 	0.225 	205 	1,351 3. Automotive 	0.025 	0.011 	0.267 	0.238 	212 	1,439 4. Chemicals 	0.054 	0.039 	0.261 	0.225 	282 	1,799 6. Fashion 	0.032 	0.022 	0.241 	0.213 	513 	3,264 7. Forest 	 0.020 	0.006 	0.220 	0.194 	150 	1,072 8. Health 	 0.069 	0.052 	0.295 	0.255 	324 	1,836 9. Manufacturing 	0.021 	0.011 	0.253 	0.228 	1,393 	9,451 10. Service 	0.031 	0.022 	0.260 	0.223 	854 	5,176 11. Transportation 	0.040 	0.017 	0.279 	0.250 	313 	1,910 12. Information 	0.030 	0.022 	0.247 	0.215 	934 	5,855 

All Firms 	0.030 	0.019 	0.248 	0.218 	3,296 21,516 

Variable: CF‘
t/IS,t-I 

Within-Firm 
Standard 	Standard 
Deviation Deviation No. of No. of Sector Name 	Mean Median 	(STD) 	(WFSTD) Firms Observ. 

1. Plastics 	0.198 	0.169 	0.280 	0.192 	193 	1369 2. Aerospace 	0.267 	0.288 	0.546 	0.400 	205 	1,351 3. Automotive 	0.209 	0.185 	0.375 	0.259 	212 	1,439 4. Chemicals 	0309 	0.256 	0.661 	0.291 	282 	1,799 6. Fashion 	0.267 	0.231 	0.485 	0.285 	513 	3,264 7. Forest 	 0.188 	0.163 	0.331 	0.245 	150 	1,072 8- 1 Ipa I th 	0.292 	0.252 	0.543 	0314 	324 	1,836 9. Manufacturing 	0.217 	0.188 	0.475 	0 291 	1393 	9,451 10. Service 	0.257 	0.211 	0.497 	0,302 	854 	5,176 I 1  - Ti-anbporta t ion 	0.190 	0.128 	0.396 	0.244 	313 	1,910 12. Informntion 	0.247 	0,207 	0.557 	0.35.1 	934 	5,855 
All Firms 	0.233 	0.192 	0.459 	0.284 	3,296 	21,516 

(cont'd ) 
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TABLE 1 (continued) 

SUMMARY STATISTICS 

Variable: K1 

Within-Firm 

	

Standard 	Standard 

	

Deviation 	Deviation 	No. of 	No. of 
Sector Name 	Mean 	Median 	(STD) 	(WFSTD) 	Firms 	Observ. 

1. Plastics 	 790.586 	84.765 	1,547.15 	275.877 	193 	1,369 
2. Aerospace 	394.649 	24.302 	949.63 	266.056 	205 	1,351 
3. Automotive 	943.181 	31.484 	3,976.47 	538.661 	212 	1,439 
4. Chemicals 	622.553 	63.822 	1,988.84 	384.414 	282 	1,799 

6. Fashion 	 300.213 	36.052 	831.84 	162.982 	513 	3,264 
7. Forest 	 852.120 	54.470 	1,756.04 	352370 	150 	1,072 
8. Health 	 344.705 	26.669 	8.37.80 	215.231 	324 	1,836 
9. Manufacturing 	969.291 	34.294 	4,565.90 	604364 	1,393 	9,451 
10. Service 	 227.212 	34.938 	588.58 	151.496 	854 	5,176 
11. Transportation 	1,048.560 	104335 	2,418.63 	580.730 	313 	1,910 
12. Information 	886.490 	22.166 	7,135.74 	2,728.760 	934 	5,855 

All Firms 	884.997 	44.697 	4,90331 	1,495.610 	3,296 	21,516 

Note: 	The within-firm standard deviation is computed by subtracting firm means from each variable 
before computing the standard deviation. This statistic measures variation in the time 

dimension only in the particular variable. Sector 5, Environmental Affairs, is missing 
because there are no corresponding firms in the Compustat data base. The statistics in the 

rows labelled "Al!  Firms" are computed after all duplicate observations are removed. 

mean-differenced elasticities. (The transportation sector [No. 11] is the exception.) 
Measurement error in the user cost variable does not appear to be a problem, and a 
prime suspect in prior low estimates of the user cost elasticity is found "not guilty." 

The final econometric issue concerns simultaneity, and we employ the first 
difference estimator with instrumental variables." The impacts are quite similar, as the 
user cost elasticity falls (in absolute value) in 10 sectors (health [No. 8] being the excep-
tion with a very modest increase).4° The standard  errors rise noticeably, and preclude 
firm inferences from being drawn. In all 11 sectors, the hypothesis that the user cost 
elasticity is zero cannot be rejected — but neither can the hypothesis that it is unity. 

Two caveats should be kept in mind in interpreting these results. As noted in 
several places in sections two and three of this paper, the estimated elasticities rep-
resent an amalgam of technology, delivery lag and expectation parameters. The 
Lucas Critique is a reminder that these elasticities, regardless of how precisely they 
are estimated, may not be invariant to alternative policies and that policy evaluations 
must be tempered accordingly, especially when considering radical reforms. 
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A second caveat is that the sectoral elasticities presented here cannot be 
«
weigh ted - up"  (with capital or investment weights) to estimate an aggregate user 

cost elasticity. Given the definitions of the "Canadian sectors," some firms appear in 
more than one industry, and a weighted average would double-count the impact of these 
overlapping firms. Furthermore, the reported elasticities, which tend to be for estab-
lished manufacturing and mining firms, are only a subset of the elasticities for all 
firms in the economy. The impact of these missing sectors may be sizable. For example, 
the manufacturing and mining sectors accounted for less than 25 percent of the capital 
stock in the United States in 1989, while transportation/public utilities and finance/ 
insurance/real estate each accounted for approximately 20 percent:el While the 
estimates presented in this study are an accurate reflection of the sectors for which 
they  are computed, they cannot form the basis for an aggregate user cost elasticity. 

SUMMARY, CONCLUSION AND FUTURE RESEARCH 

THIS PAPER HAS PRESEN'TED A VARIETY OF ESTIMATES of the elasticity of investment 
spending to the user cost of capital. This elasticity is important for policy makers 

because it is one of two channels through which public policies can alter economic 
behaviour and enhance economic performance. At present, suitable  data for Canadian 
firms do not exist, and elasticity estimates were computed for U.S. firms grouped to 
correspond to sectors in the Canadian economy. The data set contained substantial 
firm-level variation relative to prior studies, and the panel structure permitted an 
evaluation of several factors that might distort estimates of the user cost elasticity. 

Summary estimates of the user cost elasticity for models with cash flow are 
Presented in Table 3, which is ordered by the preferred estimates appearing in 
cc)lumn 4. These first-difference/instrumental variable estimates range from -1.664 
t° '0 .054. Unfortunately, the point estimates are 'accompanied by relatively large 
standard errors. In all 11 sectors, the hypothesis that the user cost elasticity is zero 
cannot be rejected, but the hypothesis that it is unity cannot be rejected either. 
'rhos, the overall finding is that there is too much imprecision in these estimates to 
reach firm conclusions about the sensitivity of sectoral investment spending to 
variation s  in investment incentives. 

A comparison of columns 3 and 4 of Table 3 reveals that much of this impre- 
on arises with the use of instrumental variables, which are necessary to control 

fOr  simultaneity. This suggests searching for better instruments within the context 
of the first-difference estimator or using estimators that avoid simultaneity problems 
rnore efficiently. An alternative way to improve precision is to use more data. While 
expanding  the data set would prove quite difficult, more data can be brought to 
bear for a given user cost estimate by defining the sectors more broadly. Estimation 
issues aside, while the sectoral groupings used here are valid, they can, nonetheless, 
° I.11 Y approximate the activities of firms in the Canadian sectors. The collection of 
suitable Canadian firm-level data must be a high priority for future research. 
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CHIRINKO & MEYER 

TABLE 2 

SUMMARY REGRESSION RESULTS 

Sector 1: Advanced Materials and Plastics 

Regression Without Cash Flow: 

lid  i1(0 - 1 =a6a.jàtii,jU 1 +,34(L)3SidSi,+0+e,,. 

	

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 

Regression 	Mean 	 First 	Instrumental 

	

(01 =4) 	Difference 	Difference 	Variables 

SUM(a) 	0.047 (0.243) 	-1.034 (0.344) 	-1.256 (0.584) 	-1.178 (0.671) 

SUM(g) 	0.275 (0.033) 	0.171 (0.040) 	0.182 (0.080) 	0.279 (0.148) 

SSE 	 29.439 	19.158 	29.969 	 30.701 

R-squared 	0.066 	0.037 	 0.029 	 0.015 

Obs. 	 1,369 	1,369 	 1,174 	 1,174 

Regression Including Cash Flow: 

I1,j1( 1=a6(L)AUJUo _ 1 +P4(L)AS 4 1S40+y4(L)CF411S,,.,+.0i+eo  

	

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 
Regression 	Mean 	First 	Instrumental 

	

(01 = 4) 	Difference 	Difference 	Variables 

SUM(a) 	-0.203 (0.221) 	-0.578 (0.341) 	-1.080 (0.581) 	-0.886 (0.730) 

SUM(P) 	0.109 (0.032) 	0.050 (0.042) 	0.105 (0.084) 	0.200 (0.176) 

SUM(7) 	0.326 (0.019) 	0.286 (0.038) 	0.178 (0.083) 	0.174 (0.205) 

SSE 	 24.087 	18.216 	29.337 	32.708 

R-squared 	0.236 	0.084 	 0.049 	 0.019 

Obs. 	 1,369 	1,369 	 1,174 	 1,174 

(cont'd) 
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THE USER COST OF CAPITAL AND INVESTMENT SPENDING 

TABLE 2 (continued) 

SUMMARY REGRESSION RESULTS 

Sector 2: Aerospace and Defence 

Regression Without Cash Flow: 

1/(4-1=a6(1-)U1lU1+f34(1-) 3S1,1S + Oi+ei.e 

sum(cy) 

sum (f ) 

SSE 

R-squared 

Ob€. 

Pooled 
Regression 

(OF-0) 

-0.802 (0.511) 

0.626 (0.045) 

60.740 

0.150 

1,351 

Fixed Effects 
Mean 

Difference 

-2.131 (0.649) 

0.419 (0.060) 

46.855 

0.070 

1,351 

Fixed Effects 
First 

Difference 

-1.837 (1.292) 

0.228 (0.115) 

68.628 

0.021 

1,144 

First-Difference 
Instrumental 

Variables 

-1.511 (1.894) 

0.459 (0.214) 

77.660 

0.012 

1,144 

Regression Including Cash Flow: 
Ii,t/Ku .,=a6(L)AVUu _ i +f34(L)AVS,, t« ,+y,(L)CF4 1Ki,, -1+0c+ey  

SIN(a) 

SVM(P) 

SI-JM(y) 

ssE 

R-Squared 

066 . 

Pooled 
Regression 

(OF 4) 

-0.838 (0.488) 

0.412 (0.047) 

0.176 (0.016) 

55.071 

0.230 

1,351 

Fbced Effects 
Mean 

Difference 

-1.515 (0.618) 

0.105 (0.063) 

0.294 (0.026) 

41.626 

0.174 

1,351 

Fixed Effects 
First 

Difference 

-1.474 (1.266) 

0.017 (0.123) 

0.230 (0.056) 

65.282 

0.069 

1,144 

First-Difference 
Instrumental 

Variables 

-0.054 (2.057) 

0.174 (0.274) 

0.408 (0.142) 

83.277 

0.021 

1,144 

(cont'd) 
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CHIRINKO & MEYER 

TABLE 2 (continued) 

SUMMARY REGRESSION RESULTS 

Sector 3: Automotive 

Regression Without Cash Flow: 

It. /1S._,=a6(L)AUJUtt ..+[34(L)AStiSt.„+-Fet. 

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 

Regression 	Mean 	 First 	Instrumental 

(0,=0) 	Difference 	Difference 	Variables 

SUM( a) 	-0.642 (0346) 	-1.558 (0.471) 	-1.916 (0.946) 	-0.273 (1.280) 

SUM(/3) 	0.498 (0.041) 	0.271 (0.050) 	0.197 (0.095) 	-0.006 (0.185) 

SSE 	 52.868 	34.645 	 56.155 	 61.633 

R-squared 	0.107 	 0.054 	 0.019 	 0.015 

Obs. 	 1,439 	 1,439 	 1,224 	 1,224 

Regression Including Cash Flow: 

I1 ./K.4 . 1 =a6(L)AU1lUti . 1 + f34(L)AS t ./St .. 1 +1,4(L)CF‘X1 ,... 1 +01+e,,, 

	

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 

Regression 	Mean 	 First 	Instrumental 

	

(0E-0) 	Difference 	Difference 	Variables 

SUM(a) 	-0.470(0.315) 	-0.693 (0.452) 	-1376 (0.928) 	-0344 (1.318) 

SUM(P) 	0.192 (0.042) 	0.019 (0.052) 	0.018 (0.098) 	0.065 (0.267) 

SUM(y) 	0.307 (0.018) 	0.361 (0.034) 	0.328 (0.071) 	-0.044 (0.189) 

SSE 	 43.655 	30.977 	 53.472 	 59.308 

R-squared 	0.263 	 0.154 	 0.066 	 0.018 

Obs. 	 1,439 	 1,439 	 1,224 	 1,224 

(cont'd) 
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SUM(m 

SSE 

R -squared 

Obs . 

THE USER COST OF CAPITAL AND INVESTMENT SPENDING 

TABLE 2 (continued) 

SUMMARY REGRESSION RESULTS 

Sector 4: Chemicals and Bio-technology 

Regression Without Cash Flow: 

fiSt-I=Œ6(1-MUJUieta-MS4iS-1+0i+ei,, 

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 
Regression 	Mean 	First 	Instrumental 

(01 =0) 	Difference 	Difference 	Variables 

-1.296 (0.402) 	-0.512 (0.356) 	-0.334 (0.699) 	-0.426 (0.827) 

0.575 (0.036) 	0.236 (0.053) 	-0.137 (0.098) 	-0.440 (0.225) 

68.776 	42.731 	65.256 	 71.401 

0.137 	0.029 	 0.018 	 0.017 

1,799 	1,799 	 1,517 	 1,517 

Regression Including Cash Flow: 

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 
Regression 	Mean 	First 	Instrumental 

(0,=0) 	Difference 	Difference 	Variables 

	

-1.191 (0.397) 	-0.533 (0.342) 	-0.632 (0.684) 	-0.615 (0.836) 

	

0.521 (0.037) 	0.036 (0.054) 	-0.315 (0.099) 	-0360 (0.271) 

	

0.052 (0.008) 	0.243 (0.024) 	0.296 (0.051) 	0.080 (0.235) 

	

66.501 	39.358 	62.098 	68.146 

	

0.166 	0.106 	 0.066 	 0.022 

	

1,799 	1,799 	 1,517 	 1,517 

(coned) 

StAil( a) 

SI-JM(S) 

SUM( y) 

SSE 

R -squared 

Obs, 
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CH1R1NKO & MEYER 

TABLE 2 (continued) 

SUM/vIARY REGRESSION RESULTS 

Sector 6: Fashion, Leisure and Household Products 

Regression Without Cash Flow: 

l  

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 

Regression 	Mean 	 First 	Instrumental 

(0i=46) 	Difference 	Difference 	Variables 

SUM(n) 	-0.529 (0.196) 	-2.071 (0330) 	-1.720 (0.559) 	-1.136 (0.794) 

SUM(g) 	0.446 (0.025) 	0.268 (0.032) 	0.207 (0.060) 	0.216 (0.132) 

SSE 	 93.482 	61.862 	98.783 	 98.841 

R-squared 	0.101 	0.048 	 0.014 	 0.008 

Obs. 	 3,264 	3,264 	 2,749 	 2,749 

Regression Including Cash Flow: 

I, JIC,=oe,(L)AU,IU,,,_,+/34(L)ASidS+y4 (L)CF411(,,,.,+0,-Feo  

Pooled 	Fbced Effects 	Fixed Effects 	First-Difference 

Regression 	Mean 	 First 	Instrumental 

(1),=0) 	Difference 	Difference 	Variables 

SUM(a) 	-0.216 (0.189) 	-1.695 (0.322) 	-1.571 (0.552) 	-0.798 (0.898) 

sum(ffi 	0.322 (0.025) 	0.115 (0.034) 	0.086 (0.063) 	0.161 (0.375) 

SUM(y) 	0.127 (0.008) 	0.199 (0.017) 	0.220 (0.038) 	0.279 (0.208) 

SSE 	 85.877 	58.238 	95.845 	101.579 

R-squared 	0.174 	0.103 	 0.043 	 0.011 

Obs. 	 3,264 	3,264 	 2,749 	 2,749 

(cont'd) 
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SUM( )) 

SSE 
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Obs ,  

THE USER COST OF CAPITAL AND INVESTMENT SPENDING 

TABLE 2 (continued) 

SUMMARY REGRESSION RESULTS 

Sector 7: Forest Industries and Building Products 

Regression Without Cash Flow: 
I  

4t-i=a6(1-)iUidni+P4(1--MS0/Sid-i+Oi+eid 

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 

Regression 	Mean 	 First 	Instrumental 

(0,=0) 	Difference 	Difference 	Variables 

-0.381 (0.544) 	-1.026 (0.530) 	-1.750 (0.826) 	-0.922 (1.081) 

0.570 (0.044) 	0.383 (0.062) 	0349 (0.127) 	0.262 (0.260) 

24.874 	18.955 	31.849 	 33.097 

0.152 	0.063 	 0.051 	 0.023 

1,072 	1,072 	 918 	 918 

SUM(0e) 

S UM(M 

SSE 

R-squared 

Obs. 

Regression Including Cash Flow: 

i +74(L)CF,J1S,,.,+0,+e 4 , 

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 

Regression 	Mean 	 First 	Instrumental 

(0i=0) 	Difference 	Difference 	Variables 

	

-0.028 (0.489) 	-0.265 (0.487) 	-1.604 (0.788) 	-0.659 (1.112) 

	

0.233 (0.045) 	0.103 (0.061) 	0.080 (0.126) 	0.184 (0.292) 

	

0.269 (0.019) 	0.393 (0.037) 	0.545 (0.083) 	0.400 (0.146) 

	

19.900 	 15.654 	 28.716 	 29.577 

	

0.322 	 0.226 	 0.144 	 0.041 

	

1,072 	 1,072 	 918 	 918 

(cont'd) 
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CHIRINKO & MEYER 

TABLE 2 (continued) 

SUMMARY REGRESSION RESULTS 

Sector 8: Health Care Industries 

Regression Without Cash Flow: 

11S=a6(L)AULJU 1 . 1 +134(L)AS 4 1S 1 +(ki+ei,, 

SUM(a) 

SUM(P) 

SSE 

R-squared 

Obs. 

Pooled 

Regression 

(01=0) 

-1.710 (0.545) 

0.489 (0.039) 

115.269 

0.106 

1,836 

Fixed Effects 

Mean 

Difference 

-1.521 (0.550) 

0.005 (0.059) 

78.830 

0.034 

1,836 

Fixed Effects 

First 

Difference 

-1.079 (1.006) 

-0.384 (0.115) 

120.894 

0.019 

1,510 

First-Difference 

Instrumental 

Variables 

-1389 (1.243) 

-0.221 (0.248) 

124.295 

0.019 

1,510 

Regression Including Cash Flow: 

Ii,i/K.0 . 1 =a6(L)AUJU+[34(L)AS0/S,.,+y4(L)CF411Cm  -1 +(te r+ei,t 

Pooled 	Fixed Effects 	Fixed Effects 

Regression 	Mean 	 First 

(0E-(0 	Difference 	Difference 

SUM(a) 	-1.377 (0.533) 	-1.474 (0.535) 	-1.373 (0.990) 

SUM(/3) 	0.402 (0.039) 	-0.196 (0.060) 	-0.574 (0.117) 

SUM(y) 	0.138 (0.014) 	0.315 (0.031) 	0.414 (0.068) 

SSE 	 108.852 	73.686 	116.285 

R-squared 	0.156 	0.097 	 0.057 

Obs. 	 1,836 	1,836 	 1,510 

First-Difference 

Instrumental 

Variables 

-1.426 (1.396) 

-0.047 (0.325) 

-0.014 (0.315) 

148.097 

0.021 

1,510 

(cont'd) 
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sum(p) 
SSE 

R -squared 

Obs . 

sum(co 
sUM(p 

sum(r) 
SSE 

R -squared 

Obs . 

THE USER COST OF CAPITAL AND INVESTMENT SPENDING 

TABLE 2 (continued) 

SUMMARY REGRESSION RESULTS 

Sector 9: Manufacturing and Processing Technologies 

Regression Without Cash Flow: 

t-i+• 	3S4teg,i-1+0i÷eid 

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 

Regression 	Mean 	 First 	Instrumental 

(Oi=0) 	Difference 	Difference 	Variables 

	

-1.480 (0.133) 	-1.821 (0.181) 	-1.628 (0.358) 	-1.667 (0.585) 

	

0.549 (0.016) 	0.355 (0.021) 	0.203 (0.044) 	0.447 (0.106) 

	

356.491 	261.022 	419.511 	430.184 

	

0.126 	0.052 	 0.013 	 0.012 

	

9,451 	9,451 	 8,046 	 8,046 

Regression Including Cash Flow: 

lunSt -i= a6 	 L »,+134(L)ASe,,,_,+y 4 (L)CF0/1S,+0; +ei, t  

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 

Regression 	Mean 	 First 	Instrumental 

(0,=0) 	Difference 	Difference 	Variables 

	

-1.313 (0.130) 	-1.102 (0.176) 	-1.461 (0.350) 	-0.968 (0.653) 

	

0.425 (0.017) 	0.114 (0.022) 	-0.002 (0.046) 	0.261 (0.137) 

	

0.126 (0.005) 	0.299 (0.012) 	0.309 (0.026) 	0399 (0.110) 

	

334.966 	238.010 	402.004 	478.648 

	

0.179 	0.136 	 0.054 	 0.014 

	

9,451 	9,451 	 8,046 	 8,046 

(cont'd) 
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CHIRINKO & MEYER 

TABLE 2 (continued) 

SUMMARY REGRESSION RESULTS 

Sector 10: Service Industries and Capital Projects 

Regression Without Cash Flow: 

Iv  /Kw _ 1 =a6(L)AU0/1Ju _ 1 +,34(L)ASue 1 +Oi+Ei, i  

	

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 

Regression 	Mean 	 First 	Instrumental 

	

(01=0) 	Difference 	Difference 	Variables 

SUM(a) 	-0.753 (0.118) 	-0.917 (0.154) 	-0.874 (0.332) 	-1.308 (0.564) 

SUM(p) 	0.483 (0.021) 	0.393 (0.029) 	0.247 (0.061) 	0.562 (0.117) 

SSE 	 246.866 	159.645 	278.209 	324.440 

R-squared 	0.121 	0.077 	 0.020 	 0.012 

Obs. 	 5,176 	5,176 	 4,314 	 4,314 

Regression Including Cash Flow: 

Io/Ku _ 1 =a6(L)àllo/Uo.,+fl4(L)AS0/Si,,,_,+y4(L)CF0/Ku. 1 +01 -4-E0, 

	

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 

Regression 	Mean 	 First 	Instrumental 

	

(01=0) 	Difference 	Difference 	Variables 

SUM(a) 	-0.481 (0.114) 	-0.627 (0.148) 	-0.612 (0325) 	-0.549 (0.577) 

SUM([3) 	0.330 (0.022) 	0.226 (0.030) 	0.153 (0.063) 	0.459 (0.124) 

SUM(y) 	0.168 (0.008) 	0.261 (0.016) 	0.267 (0.037) 	0.298 (0.108) 

SSE 	 225.445 	145.026 	265.659 	301.138 

R-squared 	0.197 	0.161 	 0.064 	 0.018 

Obs. 	 5,176 	5,176 	 4,314 	 4,314 

(cont'd) 
_ 
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Regression Including Cash Flow: 

ii.e&g, 1 .,=a6(L)AVU 1 +/34 (L)ASi1/S4, 

Pooled 
Regression 

(0,=0) 

Fixed Effects 
Mean 

Difference 

Sum( a) 

sl-Ni (p) 

sum( 7) 

ssE 

R-squared 

Obs . 

-0.428 (0.100) 

0.247 (0.028) 

0.165 (0.012) 

49.804 

0.199 

1,910 

-0.723 (0.130) 

0.135 (0.035) 

0.187 (0.020) 

34.122 

0.144 

1,910 

THE USER COST OF CAPITAL AND INVESTMENT SPENDING 

TABLE 2 (continued) 

SUMMARY REGRESSION RESULTS 

Sector 11: Transportation Industries 

Regression Without Cash Flow: 

ei,i-i=e6(1-)AUidgii+fla(L)&S‘A+Oifeid 

SUM(a) 

SVM(/3) 

SSE 

R-squared 

Obs , 

Pooled 
Regression 

(01=0) 

-0.636 (0.103) 

0.341 (0.028) 

54.802 

0.119 

1,910 

Fixed Effects 
Mean 

Difference 

-0.897 (0.132) 

0.181 (0.036) 

36.452 

0.085 

1,910 

Fixed Effects 
First 

Difference 

-0.512 (0.271) 

0.004 (0.069) 

55388 

0.008 

1,595 

First-Difference 
Instrumental 

Variables 

-0.647 (0.364) 

0.269 (0.119) 

61.557 

0.015 

1,595 

»1 +y4 (L)CF4,/Ki, t  

Fixed Effects 
First 

Difference 

-0.383 (0.270) 

-0.059 (0.070) 

0.279 (0.056) 

53.609 

0.040 

1,595 

-1+0c+ei,t 

First-Difference 
Instrumental 

Variables 

-0.373 (0.452) 

0346 (0.191) 

0.404 (0.242) 

85.063 

0.019 

1,595 

(cont'd) 

53 



CHIRINKO & MEYER 

TABLE 2 (continued) 

SUMMARY REGRESSION RESULTS 

Sector 12: Information and Telecommunications Industries 

Regression Without Cash Flow: 

IL,L  /K„ «,=a6(L)AULe/Uv«i+$4(L)ASJS,4«,+(bi+ei,t  

	

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 
Regression 	Mean 	 First 	Instrumental 

	

(0,=0) 	Difference 	Difference 	Variables 

SUM(a) 	-1.683 (0.279) 	-2.597 (0.364) 	-1.766 (0.706) 	-2.998 (1.185) 

SUM(13) 	0.668 (0.022) 	0.511 (0.031) 	0.266 (0.066) 	0.338 (0.184) 

SSE 	 291.914 	206.377 	352.371 	354.124 

R-squared 	0.158 	0.091 	 0.020 	 0.009 

Obs. 	 5,855 	5,855 	 4,912 	 4,912 

Regression Including Cash Flow: 

I.,11Cu«,=a6 (L)AU,IL/i. , « ,+134 (L)AS0/S,,,..,+y4(L)CFiliC4,_,+0i-Feu  

	

Pooled 	Fixed Effects 	Fixed Effects 	First-Difference 
Regression 	Mean 	 First 	Instrumental 

	

(0,=0) 	Difference 	Difference 	Variables 

SUM(a) 	-1.747 (0.271) 	-1.732 (0.349) 	-1.777 (0.690) 	-1.664 (1.407) 

SUM(P) 	0.479 (0.024) 	0.170 (0.033) 	0.012 (0.069) 	0.571 (0.278) 

SUM( y) 	0.135 (0.007) 	0.309 (0.015) 	0.299 (0.032) 	0.134 (0.109) 

SSE 	 273.754 	185.799 	335.989 	458.880 

R-squared 	0.210 	0.181 	 0.066 	 0.011 

Obs. 	 5,855 	5,855 	 4,912 	 4,912 
	 - 

Note: 	Estimates of equation (24) as described in the text. 	Standard errors are in parentheses. 
Individual coefficient estimates are available from the authors on request. The polynomials 
in the lag operators 40, I34 (L) and 74 (L) are of the order 6, 4 and 4 and contain contem-
poraneous values. SUM(a), SUM(/3) and SUM(y) are the sums of the estimated coeffi-
cients; 0, is an estimated, firm-specific constant. For the fixed effect models, the R.1  statistic 
does not include the variance explained by the firm effects. These statistics are, therefore, 
not comparable across estimators. The instrumental variables are described in endnote 39. 

-- 
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THE USER COST OF CAPITAL AND INVESTMENT SPENDING 

TABLE 3 
USER COST ELASTICITIES 

Equation (24) With Cash Flow 

Least Squares 	 Instrumental 

Variable 

Pooled 	Mean 	First 	First 
Difference 	Difference 	Difference 

(1) 	 (2) 	 (3) 	(4) 

Information 	 -1.747 	-1.732 	-1.777 	-1.664 
(N0. 12) 	 (.271) 	(.349) 	(.690) 	(1.407) 

Health 	
- 1377 	-1.474 	-1.373 	-1.426 (No. 8) (.533) 	(.535) 	(.990) 	(1.396) 

Manufacturing 	 -1313 	-1.102 	-1.461 	-.968 (No. 9) (.130) 	(.176) 	(.350) 	(.653) 

Plastics 	 -.203 	-.578 	-1.080 	-.886 
(N0. 1) 	 (.221) 	(.341) 	(.581) 	(.730) 

Fashion 	 -.216 	-1.695 	-1.571 	-.798 (No. 6) 	 (.189) 	(.322) 	(.552) 	(.898) 
Forest 

-.028 	-.265 	-1.604 	-.659 (No. 7) 
(.489) 	(.487) 	(.788) 	(1.112) 

Chemicals 	 -1.191 	-.533 	-.632 	-.615 (No. 4) 
(397) 	(.342) 	(.684) 	(.836) 

Service 	 -.481 	-.627 	-.612 	-.549 
( ‘10 . 10) 	 (.114) 	(.148) 	(.325) 	(.577) 

TransPortation 	 -.428 	-.723 	-.383 	-.373 (No, 11) 
(.100) 	(.1.30) 	(.270) 	(.452) 

Automotive 	 -.470 	-.693 	-1.376 	-.344 (No, 3) 
(315) 	(.452) 	(.928) 	(1.318) 

Aerospace 	 -.838 	-1.515 	-1.474 	-.054 (No, 2) 
(.488) 	(.618) ' 	(1.266) 	(2.057) r------..._ 

Sector  

N'te: Elasticiry estimates are from Table 2. Standard errors in parentheses. The rows are ordered from the largest to smallest elasticities (in absolute value) appearing in column 4. 
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371 
245, 371, 379 
3519, 3592, 3694, 
3714 
3647, 3694, 3714 
3465, 3714 
3493, 3714 

3255 	3714 
3256 	3089,3714 

3257 	2396,2399,2531 
3259 	3429,3599,2531 

5520 	3429, 3599, 3714 
6310 	369, 371, 501, 753 
6330 	551, 552 
6340 	554, 754 
6350 	501, 553 
6390 	753, 754 
1510 	301 

3230 
3240 
3251 

3252 
3253 
3254 
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APPENDIX A 

SECTOR DEFINITIONS AND STANDARD 
INDUSTRIAL CLASSIFICATION 

Canada 
SIC 

USA 
sicaz 

1. ADVANCED MATERIALS AND PLASTICS (AMP) 
Plastics, Rubber Hose and Belting Industry 
Other Rubber Products 
Plastic Products Industries 
Plastic and Synthetic Resin Industry 

2. AEROSPACE AND DEFENCE (AD) 
Aerospace and Defence 
Aircraft and Aircraft Parts Industry 

Other Communication and Electronic Equipment 
Industry 

3. AUTOMOTIVE (AUTO) 
Motor Vehicle Industry 
Truck and Bus Body and Trailer Industries 
Motor Vehicle Engine and Engine Parts Industry 

Motor Vehicle Wiring Assemblies Industry 
Motor Vehicle Stampings Industry 
Motor Vehicle Steering and Suspension Parts 

Industry 
Motor Vehicle Wheel and Brake Industry 
Plastic Parts and Accessories for Motor Vehicle 

Industry 
Motor Vehicle Fabric Accessories Industry 
Other Motor Vehicle Accessories, Parts and 

Assembly 
Motor Vehicle Parts and Accessories, Wholesale 
Automobile Dealers 
Gasoline Service Stations 
Automotive Parts and Accessories Stores 
Motor Vehicle Repair Shops 
Other Motor Vehicle Services 
Tire and Tube Industry 

1520 
1590 
1600 
3731 

305 
267, 301, 305, 306 
26, 30 
2821, 3087 

359, 372, 376 
3210 	3625, 3651, 3661, 

3663 
3359 	3669, 3812, 7629 
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3710 	281,282,286,287 
3720 	281,287 
3740 	283,384 
3750 	285 
3760 	284,329 
3770 	284 
3790 	284,286,287,289, 

348 

4990 	495,496 

1711 	3111 
1712 	3021,3142,3143, 

3144,3149 
1730 	3161,3171,3172 
1790 	3131,3172,3199 
1811 	2281,2282,2296, 

2823,2824,3229 
3229 

1821 	2231,2281,2282 
1829 	2211,2221,2261, 

2262,2269,2281, 
2282 

1831 	2257,2258 
1911 	2297,2299 

	

1921 	2273 

	

1931 	2394 

	

1991 	2241,2258,2397 

	

1992 	2231,2253,2254, 
2257,2258,2261, 
2262,2269,2295, 
2396 

	

1993 	2211,2221,2258, 
2391,2392,2591 

	

• 1994 	3842 

	

1995 	2296 
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4. CHEMICALS AND BIOTECHNOLOGY (CFI) 
Industrial Chemicals Industries N.E.C. 
Agricultural Chemical Industries 
Pharmaceutical and Medicine Industry 
Paint and Varnish Industry 
SoaP and Cleaning C,ompounds Industry 
Toilet Preparations Industry 
Other Chemical Products Industries 

5. ENVIRONMENTAL AFFAIRS (FA) 43  
Other Utility Industries N.E.C. 

6. FASHION, LEISURE AND HOUSEHOLD PRODUCTS 

(FLHP) 
Leather Tanneries 
Footwear Industry 

Luggage, Purse and Handbag Industry 
Other Leather and Allied Products Industry 
SYnthetic Fibre and Filament Yam Industry 

Wool Yarn and Woven Cloth Industry 
°tiler Spun Yarn and Woven Cloth Industry 

Broad Knitted Fabric Industry 
Natural Fibres Processing and Felt Products 

Industry 
Carpet, Mat and Rug Industry 
Canvas and Related Products Industry 
Narrow Fabric Industry 
Contract Textile Dyeing and Finishing Industry 

Household Products Of Textile Materials 
Industry 

Hygie 
	Of Textile Materials Industry 

Tire Cord Fabric Industry 
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Other Textile Products Industries N.E.C. 

Men's and Boys' Coat Industry 

Men's and Boys' Suit and Jacket Industry 
Men's and Boys' Pants Industry 
Men's and Boys' Shirt and Underwear Industry 

Men's and Boys' Clothing Contractors 

Women's Coat and Jacket Industry 

Women's Sportswear Industry 
Women's Dress Industry 
Women's Blouse and Shirt Industry 
Women's Clothing Contractors 

Children's Clothing Industry 

Sweater Industry 

Occupational Clothing Industry 

Glove Industry 

Hosiery Industry 
Fur Goods Ind US try 
Foundation Garment Industry 
Other Clothing and Apparel Industry, 

N.E.C. 

Wooden Household Fu rn iture Industry 
Upholstered Household Furniture Industry 
Other Household Furniture Industries 
Metal Office Furniture Industry 
Other Office Furniture Industries 
Bed Spring and Mattress Industry 

1999 	2259, 2284, 2298, 
2299, 2392, 2393, 
2395, 2396, 2399, 
2672 

2431 	2311, 2329, 2385, 
2386 

2432 	2311, 2329 
2433 	2325, 2329 
2434 	2253, 2254, 2321, 

2322, 2326 
2435 	2311, 2321, 2322, 

2323, 2325, 2326, 
2329 

2441 	2337, 2339, 2385, 
2386 

2442 	2253, 2337, 2339 
2443 	2253, 2335 
2444 	2253, 2331 
2445 	2253, 2331, 2335, 

2337, 2339, 2341, 
2395 

2451 	2253, 2254, 2341, 
2361, 2369, 2385 

2491 	2253, 2329, 2339, 
2369 

2492 	2311, 2326, 2337, 
2339, 2389, 3842 

2493 	2259, 2381, 3089, 
3151, 384 

2494 	2251, 2252 
2495 	2371 
2496 	2342 
2499 	2253, 2254, 2322, 

2323, 2329, 2339, 
2341, 2353, 2384, 
2385, 2387, 2389, 
2396 

2611 	2511,2517,5712 
2612 	2512,2515 
2619 	2514,2519 
2641 	2522,2531 
2649 	2529,2522 
2691 	2515 
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Hotel, Restaurant and Institutional Furniture 

Other Furniture and Fixture Industry N.E.C. 
Commercial Printing Industries 

Platemaking, Typesetting and Bindery Industry 
Publishing Industries 
Combined Publishing and Printing Industry 
Stationery Paper Products Industry 

Small Electrical Appliance Industry 
Major Appliance Industry 
Electric Lighting Industry 
Sporting Goods Industry 

Floor  The,  Linoleum and Coated Fabric Industry 

7. FOREST INDUSTRIES AND BUILDING 
PRoDucrs (FLHP) 

Sawmill, Planing Mill and Shingle Mill Products 
Industries  

Veneer  and Plywood Industries 
Wooden Box and Pallet Industry Coffin and Casket Industry 
Pulp and Paper Industry 
Paper Box and Bag Industries Coated and Treated Paper Industry 

PaPer Consumer Products Industry 
Other Converted Paper Products Industry 

Sash, Door and Other Millwork Industries 

Other Wood Industries 

8.
HEALTH CARE INDUSTRIES (HCI) Pharmaceutical and Medicine Industry 

Toilet Preparations Industry 
- Health and Social Service Industries 

2692 	2531, 2541, 2542, 
2599, 3821 

2699 	2426, 2499, 2591 
2810 	273, 275, 276, 277, 

278 
2820 	278, 279, 738 
2830 	271, 272, 273, 274 
2840 	271, 272, 273, 274 
2792 	2621, 2675, 2677, 

2678, 2679 
3310 	363 
3320 	358, 363 
3330 	322, 364, 399 
3931 	3089, 3429, 3648, 

3751, 3944, 3949 
3993 	2295, 3069, 3996 

2510 	242,244 

2520 	243 
2561 	2441,2448,2449 
2581 	3995 
2710 	249,261,262,263 
2730 	262,263,265,267 
2791 	2671,2672,2679, 

3861 
2793 	2621,2676 
2799 	2621,2655,2656, 

2675,2679,3497 
2540 	242,243,245,249, 

254 
2590 	244,249 

283, 384 
284 
41, 80, 83, 86, 87, 
89, 96 

3740 
3770 
8600 
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3191 	3561, 3563, 3564 
3193 	3553 
3199 	3519, 3524, 3537, 

3541, 3542, 3545, 
3546, 3547, 3549, 
3552, 3554, 3555, 
3556, 3559, 3562, 
3564, 3565, 3567, 
3569, 3582, 3586, 
3589, 3999 

3913 	3579, 3873 
3914 	3851 
3970 	399 
3990 	209, 229, 239, 259, 

274, 305, 306, 317, 
329, 365, 369, 384, 
393, 395, 396, 399, 
807 

2990 	334, 335, 336, 339, 
346, 349 

3020 	344 
3070 	343, 356, 358, 363 
3080 	351, 359, 371 
3090 	305, 329, 339, 342, 

343, 344, 346, 348, 
349, 359, 364, 382, 
399 

3110 	352 
3120 	358 

3010 	344 
3194 	3511, 3566, 3568, 

3593, 3594 
3370 	351, 354, 361, 362, 

367, 369, 769 
3380 	335 

3390 	362, 364, 366, 369 
4910 	491,493  
3610 	291,299  
3690 	295, 299 
4920 	492,493  
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9. MANUFACTURING AND PROCESSING 

TECHNOLOGIES (MPT) 
Compressor, Pump and Industrial Fan Industry 
Sawmill and Woodworking Machinery Industry 
Other Machinery and Equipment Industries 

N.E.C. 

Clock and Watch Industry 
Ophthalmic Goods Industry 
Sign and Display Industry 
Other Manufactured Products Industries 

Other Rolled, Cast and Extruded Non-Ferrous 
Metal Products Industry 
Fabricated Structural Metal Products Industry 
Heating Equipment Industry 
Machine Shop Industry 
Other Metal Fabricating Industries 

Agricultural Implement Industry 
Commercial Refrigeration and Air Conditioning 

Equipment 
Power Boiler and Heat Exchanger Industry 
Turbine and Mechanical Power Transmission 

Equipment 
Electrical Industrial Equipment Industry 

Communications and Energy Wire and Cable 
Industry 

Other Electrical Industries (Batteries, etc.) 
Electrical Power Systems Industry 
Refined Petroleum Industries 
Other Petroleum and Coal Products Industries 
Gas Distribution Systems Industry 
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3192 	3531, 3532, 3533, 
3534, 3535, 3536, 
3537 

2720 	262, 295 
2910 	331, 332, 339 
2920 	331 
2940 	332 
2950 	333 
2960 	335, 336, 339, 346 
2970 	335, 336, 339 

3030 	254, 323, 344 
3040 	341, 344, 345, 346, 

347, 349 
3050 	331,335,339,342, 

345,  349,354  
3060 	342, 352, 354, 399 
3510 	145, 325, 326 
3520 	324 
3540 	327 
3550 	327 
3560 	321, 322, 323 
3570 	329 
3580 	327 
3590 	289,305,325,327, 

328,329  
3920 	334, 335, 347, 349, 

384, 391, 396 

729, 872 
731, 733, 738, 873, 
874 

7750 	78, 138, 738, 871, 
873, 874, 899 
738, 811 
60,  61,67  
60, 61, 62, 63, 67 
63, 94 
60, 61, 62, 67 
65 
64, 65 
421, 431, 738 

7730 
7740 

7760 
7100 
7200 
7300 
7400 
7500 
7600 
4840 
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Construction and Mining Machinery and 
Materials Handling 

Asphalt Roofing Industry 
Primary Steel Industries 
Steel Pipe and Tube Industry 
Iron Foundries 
Non-Ferrous Metal Smelting and Refining Industry 
Aluminum Rolling, Casting and Extruding Industry 
CoPper and Alloy Rolling, Casting and 

Extruding 
Ornamental and Architect, Metal Products Industry 
Stamped, Pressed Coated Metal Products 

Wire and Wire Products Industries 

Hardware, Tool and Cutlery Industries 
Clay Products Industries 
Hydraulic Cement Industry 
Concrete Products Industry 
Ready-Mix Concrete Industry 
Glass and Glass Products Industries 
Abrasives Industry 
Lime Industry 

Other Non-Metallic Mineral Industries 

Jewellery and Precious Metal Industries 

10. SERVICE INDUSTRIES AND CAPITAL 
PROJECTS (SICP) 

Accounting and Bookkeeping Services 
Advertising Services 

Architecture, Engineering and Other Scientific 

Offices of Lawyers and Notaries 
Cons. and Business Finance Intermediary Industries 
Investment Intermediary Industries 
Insurance Industries 
Other Financial Intermediary Industries 
Real Estate Op. Industry (Except Developers) 
Insurance and Real Estate Agent Industries 
Postal and Courier Service Industries 
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Petroleum Products Industries, Wholesale 
Food, Beverage, Drug and Tobacco Industries, 

Viiholesale 
Apparel and Dry Goods Industries, Wholesale 
Household Goods Industries, Wholesale 
Motor Vehicles, Wholesale 
Metals, Hardware, Plumbing, Heating and 

Building 
Farm Machinery, Equipment and Supplies, 

Wholesale 
Construction, Forestry and Mining Machinery 

E,quipment 
Industrial Machinery, Equipment and Supplies, 

Wholesale 
Other Machinery, Equipment and Supplies, 

Wholesale 
Other Products Industries, Wholesale 
Shoe, Apparel, Fabric and Yarn Industries, Retail 
Household Furniture, Appliances and Furnishings 

Industry 
Recreational Vehicle Dealers 

General Retail Merchandising Industry 
Other Retail Store Industries 

Non-Store Retail Industries 
Grain Elevator Industry 
Other Storage and Warehousing Industries 
Pipeline Transport Industries 
Service Industries Incidental to Crude Petroleum 
Service Industries Incidental to Mining 
Building Development and Construction 
Industrial and Heavy (Engineering) Construction 
Trading Contracting Industry 
Service Industry Incidental to Construction 

11. TRANSPORTATION INDUSTRIES (TRAN) 
Railroad Rolling Stock Industry 
Shipbuilding and Repair Industry 
Boatbuilding and Repair Industry 
Other Transportation Equipment Industries 
Other Service N.E.C. 

5100 	51,59  
5200 	51 

51 
50, 51 
501, 573 
50, 51, 52 

5710 	508,769  

5720 	508 

5730 	508 

5790 	502, 504, 506, 507, 
508, 509, 762, 769 

5900 	50,51  
6100 	56, 59 
6200 	57, 76 

6320 	555, 556, 557, 559, 
769 

6400 	53, 59 
6500 	52, 53, 56, 59, 73, 

76 
6900 	54, 59 
4710 	422 
4790 	422, 738 
4610 	461,492  
0910 	138 
0920 	108, 124, 148 
4000 	15, 16 
4100 	15, 16, 17 
4200 	7, 16, 17, 73, 76 
4400 	17, 65, 73, 87 

346, 351, 374 
373 
3732 
375, 379 
75, 609, 654, 738, 
752, 769, 869, 899 

5300 
5400 
5510 
5600 

3260 
3270 
3281 
3290 
9990 
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4540 

4570 

4580 
4510 

3361 

3362 
3369 

3341 
3351 
3352 

3370 

441, 442, 443, 444, 
448, 449 
411, 413,414,415, 
417 
411, 412, 489 
72, 138, 451, 452, 
731, 733, 799, 829, 
871 
458, 735 
401, 448, 474, 478 
449, 473, 478 
421, 422, 423 
721, 735, 784, 799 
751 

3571,3572,3575, 
3577 
3578,3579,3596 
3578,3579,3581, 
3596,3861,3999 
3651 
3661 
3661,3663,3671, 
3672,3674,3675, 
3676,3677,3678, 
3679,3699 
351,354,361,362, 
364,367,369,769 
335 
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Water Transport Industries 

Public Passenger Transit Systems Industry 

Other Transportation Industries 
Air Transport Industries 

Service Industries Incidental to Air Transport 	4520 
Railway Transport and Related Service Industries 	4530 
Service Industries Incidental to Water Transport 	4550 
Truck Transport Industries 	 4560 
?vlachinery and Equipment Rental and Leasing Services 9910 
Auto and Truck Rental and Leasing Services 	9920 

12. INFORMATION AND TELECOMMUNICATIONS 
INDUSTRIES (ITI 

Electronic Computing and Peripheral Equipment 

Electronic Office, Store and Business Machine 
Other Office, Store and Business Machine 

Record Player, Radio and Television Receiver 
Telecommunication Equipment Industry 
Electronic Parts and Components Industry 

Electrical Industrial Equipment Industries 

Communications and Energy Wire and Cable 	3380 
Industries 

Indicating, Record and Controlling Instruments 

Other Instruments and Related Products Industries 3912 

Cable Television Industry 
Telecommunications Carriers Industry 

3911 	3491, 3492, 3822, 
3823, 3824, 3825, 
3829 
3812, 3821, 3826, 
3827, 3829, 3841, 
3842, 3843, 3844, 
3845, 3861 

4814 	4841 
4821 	4812, 4813, 4822, 

4899 
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Computer Machinery, Equipment and Software, 	5744 	5045,5734 
Wholesale 

Computer and Related Service 	 7720 	737 

ENDNOTES 

1 This section draws on Chirinko (1993, sections II and III), which contains detailed references 
to the literature and a discussion of empirical results. 

2 The only dynamic element remaining is the expected one-period capital gain a ffecting r, 
in equation (2b). 

3 The geometric adjustment process is employed in equation (4) because, since  1 , and AY, 

have pronounced trends, it is preferable to specify the investment equation so all variables 

enter as ratios or rates. 
4 'There may be additional interaction between these real decisions and financial decisions 

(Nadeau, 1988). 
5 Since this alternative derivation depends on non-static expectations, it is plagued by an 

inconsistent treatment of delivery lags in the optimization problem. 
6 A similar criticism applies to the importance of putty-putty vs. putty-clay capital. Even 

if putty-clay considerations contribute to relatively low price effects, the underlying 

expectation parameters can lead to an elimination or reversal of the estimated roles of 
output and user cost in econometric equations. (Abel 119811 offered an alternative reason 

why the estimated response of investment to changes in relative prices and output may 
not provide any evidence on putty-putty vs. putty-clay capital.) Since the length of the 

distributed lags need not be equal, the assumption of extrapolative expectations in equation 

(6) provides a justification for the differing lag lengths (H e , HO for user cost and output 
frequently found in empirical work. 

7 The models analysed by Feldstein were examined critically by Chirinko (1987). See 
Feldstein (1987) for a response to Chirinko's study, and Feldstein and Jun (1987), lunge 

and Zarinnejadan (1986) and Sumner (1988) for further results. 
8 Fullerton (1984) provided an excellent discussion of various definitions of and differences 

in average and marginal returns and tax rates. 
9 With no loss in analytical insights but much saving in notation, it is assumed that 

production is affected by the end-of-period capital stock and, below, that the discount 

rate is constant. 
10 Note that pr, is a relative price, and pi„ used in the implicit models elsewhere in the 

paper, is an absolute price. 
11 An inconsistency (which is unlikely to be empirically important) enters many analyses 

because tax depreciation (z, in equation 1261), which accrues over time, is usually corn' 

puted under the assumption of static expectations, but expectations of other variables are 

computed under non-static assumptions. 
12 Under static expectations and an approximation about the steady-state capital stock, this 

adjustment cost model would also generate lags in an econometric equation. With these 
assumptions, we obtain the partial (or stock) adjustment model with 1, proportional to 
the spread between the actual and desired capital stocks. 

13 Additionally, the user cost of capital (equation 121) can be derived from equation (12b) 
or (I2d) when adjustment costs are absent, expectations are static, and the optimization 
problem is stated in continuous time (cf. Jorgenson, 1967, pp. 140-144). 
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14 Key assumptions and empirical results are discussed in detail in Chirinko (1993, Section 
Ill). 

1 5 Tax depreciation allowances accruing after period t on capital purchased prior to period 
t, i.e., past depreciation allowances, will enter as an additional positive term on the right 
side of equation (16). See Hayashi (1982, equations [5] and [141 ). Interest and principal 
PaYments on debt existing prior to, but paid after, period t enter in a similar manner, 
though on the left side of equation (16). In applied work, net current financial assets, 
inventory stocks, and other capital assets are added to the right side of equation (16). 
Goodwill and firm-specific human capital should also be included, but are difficult to 
measure. 

16 If adjustment costs are valued in terms of labour or new capital, then the term pr, in equation 
(17) would be replaced by pijw, or 1.0 respectively. 

17  Since ui  is correlated with the regressors, instrumental variables are needed to ensure 
consistency. The projection of an endogenous variable dated t-1-1 on the instruments 
dated t, t-I, etc. can be interpreted as a one-period ahead forecasting equation assumed 

18k 
 over the sample period. 

ln 
 This section draws on Chirinko et al. (1996). 

19  See Chirinko (1993, sections II and 111) for a discussion of the empirical results and 
°liner et al. (1995) for a comparison of the forecasting performance of several implicit 

and explicit models. 
20 To see  that the sum of the a's represent the elasticity of the long-run capital stock with 

respect to the user cost, consider the following abbreviated version of equation (24a): 
Cancelling es and dividing by AU/U yields 

an expression for the elasticity: (AK/K)/(AUIU)=SUM( a). Note that this derivation 

c) 
r

.,sePends on the user cost elasticity being identical across firms. 
utty-day considerations discussed in the second part of this paper also imply that the 

_ distributed lags on sales and user cost may differ. 22  See Eisner and Nadiri (1968, 1970), Eisner (1969, 1970), and Chirinko and Eisner 
(1982, 1983). Hall and Jorgenson (1969) comment on the first and third studies; Sinai 

„ and Eckstein (1983) on the fifth and sixth studies. 
" See Chirinko (1993) and Hubbard (1995) for recent surveys, Fazzari et al. (1988) for an 

fraPortant early contribution, and Chirinko and Schaller (1995) for a recent examination 
of Canadian firms. 

24  if cash flow affected the long-run capital stock, then the percentage change in cash flow 
25 Tss'ould enter the model. See Chirinko and Schaller (1995, Section 2.B). 

o 
ensure reasonable long-run properties for equation (24), the cash flow term should be 

considered relative to its long-run value,  (CF/K.,, - (CFIK)*,, where the effect of the latter 
2, firm-specific constant will be absorbed into 
° Rather than being treated as fixed constants, the 0,'s are sometimes modelled as a random 

variable. The resulting random-effects estimator is more efficient than the mean-difference 

an,.,.d fi rst-difference estimators used in this study. 1 lowever, the consistency of the random 
eitects estimator depends on the effects being uncorrelated with the regressors, a condition 

27  that is usually rejected in panel data. Sec  Chirinko et al. (1996) for the appropriate test. 
28  See Hsiao (1986) for further discussion of panel data estimators. 

See Auerbach (1983) and Chirinko (1993, Appendix) for details on the construction of 
the user cost variable. 
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29 These margins might include asset churning with insufficient recapture provisions, relations 
between the cost of leverage and the type of asset, alternative minimum taxes or endogenous 
capital depreciation and utilization. 

30 See Griliches and Hausman (1986) or Hsiao (1986) for further discussion of this test for 
measurement error. 

31 See AreIlano and Boyer (forthcoming) and Urga (1992) for further discussion. 
32 These weights are from the Bureau of Economic Analysis capital flow tables and reflect 

asset usage by establishment. The Compustat data reflect ownership by company. 
33 Since DRI user cost data are quarterly, we averaged them to obtain an annual user cost. 

The averages were computed at the firm level to account for different firm fiscal years. 
The user cost information is tailored to each firm's specific accounting period. 

34 Data limitations prevent a separate analysis of plant and equipment spending. 
35 Note that, given the use of lags and growth rates in the regression model, the dependent 

variable is defined for the period 1981 to 1991 for the pooled and mean-difference models, 
and for 1982 to 1991 for the first-difference models. 

36 Statistical significance is only one means for assessing "relative importance." Offier measures, 
such as economic significance, can also provide useful information, especially when eval, 

 uated with respect to specific policies. 
37 Given the importance of cash flow and its effect on sales growth and user cost coefficients, 

future work should explore whether cash flow's significant role is related to finance constraints 
or represents a proxy for current and future demand. 

38 Given this focus on models with cash flow, it may prove convenient to use Table 3 when 
examining only user cost elasticities. 

39 The instruments are lags 2 to 8 for AS/S and CF/K, and lags 2 to 10 for AU/U. 
40 There is no discernible pattern as to which of the user cost lag coefficients have the 

greatest impact on investment spending. In several sectors (numbers 1, 4, 6, 8 and 9) , 
 the largest impact is at the fifth or sixth lag. In other sectors, the largest coefficient is on 

the contemporaneous variable (numbers 2 and 12). A hump-shaped pattern with the 
largest impact at the second lag is evident for sector numbers 10 and 11. 

41 Even if data, which are representative of the economy as a whole, are available, an aggregate 
elasticity estimated as a weighted average of sectoral elasticities will not generally equal 
an aggregate elasticity estimated with data for all sectors. In the latter case, the weights 
are determined by each sector's contribution to the variance in the data, which need not 
correspond to capital-share or investment-share weights. 

42 The SICs for the United States are on a 1992 basis. 
43 No data available. 
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Aggregate National Accounts Data 

ABSTRACT 

CONCEPTUAL BASIS IS LAID OUT FOR MEASURING THE COST OF CAPITAL for A 
Corporations from data typically available in countries such as the United 

States, Canada and Japan. Attempts are made to carry out the measurement based 
°flboth the accounting records of individual companies and the aggregate National 
Ar ccounts data, supplemented by market information on the price of equity shares. 
or the United States, we find a consistent pattern from both sets of data, and the 

Lreal  e°st of capital after depreciation and before taxes fl uctuates around a point 
'etween 10 to 11 percent without a persistent trend. For Canada, the individual 
Company data cover too few companies for a too short period, and it does not seem 

"ible to obtain any reliable estimate from this set of data. The aggregate 
INational Accounts data for Canada, supplemented by some unpublished data sup-
plied i. uY Statistics Canada, suggest that the cost of capital in Canada is equal to or 
semewhat lower than that in the United States. For Japan, the individual company 
ace°unts and National Accounts data yield results that are apparently inconsistent. 
Attempts have been made to identify the sources of inconsistency, with one of the 
c°nclusions being that Japan's Economic Planning Agency can clarify critical causes 
elf  the inconsistency by explaining more clearly a part of the procedure for deriving 
sere of its National Accounts tables. Finally, we suggest that the extraordinarily high 
Price of land and the persistent real capital gains enjoyed by companies on their 
°.wnership of land until 1990 were an important cause leading to an underestima-
te of the cost of capital when the standard procedure is applied to Japanese data. 
j  e  believe this history is still affecting the expectations of market participants in 
apian,  and the current prices of land and equities are probably not sustainable 

11,1,n. ess a moderate but persistent rise in the real price of land is resumed. We believe 
ls is an important question for the Japanese economy, and it makes the need for 
a better explanation of the National Accounts data by the Economic Planning 
Agency especially urgent. 

71  



AN DO,  HANCOCK & SAWCHUK 

INTRODUCTION 

ffihe cost of capital is an important component of the total cost of producing 
output for most firms and, therefore, its magnitude, both absolute and relative 

(especially in comparison with the cost of labour), is critical information affecting 
decisions by management on the choice of technology, the scale of operations and 
the location of plants. The magnitude and time pattern of the cost of capital faced bY 
a group of firms, therefore, are an essential part of information needed by analysts 
wishing to understand the behaviour of these firms. 

At the same time, the cost of capital is a notoriously difficult concept to measure 
in practice. First, it is in principle a forward-looking concept,' but we seldom have 
information on the subjective assessment of future values of variables used by managers. 
Consequently, most students of the subject measure the ex post cost of using capital 
from accounting records and hope such ex post measurements, if they are taken over 
many firms and cover a fairly long period of time, would converge to the similarly 
averaged value of the forward-looking concept used in managers' decisions.' 

Second, the measurement of the cost of capital can be affected by a number 
of arbitrary accounting conventions and management decisions such as the choice 
of depreciation rules and inventory accounting methods. To establish some unifor,  
miry regarding these conventions among firms, especially among firms in different 
countries, can be an exceedingly difficult task. 

During the 1980s, a perception developed among U.S. business executives, 
especially of corporations competing with Japanese firms, that the cost of capital 
was noticeably lower in Japan than in the United States, and this was one reason 
why Japanese corporations appeared to outperform their U.S. counterparts. Evidence 
for this proposition was not fully convincing and, relatively late in this debate, 
Ando and Auerbach (1988a,b, 1990) attempted to estimate the cost of capital for  
corporations in the United States and Japan using data for firms listed on the New 
York and Tokyo stock exchanges. The idea was that, by using more extensive data and 
making adjustments to them so data for Japanese and U.S. firms were as compatible 
as possible, we might come closer to settling the argument one way or another. More 
important, if the cost of capital was different in these two countries, we might gain 
some insight into the causes of such differences. 

They concluded that, while in the United States, the accounting measure 
and the market measure of the cost of capital appeared reasonably close to each 
other when averaged over a fairly long period, in Japan the market measure 
appeared to be noticeably higher than the accounting measure. The market mea' 
sure of the cost of capital appeared similar for the two countries and, therefore, the 
accounting measure of the cost of capital in the United States looked noticeablY 
higher than in Japan. They explored a number of potential causes of this pattern 
and suggested, as a plausible hypothesis, a role played by the extraordinarily high 
price of land and the continual real capital gains which corporations in Japan 
enjoyed by their ownership of land. Since such real capital gains are not included 
in the measurement of earnings by firms, if these gains are in fact recognized bY 
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market participants and taken into account in valuing corporate shares, it may 
explain the discrepancy between the accounting and the market measures of the 
cost of capital and, hence, the difference between the cost of capital in the United 
States and Japan in terms of their accounting measures. 

Since the price of land and the value of equity have both declined sharply in 
Japan since 1990, the most recent data seem to offer an opportunity to test this 
hYPothesis. There is also an impression that the cost of capital in Canada is somewhat 
higher than in the United States. This seems surprising given the close integration 
of the capital markets of these two countries, at least for large companies with 
access to equity and bond markets in both countries. 

In this paper, we take another look at the cost of capital in the United States, 
Japan and Canada. Since we rely heavily on the accounting measure of earnings by 
firms, and these earnings may include the contribution of physical capital to the total 
value added of the firm as well as oligopoly rent, in the next section, we attempt to 
clarify the relationship between the accounting measure of earnings and the user 
cost of capital as usually understood in the literature on investment. We then report 
on our empirical investigation using both aggregate data and individual firm data 
and conclude with a discussion of remaining puzzles and their potential explanations. 

SOME CONCEPTUAL ISSUES 

CORPORATE PROFIT TAX, OLIGOPOLY RENT AND THE TERM STRUCTURE 
OF INTEREST RATES 
THE USER COST OF CAPITAL IS THE AMOUNT OF MONEY A FIRM PAYS in order to use 
one do llar's worth of capital for a period of time (one year). In the absence of taxes 
and under the assumption of perfect markets, this cost must be equal to the real 
required rate of return in the market plus the economic rate of depreciation. We 
are, however, embarking on an empirical measurement of the cost of capital actu-
allY incurred by firms, so we  must allow for corporate taxes, the presence of market 
i mperfection s  and other issues. In order to arrive at an operational formulation in 
which a measurable quantity can be interpreted as an approximation to the cost of 
Capital, we  po sit the following two equations: 

7 	c  f/32( - WE - z(p + 5) PI,K 

T Px7( = y[0 - T 9 WE + (1 ZT 	+ Pki<  

Where 

r: corporate profit tax 

T c : corporate profit tax rate 
P„: price of output (value added) 

X: value added measure of output 

(1) 

(2) 
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W: gross compensation per man hour, including all fringe benefits 

E: employment in manhours 

p: real rate of interest per year prevailing in the capital market 

5: economic rate of depreciation per year 

reproduction price of capital 

net stock of capital used in production 

rate of the depreciation allowed under the corporate profit tax law on K 
as a fraction of the total cost of capital, i.e., Z=z(p -1-5)PkK where Z is the 
depreciation allowed under the corporate profit tax 

markup factor, i.e., the pricing policy of the firm is assumed to require 
that the net of the tax value added is p. times the net of the tax cost of 
labour and the net of the tax cost of capital used. 

Equation (1) is a grossly simplified description of the corporate profit tax system 
embedded in U.S. tax law. We assume that the tax rate is proportional and ignore 
many fine points of the law. We also assume that the corporate tax applies to profits 
net of other taxes such as real estate and sales taxes so, in our empirical work, we 
define the value added of the firm as net of these indirect taxes. Employment taxes 
are included in the rate of compensation W. 

Equation (2) is the markup pricing rule applied to the net of tax prices. That is, 
it requires that the net of tax revenue (value added) should be y times the net of tax 
cost. 3  For this equation to make sense, we must have a homogeneous production 
function of degree one underlying the whole process, and we assume that this is true 
in the range of production activities actually observed. We suppose that the markup 
factor, y., may vary from one firm to another and over time but is not a function d 
the corporate tax rate c  or the rate of gross retum p b. It is instructive to rewrite 
equation (2) by dividing both sides of the equation by y (I - 

1 - r cZ 	 — WE + 	(p+ 5) PkK 	 (2a) 
1 - 

In equation (2a), the left-hand side is the total value added before it is marked up. 
On the right-hand side, the first term is the gross wage bill, and the second term is 
the gross return on capital which the firm must earn in order to pay the corporate 
profit tax and the return required on funds obtained in the market, and to cover 
economic depreciation. It is perhaps helpful to note that this term can be split as 
follows: 

T e(1 - z) 
(p+ e 13,K = (p + 5) 1),,K + 	 (p + 8) 13,,K 1  _ rc 	 _ 

1 - 1. `z 
(3) 

74 



COST OF CAPITAL FOR TFIE UNITED STATES, JAPAN AND CANADA 

The first term on the right-hand side is, of course, the market-required return 
and economic depreciation, and the second term is the tax payment. We may also 
note the identity: 

	 p 
)4• 

The first term on the right-hand side is gross value added, and the second 
term is the oligopoly rent earned by the firm. Substituting equation (2a) into equa-
tion (4) and then inserting the resulting expression into equation (1) and simplify-
ing, we obtain: 

	(P+) IV( 	 (la) 
1 - T 

Equation (la) says that the total corporate profit tax payment is the sum of 
the  oligopoly rent times the full tax rate and the gross cost of capital net of tax 
times the factor (1 -z) r 1(1 --r e). When z is unity, i.e., when the full cost of capital 
is  deductibl e  for corporate income tax purposes, the only corporate profit tax paid 
i s on the oligopoly rent. The corporate profit tax, therefore, does not have any 
impact on input decisions by corporations and, in this sense, is neutral (Samuelson 
Ile°rern). When z is zero, i.e., when none of the cost of capital is deductible for 
c°tPorate profit tax purposes, then corporations must earn 1/(1--r c) times the cost 
of Capital and pay 1-1(1 c) times the cost of capital as well as T c  times oligopoly 
r, ent  as the corporate profit tax. We can now decompose total sales net of intermediate 
inputs and rearrange it so the decomposed parts can be interpreted as correspond 
i

-
ng to familiar concepts appearing in the corporate sector of the national income 

and product accounts: 

- I - -2-‘) 	 PX + pPkK + c 	 
14. 

co  _ 
	 + PkK 

1 - 1-c  

ta 	The left-hand side of equation (5) represents, for the corporate sector, before 
)' corporate profits with inventory valuation adjustment and capital consumption .. 

ustment plus interest payments. 4  On the right-hand side, the first term is the oli-
g°P°1 Y rent after taxes, the second term is the market-required return on capital 
_utsed, and the third and fourth terms are corporate profit taxes on oligopoly rent and 
(neeost of capital, respectively. The important point here is that, on the basis of 
national income  and product account data or on the basis of standard accounting 
data,  such as those reported in the COMI'USTAT tape or its equivalent in other 

(4) 

(5) 
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countries, we can, at best, compute only the left-hand side of equation (5) and not 
individual items on its right-hand side. In other words, we cannot directly measure 
separately the required return in the market pPkK and the oligopoly rent after the 
corporate profit tax 

_   picK 

although we can obtain data for the total profit tax paid, i.e., the sum of the last 
two terms on the right-hand side of equation (5) 5  and, therefore, the sum of pP 
and 

T c) 	P K k 

We have set out to estimate the rate of return on capital by computing the 
ratio of income accruing to capital to the market value of capital. We have argued 
above that, by relying on the standard accounting records for firms or on national 
income and product accounts, we can measure the sum of oligopoly rents and 
income accruing to capital, before or after corporate profit taxes, but not each of 
them separately. Let us now turn our attention to the measurement of the market 
value of capital. 

Since there is no direct estimate of the market value of physical assets, the 
best we can do is to rely on the indirect estimate, namely, the total market value 01  

the firm defined as the sum of the market value of equity outstanding and the market 
value of the debt of the firm. 6  There are two basic problems with this measure. First, 
it is very likely that the amount of debt reported in the accounting records of a fie 
is the face value of debt, not the market value. When the long-term rate of inter' 
est fluctuates significantly, the market value can deviate markedly from the face 
value of debt and, thus, our estimate of the total value of the firm may be subject 
to serious errors. The same observation applies to the aggregate value of the debt of 
corporations reported in the Flow of Funds accounts in the United States and el 
the National Accounts in Japan. Second, as we have discussed above, the total cap' 
ital income of a firm includes oligopoly rent, and this means that the total market 
value of a firm must include the capitalized value of expected future oligopoly rent. 
In order to clarify the implications of the presence of oligopoly rent, consider a case 
in which the market value of physical capital is equal to its reproduction cost, and 
debt is also reported at its market value. Since economic depreciation is subtracted 
from the income accruing to capital, the existing capital can be perpetuallY 
replaced so current income may be viewed as a perpetuity. Under these assumptions 
and defining the ratio m by: 
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(I - 	P X 
m- 	

pIV( 

the ratio of net of tax income from capital to the market value of the firm is given 

(tn.+ 1) pPK 	m + I 
= P 	 

m  P   +I 
P+ 	 p + q 

where c1 is the risk premium demanded by the market for capitalizing oligopoly rent. 
Ir . is clear from the expression that, if q is zero, then the presence of oligopoly rent 

flot create any distortion when we measure the cost of capital by the ratio of 
r(Dtal income  accruing to capital as defined by the left-hand side of equation (5) to 
the total market value of the firm. 

A Parallel line of analysis applies to the effects of the ownership of natural 
resources  by the firm. To see this, it is helpful to write down an alternative version 
,?.f equation (5) in which it is assumed that there is no oligopoly rent, but that the 
'inn  cari  produce and sell (as a part of its product) N units of a natural resource, 
wp hose price is given to the firm as P. The government requires that a fraction d of 

1De included in the corporate profit tax base. Equation (5) then becomes: 

c (1 - z) 
P 	- SPkK = pl3kK + (1 - cd) PN + 	 (p 5) l'kK -r dP„N 	(5a) 

1 

The value of the firm must now include the present value of the future stream of 
 natural resources after tax, i.e., the future value of - rcd)PN. In light of our 

discussion of oligopoly rent above, we know that the condition under which the 
c°st ,of capital computed as the ratio of the left-hand side of equation (5a) to the ,. 
;°ta l market value of the firm will be unbiased by the presence of the natural 
esources ownership, is that the value of natural resources included in the market 

value of the firm is (I - rcd)P„Nlp. 
We would venture a guess that this condition is more likely to be violated in the  case of natural resources than with oligopoly rent. The reason for our conjec-

ture is that natural resources may be exhausted fairly quickly at the current rate of 
exelpitation or, alternatively, the stock of natural resources owned by the firm is 

u,ch  greater than the amount needed to enable its current rate of exploitation 
' nuefinitely. Since we have no information on the amount of natural resources 
°w  r ined by firms, we must proceed by ignoring its presence, having noted the nature 

oiases created due to our inability to deal with it explicitly. 

by: 

(6) 
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We must now review another rather complex question. For a firm faced with 
a decision of whether or not to invest in capital equipment that may last for a fairly 
long time, where the nature of the equipment is basically putty-day, the relevant 
rate of return is the real, long-term rate of return whose maturity is coincidental 
with the expected life of the equipment. On the other hand, for investors purchas' 
ing equities and the debt of the firm, presumably the most relevant measure of the 
profitability of such an investment is the one-period holding rate. The relationshiP 
between the one-period holding rate and the long-term real interest rate is a rather 
messy expression except in the limiting case of a perpetuity, whose rate of return we 
shall refer to as the capitalization rate. In that case, we have the relationship: 

= P: (4) 	 (7) 

where p`, is the capitalization rate for the perpetuity, (13•10 is the expected rate of 
change of p",, and R*, is the one-period holding rate associated with the security whose 
capitalization rate is  p.  It is the one-period holding rate which would be equili' 
brated in the market and, since the expected rate of change of the capitalization 
rate is not necessarily uniform among market participants, the capitalization rate 
itself is not necessarily equilibrated in the market. Since the cost of capital, p, 
closer to the capitalization rate than to the one-period holding rate, this is another, 
reason why the cost of capital may not be fully equalized among markets in severe 
countries. 

SPECIAL PROBLEMS IN COMPARING THE COST OF CAPITAL ACROSS 
COUNTRIES 

IN ADDITION TO ALL THE PROBLEMS TFIAT WE HAVE RAISED ABOVE, the costs of cell  
in two or more countries have an additional reason for remaining differentiate' 
namely, the exchange risk. Let us recall the standard uncovered arbitrage equate', 
involving the expected rate of change of the exchange rate and the differential °1  

the short-term interest rate between two countries given by: 

(R:i -Ref) - 	= 	 (8) 

where Rd and le are the real one-period interest rate in domestic and foreign eel 
tries, e, is the real exchange rate, (éL le,)« is the expected rate of change of the re° 

 exchange rate and is the risk premium plus random residual noise.7  
Even assuming that the variation of 77 is relatively small, movements of rh,,e  

expected rate of change of the exchange rate are bound to be quite signifie: 
Consider, for example, a case in which the exchange rate is expected to rise by 0.5 rie  
cent in a three-month period. This is equivalent to a 2 percent rise in the excharw 
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rate at an annual rate, which creates a gap of 2 percentage points in the interest 
rates with a three-month maturity in the two countries in question measured at an 
annual rate. This is clearly a very significant difference between the two real inter-
est rates. In Figure 1, we exhibit the three-month commercial paper rate for Japan 
and the United States. Between 1987 and 1994, we happen to have a direct mea- 
sure of the expected rate of change of the exchange rates among several currencies 
including the exchange rate between U.S. dollars and the yen.' Taking advantage 
of this availability, we exhibit in Figure 2 what U.S. residents should have expect-
ed to receive in dollars by holding three-month commercial paper in Japan. In one 
case, it is assumed that the directly observed expectation data in fact represents the 
exPectation of the person holding the commercial paper, and in the second case, 
Perfect foresight is assumed. It is easy to see not only that the realized rate of return 
on such an operation is very di fferent from holding a domestic commercial paper of 
similar quality, but the expectation and the realization can be very different from 
each other. 

We have outlined the more important reasons why the cost of capital in two 
countries may not equalize even when the mobility of capital between the two 
countries in question is nearly complete. First, there may be a significant difference 
between the short-term real rate of interest in two countries due to the expected 
rate of change of the exchange rate, and this difference may be quite volatile over 
time. Second, even if the short-term interest rates in the two countries are the 
same, when this is translated into long-term rates through an expression such as 
equation (7), the expected rate of change of the capiralization rate must be taken into 
account, and there is no reason why the expected rate of change of the capitalization 
rate must be identical in two countries. Third, there are a number of measurement 
Problems discussed above, and the order of magnitude of these measurement biases 
rnay not be the same between two countries. 

There are reasons for the deviation in the cost of capital between two countries 
even before the more commonly cited reasons — different risk premiums and differ-
ent fiscal systems — are introduced. These factors, moreover, are capable of creating 
quite large differences in the cost of capital among countries, and market forces 
would not necessarily eliminate these differences as long as the underlying causes 
Piers ist. It would also be extremely difficult to attribute a specific magnitude for 
tnese differences to a particular cause, unless we have a direct measurement of such 
quantitie s  as the expected rate of change of the capiralization rate and the expected 
rate of change of the exchange rate. 

Under these circumstances, as it was  donc in the earlier papers of Ando and 
Auerbach, in this paper we concentrate on reporting the observed differences in 
the cost of capital in three countries, and leave OUr speculation as to their causes to 
a brief section at the end. 
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MARGINAL VS. AVERAGE COST OF CAPITAL 

IT IS OFTEN ARGUED THAT THE AVERAGE RATE OF RETURN ON CAPITAL has little to do with 
the marginal rate, and it is the marginal rate that must be used in the construction 
of the gross rent for the use of capital which, in turn, must be equated to the mar-
ginal value product of capital. Professor Jack Mintz makes the point again in his 
written comment on an earlier version of this paper. 

We have no quarrel with the observation that, in making a decision on 
whether or not to acquire a specific capital good, the manager must compare the 
present value of the future net income stream associated with the cost of acquiring 
it. The discount rate used to compute the present value here is closely related to 
the cost of capital we seek and, in principle, it may not be the same rate used to 
acquire capital goods in preceding periods. In this sense, the distinction between 
the marginal and average costs of capital appears to be well established. 

For the purpose of measurement, however, we are prepared to make a case 
that errors introduced by approximating the marginal cost of capital by the average 
cost, computed using the market value of the firm as the denominator, are much 
smaller than potential errors of measurement involved in constructing the cost of 
capital directly from relevant interest rates, the depreciation rate, tax structure and 
even the markup factor to capture the oligopoly rent. Anyone who has attempted 
to estimate an investment equation can testify to the difficulty of carrying out the 
latter program. One of us, having struggled with the problem of constructing a 
direct estimate of the cost for many years, and having written on the cost of capital 
variable needed in the investment equation,9  wanted to try an alternative 
approach. Accordingly, we present below an argument for why the average cost of 
capital may be a reasonable approximation of the marginal cost if the aim is simplY 
to measure it. 

The argument basically rests on the observation that, in period t, any capital 
goods acquired earlier by the firm must now have an economic value equal to the 
present value of the future stream of net revenues associated with the capital good in 
question by using the relative prices and price expectations held in period t, not 
those held in period t-I or earlier. One of the relative prices is the appropriate discount 
factor for converting expected future receipts to the present value in period C. 

For example, suppose that the long-term interest rate increases significantlY 
and unexpectedly in period t, other relative prices remaining stable. In such a case, 
it is clear that the market value of the equipment purchased in period t-I must 
decline to reflect the changes in the long-term interest rate, and the new long-terni 
interest that must be used in period t is the same as the long-term rate used to make 
decisions on capital purchases in period t. 

A perpetual inventory procedure for generating the depreciation of capital 
goods and the net stock of capital goods, however sophisticated it may be, would 
not be capable of reflecting many of these changes. In this sense, if we use the stock 
of capital generated by an accounting procedure involving a pre-fixed pattern of 

depreciation as the denominator of our estimate of the cost of capital, then the 
average cost of capital generated in this way may be significantly different from the 
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marginal c,ost. The market value of equity, on the other hand, provided that the equity 
market functions well and all relevant information about the firm's operations and 
the relative prices it faces are made available to important market participants, 
must reflect all these changes, including changes in relative prices that may be 
Caus  ed by unexpected new technological improvements.m 

This line of consideration leads us to expect that the average cost of capital 
estimated using the market value of equity as the denominator must approximate the 
n'arginal cost of capital as well as any measure can, and the objection that such a measure 
reflects the average rather than the marginal cost of capital is  not  strictly justified. 

DATA 

OUR ORIGINAL INTENTION WAS TO SUPPLEMENT EARLIER ESTIMATES by Ando and 
Auerbach (1988b, 1990) for the United States and Japan by adding data for 

rhe Years 1988 to 1994, and to perform a parallel analysis for Canada. For the 
United States, the historical component of the COMPUSTAT file has become 
`Mee easily accessible, and we have been able to revise our estimates using data for 
a, Icinger period. For Japan, we have decided to use the Nikkei data set of consoli-
uared accounts rather than the standard Nikkei-Needs data file, since the former 
aPPears to be more compatible with the U.S. accounts in the COMPUSTAT file." 

It turned out that, for Canada, COMPUSTAT started reporting individual 
c°mPany accounts only in 1976, and not until 1983 does the number of companies, 
wtth sufficient data for our calculations, exceed 100. Even after 1984, the number 
(), f companies hovered around 200, and we know from our experience with the U.S. and 
jaPanese cases that this is not a large enough sample to generate reliable estimates. 

These problems which we encountered in dealing with micro data led us to 
ccnsider constructing an alternative estimate of the cost of capital for all three 
ce"untries based on their aggregate national accounts data. Since the nature of the 
'flier() data and the number of adjustments we have underraken to bring the 
acc'unring data as close as possible to the concepts needed to estimate the cost of 
CcapItal have already been discussed in Ando and Auerbach (1988a,b, 1990), we 
• (eminent here primarily on the nature of the aggregate  data and the potential problems 
In using them. 

For the United States, on the flow side, National Income and Product 
cc°Imts Table 1.16, Gross Domestic Product of Nonfinancial Corporate Business 
Current and Constant Dollars, contains the records of corporate profits with an 

an,v.entory valuation adjustment and a capital  consumption adjustment. These two 
euiustments  are, in principle, the same as those we have undertaken to correct the 

a.rnings of individual firms for their biases due to inflation in our dealing with the 
,rnicro data. This table contains only net interest while we need gross interest paid, 
Tuur  the latter is separately reported in National Income and Product Accounts 
..rhable 8.17, Interest Paid and Received by Sector and Legal Form of Organization. 
p us ,  all necessary data on the flow side are available in the National Income and 

r(eluct Accounts subject to the normal measurement problems. 
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On the stock side, the most convenient source of data is the nonfinancial cor-
porate sector of the Balance Sheets for the U.S. Economy, Flow of Funds Accounts, 
prepared by the Board of Govemors of the Federal Reserve System. The basic problem 
with these balance sheets is that the basis of valuation varies for different groups of 
items and, hence, they contain a sizeable residual called "market valuation discrep-
ancy." It is useful to be clear about these valuation problems and, for this purpose, 
we find it convenient to introduce a few simple notations: 

ARR: Reproducible tangible assets valued at reproduction oest: equipment, 
structure and inventories. 

ARN: Non-reproducible tangible assets, primarily land, valued, in principle, 
at market value. 

AF: 	Financial assets, other than equities. Its components are, in principle, 
valued at their market value but, in practice, often reported at their 
face value. 

LF: 	Financial liability. Components of this item too are, in principle, 
valued at their market value, but are often reported at their face 
value. 

NWM: Equity outstanding at market value. Here it is netted against equitY 
owned by these corporations. 

NWR: Net worth at reproduction cost, to be defined below. 

DMV: Market valuation discrepancy. 

LF*: 	LF less trade debts. 

AF*: 	AF less trade credit. 

NWR is defined by the identity: 

ARR + ARN + AF =LF +NWR 	 (9) 

and DMV is defined by another identity: 

DMV = NWR - NWM 	 (10) 

As in our work with micro data, we propose to use the sum NWM+LF* as the 
denominator in our estimate of the cost of capital. This definition seems natural 
enough especially if DMV is relatively small. Unfortunately, DMV can be quite 
large and can fluctuate substantially over time, although its sign has remained positive 
until very recently» The short-run fluctuation of DMV is largely due to cyclical 
fluctuations of the price of equity shares. The recognition of this problem implies 
that, to obtain a meaningful estimate of the cost of capital, we should confine out  
selves to averages over a relatively long period so our estimate will not be affected 
by short-run fluctuations of the stock market." The persistently large value of DMV 
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indicates the presence of significant biases in estimates of some components of net 
worth reported in the balance sheet provided by the Flow of Funds accounts. 

The market value of equity itself, NWM, is well known to be fairly accurate 
for large  public corporations whose shares are listed on stock exchanges. Here, 
therefore, the source of error is the valuation of private unlisted companies, espe-
c, ially small ones. For the United States, the equity of large public corporations is a 
large enough fraction of the total value of equities of all corporations, so any bias 
in our estimates of the total value of equities of all corporations cannot be large 
enough to account for the average value of DMV over the last 40 years. 14  

Among financial assets and liabilities, we believe that the value of financial 
in struments with a relatively short maturity is reasonably accurately reported. The 
saine  cannot be said, however, for financial instruments with longer maturities, 
,since the market value of these instruments depends not only on the relationship 
netween the coupon rate and the market rate of interest given the length of the 
bremaining period to maturity, but also on m-any complex provisions such as  calla- 

Ity  convertibility. Because of these difficulties, the Flow of Funds Section 
urten resorts to reporting the value of long-term financial instruments at their face 
value. The consequent bias in the estimate of the market value of a firm can be sig-
n

ii
ifleant, and since corporations, on average, have much more long-term financial 

l abilities compared to long-term financial assets, one would expect that, by and 
a,e,  when the long-term interest rate is high, we underestimate their net market 

value, while when the long-term interest is low, we overestimate their net market 
value. Thus, biases in the Flow of Funds estimate of financial assets and liabilities 
cannot explain the persistent positive value of DMV.I 5  

These considerations leave the overvaluation of ARR as the most likely 
s,°nree of the persistent positive and large value of DMV. We believe that there are 

e
r Possible mechanisms that can lead to the overvaluation of ARR. First, the 
t Preciation rate used to carry out the perpetual inventory procedure may be simply 

snlall. Second, in attributing the reproduction cost to existing capital stock, 
c'se responsible for the procedure may be underestimating the technical changes 

nvnlved so they are imputing too high a level of productivity to older capital. This 
Pc'ssa  ibiliry would lead to two consequences. First, we may attribute to the older capital 

rnarket value that is too high. Second, we may underestimate the amount of cap-
bt:al  which must be abandoned for economic reasons, because its productivity has 
ofecnine too  low compared to that of new capital, so much so that the marginal cost 
th  Producing output using them has become larger than the total cost of producing 
d  e  same output using new capital. Both of these situations could be mechanically 

ribed by saying that the rate of depreciation is too small. Let us, therefore, look 
v 

a l
rrle consequence of using a depreciation rate smaller than the rate at which the 
ue of capital declines in the market. 

rn 	For the aggregate data, gross investment must be assumed to be accurately 
ineas,ured, so we will rake gross investment 1 as given, and let us consider an economy 
i s  wnich output is increasing at a constant rate g, and the capital stock requirement 

ProPortional to output and, therefore, also growing at the rate g. Let us designate 
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the "true" depreciation rate and the "true" stock of capital by 5* and r respectively. 
On the steady growth path, we must have the relationship: 

= gK .1  + 

implying: 

g+ & 
(11) 

forait  t. 
On the other hand, suppose an analyst adopted another depreciation rate 

5, 5<8*, and kept the perpetual inventory according to: 

Ki =1„,+(1 - 

starting from some K0, presumably not too far from Ko*, and using the same I, as in 
equation (11). The analyst could find that his or her estimate of capital stock will 
eventually converge to: 

= 	
1 

g+ 

for all t. 
To obtain a sense of the order of magnitude involved, suppose that g is 0.01  

and e is 0.15, while the analyst assumed that 5 is 0.10. Then r is 5.88 times 
while K is 8.33 times 1, making the analyst's estimate of the capital stock more than 
40 percent too large relative to the true value. Somewhat surprisingly, however, the 
estimate of the amount of depreciation generated by the analyst is not very far frolll 
the true amount. We have: 

I, 	0.1 
	 = 	 =  O.831, 

g + 5 	0.12 

6r 6 
 1 

– —
0.15

I 
g + e 	

,-0.881, 
0.17 

Indeed, if g is zero, then the estimate of the depreciation amount prepared by the  
analyst is unbiased. 

To summarize, in reviewing the aggregate balance sheet of nonfinancial  CO  
porations for the United States prepared by the Federal Reserve Board as a part  °'  

(11a) 
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the Flow of Funds Accounts, we found the large and persistently positive value of the 
market valuation discrepancy to be the most disturbing feature of the data contained 
in the balance sheet. While it is possible that the discrepancy may be due to errors 
of measurement of the value of equity or of financial assets and liabilities, the most 
likely cause of the discrepancy is that the depreciation rate used in the perpetual 
inventory  procedure by which capital stock was estimated from gross investment is 
t00 small as a measure of economic depreciation. However, even if this is so, the 
estimate of depreciation itself would not be seriously biased on the steady-state 
gr°wth path as long as the accounting identities are consistently observed. In a 
sense, this is good news for working with the data for the United States because, for 
the ratio used to estimate the cost of capital, the numerator is affected by the 
amount of depreciation which is not badly biased, while for the denominator, we 

th 
 NWM+LF`, which appears to be estimated with less severe biases involved 

mac Basically, the same comments apply to the micro data and, in the next 
s,e

an 

 etion, we show that, for the United States, the estimates of the cost using micro 
aata and aggregate data are almost identical (Figure 3). 
f 	We now come to a review of Canadian data. As mentioned earlier, micro data 
c'r Canada  appear to be quite erratic, presumably because the sample size is too 

srnall, making it necessary for us to rely heavily on aggregate data to estimate the 
c°st of capital in Canada. At the beginning, it looked as though the necessary 
ai .gregate data did not exist, but Statistics Canada was willing to make some unpub-
:;sne,d  data's available to us so we could carry out, for Canada, a computation very 
—rni tat to the estimation procedure based on aggregate data for the United States. 
c  There are, however, some problems. Financial data for Canada do not explicitly 
j'ntain the value of equity outstanding for any group of corporations. However, 
'wtatistics Canada can generate dividends paid by nonfinancial corporations, while 
u e  can obtain the dividend-price ratios applicable to nonfinancial corporations 

s ted on the Toronto Stock Exchange (TSE). Dividing dividends by the dividend-
til)rice ratio, we should be able to generate an estimate of the value of equity outstanding 

ndet the assumption that the dividend-price ratio for nonfinancial corporations 
-nne't  listed on the TSE is the same as the dividend-price ratio reported by the TSE. 
f'r  is is what we did, except that there is a large break in the time series on dividends 
r  °HI 1987 ($12,517 million) to 1988 ($26,274 million). Such a jump did not seem 
ieasonable, and Statistics Canada informed us that this was partly due to a change 
anr, rnethod of the survey on which the dividend series is based. We have estimated 

"'Mation explaining dividends in terms of cash flow after  taxes and previous years' 
cpdends based on data up to 1987, and then used this equation to extrapolate the 

jvicknd series for the 1988 to 1994 period. We also had, from Statistics Canada, an 
aht4ernative estimate of dividends for 1988 and 1989 based on the older survey method, 

for' we eventually scaled our predictions up to match this additional information 
1 88 and 1989. A detailed description of the procedure is given in Appendix A. 

sh Liabilities of nonfinancial corporations were directly taken from the balance 
exee, t of these corporations provided by Statistics Canada, except that we have 

clucled trade payable, corporate claims, shares and other liabilities. The sum of our 

87 



Ra
te

  o
f R

et
ur

n  0.14 

0.09 

FIGURE 3 

ADJUSTED ACCOUNTING 12/1( BEFORE TAX, UNITED STATES 

Comparison of National Accounts and Individual Company Data 

0.19 —1 • • • • • 
• *. 

0.04 lit 	Itui 	1 	1 	1 	1 	1 	1 	1 	1 	I 	liii 	I 	i 	1 	1 	1 	1 	1 	1 	1 	1 	1 	1 	1 	1 	1 	1 	1 	1 	1 	1 

1956 	1961 	1966 	1971 	1976 	1981 	1986 	1991 

Year 

— National Accounts   COMPUSTAT 



COST OF CAPITAL FOR THE UNITED STATES, JAPAN AND CANADA 

estimated value of equity outstanding and total liabilities described above constitutes 
the denominator of our estimate for the cost of capital for Canada. 

The numerator of the ratio is the profits of nonfinancial corporations before 
tax with capital consumption adjustments and inventory valuation adjustments as in 
the case of the United States, and these data are directly provided to us by Statistics 
Canada. As in the case of the United States, we make the final adjustment to the numer-
atnr hY subtracting the real capital loss on the nominal financial assets of these  corpo-
rations. The resulting ratio is reported in c,olumn (XIII), Table A6a (see Appendix A), 
and  is discussed in the next section. Comparison of the results from the National A  
"ec°unts data and from individual company data for Canada  is  provided in Figure 4. 

We now have to make a few comments on the Japanese data, although the 
conclusion  here is quite negative. The Japanese National Accounts data contain 
scime critical defects for the purpose of estimating the cost of capital, making our 
e!tirnates not meaningful. On the other hand, a comparison of the National 
et, cc(xints data and corresponding estimates generated from individual company 
ga ta Provided by the Nikkei data files casts doubt on both sets of data, making our dresults  for the Japanese case subject to serious concerns. We present below a brief 

escriPtion  of the difficulties as we perceive them. A set of information which puts 
n f°cus differences between the National Accounts data and the individual com-

P a_nY data provided by the Nikkei are shown in Table 1, supplemented by standard i  
guicators compiled by the Tokyo Stock Exchange. 
, In the Japanese National Accounts, there are three basic tables for nonfinancial 

Porate enterprises. One shows income and outlays; 17  the second indicates invest-
pkent  in capital goods, inventory and land, and how these acquisitions are financed; 
'e  third is the balance sheet. With information provided in these three tables, it a  
trears we could carry out the same procedure as we have described for computing 

e  cost of capital in the U.S. case. Unfortunately, this is not the case. 
fi r 	First, it turns out that the depreciation of the capital stock reported in the 
thst  two tables of flow quantities is based on the original cost of investment, while 
we 

 
stock  of capital reported in the balance sheet is based on their replacement costs. 

e  have  tried to reconcile the two, but we could not do so by using information te 
e°rted in the National Accounts. In other words, in terms of the argument lead in  - 

(' t° equation s  (11) and (11a), not only is the depreciation rate used to compute 
ciePu  reciation  in the flow tables an incorrect rate, and presumably too low, but the 
cai,a,nti tY of depreciation reported in the flow table is inconsistent with the stock of 

"' tal  rePorted in the balance sheets and does not satisfy the accounting identity. 
a  As we have shown in the discussion following equations (11) and (1 1 a), this 

tile crucial issue because, if depreciation and the stock are consistently generated, 
the  ccli gan titY of depreciation may be reasonably close to the true quantity even if 
net  ePreciation  rate used is significantly different from the true rate. Since we do 
ja  Know exactly how depreciation and the stock of capital are calculated in the 
sirnese National Accounts, we do not know what depreciation rate is used. If we 
fi n,131Y compute the ratio of reported depreciation to depreciable real assets for non- 

corporations , we obtain a number a little below 0.1 for most years. On the 

89 



t.0 

GuRE 4 

BEFORE TAX ACCOUNTING RiK, CANADA 

Comparison of National Accounts and Individual Company Data 

8 

cn 

0 
0.3 — 

0.25 — 

0.2 

2E- 	0.15 — 

0.05 —F 

0 	iirirr rrrrtru - IiIrriitil iiiiIIIIII  

1961 	 1966 	1971 	 1976 	1981 	 1986 	1991 

---- National Accounts 	 — COMP USTAT 

Islote. WI( t  tlne rate of teturn on capital. 



TA131-E 1 

SyoME CRITICAL RATIOS FOR JAPANESE DATA COMPUTED FROM 
&NATIONAL ACCOUNTS AND INDIVIDUAL COMPANY DATA, NIKKEI, 
AVERAGED OVER 1985 TO 1993 

National 	Nikkei 	Tokyo Stock Exchange 

Accounts 	 First Division 

bepreciation rate' 
bebt-equity ratiob  
nividend-price ratio 
Ea rnings-price  ratio' 
LandiARR+AF*d  

	

0.092 	0.206 

	

1.541 	0.918 

	

0.013 	0.008 

	

0.043 	0.023 

	

0.520 	0.120 

	

1.440 	0.640 

•  For the National Accounts, it is computed as a simple ratio of depreciation to the net 

stock. For the Nikkei, it is computed with adjustments to correct for inflation biases. Note 

that the inflation adjustments correct the net stock and depreciation of capital of the same 

vintage  by the same proportion, so the depreciation rate is not much a ffected, although the 

umount of depreciation is. 

In both cases, debts exclude trade debts. 

For the National Accounts, earnings are computed as the sum of dividends and retained 

earning after tax ("savingl. For the Nikkei, it is adjusted for inflation biases. 

d  ARR and AK are defined just above equation (9) in the text. Note that this sum excludes 

the value of land. 

NWM is the market value of equity, LP .  is total financial liability excluding trade debts 

and NWR is net worth at reproduction cost defined by equation (9). NWR is equal to 
NWR for the National Accounts. For the Nikkei, NWR is equal to NWR except that the 

value of land is adjusted so the ratio of its value to ARR is equal to the ratio found in the 

National Accounts. 

Notes:  

0.007 
0.021 
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et, ther band, if we perform similar calculations using data from the Nikkei file of 
'ensolidated accounts, we obtain a number above 0.2 (see Table 1). For the United 
i nt,iat

i
es ' the corresponding number is between 0.06 and 0.08 computed both from 

IZ vidual company data supplied by COMPUSTAT and from the National 
c-ct)me and Product Accounts. For equipment, it may be between 0.1 and 0.2, but 
'tor s tructures, it must be below 0.1, so the figure of 0.2 for the average which 
nlerges from the individual company data in Japan seems implausible. 

Second, it is generally believed that the debt-equity ratio of Japanese corpo-
s̀dtions is much higher, on average, than the corresponding ratio in the United 
dtates. This ratio can move significantly even when the level of debt is fairly stable 
inue to changes in the market value of equities. The average ratio for companies 
citcti,

u
u.ded in the Nikkei file of consolidated accounts was 1.22 in 1985. The ratio 

is,,,ned to 0.56 at the peak of the bubble in 1990 and increased again to 1.24 in 
ra  as the bubble burst. Computing the same ratio from the nonfinancial corpo- 

tic'n accounts in the National Accounts, gives us 2.07 in 1985, 0.81 in 1989 and 
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2.23 in 1993. Either smaller companies not listed on the Tokyo Stock Exchange have 
much higher debt-equity ratios, or we have some serious problems in the measure ,  
ment of debt and/or equity. We find it hard to believe that the difference is due to 
a much larger debt-equity ratio of unlisted companies, since their debt-equity ratio 
would have to be extremely large in order to account for the difference. 

Third, the standard measures of the rate of return on equity, the dividend, 
 price ratio and the earnings-price ratio, as reported by the Tokyo Stock Exchange 

without any manipulation on our part, is, on average, only half the magnitude of 
the ratio computed from the National Accounts data.'s Here again, we know that 
the National Accounts data cover, besides those corporations listed on the Tokyo 
Stock Exchange, many smaller firms that are not listed. Since the proportion of 

output generated by these smaller firms is quite large in Japan, if their behaviour is 
radically different from large corporations, then the larger difference between the 
eamings-price ratio for those firms listed on the Tokyo Stock Exchange and the ratio 
reported in the National Accounts is theoretically possible. Such a large difference , 

 however, does not seem plausible and, since the measurement of dividend pa yments 
by corporations is unlikely to be badly biased, this observation raises the possibilitY 
that the value of equity reported in the National Accounts is underestimated. 

The fourth and last observation on the Japanese data is related to the market 
valuation discrepancy? In the National Accounts, this item is always positive as in 
the United States, but the ratio of this item to the total value of equity shares  15 

extremely large in the case of Japan. The surprising finding is that, when the par' 
allel concept is computed based on the Nikkei file of consolidated accounts, DMV 
is negative, and its ratio to the market value of equity is quite large. (See the sixth 
row of Table 1. Figures reported in this row are after the adjustment described in 
endnote 19.) There is an obvious bias in the estimate of this ratio from individual 
company accounts. In these accounts, it is most likely that the value of land i5  

recorded at its original cost, and this in Japan is, of course, nonsense. Since we d9 
not have any information on when the land was purchased nor where it is located 
in the consolidated version of the accounts in the Nikkei files, we have made a veil 
gross adjustment to the value of land just to  sec if such an adjustment would make 
a material difference in our estimate of DMV.z° This adjustment made a sizeable  dif 
ference. Prior to this adjustment, the ratio of DMV/(NWM+LF *), averaged over  ah 

 companies in the Nikkei file of consolidated accounts and over the years 1985 t° 
1993 was -0.53, while it became -0.36 after the adjustment. However, this contrast° 
with the corresponding figure computed from the National Accounts of 0.44. 

We know that the market value of equity reported in the consolidated account°  
of the Nikkei file is accurate, because we know precisely how many shares of these 
companies are outstanding, and we also know the precise market price of shares' 
Unfortunately, we do not know the value of the equities of the corporations which are 
not listed on the Tokyo Stock Exchange, and we cannot fully judge whether or nor  
the market value of equity reported in the National Accounts is too small, although We  
suspect it is. On the other hand, we believe that the stock of reproducible tangible asset°, 
reported in individual company accounts in the Nikkei files is probably undervalue°  
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because of the unreasonably high rate of depreciation discussed earlier. Though we 
are  flot sure of either of these observations, we must keep them in mind as we pro- 
ceed to review the results of our calculations to arrive at our estimate of the cost of 
capital. 

I ESULTS 

E REPORT TWO BASIC MEASURES OF THE COST OF CAPITAL: W 

(i) the total rate of return on capital before tax, designated as R/K (total 
income received by equity owners and bondholders before corporate 
profit tax and before personal taxes but after depreciation is subtracted); 
and 

(0 the total rate of return on capital after tax, taxed bonds (same as R/K 
except that the corporate profit tax paid is subtracted from the numerator: 
note that corporate profit tax paid is computed as though the interest 
on bonds is not deductible for tax purposes. See the discussion below.) 

the 	denominator of the ratio is always the total market value of equity plus 
i  e  market value of financial assets and liabilities. When the market values of some te 

market 
 in financial assets and liabilities are not available, we use the best available 

aeProximation  for them. 
rt, 	Two alternative concepts are used as the numerator. The first is the accounting 
jcie.°rci of earnings accruing to equity owners plus interest paid to bondholders, 
is 

 
adj of 

 for biases introduced into the standard accounting records when inflation 
se eresent. We  will refer to this concept as the adjusted accounting measure. The 
der 

cc:1nd is the sum of the total gains accrued to equity owners in the market (divi-
bo ds Plus real capital gains from the ownership of shares) and interest earned by 
the  01 de rs . We will refer to this second concept as the market measure. Note that 
are sec°od measure is necessarily net of corporate profit rax, unless the tax liabilities e explicitly added back. 

The net of tax measure of income is difficult to use in international compar-
rrl  ", _ s. ) because interest payments on debt are usually deductible for tax purposes, 
e  ng income  net of tax dependent on the debt-equity ratio. The size of the debt-
raci,uLlt.V ratio, in turn, may be heavily affected by the tradition of a country, thus 
e  g income  net of tax dependent on the institutional practices of a particular 
re°1j,...ntrY. One way to get around this difficulty is to construct a hypothetical rate of to`u, rn carrying out the computation under the assumption that interest payments reeondholders  are not deductible and to use the resulting figure in estimating the role. re return after tax. We have prepared such estimates and report them from time 
aecti nle. It is, however, subject to an objection that the concept is not commonly 
theerefered, and any analysis in terms of such a concept is difficult to interpret. We 
bel iow. °

te  rely primarily on the total rate of return before tax in our discussion 
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The results of our calculations are summarized in Table 2, and the time pattern 
is given in various figures. One striking feature is that, for the United States, averaged 
over the longest possible period, 1956 to 1994, the adjusted accounting measure of 
the total return on capital before taxes (Table 2.B), based on individual company 
data, is identical to the market measure (Table 2.C), and they arc, in turn, virtually 
the same as the parallel concept computed from the aggregate National Income and 
Product Accounts data (Table 2.13). They are all reported to be 0.109. They ought 
to be quite close to each other once they are averaged over a long period, but it is 
gratifying that they, in fact, become closer and closer as the period over which they 
are averaged becomes longer and longer. Thus, provided that we average over a 
long period and the quality of data is satisfactory, then any one of these three mea-
sures can provide a reasonable estimate of the order of magnitude of the average 
cost of capital for a country for the period covered. 

Even when the period over which the averaging takes place is relatively short, 
the ratio computed for the United States from the National Income and Product 
Accounts and the average ratio computed from individual company accounts 
included in the CO1v1PUSTAT file are quite close. This is evident from Figure 3, in 
which we graph each of these two ratios. The only periods in which the difference 
between them exceeds 2 percentage points are 1962, 1974 and 1979 to 1980. 

For Canada, we originally produced estimates based on individual corporations 
but none based on the aggregate National Accounts data, because we understood 
from our colleagues at Industry Canada that it is not possible to locate the infor-
mation necessary to adjust published data in order to match the concept laid out 
earlier in this paper. Somewhat to our surprise, our estimated cost of capital based 
on individual company data reported in the COMPUSTAT file turned out to be 
considerably higher than its counterpart for the United States. Furthermore, when 
we prepared the estimated cost of capital for broad classes of industries, we encountered 
a further surprise: the cost of capital is by far the highest in the industry in which 
it was expected to be relatively low, namely, the transportation and public utilities 
industry (Table 3). 

We believe that these results are most likely due to the erratic variation of means 
of fairly small samples. We also observe, as a possible confirmation of this unreliability 
of the Canadian results based on individual company data, that the market rate of 
return for Canadian firms is dramatically lower than the adjusted accounting rate of 
return, 0.084 against 0.147. Confronted with these results, we appealed to Statistics 
Canada and, very fortunately, were supplicy.i with a set of unpublished data on which 
we could base our estimate of the cost of capital for Canada. This set of data is not 
without problems, as discussed above and exhibited in detail in Appendix A. 

The adjusted accounting rate of return before tax based on the aggregate National 
Accounts data for Canada for the years 1962 to 1993 turns out to be 0.094. This is 
only 1 percentage point over the market rate of retum computed from individual 
company data, 0.084, for the period for which individual company data are available, 
1976 to 1993. For comparison purposes, we computed the ratio based on the aggregate 
National Accounts for the period 1976 to 1993, and obtained the figure 0.100. 
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JaPan 

eised on 

(1 )1956. 
( 2 ) 196 7., 
1,, 	• 

") 1976 

TABLE  

AvERA 

A• Ac 

Perio 

United 
Based 0  

Peni 

(2)*  1967 
(2a) 1967. 
(21)) 1985. 
(4a) 1985 
(413) 1990. 

Canada  
8cised on  

Period 

,9)1976,9  

1 

DE RATE OF RETURN 

COUNTING RETURNS, UNADJUSTED 

tates 
Individual Company Data 

i 	Earnings-Price 	R/K (Rate of Return 	,R/K (Rate of 
Ratio 	on Capital) After Tax, 	Return on Capital) 

Taxed Bonds 	 Before Tax 

)4 	0.083 	 0.070 	 0.125 
4 	 0.091 	 0.076 	 0.135 
)3 	 0.099 	 0.083 	 0.146 

Individual Company Data 

I 	Earnings-Price 	R/K (Rate of Return 	R/K (Rate of 
Ratio 	on Capital) After Tax, 	Return on Capital) 

Taxed Bonds 	 Before Tax 
- 	  
94 	0.051 	 0.042 	 0.077 
83 	0.065 	 0.053 	 0.093 
94 	0.028 	 0.024 	 0.050 
89 	0.032 	 0.027 	 0.057 
94 	0.024 	 0.021 	 0.044 

Individual Company Data 

Earnings-Price 	R/K (Rate of Return 	R/K (Rate of 
Ratio 	on Capital) After Tax, 	Return on Capital) 

Taxed Bonds 	 Before Tax 

3 	 0.167 	 0.124 	 0.179 

1984 is missing  Irons  averages reported in ibis row. 

_ 	 (cont'd) 
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TABLE 2 (coned) 

B. ACCOUNTING RETURNS, ADJUSTED 
	 _ 

United States 
Based on Individual Company Data 

Period 	Earnings-Price 	RN (Rate of Return 	R/K (Rate of 
Ratio 	on Capital) After Tax, 	Return on Capita 

Taxed Bonds 	 Before Tax 

(1) 1956-94 	 0.085 	 0.054 	 0.109 
(2) 1967-94 	 0.095 	 0.056 	 0.115 
(3) 1976-93 	 0.104 	 0.061 	 0.124 
	 _ 

Based on Aggregate National Accounts Data 

(la) 1956-93 	 0.109 
(3a) 1976-93 	 0.118 
(4a) 1962-93 	 0.111 

	 - 
Japan 
Based on Individual Company Data 
	 - 

Period 	Earnings-Price 	R/1K (Rate of Return 	R/K (Rate of 
Ratio 	on Capital) After Tax, 	Return on Capita 

Taxed Bonds 	 Before Tax 	 _ 

(2)* 1967-94 	0.068 	 0.023 	 0.057 
(2a) 1967-83 	0.092 	 0.025 	 0.064 
(2b) 1985-94 	0.028 	 0.018 	 0.044 
(4a) 1985-89 	0.032 	 0.022 	 0.052 
(4b) 1990-94 	0.023 	 0.013 	 0.036 
	 _ 

Canada 
Based on bulividual Company Data 
	 - 

Period 	Earnings-Price 	R/K (Rate of Return 	R/K (Rate of 
Ratio 	on Capital) After Tax, 	Return on Capita 

Taxed Bonds 	 Before Tax 	 .. 

(3) 1976-93 	 0.163 	 0.093 	 0.147 
	 - 

Based on Aggregate National Accounts Data 
	 - 

(3a) 1976-93 	 0.100 
(4a) 1962-93 	 0.094 

	 _- 

Note: 	* 1984 is missing from averages reported in this row. 

(coned 

-- 

---1 
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TABLE 2  

C.  MAR 

United S 
Based on  

Period 

JaPan ---- 
8ased on  / 

Period 

(2 )* 1967_9  
(la) 1 967.8  

(2b) 1985_9 
(4a) 1985_8, 
(4b) 1990.9: 

Canada 

'eased 	/ 

Period 

COST OF CAPITAL FOR THE UNITED STATES, JAPAN AND CANADA 

(1) 1956.9  
(2) 1967:9 

 (3 )1976,9 

(3 )1976 93  

Note  : 	* 19  

(coned) 

(ET RETURN 

ites  
kdividual Company Data 

Earnings-Price 	R/1( (Rate of Return 	R/K (Rate of 
Ratio 	on Capital) After Tax, 	Return on Capital) 

Taxed Bonds 	 Before Tax 

0.080 	 0.053 	 0.109 
0.076 	 0.044 	 0.105 
0.102 	 0.061 	 0.126 

rtdividual Company Data 

Earnings-Price 	R/K (Rate of Return 	R/K (Rate of 
Ratio 	on Capital) After Tax, 	Return on Capital) 

Taxed Bonds 	 Before Tax 

4 	0.072 	 0.018 	 0.053 3 	0.075 	 0.016 	 0.057 ; 	0.066 	 0.020 	 0.045 ; 0.249 	 0.113 	 0.141 ; 	-0.116 	 -0.072 	 -0.051 _ 	  

dividual Company Data 

Earnings-Price 	R/K (Rate of Return 	R/K (Rate of 
Ratio 	on Capital) After Tax, 	Return on Capital) 

Taxed Bonds 	 Before Tax 

0.065 	 0.025 	 0.084 -- 
34 is missing from averages reported in this row. 
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Agriculture and primary industries 	0.102 	 0.101 	 0.118 
Manufacturing and construction 	 0.118 	 0.137 	 0.119 
Transportation and public utilities 	0.091 	 0.101 	 0.212 
Trade 	 0.111 	 0.126 	 0.150 
Services and public administration 	0.108 	 0.122 	 0.042 

TABLE 3 

ADJUSTED ACCOUNTING RATE OF RETURN ON CAPITAL BEFORE TAX 

Industry Breakdown 

Industry United States 	 Canada 
1955-1994 	1967-1993 	1967-1993 

AN DO,  HANCOCK & SAWCHUK 

This estimate of the cost of capital for Canada is somewhat lower than that 
for the United States. The corresponding figure for the United States computed 
from individual company data for 1976 to 1993 is 0.124 in terms of the adjusted 
accounting rcturn, while it is 0.126 in terms of the market return. This contraso 
with the Canadian figures of 0.147 and 0.084. As we noted earlier, the large difference 
between the two Canadian figures makes our Canadian estimates subject to sorne 
suspicion. Based on the aggregate National Accounts data, as we have noted above ,  
the Canadian figure is 0.094 for the period 1962 to 1993, while the corresponding 
figure for the United States for the same period is 0.111. 

Figure 5 exhibits the comparison of the total rate of return on capital before tas 
for the United States and for Canada, based on aggregate National Accounts data. The 
U.S. rate is almost uniformly higher than the Canadian rate by some 2 percentage 
points, so the average figures for the entire period are a good representative of the 
difference. We know that the U.S. pattern presented here is also very close to the 
U.S. pattern based on individual company data (Figure 3), while the Canadian figure 
is considerably lower than the pattern we would obtain using individual compel  
data (Figure 4).  

Given this somewhat mixed pattern that emerges in comparing the cost of 
capital betvvecn the United States and Canada, we are forced to speculate on which 
of these figures is more reliable, and how such considerations will affect our infer' 
ence on whether or not the cost of capital in these two countries is the same and' 
if it is different, what is our best estimate of the difference. 

We believe that the U.S figures are a little more reliable than the Canadian one5; 
for two reasons. First, the U.S. data cover a longer period. Second, for the Unite°  
States, individual company data and the aggregate National Accounts data give rouge 
the same results. Of the Canadian data, we believe that the National Accounts dare  
are somewhat more believable than individual company data, although we have le 
systematic and compelling evidence leading to such a conclusion. We simply find thae  
the individual company data for Canada seem more erratic and cover relatively fe 
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firms over a very short period. The most suspicious feature of the National Accounts data 
is the very large break in the pattern for cash dividends series between 1987 and 
1988. While this break is quite startling and makes the time series on cash divi, 

 dends subject to serious doubt,z' we believe it does not affect our estimate of the 
cost of capital very much. This is because, for Canada, we do not have direct estimates 
of the value of equity shares outstanding, and we estimate the value of equity bY 
dividing the dividend series by the dividend-price ratio supplied by the TSE. In the 
end, we also add the same dividends to retained earnings, corporate profit tax and 
interest paid, and then divide them by the sum of the value of equity outstanding 
generated by the procedure just described and the value of financial liabilities less 
trade debt and a few other things. Thus, the dividend-price ratio is the critical vars' 
able, and the absolute size of dividends is used as a weight in this calculation. There 
is, of course, a possibility that retained eamings are underestimated, but we do not 
have any reason to suspect it." We believe we were reasonably careful to select 
items among financial liabilities so the definition of financial liabilities should be 
very close to the one used for the United States. 

There is one other indirect evidence that the cost of capital for Canada is 
quite close to that for the United States. Some Canadian companies are listed both 
on the TSE and on the New York Stock Exchange, and for these companies, the 
cost of capital must be very close to that for the U.S. corporations. If the cost of 
capital for Canada is higher than that for the United States, then the cost of capital  
for these cross-listed companies must be distinctly lower than the cost of capital for thee 
Canadian firms which are not cross-listed. In Figure 6, we report the comparie 
between these two groups. There does not seem to be any systematic difference ie 
the cost of capital between these two groups of companies. 

Given the data at our disposal, we believe the only conclusion we can arrive 
 at in comparing the cost of capital in Canada and that for the United States is that the" 

are quite close and, if anything, the cost appears to be marginally lower for Cane, 
than for the United States, but we cannot be sure. We can say that we have fou'  
no evidence supporting the proposition that the cost of capital is especially high le 
Canada. 

For Japan, we must regrettably report that the current study confounds rather tba,.°  
resolves the difficulties of understanding Japanese data discussed in Ando and Auer t 

 (1988b, 1990). We have already outlined serious contradictions in the pattern 
variables between the aggregate National Accounts data and individual comPeeein  
data included in the Nikkei data files. As a consequence of the differences not .. 
earlier, if we proceed to calculate the rate of return based on the National Accoutw 
data, we obtain a radically different result compared to individual company de' 

In Figure 7, we exhibit the adjusted accounting measure of the total reel' 
on capital before tax based on individual company data, and the rate of tell 
before tax that we calculated from the National Accounts data. We may note  th° 
the rate of return based on individual company data (represented by triangles) covereleg  
the period from 1970 to 1988 is taken from the earlier study of Ando and Auerbe 
(1990) and computed from the standard Nikkei file, while the figures for the late 
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Peri°c1, 1985 to 1993, (represented by large squares) have been computed for this 
stu, dY using consolidated accounts from the Nikkei file. The latter covers a some-
vinat smaller number of companies, but the behaviour of these two series for 1985 
t° 1988, when they overlap, is close enough for us to suppose that there is no obvious 
selection bias. Results summarized by this graph line imply a very low level of return 
tc), capital before taxes. On the other hand, the graph line representing the result 
°,°tained using National Accounts data (represented by diamonds) indicates that 
the  return  to capital in Japan was exceptionally high until about 1982, and there-
after it becomes approximately the same as that for the United States. 

For the rate of return based on the National Accounts data, we were unable 
t°  correct for inflation biases. Thus, the graph line of the rate of return based on the 
national  Accounts data in Figure 7 is more like the unadjusted accounting measure 

`n ta. et' than the adjusted accounting measure. Since the rate of inflation for Japan 
in  the 1 970s was quite high, this may make a significant difference. We have, based 
On Individual company accounts data, a very rough indication of the quantitative ,,ce 

th ects of adjusting for inflation biases, since we have bo unadjusted and adjusted à" 
thcc°unting rates of return for Japan recorded in our tables. For example, in terms of 

ne  total return on capital, the unadjusted measure is 0.093 for the relatively high 
inetiOn Period of 1967 to 1983 and 0.050 for the low inflation period of 1985 to 
ae94, while their adjusted counterparts are 0.064 and 0.044, respectively. Thus, the 

struent reduces the rate by 0.029 during the strong inflation period and only by 0  e 
t . 06  during the period of low inflation. This order of magnitude seems quite low 
o°f  us ,  but since we have no other estimate, let us think through the consequences 
th,„the  assumption that these adjustments are the right order of magnitude and that 

' Y  can be transferred to estimates based on the National Accounts data. 
A  Deducting 3 percentage points from the estimate based on the National 
ovcc°unts data for the 1970s brings the average rate for this period down to a little 
NI er. 10  Percent, the number roughly comparable to the U.S. estimate based on the , 

ticnal Accounts data for the same period. For 1985 to 1993, our estimate for ja'Pa
" based on the National Accounts data does not change much as the result of the 

 adjustme n t and remains around 8 percent, which is noticeably lower than its 
baunterpatt for the United States. Compared with the corresponding estimates 
es  secl. on the individual company data for Japan, the difference has been narrowed, 
baPsee'ally for the 1970 to 1983 period as we can  sec  from Figure 7, but estimates 
incie. d. on the National Accounts data remain uniformly higher than those based on 

Ivicinal company data. 
N. The fact that our estimate of the total rate of return on capital based on the 
the

at I
°nal Accounts data for Japan turns out to be of the same order of magnitude as 

—_, estimate for their U.S. counterparts for a fairly long period, does not necessarily ;1111aakte  the  estimates believable. Earlier, we listed circumstantial evidence suggesting 
Ace  the market value of net worth is substantially underestimated in the National 
the  °°,_tits ,  leading to a probable overestimation of the rate of return on capital. On 
and ()Ltner hand, we also argue below that the unusually high price of land in japan 

tue  waY it is handled in Japanese accounting practices would probably lead to 
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a significant underestimation of the rate of return on capital. Before we come to 
these points, however, let us comment briefly on our estimates of the rate of return 
on capital based on individual company accounts. 

The longest period for which we have an estimate of the rate of return on 
capital for Japan based on individual company data is from 1967 to 1994, and the 
adjusted accounting rate of return before tax for this period is reported to be 0.057. 
This contrasts with the rate of 0.115 for the same measure in the United States for 
the same period (see Table 2.B), m-aking it appear that the Japanese rate is only half 
of its U.S. counterpart. In terms of the market measure, the pattern is basically the 
same. For 1967 to 1994, the Japanese figure is 0.053, while the figure for the United 
States is 0.105. 

This pattern contradicts earlier findings of Ando and Auerbach (1990) who 
reported that the market measure of the rate of return for Japan was significantly 
higher than the adjusted accounting measure. The difference is due to the inclusion 
of the 1990 to 1994 period, when the market rate of return was strongly negative 
reflecting the burst of the bubble market in Japan of 1985 to 1989. Thus, on the surface, 
it seems di fficult to deny that the cost of capital is lower in Japan than in the United 
States. We believe that several features of the data cast doubt on this conclusion. 

Since nonfinancial corporations listed on the Tokyo Stock Exchange constitute 
a substantial fraction of all nonfinancial corporations in Japan, we should expect 
that the behaviour reported in the nonfinancial corporate sector of the National 
Accounts and that represented by nonfinancial firms in the Nikkei data file should 
exhibit similar patterns. The parallel expectation was largely fulfilled by the data for 
the United States, making our task of describing some aspects of the behaviour of U.S. 
nonfinancial corporations relatively straightforward. The difficulty we encountered 
in the case of Japan can be easily appreciated by referring back to Table 1, in which 
several critical ratios for these corporations are calculated according to both macro 
data from the National Accounts and the individual firm data reported by the 
Nikkei files. The difference between the two sets of ratios is quite striking, and yet 
we must attempt at least a partial reconciliation of these two sets of ratios if we are 
to say anything about the cost of capital faced by Japanese corporations. 

Let us begin our review of potential biases by focusing on the question of 
land. Row (5) of Table 1 shows that the value of land is reported to be 0.52 of the 
reproduction cost of reproducible tangible assets and financial assets (excluding 
trade credits), while the parallel ratio computed from the Nikkei data is only 0.12. 
We believe that the figure from the National Accounts is clearly closer to the truth in 
this case, since the value of land reported in individual company records is almost 
surely based on its original purchase cost many years earlier, and the relative price 
of land has risen dramatically in Japan since the 1950s. 73  

Since individual company records in the Nikkei file do not report either the 
location or the physical size of land, there is no possibility of applying any reasonable 
correction to the value of land reported in these accounts. For our discussion here, 
we 'adjusted the value of land in individual records uniformly so that the ratio 
Land/(ARR+AF.), on average, is equal to the ratio obtained from the National 
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Accounts data. We believe that this procedure is biased in the direction of under-
adjustment, since the value of ARR+Ar itself is probably underestimated in the 
Nikkei individual company records. 

Second, row (1) of Table 1 indicates that the depreciation rate computed from 
the Nikkei file is more than twice as high compared with the one estimated from the 
National Accounts. We have never been able to understand the procedure followed 
by the National Accounts of Japan in handling depreciation. The description of 
National Accounts implies that the flow of depreciation is computed on an original 
cost basis, while the net stock reported in the balance sheet is on a reproduction 
cost basis. This statement has never made sense to us and we have not been able to 
duplicate the calculations generating the net stock of capital and its depreciation. 
Given this situation, the depreciation rate (0.092) for National Accounts reported 
in Table 1 is presumably not the rate used to construct the Accounts, because we 
are dividing the original cost flow by the reproduction cost stock to °brain this figure. 
Nevertheless, we believe that the  truc  depreciation rate must be closer to 10 percent 
than to 20 percent, since we are dealing with both equipment and structures, and 
the weight of the structures appears to be more than one half. 24  Indeed, even the 
figure of 10 percent is considerably higher than the normal rate observed in most 
industrialized countries. 'Thus, the depreciation rate of 0.206 computed from the 
individual company records and reported in row (1) of Table 1 is clearly unreason-
able, and it must lead to a serious underestimation of the net stock of capital. What 
happens to depreciation is not clear. If the net stock and depreciation are consis-
tently generated from gross investment, then depreciation will be overestimated if 
the rate used is too high. The degree of overestimation will depend not only on the 
rate used and the true rate but also on the rate of growth of gross investment. 25  If 
depreciation and net stock are not generated consistently, as seems likely with such 
an exceptionally high rate, then anything is possible. 

Pursuing the question of the underestimation of the net stock of capital, we 
observed that, 'according to figures reported in row (6) of Table 1, the total value of 
firms at their reproduction cost (NWR .+LF-) is only 64 percent of the total market 
value of these firms (NWM+LF-) according to the Nikkei data. In this data set, we 
are reasonably sure that the market value of the . firm is 'accurately measured, 
because we have the exact price and the number of equity shares outstanding. We 
can be reasonably sure, then, that in these accounting records of individual firms, 
the value of reproducible tangible assets is significantly undervalued even after its 
valuation is converted from an original cost basis to a reproduction cost basis." 

In terms of the National Accounts data, on the other hand, the total value 
of the firm at its reproduction cost is 1.44 times the market value of the firm. 
Unfortunately, in this case, we have no way of directly judging whether the market 
value is underestimated or the reproduction cost is overestimated. We suspect, 
however, that both the market value of firms is underestimated, and their value at 
the reproduction cost somewhat overestimated. To support this suspicion, we offer 
an observation reported in rows (3) and (4) of Table 1, that both the dividend-price 
ratio and the earnings-price ratio computed from the Nikkei individual company 
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data are approximately the same as the ones recorded and published by the Tokyo 
Stock Exchange, while the corresponding ratios computed from the National 
Accounts data are almost twice as large. Since it is unlikely that dividends are badlY 
overestimated in the National Accounts, we believe this observation strongly sug-
gests that the market value of firms in the National Accounts is underestimated. 
The relative size of the debt-equity ratio, shown in row (2) of Table 1, also hints at 
the underestimation of the market value of the National Accounts, although this 
is by no means strong evidence. 

To summarize implications of information given in Table 1 in evaluating  out 
 estimates of the rate of return for Japanese nonfinancial corporations from these sets 

of data, we believe that in the National Accounts, the market value of the firm is 
underestimated by as much as 20 percent or 30 percent, so the estimate of the total 
return on capital after the very rough inflation adjustment that we have cited at the 
bcginning of this discussion, namely, 9 percent to 10 percent, is probably an over-
estimate and should be amended to around 8 percent. On the other hand, the estimate 
based on individual company records provided by Nikkei (reported in parts B and 
C of Table 2) of around 5 percent is significantly underestimated because of the 
overestimation of depreciation, and should be amended to 6.5 percent toi percent. 

This is not, however, the final story in the case of the Japanese cost of capital. 
We must take account of the role played by the extraordinarily high price of land 
and steady rise of its price until 1990. This question was already discussed in Ando 
and Auerbach (1990), but to appreciate the issue, consider a firm whose market 
value is $1 million and is operating on a piece of land purchased at $100,000. The 
purchase cost of land is a part of the value of the firm and, therefore, if the firm 
earns the return of 10 percent or $100,000 per year, then it includes the rent on the 
land of $10,000. Suppose now that the price of land, for reasons that have little to 
do with the firm, suddenly goes up to $500,000. If the firm is unable to raise the 
price of output and earn the appropriate rent on the land of $500,000, it must move 
to a new location, realize the capital gain and distribute it to the firm's owners. 
Otherwise, the new market price of the firm, namely $1.5 million, is not sustain' 
able, unless the price of land continues to rise at approximately 10 percent per year 
so the market value of the firm rises just enough to supplement the earnings of the 
firm and make the total return to shareholders 10 percent on average. 

If this process goes on for a long enough period of time, then the conven' 
tional adjusted accounting measure of the rate of return will underestimate the full 
return earned by shareholders because real capital gains on land would not be 
included in such a measure, while the market for shares would recognize it and prie 
the firm accordingly. It can be sustained only if the relative price of land is expected t° 
rise continually, and actually does so. We believe that this is the process that opet, 
ated in Japan from the 1960s to 1985, accelerated dramatically in the second hoe 
of the 1980s and then crashed at the beginning of the 19905. 21  

Looking at the pattern of prices and rates of return in Japan immediately fol' 
lowing the return of stability in asset prices in 1994 and 1995, the price of land and 
other associated prices do not seem to be low enough to be sustainable unless at 
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least a moderate and steady real capital gain in land resumes, but we see no logical 
reasons why such steady capital gain should resume in Japan. We hasten to add that 
the  period after the bubble and its subsequent burst has been quite short, and the 
market for land and equity does not seem to have recovered its equilibrium, so it is 
extremely difficult to interpret price patterns at this time. 

We must conclude this long inquiry with less than a satisfactory assessment 
of the cost of capital in the United States, Japan and Canada. In the United States, 
the cost of capital measured as the total return on capital before tax and after 
dePreciation has been a little more than 10  percent  during most of the period since 
1955 •  Though it does fluctuate substantially over time, it does not show any ten-
dency to move up or down persistently. The order of magnitude cited above 
emerges whether we use individual company data collected in the COMPUSTAT 
taPes or macro data from the National Income and Product Accounts, and whether 
we use the adjusted accounting measure or the market measure. 

For Canada, we are unable to use individual company data, since the number 
nf companies for which data are available is too small and the period covered by the 
data is too short to generate reliable estimates. Based on National Accounts data 
suPPlemented by unpublished information supplied by Statistics Canada, we esti-
rnate that the cost of capital in Canada appears to be a little lower than that for the 
United States. Given that we had to make a number of approximations as discussed 

APpendix A, it is probably best to conclude that there is no ground for believing 
tnar the cost of capital in Canada is significantly higher than in the United States. 

The Japanese case is the most complicated, primarily because the patterns 
generated by individual company and National Accounts data are apparently 
inconsistent. After a lengthy review and reasoning which relied on a number of 
Pieces  of indirect evidence and on assumptions that are somewhat stronger than we 
wnuld prefer to use, we have concluded that the cost of capital in Japan is some-
ewhat lower than that in the United States, although not by a large margin. 
b utrhermore, we have argued that this lower cost of capital was probably generated 

Y a very high and continually rising price of land. If we are right in this hypothesis, 
nbnlY those  firms which acquired land before the rapid rise in the real price of land 

eean were able to take advantage of the lower cost of capital. Finally, again if we 
ate  right in this hypothesis, the current price of land and, hence, the current level 
t'f equity value, do not appear to be sustainable unless a moderate but persistently 
rising trend in the real price of land resumes in Japan. 
f  To complete our presentation, in figures 8 through 11, we present a comparison 

bo
f  the rate of return in terms of various measures for each of the three countries, all 
tased on individual company data. All reservations concerning the reliability of 

tnese estimates discussed above apply to these graphs. The adjusted accounting 

8  

ei.easures before and after tax show a similar pattern: the Canadian rate of return is 
'Only higher than that for the United States, while the Japanese rate of return is 

nIrrI lich lower than the other two countries. We should recall, however, that these 
sures, when computed from the aggregate National Accounts data, show the 
•  rate of return remains unchanged, while the Canadian rate becomes slightly 
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less than the U.S. rate, and the Japanese rate becomes significantly higher than the 
U.S. rate. 

The market rates of return are too volatile to allow us to make a detailed 
comparison even when they are smoothed by a moving average process. For the 
market rate, we believe that the only comparison possible is in terms of the aver' 
ages over the entire period, as reported in Table 2.C. 

We believe that these alternative measures of the rate of return do nor 
change our main conclusion based on the adjusted accounting rate of return before 
tax, namely, that the Canadian rate of return has been about the same as that for 
the United States between 1962 and 1994, while not much can be concluded about 
the Japanese rate of return until its rate of return based on individual company data 
and the one based on its aggregate National Accounts data are reconciled. 

108 



/ 
C

O
S
T

 O
F

 C
A

P
IT

A
L

 FO
R

 T
H

E
  U

N
IT

E
D

 S
TA

T
E

S
, JA

PA
N

  A
N

D
 C

A
N

A
D

A
 

1971 1966 1961 1981 1976 1991 1986 

CO 

FIGURE 8 

ADJUSTED ACCOUNTING R/K BEFORE TAX 

Individual Company Data 

0.3 

0.25 

0.2 

0.15 

0.1 

0.05 

0 

1956 

— United States 	-• •• Japan 	— Canada 	-- -- Japan '90 

Note: R/K is the rate of return on capital. 

Ra
te

  o
f R

et
ur

n  



5 

re 

1961 1956 1966 

S.1 

FIGURE 9 

ADJUSTED ACCOUNTING R/K AFTER TAX 
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MARKET R/K AFTER TAX 

Taxed Bond – Five-Year Moving Average, Individual Company Data 
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( TABLE A I 

DIVIDENDS, DIVIDEND-PRICE RATIO, AND THE VALUE OF EQUITY FOR NONFINANCIAL CORPORATIONS, 
CANADA 

	

al' 	(II) b 	(III)' 	(IV) d 	 (V)` 	 (VI) 	(VII) f  
Dividends Predicted Value 	Adjusted Dividend-Price Estimated Value Ratio to the 	Ratio to the 
Reported 	Based on 	Dividends 	Estimated 	of Equity 	Preceding 	Preceding 

	

(SM) 	Cash Flow 	($M) 	(%) 	(III)/(IV) 	Value of (V) 	TSE 300 
($M) 	 ($M) 	 Table 5, 

column (III) 

961 	1,141 	 - 	 ,141 	2.72 	 41,899 	 - 	 - 
962 	1,171 	 - 	 ,171 	3.25 	 36,066 	 0.861 	 - 
963 	1,260 	 ,260 	3.14 	 40,082 	 1.111 	 - 
964 	1,345 	 ,345 	2.90 	 46,290 	 1.155 	 - 
965 	1,591 	 ,591 	3.11 	 51,092 	 1.104 	 - 
966 	1,798 	 - 	 ,798 	3.70 	 48,545 	 0.950 	 - 
967 	1,889 	 - 	 ,889 	3.38 	 55,875 	 1.151 	 - 
968 	1,990 	 - 	 990 	2.90 	 68,519 	 1.226 	 - 
969 	2,178 	 2,178 	3.12 	 69,711 	 1.017 	 - 
970 	2,289 	 - 	 2,289 	3.33 	 68,657 	 0.985 	 - 
971 	2,368 	 - 	 2,368 	3.02 	 78,447 	 1.143 
972 	2,293 	 - 	 2,293 	2.49 	 92,247 	 1.176 
973 	2,621 	 2,621 	3.02 	 86,815 	 0.941 	 - 
974 	3,199 	 - 	 3,199 	5.29 	 60,522 	 0.697 	 - 
975 	3,414 	 - 	 3,414 	4.70 	 72,712 	 1.201 	 - 
976 	3,523 	 3,523 	4.46 	 79,042 	 1.087 	 - 
977 	3,339 	 - 	 3,339 	4.50 	 74,122 	 0.938 	 - 
978 	4,417 	 - 	 4,417 	4.22 	104,668 	 1.412 	 - 
979 	5,775 	 - 	 5,775 	3.69 	156,504 	 1.495 	 - 
980 	6,595 	 - 	 6,595 	3.43 	 192,274 	 1.229 	 - 
981 	7,463 	 7,463 	4.12 	181,141 	 0.942 	0.834 
982 	6,923 	 - 	 6,932 	3.66 	189,399 	 1.046 	1.013 
983 	6,761 	 - 	 6,761 	2.86 	236,399 	 1.248 	1.298 

(cont'd) 

Year 

1■1 

ÇJJ 



TABLE  Al  (cont'd) 

Dividends 

Reported 

($M) 

(11) b  
Predicted Value 

Based on 

Cash Flow 

($M) 

(111)' 
Adj  usted  
Dividends 

($M) 

(1V )d 
 Dividend-Price 

Estimated 

(%) 

(V )'  
Estimated Value 

of Equity 

(111)/( IV ) 
($M) 

(VI) 

Ratio to the 

Preceding 

Value of (V) 

(VII f  
Ratio to the 

Preceding 

TSE 300 
Table 5, 

column (III) 

Year 

Average (1981-1994): 	1.101 	 1.052 

Notes: 	Prepared by Statistics Canada. 
See the regression result, Table A3. 
1961-1987 are the sanie as column (I). 1988 and 1989 are provisional estimates prepared by Statistics Canada using the old method. 

J 990-1994 values are scaled-up values of column (11) using the average of ratios of column (Ill) to column (II) for 1988 and 1989. 
Equal to Table A2, column (I) for 1988-1994. Equal 1.05*Table A2, column (II) for 1961-1977. 
Figures represent the value for the end of the year as closely as possible. 

f  A check on the pattern of column (VI). Since column (VI) reflects effects of new issues while column (VII) presumably does not, colunm (VI) 

should be on average slightly larger than column (VII), and they should be roughly parallel otherwise. We believe that colurnn(VI) is a 

little too large, perhaps re flecting the jump of the series in column (Ill) in 1988. 

3.39 
2.89 
2.71 
2.4:3 
3.01 
2.94 
:3.39 
2.8.3 
2.68 
1.98 
2.04 

8,582 
10,459 
11,036 
12,517 
13,617 
13,644 
12,738 
11,614 
10,711 
11,120 
12,565 

13,617 
13,644 
12,738 
11,614 
10,711 
11,120 
12,.56.5 

8,582 
10,439 
11,036 
12,517 
26,274 
25,755 
25,235 
22,157 
22,307 
20,336 
22,396 

1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 

1.071 	0.974 
1.4.30 	1.168 
1.125 	 1.100 
1.265 	0.972 
0.878 	 1.120 
1.026 	 1.128 
0.810 	0.833 
1.092 	 1.091 
0.974 	0.941 
1.405 	 1.314 
1.097 	0.944 

253,156 
361,903 
407,232 
515,103 
452,392 
464,082 
375,752 
410,389 
399,664 
561,616 
615,9:31 
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TABLE A2 

DIVIDEND-PRICE RATIO, CANADA 

Year 	 (I)* 	 (II)** 	 (III) 

Dividend-Price 	Dividend-Price 	 TSE 300 Index 

Nonfinancial 	Total Corporations 	(Average of Values for ends 

Corporations 	 (%) 	 of Nov., Dec. and Jan.) 

(%) 

1961 	 - 	 2.86 	 - 

1962 	 - 	 3.41 	 - 

1963 	 - 	 3.30 	 - 

1964 	 - 	 3.05 	 - 

1965 	 3.27 	 - 

1966 	 - 	 3.89 	 - 

1967 	 - 	 3.55 	 - 

1968 	 - 	 3.05 	 - 

1969 	 - 	 3.28 	 - 

1970 	 - 	 3.50 	 - 

1971 	 - 	 3.17 	 _ 

1972 	 - 	 2.61 	 - 

1973 	 - 	 3.17 	 - 

1974 	 - 	 5.55 	 - 

1975 	 - 	 4.93 	 - 

1976 	 - 	 4.68 	 - 

1977 	 - 	 4.73 	 - 

1978 	 4.22 	 4.42 	 - 

1979 	 3.69 	 3.99 	 - 

1980 	 3.43 	 3.66 	 2,299 
1981 	 4.12 	 4.49 	 1,918 
1982 	 3.66 	 4.03 	 1,943 

1983 	 2.86 	 3.22 	 2,521 
1984 	 3.39 	 3.70 	 2,455 
1985 	 2.89 	 3.13 	 2,867 
1986 	 2.71 	 • 	2.99 	 3,154 
1987 	 2.43 	 3.08 	 3,065 
1988 	 3.01 	 • 3.36 	 3,434 
1989 	 2.94 	 3.2.5 	 3,872 
1990 	 3.39 	 3.83 	 3,227 
1991 	 2.83 	 3.18 	 3,519 

1992 	 2.68 	 3.05 	 3,313 
1993 	 1.98 	 2.26 	 4,352 
1994 	 2.04 	 2.39 	 4,108 

Notes: 	* Prepared by TSE at the request of Statistics Canada. 
** TSE. 
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Intercept 
xl 
x2 

0 
0.10380 
0.54201 

NA 
0.01572 
0.08687 

NA 
6.60217 
6.23932 

NA 
5.31E-07 
1.33E-06 

	

NA 	NA 

	

0.07135 	0.13625 

	

0.36272 	0.72130 

1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 

Cash Flow 
Used 

($ million) 

65,822 
60,337 
51,472 
45,371 
42,545 
51,194 
62,981 

Predicted 
Dividends 
($ million) 

12,517 
13,617 
13,644 
12,738 
11,614 
10,711 
11,120 
12,565 

TABLE A3 

REGRESSION OF DIVIDENDS ON CASH FLOW AND DIVIDENDS LAGGED, CANADA 

Regression Statistics 

Multiple R 
R-squared 
Adjusted R-squared 
Standard error 
Observations 

0.99534 
0.99071 
0.94866 

325.55176 
26 

Analysis of Variance 

Regression 
Residual 
Total 

	

df 	Sum of Squares 	Mean Square 	 F 	Significance F 

	

2.00000 	271,259,767.17279 	135,629,883.58639 	1,279.72095 	2.6E-24 

	

24.00000 	2,543,614.83835 	105,983.95160 

	

26.00000 	273,803,382.01114 

Coefficients 	Standard Error t Statistic P-value 	Lower 95% 	Upper 95% 

(cont'd) 
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TABLE 

DATA 

Year 

1961 

1 962 
1963 
1964 
1 965 
1 966 
1967 

1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 

Notes: ' 

COST OF CAPITAL FOR THE UNITED STATES, JAPAN AND CANADA 

0 (coned) 

OR REGRESSION (IN $M) 

Xl(t) * 	 X2(t)=Y(t-1)  

	

4,537 	 1,141 

	

4,979 	 1,141 	 1,171 

	

5,469 	 1,171 	 1,260 

	

6,283 	 1,260 	 1,345 

	

6,526 	 1,345 	 1,591 

	

7,192 	 1,591 	 1,798 

	

7,364 	 1,798 	 1,889 

	

7,939 	 1,889 	 1,990 

	

8,289 	 1,990 	 2,178 

	

8,604 	 2,178 	 2,289 

	

9,084 	 2,289 	 2,368 

	

10,558 	 2,368 	 2,293 

	

13,047 	 2,293 	 2,621 

	

15,353 	 2,621 	 3,199 

	

16,570 	 3,199 	 3,414 

	

18,701 	 3,414 	 3,523 

	

19,159 	 3,523 	 3,339 

	

23,286 	 3,339 	 4,417 

	

30,073 	 4,417 	 5,775 

	

34,382 	 5,775 	 6,595 

	

32,024 	 6,595 	 7,463 

	

29,978 	 7,463 	 6,932 

	

39,633 	 6,932 	 6,761 

	

47,304 	 6,761 	 8,582 

	

53,000 	 8,582 	 10,459 

	

52,178 	 10,459 	 11,036 

	

60,842 	 11,036 	 12,517 

Transferred from Table A5, column (V). 
Dividends of nonfinancial corporations; sanie as Table  Al,  column I. Prepared by Statistics 
anada. 
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TABLE A4 

CORPORATE TAX LIABILITIES, NONFINANCIAL AND TOTAL CORPORATIONS, CANADA 

(1) *  
Corporate Tax 

Liabilities, Total 
Corporations 

($M) 

(II) . 
 Corporation 

Profits Before 
Tax, Total 

Corporations 
($1V1) 

(IV) .* 
 Corporate Tax 

Liabilities Reported, 
Nonfinancial 
Corporations 

($M) 

(V) ** 	(V1) ***  
Profits of 	Effective 

Nonfinancial 	Tax Rate, 
Corporations Nonfinancial 
GNP basis 	Corporations 

($M) 

(VII) 
Estimated 

Tax Liabilities, 
Nonfinancial 
Corporations 

(V)*(VI) 
($M) 

Year (III) 
Effective 
Tax Rate 
MAW 

	

4,120 	0.395 

	

4,580 	0.378 

	

5,115 	0.366 

	

5,911 	0.353 

	

6,466 	0.338 

	

6,976 	0.336 

	

7,158 	0.333 

	

8,040 	0.352 

	

8,504 	0.376 

	

7,942 	0.384 

	

8,955 	0.372 

	

11,115 	0.351 

	

15,697 	0.323 

	

20,472 	0.343 

	

20,003 	0.373 

	

20,924 	0.338 

	

22,045 	0.327 

	

26,891 	0.303 

	

35,984 	0.277 

(cont'd) 

1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 

1,629 
1,732 
1,874 
2,085 
2,188 
2,343 
2,382 
2,833 
3,199 
3,051 
3,332 
3,904 
5,064 
7,032 
7,464 
7,078 
7,202 
8,151 
9,966 

4,886 
6,302 

0.314 
0.301 
0.291 
0.281 
0.269 
0.267 
0.265 
0.280 
0.299 
0.306 
0.296 
0.279 
0.257 
0.273 
0.297 
0.269 
0.260 
0.224 
0.205 

3,454 
3,829 
4,355 
5,077 
5,367 
5,913 
5,858 
6,457 
6,849 
6,266 
7,048 
8,842 

12,934 
17,367 
16,226 
16,294 
17,154 
21,793 
30,679 

1,086 
1,152 
1,269 
1,424 
1,445 
1,580 
1,551 
1,810 
2,049 
1,915 
2,086 
2,470 
3,319 
4,745 
4,816 
4,384 
4,458 
4,886 
6,302 
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(III) 
Corporation 	Effective 

Profits Before 	Tax Rate 
Tax, Total 	(MID 

Corporations 

($M) 

(IV) .*  
Corporate Tax 

Liabilities Reported, 
Nonfinancial 
Corporations 

($M) 

(V) .* 

	

Profits of 	Effective 

	

Nonfinancial 	Tax Rate, 
Corporations Nonfinancial 

	

GNP basis 	Corporations 

($M) 

(VII) 
Estimated 

Tax Liabilities, 
Nonfinancial 
Corporations 

(V)*(VI) 
($M) 

	

39,795 	0300 

	

37,654 	0335 

	

26,848 	0.429 

	

37,072 	0.326 

	

45,855 	0322 

	

49,490 	0.309 

	

45,355 	0317 

	

56,571 	0.298 

	

64,667 	0.271 

	

60,093 	0.308 

	

44,814 	0372 

	

34,829 	0.431 

	

35,060 	0.411 

	

42,135 	0.344 

	

57,357 	0.294 

Notes: National Accounts of Canada. 

Estimated by Statistics Canada. 

Equal to column (1V) divided by column (V), for 1978-1994. For 1961-1977, we first compute the average of the ratio of this column to column (III) 
for 1987-1994 and then apply the resulting average to figures in column (111). 

(1) .  
Corporate Tax 

Liabilities, Total 
Corporations 

($M) 

Year 

1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 

11,943 
12,602 
11,514 
12,103 
14,749 
15,313 
14,373 
16,861 
17,506 
18,489 
16,651 
15,010 
14,423 
14,475 
16,890 

7,615 
8,223 
8,012 
8,792 

10,317 
10,682 
8,693 

10,062 
12,489 
13,116 
11,363 
10,096 
9,868 

10,071 
11,918 

0.226 
0.280 
0.364 
0.287 
0.268 
0.259 
0.240 
0.216 
0.241 
0300 
0.396 
0.566 
0.575 
0392 
0.311 

33,663 
29,347 
21,984 
30,611 
38,501 
41,220 
36,187 
46,667 
51,763 
43,767 
28,726 
17,850 
17,156 
25,718 
38,274 

7,615 
8,223 
8,012 
8,792 

10,317 
10,682 
8,693 

10,062 
12,489 
13,116 
11,363 
10,096 
9,868 

10,071 
11,918 

TABLE A4 (cont'd) 
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1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 

3,454 
3,829 
4,355 
5,077 
5,367 
5,913 
5,858 
6,457 
6,849 
6,266 
7,048 
8,842 

12,934 
17,367 
16,226 
16,294 
17,154 
21,793 
30,679 
33,663 
29,347 
21,984 
30,611 
38,501 
41,220 
36,187 
46,667 
51,763 
43,767 
28,726 
17,850 
17,156 
25,718 
38,274 

1,086 
1,152 
1,269 
1,424 
1,445 
1,580 
1,551 
1,810 
2,049 
1,915 
2,086 
2,470 
3,319 
4,745 
4,816 
4,384 
4,458 
4,886 
6,302 
7,615 
8,223 
8,012 
8,792 

10,317 
10,682 
8,693 

10,062 
12,489 
13,116 
11,363 
10,096 
9,868 

10,071 
11,918 

2,199 
2,389 
2,534 
2,744 
2,896 
3,147 
3,398 
3,667 
4,010 
4,405 
4,758 
5,097 
5,795 
6,867 
7,758 
8,821 
9,943 

11,078 
12,960 
15,232 
17,647 
19,062 
20,296 
21,560 
24,084 
26,635 
27,294 
29,514 
31,130 
34,171 
35,851 
37,669 
38,459 
41,347 

AN DO,  HANCOCK & SAWCHUK 

TABLE A5 

ESTIMATED CASH FLOW AFTER TAX, NONFINANCIAL CORPORATIONS, 
CANADA 

Year 	(I)* 	(H)** 	(III)* 	(IV)* 

	

Corporate Corporate Tax CCA on an 	IVA 

Profits 	Liabilities 	Historical 	($M) 
($M) 	($M) 	Cost Basis 

($M)  

(V) 
Estimated Cash 
Flow After Tax, 

(I)-(II)+(I1I)+(lV) 

($M) 

(29) 
(87) 

(151) 
(114) 
(292) 
(288) 
(342) 
(375) 
(521) 
(152) 
(636) 
(910) 

(2,363) 
(4,136) 
(2,599) 
(2,030) 
(3,480) 
(4,699) 
(7,264) 
(6,898) 
(6,747) 
(3,056) 
(2,482) 
(2,440) 
(1,622) 
(1,951) 
(3,057) 
(2,966) 
(1,444) 

(62) 
1,766 

(2,412) 
(2,912) 
(4,722) 

Notes: 	CCA: Capital Consumption Allowance. 
!VA:  Inventory Valuation Adjustment. 

Estimated by Statistics Canada. 
Table A4, column (V11). 

4,537 
4,979 
5,469 
6,283 
6,526 
7,192 
7,364 
7,939 
8,289 
8,604 
9,084 

10,558 
13,047 
15,353 
16,570 
18,701 
19,159 
23,286 
30,073 
34,382 
32,024 
29,978 
39,633 
47,304 
53,000 
52,178 
60,842 
65,822 
60,337 
51,472 
45,371 
42,545 
51,194 
62,981 

120 



(I)* 	(II)** 	(III)*** 	(IV)**** 	(V) 	(VI) 	 (VII) 
Estimated Value 	Total 	Interest Paid 	Profit with 	(III)+(IV) 	(I)+(II) 	Total Return on 

of Equity 	Liabilities 	($M) 	CCAdj and IVA 	($M) 	($M) 	Capital Before Tax 

($M) 	($M) 	 ($M) 	 (V)/(VI) 

1962 	 41,899 	13,521 	 734 	 3,651 	 4,385 	55,420 	0.079 
1963 	 36,066 	14,683 	 782 	 4,104 	 4,886 	50,749 	0.096 
1964 	 40,082 	15,531 	 855 	 4,871 	 5,727 	55,613 	0.103 
1965 	 46,290 	16,953 	980 	 4,935 	 5,914 	63243 	0.094 
1966 	 51,092 	19,226 	1,101 	 5,406 	 6,507 	70,318 	0.093 
1967 	 48,545 	22,119 	1,201 	 5,241 	 6,443 	70,664 	0.091 
1968 	 55,875 	24,804 	1,287 	 5,846 	 7,134 	80,679 	0.088 
1969 	 68,519 	26,568 	1,423 	 6,032 	 7,455 	95,087 	0.078 
1970 	 69,711 	30,165 	1,584 	 5,719 	 7,303 	99,876 	0.073 
1971 	 68,657 	33,374 	1,790 	 5,845 	 7,635 	102,031 	 0.075 
1972 	 78,447 	37,783 	1,802 	 7,107 	 8,909 	116,230 	0.077 
1973 	 92,247 	40,832 	2,182 	 9,628 	11,810 	133,079 	0.089 
1974 	 86,815 	50,239 	2,949 	 11,676 	14,625 	137,054 	0.107 
1975 	 60,522 	59,696 	3,336 	 11,459 	14,795 	120,218 	0.123 
1976 	 72,712 	64,055 	3,789 	 11,951 	15,740 	136,767 	0.115 
1977 	 79,042 	74,847 	5,234 	 11,098 	16,332 	153,889 	0.106 
1978 	 74,122 	84,736 	6,053 	 14,519 	20,572 	158,858 	0.129 
1979 	104,668 	95,257 	8,267 	 20,865 	29,132 	199,925 	0.146 

(coned) 
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TABLE A6 

TOTAL RETURN ON CAPITAL BEFORE TAX, NONFINANCIAL CORPORATIONS, CANADA 



r-a 

TABLE A6 (cont'd) 

Year 	 (1). 	(il)" 	(11I)-* 	(1V)" 	(V) 	(V1) 	 (VII) 
Estimated Value 	Total 	Interest Paid 	Profit with 	(III)+(lV) 	(I)+(II) 	Total Return on 

of Equity 	Liabilities 	($M) 	CCAdj and IVA 	($M) 	($M) 	Capital Before Tax 
($M) 	($M) 	 ($M) 	 (V)/(VI) 

1980 	156,504 	113,949 	12,005 	 24,375 	36,380 	270,453 	 0.135 
1981 	192,274 	132,780 	18,226 	 19,664 	37,890 	325,054 	 0.117 
1982 	181,141 	176,124 	24,664 	 14,185 	38,849 	357,265 	 0.109 
1983 	189,399 	188,220 	21,582 	 23,736 	45,318 	377,619 	 0.120 
1984 	236,399 	183,618 	22,992 	 31,285 	54,277 	420,017 	 0.129 
1985 	253,156 	201,145 	22,473 	 36,020 	58,493 	454,301 	 0.129 
1986 	361,903 	212,980 	23,559 	 31,240 	54,799 	574,883 	 0.095 
1987 	407,232 	224,159 	23,025 	 39,433 	62,458 	631,391 	 0.099 
1988 	515,103 	243,105 	26,240 	 43,899 	70,139 	758,208 	 0.093 
1989 	452,392 	275,922 	32,220 	 35,630 	67,850 	728,314 	 0.093 
1990 	464,082 	312,233 	37,072 	 22,474 	59,546 	776,315 	 0.077 
1991 	375,752 	334,452 	36,245 	 15,028 	51,273 	710,204 	 0.072 
1992 	410,389 	342,939 	33,399 	 12,225 	45,624 	753,328 	 0.061 
1993 	399,664 	347,149 	31,8% 	 19,716 	51,612 	746,813 	 0.069 
1994 	561,616 	358,762 	33,663 	 30,469 	64,132 	920,378 	 0.070 

Average of column (VII): 	0.098 

Notes: 	CCA: Capital Consumption Allowance (in note below). 
CCAdj: Capital Consumption Adjustment. 
IVA: Inventory Valuation Adjustment. 
. Table Al, column (V) shifted down to represent beginning of the year value. .. 
... Total Liabilities (3100) - Trade Payable (3322) - Corporate Claims (3512) - Shares (3520) - Other Liabilities (3610). 
.... Estirnate by Statistics Canada. 

Profits of Nonfinancial Corporations on a GNP basis + CCA of Nonfinancial Corporations on an historical cost basis - CCA of Nonfinancial 
Corporations on a replacement basis + IVA. Components are estimates provided by Statistics Canada. 
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I TABLE A6a 

TOTAL RETURN ON CAPITAL BEFORE TAX, ADJUSTED FOR CAPITAL LOSS IN FINANCIAL ASSETS NONFINANCIAL 
CORPORATIONS, CANADA 

	

(VIII) 	(IX) 	(X) 	(XI) 
Nominal * 	Deflator 	dP/P 	(VIII) *(X) 

	

Financial 	for GDP, 	 ($M) 

	

Assets 	Business 

	

($M) 	Sector (P) **  

(coned) 

0.0039 
0.0155 
0.0115 
0.0189 
0.0407 
0.0356 
0.0275 
0.0301 
0.0584 
0.0245 
0.0449 
0.0946 
0.1571 
0.1335 
0.0659 
0.0618 
0.0794 
0.1078 
0.1136 

25.8 
26.2 
26.5 
27 
28.1 
29.1 
29.9 
30.8 
32.6 
33.4 
34-9 
38.2 
44.2 
50.1 
53.4 
56.7 
61.2 
67.8 
75.5 

0.079 
0.095 
0.102 
0.092 
0.089 
0.088 
0.086 
0.076 
0.069 
0.073 
0.074 
0.083 
0.095 
0.110 
0.109 
0.101 
0.121 
0.135 
0.123 

4,711 
5,022 
5,383 
5,582 
5,847 
5,856 
6,333 
6,976 
7,047 
7,120 
8,007 
8,281 
9,796 

11,551 
12,484 
13,172 
16,512 
19,469 
26,561 

18 
78 
62 

105 
238 
208 
174 
210 
412 
175 
360 
783 

1,539 
1,542 

822 
814 

1,310 
2,100 
3,017 

4,367 
4,808 
5,665 
5,809 
6,269 
6,234 
6,960 
7,245 
6,891 
7,461 
8,549 

11,027 
13,086 
13,254 
14,918 
15,518 
19,262 
27,032 
33,363 

(V) 
(from Table A6) 

(III)+(lV) 
($M) 

(VI) 
(from Table A6) 

(I)+(11) 
($M) 

Year (XII) 
(V)-(XI) 

($M) 
Total Return on 
Capital Before 

Tax, Adjusted for 
Capital Loss in 

Financial Assets 
(XII)/(VI) 

1962 	4,385 
1963 	4,886 
1964 	5,727 
1965 	5,914 
1966 	6,507 
1967 	6,443 
1968 	7,134 
1969 	7,455 
1970 	7,303 
1971 	7,635 
1972 	8,909 
1973 	11,810 
1974 	14,625 
1975 	14,795 
1976 	15,740 
1977 	16,332 
1978 	20,572 
1979 	29,132 
1980 	36,380 

55,420 
50,749 
55,613 
63,243 
70,318 
70,664 
80,679 
95,087 
99,876 

102,031 
116,230 
133,079 
137,054 
120,218 
136,767 
153,889 
158,858 
199,925 
270,453 
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TABLE A6a (coned) 

	

(VIII) 	(IX) 	(X) 	(XI) 	(XII) 	(XIII) 
Nominal* 	Deflator 	dP/P 	(VIII). (X) 	(V)-(XI) 	Total Return on 

	

Financial 	for GDP, 	 ($M) 	($M) 	Capital Before 

	

Assets 	Business 	 Tax, Adjusted for 

	

($M) 	Sector (P) ** 	 Capital Loss in 
Financial Assets 

(XII)/(VI) 

35,433 
35,677 
43,089 
52,846 
57,390 
54,026 
59,569 
66,989 
64,599 
57,338 
49,664 

	

71 	45,553 

	

611 	51,001 

	

1,016 	63,116 

Average (1962-1994): 
Average (1976-1993): 
Average (1962-1987): 
Average (1962-1993): 

2,457 
3,172 
2,229 
1,431 
1,103 

773 
2,889 
3,150 
3,251 
2,208 
1,609 

• Financial assets on which capital loss due to inflation is assumed to accrue are: currency and bank deposits, deposits at other institutions, consumer 
credits, other loans, Canada and other short-term papers, mortgages and Canada, provincial, municipal and other bonds. Figures are reported for the 
beginning of the year. 

To estimate the inflation tam, we wish to use a price index as close as possible to the price index for value-added of nonfinancial corporations. We use 
èdst% mot Em. CAW or:gm-mina tiva pm:mess sec= . 

(V) 	 (VD 
(from Table A6) (frotn Table A6) 

(III)+(IV) 	(I)+(II) 
($M) 	 ($M) 

Year 

325,054 
357,265 
377,619 
420,017 
454,301 
574,883 
631,391 
758,208 
728,314 
776,315 
710,204 
753,328 
746,813 
920,378 

0.109 
0.100 
0.114 
0.126 
0.126 
0.094 
0.094 
0.088 
0.089 
0.074 
0.070 
0.060 
0.068 
0.069 

0.093 
0.100 
0.099 
0.094 

Notes: 

1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 

37,890 
38,849 
45,318 
54,277 
58,493 
54,799 
62,458 
70,139 
67,850 
59,546 
51,273 
45,624 
51,612 
64,132 

30,921 
37,465 
40,216 
39,274 
53,323 
58,677 
60,191 
73,357 
78,973 
86,643 
89,428 
84,879 
90,838 
93,517 

0.0795 
0.0847 
0.0554 
0.0364 
0.0207 
0.0132 
0.0480 
0.0429 
0.0412 
0.0255 
0.0180 
0.0008 
0.0067 
0.0109 

81.5 
88.4 
93.3 
96.7 
98.7 

100 
104.8 
109.3 
113.8 
116.7 
118.8 
118.9 
119.7 
121 
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r4BLE A 7 

CAPITAL Loss ON FINANCIAL ASSETS, U.S. NONFINANCIAL CORPORATIONS 

Year 	(I) 	(II) 	(III) 	(IV) 	 (V) 	 (VI) 	 (VII) 
Liquid 	Foreign 	Consumer 	(I)-(10+(III) * 	Deflator for 	Rate of Changes 	(IV)*(VI) 
Assets 	Deposits 	Credit 	 ($B) 	Non-farm Business 	of (V) 	 ($B) 
($13) 	($13) 	($B) 	 Less Housing..  

1954 	48.4 	0.2 	 7.7 	 23.1 
1955 	53.4 	0.1 	 8.3 	 55.9 	 24.3 	 0.052 	 2.90 
1956 	48.9 	0.1 	 8.6 	 61.6 	 25.1 	 0.033 	 2.03 
1957 	48.5 	0.1 	 8.7 	 57.4 	 26 	 0.036 	 2.06 
1958 	51.0 	0.1 	 8.8 	 57.1 	 26.2 	 0.008 	 0.44 
1959 	56.2 	0.1 	10.1 	 59.7 	 27.1 	 0.034 	 2.05 
1960 	51.4 	0.1 	 9.6 	 66.2 	 27.5 	 0.015 	 0.98 
1961 	54.8 	0.2 	 9.6 	 60.9 	 27.6 	 0.004 	 0.22 
1962 	57.9 	0.8 	10.4 	 64.2 	 28.2 	 0.022 	 1.40 
1963 	61.3 	0.7 	11.3 	 67.5 	 28.5 	 0.011 	 0.72 
1964 	61.7 	1.1 	12.3 	 71.9 	 28.9 	 0.014 	 1.01 
1965 	63.2 	0.8 	13.2 	 72.9 	 29.5 	 0.021 	 1.51 
1966 	613 	0.9 	13.4 	 75.6 	 30.5 	 0.034 	 2.56 
1967 	63.1 	1.1 	13.7 	 73.8 	 31.5 	 0.033 	 2.42 
1968 	68.6 	1.6 	13.8 	 75.7 	 32.9 	 0.044 	 3.36 
1969 	69.0 	1.2 	13.9 	 80.8 	 34.5 	 0.049 	 3.93 
1970 	69.5 	0.8 	14.5 	 81.7 	 36 	 0.043 	 3.55 
1971 	78.8 	1.2 	17.0 	 83.2 	 37.8 	 0.050 	 4.16 
1972 	88.0 	2.2 	17.7 	 94.6 	 39.1 	 0.034 	 3.25 
1973 	101.0 	33 	19.2 	 103.5 	 40.9 	 0.046 	 4.76 
1974 	105.4 	4.9 	20.3 	 116.9 	 45.2 	 0.105 	 12.29 
1975 	125.2 	5.8 	21.2 	 120.8 	 49.9 	 0.104 	 12.56 
1976 	139.8 	7.4 	23.5 	 140.6 	 53 	 0.062 	 8.73 
1977 	143.6 	8.7 	24.4 	 155.9 	 56.6 	 0.068 	 10.59 

(coned) 



cr■ TABLE A7 (coned) 

Year 	 (I) 	(II) 	(III) 	(IV) 	 (V) 	 (VI) 	(VII) 
Liquid 	Foreign 	Consumer 	(I)-(11)+MD. 	Deflator 	for 	Rate of Changes 	(IV)*(VD 
Assets 	Deposits 	Credit 	 ($13) 	Non-farm Business 	of (V) 	 ($B) 
($B) 	B) 	($B) 	 Less Housing" 

1978 	1623 	16.7 	26.5 	 159.3 	 60.9 	 0.076 	 12.10 
1979 	170.8 	21.8 	283 	 172.1 	 66.4 	 0.090 	 15.54 
1980 	196.5 	24.6 	29.4 	 177.3 	 733 	 0.104 	 18.42 
1981 	220.4 	23.0 	30.3 	 201.3 	 80.7 	 0.101 	 20.32 
1982 	277.7 	31.5 	30.8 	 227.7 	 85.6 	 0.061 	 13.83 
1983 	415.7 	125.4 	35.4 	 277.0 	 88.9 	 0.039 	 10.68 
1984 	459.4 	123.4 	38.4 	 325.7 	 92 	 0.035 	 1136 
1985 	508.1 	134.1 	42.5 	 374.4 	 95.3 	 0.036 	 13.43 
1986 	594.5 	162.4 	47.0 	 416.5 	 97.5 	 0.023 	 9.61 
1987 	643.0 	174.4 	54.0 	 479.1 	 100 	 0.026 	 12.28 
1988 	673.6 	188.5 	60.9 	 522.6 	 103.5 	 0.035 	 18.29 
1989 	740.5 	236.6 	63.8 	 546.0 	 107.9 	 0.043 	 23.21 
1990 	782.5 	2773 	67.1 	 567.7 	 112.4 	 0.042 	23.68 
1991 	801.2 	268.0 	63.0 	5723 	 116.6 	 0.037 	2138 
1992 	811.1 	259.6 	65.4 	 596.2 	 119.2 	 0.022 	 13.29 
1993 	812.8 	2583 	80.4 	 616.9 	 121.5 	 0.019 	 11.90 

	

Average: 	 8.64 

Notes: 

	

	. Nominal Financial Assets. Defined as total liquid assets less foreign deposits plus consumer credits. (Balance Sheets for the U.S. Economy 1945-1994, 
Non-farm, Nonfinancial Corporate Business, pp. 32-37, row 9 - row 15 + row 21, shifted one year to give the initial rather than ending value for the 

Y.ea' 
Deflator for GDP for non-farm business less housing, National Income and Products Accounts, Table 7.14, row 4. 
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( TABLE A8 

TOTAL RATE OF RETURN ON CAPITAL BEFORE TAX, U.S. NONFINANCIAL CORPORATIONS 

Year 	 (II)b  
Corporate Profit 	Monetary 
Before Tax with 	Interest 
CCAdj and IVA 	Paid 

($R) 	 ($R) 

(III) 
Capital Loss on 
Financial Assets 
Due to Inflation 

($B) 

(IV) 
(D+(II)-(III) 

($B) 

(V)5  
Market Value 

of Corporations 
($B) 

(VI) 
Total Return on 

Capital Before Tax 
(IV)/(V) 

41.696 
41.272 
40.942 
43.761 
47.349 
46.623 
48.679 
55.904 
63.182 
69.991 
80.887 
86.737 
85.980 
92.136 
92.771 
84.748 
95.240 

108.547 
122.935 
114.510 
135.639 
160.465 
186.511 

(cont'd) 

1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 

40.4 
38.5 
37.5 
38.2 
42.6 
40.0 
40.8 
48.2 
53.8 
60.0 
70.3 
74.9 
71.8 
76.0 
71.3 
57.1 
67.2 
77.0 
83.6 
70.6 
91.5 

111.5 
132.0 

4.2 
4.8 
53 
6.0 
6.8 
7.6 
8.1 
9.1 

10.1 
11.0 
12.1 
14.4 
16.6 
19.5 
25.4 
31.2 
32.2 
34.8 
44.1 
56.2 
56.7 
57.7 
65.1 

2.904 
2.028 
2.058 
0.439 
2.051 
0.977 
0.221 
1396 
0.718 
1.009 
1.513 
2.563 
2.420 
3364 
3.929 
3.552 
4.160 
3.253 
4.765 

12.290 
12.561 
8.735 

10.589 

317 
381 
389 
376 
479 
509 
512 
596 
568 
646 
740 
814 
781 
948 

1,069 
982 

1,014 
1,158 
1,302 
1,194 
1,053 
1,251 
1,522 

0.132 
0.108 
0.105 
0.116 
0.099 
0.092 
0.095 
0.094 
0.111 
0.108 
0.109 
0.107 
0.110 
0.097 
0.087 
0.086 
0.094 
0.094 
0.094 
0.096 
0.129 
0.128 
0.123 
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0) TABLE AS (coned) 

Year 	 W. 	 (Il )b 	 (III) 	 (IV) 	 (V)C 	 (VI) 
Corporate 	Profit 	Monetary 	Capital Loss on 	(I)+(II)-(III) 	Market Value 	Total Return on 
Before Tax 	with 	Interest 	Financial Assets 	($B) 	of Corporations 	Capital Before Tax 
CCAdj and 	IVA 	Paid 	Due to Inflation 	 ($B) 	 (IV)/(V) 

	

($R) 	 ($R) 	 ($B) 

1978 	 146.1 	 79.8 	 12.102 	 213.798 	 1,505 	 0.142 
1979 	 138.1 	 104.2 	 15.543 	 226.757 	 1,639 	 0.138 
1980 	 120.7 	 134.4 	 18.424 	' 	236.676 	 1,894 	 0.125 
1981 	 136.9 	 173.8 	 20322 	 290.378 	 2,324 	 0.125 
1982 	 111.5 	 1883 	 13.826 	 285.974 	 2,345 	 0.122 
1983 	 159.9 	 178.9 	 10.679 	 328.121 	 2,565 	 0.128 
1984 	 214.3 	 207.6 	 11357 	 410.543 	 2,942 	 0.140 
1985 	 221.4 	 227.7 	 13.430 	 435.670 	3,080 	 0.141 
1986 	 203.8 	 240.4 	 9.615 	 434.585 	 3,624 	 0.120 
1987 	 244.2 	 251.8 	 12.285 	 483.715 	 4,243 	 0.114 
1988 	 274.4 	 286.1 	 18.291 	 542.209 	 4,613 	 0.118 
1989 	 255.2 	 344.6 	 23.212 	 576.588 	 5,158 	 0.112 
1990 	 256.4 	 354.5 	 23.676 	 587.224 	6,081 	 0.097 
1991 	 249.2 	 3423 	 21385 	 570.115 	 6,057 	 0.094 
1992 	 276.6 	 307.2 	 13.294 	 570.506 	 7,179 	 0.079 
1993 	 330.9 	 298.6 	 11.903 	 617.597 	 7,734 	 0.080 

Average (1955-1993): 	 0.110 
Average (19564993): 	 0.109 
Average (1976-1993): 	 0.118 
Average (1962-1993): 	 0.111 

Notes: 	CCAdj: Capital Consumption Adjusunent. 
IVA: Inventory Valuation Adjustment 
• National Income and Product Accounts, Table 1.16, line 27. 
b  National Income and Product Accounts, Table 8.17, line 7. 
' Flow of Funds, Balance Sheet for the U.S. Economy, September 20, 1994, pp. 33-37, Total Liabilities (line 30) - Trade Debt (line 39) + Market Value 

\ 	
of Equity (line 45). 
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ENDNOTES 

1  It is forward looking in the sense that, since capital goods last for a number of periods, 
management must look forward to evaluate the cost of using them while they last, espe-
cially if the capital is not malleable once it is installed. If it is fully malleable, then it can 
be adjusted without cost to new relative prices in every period, so the managers need not 
look beyond the current period in designing the capital structure of the firm. 

2  A little more than hope by analysts is involved here. Presumably, in assessing the future 
cost involved in maintaining a specific capital good, the manager summarizes his or her 
Perception of various uncertain elements into a probability distribution and takes the 
expected value of the cost over this distribution. By averaging the ex post realization of the 
cost across firms and over time, analysts would be performing a similar operation though 
the information on which the expectations are conditioned may not be the same. If the 
ex mite estimates of the cost of capital used by managers in their decisions and the ex post 
measurement by analysts are substantially different from each other, even when they are 
averaged both across firms and over a fairly long period of time, then the presumption 
must be either that we are dealing with a very unstable system or there is something 
unusual about the process managers use to form their anticipations. To deal with such 
Problems, we must have direct observations of managers' expectations in addition to ex 
Post measurements of costs. 

3  At the conference on which this volume is based, it was suggested that the markup factor 
should apply to the labour cost and capital cost net of depreciation. The tnarkup rule is, 
in a sense, arbitrary and does not result from a rational optimization process, so what is 
reasonable is, in the final analysis, an empirical question. It may be pointed out, however, 
that a markup rule which excludes depreciation from the base is considerably more complex 
than equation (2). Furthermore, if the production function explains the value-added 
gross of depreciation and it is approximately Cobb-Douglas, then it is the markup on cost 
gross of depreciation that would be  close  to a constant fraction of the value-added measure 
of output. 

4  This is so because we have interpreted the SIM< as the economic depreciation on all capital 
at replacement cost. This means that the depreciation of capital goods is based on their 
replacement costs, and the cost of inventory sold is also valued at its replacement cost. 

5  This assertion is not quite true. Under our assumption, the total corporate profit tax collected 
by the authority is given by: 

+ TC (1  - (0 + 5) P,K =  T' 	 (2) 
- 

while the total profit after tax plus the depreciation allowance is given by: 

g - 1  

(1 - r`) 	 P,X + (p + 5) P2( =13 + Del) 	 (b) 

where B and Dep are profits after tax and the depreciation allowance reported to the tax 
authority. r, B and Dep are available from the tax data, and r and z are computable 
from the tax codes. Hence, equations (a) and (b) above may be considered as two equations 
in two unknowns 

- I 
P,,X and (p + .5) l',1( 
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and may be solved for these two quantities. In practice, however, this is an extraordinarily 
complex task because many detailed provisions of the corporate profit tax codes must be 

taken account of and data adjusted accordingly, and cyclical deviations of variables from 

their normal level must be reduced as much as possible. I may note that, whatever it may 
be worth, my attempt to carry out this program in the mid-1970s for the United States 

suggested that the value of g was between 1.02 and 1.04. This does not mean, of course, 
that we can say anything about the value of g for other countries. (This note by Ando.) 

6 If all capital is malleable, we may rely on the reproduction cost of capital for its value 

sinc.e the putty content of capital is well defined, and it can be fully utilized as a component 

of a new capital good. Since, however, we believe that the nature of capital, especially 

of capital equipment, is putty-clay, the reproduction cost of capital is not well defined. 

We, therefore, believe that the only sensible measure of the value of capital to be used 

as the denominator of the rate of return must be the market value of capital. Note, how-

ever, that we have no alternative but to use a measure of depreciation on a reproduction 
cost basis (usually computed by adjusting the standard accounting records of depreciation 
for changes in capital goods prices) on the left-hand side of equation (5). 

7 The relationship in equation (8) is often expressed in nominal terms rather than in real 

terms. Provided that the expectation of the inflation rate incorporated into interest rates 
and the one underlying the exchange rate expectation are the same, the formulations of 
equation (8), in real and nominal terms, are equivalent to each other. 

8 Currency Forecasters' Digest. 

9 Ando et al. (1974) and Ando (1976). 

10 Most factors that may make estimation of the net income stream and discount factor 

complex are such that they can be introduced to affect either the income stream or the 
discount factor and, for most purposes, the results are equivalent. Here, however,  WC  
must make sure that we introduce them into our calculations in such a way that the dis' 

count factor applicable to the income generated by older capital is the same as the one 

applicable to the income generated by new capital. 

11 Another reason for our choice was that, given the results reported in Ando and 

Auerbach (1988b, 1990), the fact that the Nikkei consolidated data file did not go bac ' 
 much earlier than 1980 did not seem important. Unfortunately, we found that the number 

of firms reported in the consolidated accounts file was quite small until 1984, and we had 

to start our analysis in 1985. Furthermore, some information was available in the stan' 
dard Nikkei-Needs data file but not in the consolidated accounts file, forcing us to make 

some additional approximations. Ideally, we should have obtained both the standard 

data file and the consolidated accounts file, but the price charged by Nikkei for them and 

our budgets were not compatible with such an arrangement. 

12 The unusual movement of DMV for the Flow of Funds accounts in the United State5  

since 1989 is largely due to the reported movement of the value of land, which declined 

from $940 billion in 1989 to a mere $90 billion in 1993. This dramatic movement of the 

value of land has nothing to do with reality, but is simply due to the disappearance of the 

data source on which the Flow of Funds section at the Federal Reserve Board depended ,  

and to the decision by the section to follow a specific procedure to deal with this prob' 

lem which turned out to generate an unreasonable result after the fact. We believe the, 

letting the value of land increase in proportion to, for example, the nominal value addea 

measure of output of the nonfinancial corimate sector since 1989 would at least avoid 

the major distortion of the accounts and is preferable to the current procedure until an 

alternative source of the required information is found. 
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13  This is especially true when we work with the rnarket measure of the rate of return rather 

than with the accounting measure. See the next section. 
14 This may not be true in the Japanese case, as discussed below. 
1 5 The size of DMV, which can be as large as 40 percent of NWM in some periods, cannot 

be accounted for by potential biases in the estimate of the value of financial instruments. 

Suppose that 50 percent of NWM is in long-term liabilities subject to the bias, and it is 

underestimated by as much as 50 percent due to the past movement of the long-term 

interest rate. This very extreme assumption would create DMV of some 25 percent of 
NWM. 

16 
Special tabulations and helpful inforrnation on the nature of the data were provided by 

Patrick 01-lagan of the National Accounts and Environmental Division at Statistics 

Canada. 

17  These words are used in very specific senses. Total receipts here consist of operating sur-
Plus (not sales) plus income from properties not used in production and the benefits from 

casualty insurance policies. This is clearly different from the value added by enterprises. 

Outlays are the distribution of this concept of receipts among various items. 
18  While the ratios calculated from the Nikkei file of consolidated accounts are quite sim-

ilar to the ones reported by the Tokyo Stock Exchange, this cannot be considered inde-
Pendent information since companies in the Nikkei file are all listed on the Tokyo Stock 

Exchange. 

19  In the balance sheets in the National Accounts of Japan, the market valuation discrep-

ancy is designated as "Shomi Shisan," which can be literally translated as "True Net 

Assets." While definitions and names are arbitrary, in this instance, the designation used 

suggests that the original designers of these balance sheets had a serious rnisconceptioh 

of wi IL  at this item represented. 
"° In the  process of estimating the net earnings of companies in their individual accounts, we 

have estimated the value of the net stock of reproducible tangible capital at its reproduction 

cost as part of estimating depreciation at its reproduction cost. We then computed the 

ratio of the value of land ro the value of reproducible tangible assets at reproduction cost 

for all companies in the Nikkei file of consolidated accounts and increased the value of 

land so this ratio matched the corresponding ratios in the National Accounts. 
21 — For  most countries, dividends are a very stable quantity over time. 
`4  We wonder if very accurate estimates of these quantities, retained earnings, dividends, 

interest payments, corporate profit tax liabilities, etc. could not be directly available 

from tax records. For the United States, records at the Internal Revenue Service are the 

rnost important source of data for the income side of the corporate sector in the National 

Accounts. 

23  One of us studied the value of land belonging to households and concluded that the 

aggregate estimate reported by the National Accounts seems reasonably accurate. See 

HaYashi et al. (1989). By way of contrast, for the United States, the balance sheet for 

nonfinancial corporations records the ratio of the market value of land to the reproduction 

cost of reproducible tangible assets plus financial assets less trade credits to be roughly 

1 5 percent in 1989, the last year for which a reasonably reliable estimate of the value of 
.) land is available. 

44  We do not seem to know the division of the total stock of reproducible tangible capital 

into equipment and structures for nonfinancial corporations. For the country as a whole and 

excluding residential structures, the division is roughly 70 percent structures and 30 percent 
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equipment. This is probably weighted too much toward structures when it is applied to 

the private sector, since we assume that most government capital is structures. Economic 

Planning Agency, (1994): p. 410. 
25 See equations  (l1) and (11a) and the analysis following them. 

26 Note that the value of land has also been adjusted up as described in note 5 of Table 1. 
27 Ando and Auerbach (1990, Table X1) estirnated that the adjusted accounting rate of 

return for Japanese firms may be biased down due to the implicit real appreciation of the 

land value by as much as 4 percent or more between 1976 and 1988. This is probably an 

exaggeration because the period covered had a very strong upward trend in the real price 

of land. As a working hypothesis, we suggest that the bias may be around 2 percentage 

points. Although the market measure of the rate of return should reflect the unrealized 

capital gains on land and, therefore, should not be biased due to this problem, it is hard 

to design a reasonable way to handle the dramatic large negative returns suffered by equi- 

ty shareholders in the early 1990s, and we leave the analysis of this problem for a later 

occasion when we will have seen the final outcome for the pattern of the Japanese land 

price and of the equity value after the bubble and its subsequent burst. 

ACKNOWLEDGMENTS 

WE ARE GREATLY INDEBTED TO STATISTICS CANADA, especially to Mr. Patrick 
O'Hagan of the National Accounts and Environment Division for providing 

us with critical unpublished data and guiding us in their interpretation, and to 
Professor Jack M. Mintz of the University of Toronto for providing us with a useful 
set of written comments on the earlier version of this paper. 

BIBLIOGRAPHY 

Ando, Albert. "On the Definition of Cost of Capital for Investment Under Inflation When 

Corporate Profit Tax is Present." Unpublished note, Department of Economics, University 

of Pennsylvania, 1976. 
Ando, Albert and Alan J. Auerbach. "The Corporate Cost of Capital in Japan and the 

United States: A Comparison." In Government Policy Towards Industry in the United 

States andJapan. Edited by John Shovel). London and New York: Cambridge University 

Press, 1988a. 
—. "The Cost of Capital in the United States and Japan: A Comparison." Journal of the 

Japanese and International Economies. Vol. 2, (1988b): 135-158. 
—. "The Cost of Capital in Japan: Recent Evidence and Further Results." Journal of the 

Japanese and International Economies. Vol. 4, (1990): 323-350. 
Ando, Albert, Franco Modigliani, Robert Rasche and Stephen J. Turnovsky. "On the 

Role of Expectations of Price and Technological Change in an Investment Function." 

International Economic Review. Vol. 15, (1974): 384-414. 
Collins, Julie H. and Douglas A. Shackelford. "Corporate Domicile and Average Effective 

Tax Rates: The Case of Canada, Japan, the United Kingdom and the United States." 

International Tax and Public Finance. 2, (1995): 55-84. 

132 



COST OF CAPITAL FOR TI IE UNITED STATES, JAPAN AND CANADA 

Currency Forecasters' Digest. Monthly publication, PO. Box 139, Gedney Station, White 
Plains, NY 10605, Fax (914) 949-0303. 

Economic Planning Agency. Annual Report on National Accounis. 1994. 
Hayashi, Futnio, Albert Ando and Richard Fen-is. "Life Cycle and Bequest Savings." In Saving 

Behavicrr, Ina.,estrnent and Rate of Return on Capital in the United Sates and Japan: annparativc 
Analysis and Perspectives into 1990's. Vol. 2, No. 1. Tokyo: National Institute for 
Research Advancement, 1989. 

113 





Duaniie 
 

Ch 
 Centre For Tax Studies 

University of Toronto 

& Kenneth  J. McKenzie 
Department of Econotnics 
University of Calgary 

The Impact of Taxation on Capital Markets: 
An International Comparison of Effective 
Tax Rates on Capital 

INTRODUCTION 
PrHIS PAPER EXAMINES THE POTENTIAL IMPACT OF TAXATION on the accumulation 
, of Physical capital by calculating marginal effective tax rates (METRs) on 
'aPiral for Canada and selected other countries. The METR on capital is a sum-n'an measure of the distortion in the return to capital caused by the imposition of Personal and corporate taxes on capital. We also investigate the implications of risk and irreversibility  for the impact of taxation on investment. Measuring the size of th e distortion  caused by the tax system reveals some insights into the potential 
impact of taxation on capital accumulation and, therefore, on economic growth. 

The paper investigates just one aspect of the process linking taxation to gr The 
 The underlying motivation is that the "transmission mechanism" by which 

`ue  tax system may affect economic growth and productivity is its impact on invest-t ent in capital. Personal and corporate taxes on capital can drive a wedge between hne gross and net-of-tax rates of return to capital. The size of this wedge is measured 
th 

tuerhe METR on capital. Neoclassical economic theory and its extensions suggest at at this will, in turn, lead to a reduction in investment and capital accumulation, 
,.L8 well as to the introduction of intersectoral and interjurisdictional distortions to ttge extent that METRs vary by industry and location. These distortions can lead :

h" 
 an inefficient amount of capital employed in the economy and to an inefficient ocation  of capital across assets and jurisdictions, potentially impeding economic grenvth and productivity. 

0 	Recently, much of the theoretical research on economic growth has focused 
Ca 'e the mie of externalities in technology development, and human and physical teital accumulation within the context of endogenous growth models. 1  In most of 
a„%se  rnodels, taxes on capital are found to be growth reducing (see Milesi-Ferretti 
_"u Roubini, 1995). Despite this, empirical investigations have not been very suc-;-essful in 

uncovering a statistically and economically significant relationship 
between tax rates and growth. 
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Yet there is some compelling "indirect" evidence that taxes affect growth, and 
many studies have found a relationship between capital accumulation and growth. 
For example, De Long and Summers (1991) used disaggregated investment data for 
several countries and found that, from 1960 to 1985, each extra percent of gross 
domestic product (GDP) investment in equipment was associated with an increase 
in GDP growth of one third of a percentage point per year. This is a very strong 
association which the authors suggest is causal. 

Moreover, recent empirical evidence, such as Auerbach and Hassett (1992) ,  
Cummins and Hassett (1992) and Cummins et al. (1995), also based on disaggregatea 
data, suggests that taxes on capital can have a significant impact on investment. 
Some of these results suggest that the elasticity of investment with respect to tax' 
driven changes in the user cost of capital may be as high as unity. While such a 
strong relationship is at odds with some previous work that investigated the rela' 
tionship between the user cost of capital and investment (most of which use ' 

 aggregate data), the fact that this recent work is based on firm-level data suggests 
that perhaps prices really do matt& 

Thus, although the statistical importance of capital taxes for growth has not 
been established, there is good theoretical reason that a relationship exists' 
Moreover, there is evidence linking capital accumulation to growth, and taxes  
capital accumulation. This, we think, provides some important indirect empitiea; 
support for the view that taxes may affect growth through their impact on cape 
accumulation. 

In this paper, we include an outline of the basic methodology used to cake,: 
late METRs followed by an international comparison of METRs among the GI, 
countries — Canada, United States, United Kingdom, Germany, Japan, France an°, 
Italy — as well as Mexico and Hong Kong. Then, we undertake an intersectoral atet  
interprovincial comparison of METRs for Canada and consider the implications e 
risk and irreversibility for the measurement of METRs. The paper concludes with 9  
summary of the key results and policy implications. 

BASIC METHODOLOGY 

THE METHODOLOGY EMPLOYED TO INVESTIGATE the potential impact of taxation 
on capital accumulation needs to be explained. While the basic approach 

well established, various modifications are required to facilitate an international 
 comparison and incorporate risk and irreversibility. Although a formal derivatio°  

based on neoclassical investment theory is possible, this paper follows a lee  
intuitive approach to provide a basic understanding of the methodology to a broader  
audience.3  

To consider how taxes may impinge on capital investment decisions, it is uselie  
to begin by considering an economy without any taxes at all. Moreover, preset;  
for the moment that all the funds for investment in capital are provided by domes° 
savers. In such an economy, firms invest in projects which generate a rate of tee!, 
up to and in excess of a "hurdle" rate required by the financial market. This buret  
rate reflects the real (inflation adjusted), net-of-depreciation rate of return de 
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investors (debt and equity holders) could earn in the next best alternative invest-
ent oPportunity with similar characteristics. 4  If the proportion of investment 

linanced by debt is / 3,   the expected rate of inflation is the nominal interest rate 
on debt is I and the nominal required rate of return on equity is p, then the hurdle 
rate of return is a weighted average of the required rate of return on debt and equity, 

°r Re--04013)P - ins 
If investment is continuously divisible and the marginal revenue product of 

caPital (the increment to revenue arising from investing in one more unit of capital) 
eventually declines as the amount of capital employed increases, value-maximizing r  
_erins  will invest in capital up to the point where the rate of .return on the last unit 
' caPital employed is equal to the real opportunity cost of the funds tied up in 
caPital R, plus the loss in the value of the capital due to economic depreciation b. if  

Ive denote the relative price of a unit of capital with respect to output by q, the 
ecPtes sion q(R+,5) is referred to as the cost of capital. Denoting the marginal 
m—venue product of capital by MRP,(K), the equilibrium condition is 

,,e, 1),_kff0 -"=-q(R+8), where capital is accumulated up to the point that the marginal 

This even in the sense that it earns just enough to cover the cost of capita1. 6  
 Condition implicitly determines the demand for capital by domestic firms as a f" 

unction of the rate of return on capital net of depreciation R. 
We are now in a position to see how domestic taxes on capital, levied on 

ti 'er or both the suppliers and demanders of capital, can affect capital accumula-
2°  when funds are provided by domestic savers. Investors are concerned about the 
fi'rte of return on their capital, net of both corporate and personal taxes. Consider 
b:r the imposition of personal taxes on interest income and on the return to equity. 

11°ting bY m the personal tax rate imposed on nominal interest income, and by 
the  effective tax rate on equity, the weighted average net-of-personal tax real hurdle 

inre °f  return becomes R". /31(1 -in)  ( 1 -/3) p( 1 - c) - Ir. In capital market equilibrium, 
tal the absence of risk and capital market imperfections other than taxes, the after-
iu rate of return on equity must equal the after-tax rate of return on debt. Thus, 

n"P(1- c) which implies that p=1(1- m)/(I - c) in which case R'.1( 1 - 	 - 

The imposition of corporate taxes affects investment by altering the cost of 
There are several ways in which this can occur, depending on the details of 

cou  rax  sYstem. A somewhat stylized representation follows; details will vary by 
rat:trY. 7  As discussed above, firms accumulate capital up to the point where the 

r,eturn generated by the last unit of capital is just equal to the cost of capital. 
afte"e'n R" after personal taxes, the marginal investment must eam R=fl1+( 1 -13)p - IT  
of.dt e°rPorate taxes (and net of depreciation). R g  is the gross-of-corporate tax, net-
C,_.ePreciation rate of return required to yield R after corporate taxes. Treating 
potdPatral  as the numeraire, Ra=MRP,/q - .5. Rg will reflect various provisions of the cor-
for cte  tax system. For example, the deductibility of nominal debt interest expenses 
whenrPorate income tax purposes lowers the nominal cost of debt finance to 1(1 - ts), 

74  is the statutory corporate income tax rate. Nominal interest deductibility —.ers  
cost cinfi e cost of capital to the firm by reducing the weighted average opportunity 

'nance to Rf.01(1 - u)+(1 -fl)p. 8  The cost of capital is also lowered by the 
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reduction in the effective purchase price of capital due to the presence of tax depre
-dation allowances and investment tax credits (ITCs). A company that is provided 

with an ITC at the rate 0 and annual depreciation allowances that generate a 
reduction in taxes of uA in present value terms, A being the present value of the 
tax depreciation allowances on one dollar of capita1, 9  faces an effective purchase 
price of capital that is lowered by the amount 0-FuA per dollar. Recognizing that 
the incremental revenue generated by an additional unit of capital is taxed at the 
statutory tax rate, leaving MRPK(1- u) after taxes, the firm's value maximization 
condition becomes MRPK(1- u),-(145 - 7r)(1- 0- tiA), where the after tax, mar-
ginal revenue product of capital is equal to its gross-of-depreciation after-tax user 
cost. Using this equilibrium condition, and recalling the definition of R g  above, the 
gross-of-corporate tax, net-of-depreciation rate of return on a marginal unit of 
capital is: 

- .1) uA  
-u 	-5  

Equation (1) reflects the imposition of a corporate income tax. Other tYPes  
of taxes may be levied on the capital as well. For example, capital may be subject 
to a sales or property transfer tax, special capital levies may apply, as may propeal 
taxes. Some jurisdictions also levy a gross receipts tax. Equation (1) may be modl' 
fied to take all these types of taxes into account. For example, if the effective sale 
or property transfer tax rate is ti„ the effective capital tax rate is tc , the effective  
property tax rate is tg  and the gross receipts tax rate is tg, then Rg becomes:'° 

-,. 1 	- uA tc  (1 - u)I(a + + ir) , 

 (1 -u)(1 -tg) 	
(2) 

	 - 6  1 - t 

The imposition of both personal and corporate taxes affects the level '11  
investment in the economy by driving a wedge between the after-tax rate of retell 

 required by savers (1r) and the before-tax rate of return generated by firms oe. 
The METR on capital is a summary measure of the distortion to the return to car 
ital caused by the imposition of the various taxes levied on capital. It is defined ags  
the hypothetical rate of tax 7. which, if applied to the gross-of-tax rate of return 
would yield the net-of-tax rate of return R". The METR thus solves  R(1 - 
giving: 

(1 ) 
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A METR may be computed using the above expressions for Rg and Er for var-
rious types of capital in different countries, each imposing different tax systems and 
`acing different interest rates, economic depreciation rates, inflation rates, etc. It is 
a, convenient summary measure which allows users to evaluate and compare a 
niverse set of international corporate and personal tax systems in an economically 
..Lrneaningful way. Comparing the METRs across jurisdictions gives some insight into 

Potential impact of tax systems on the incentive to invest in capital. 
cifically, the higher the METR, the greater the disincentive to invest in a par-

ticular type of capital in a particular jurisdiction. It should be noted that, if tax 
incentives are generous enough, METRs can also be negative, i.e., Rg can be less 
lithan .1r, in which case the tax system provides a subsidy to investment. If the 
wiel-R is zero, the tax system is said to be neutral with respect to investment, i.e., 
taxes do not impinge on the investment decision. 

The presentation to this point has assumed that capital for domestic invest-
rnent is provided by domestic savers. If capital is provided by foreign investors, the 
a,nalYsis must be modified slightly. In terms of the above framework, the expressions 
fnefining  the net-of-tax rate of return R" and the after-tax opportunity cost of 
' lance  R1  must be altered to account for the presence of foreign investors. For 

examPle, if we presume that the investor is a multinational corporation from another 
c(3untry, the relevant cost of finance becomes: 

RI ' =er(j  - u') + (1 -,e) p'l 	+ 	-u) 	+ 

wh ere13 is the debt-to-asset ratio in the home country of the multinational, l' is the 
"ielst «debt in the home country, u' is the statutory corporate income tax rate in the 

f  cene country, p' is the cost of equity in the home country, y is the proportion of 
unds borrowed within the host country, x is the weighted average withholding tax 

eate in the host country, l is the cost of debt in the host country, u is the statutory 
c°rPorate  income tax rate in the host country, .rr' is the inflation rate in the home 
ecctunrtY and ir is the inflation rate in the host country. Equation (4) states that the 
fheet  °f finance to a foreign multinational investor is the weighted average cost of 

jnds raised in the home and host countries. The former is the weighted average 
of financing at home net of withholding taxes payable in the host country, and 

e latter is the after-tax cost of debt in the host country adjusted by the difference 
tin inflation  rates between the home and host countries." In the case of investments 
i _ndertaken by multinationals, RI in equations (1) and (2) is replaced with the Rr 
n  equation (4), and the inflation rate ir used in equations (1) and (2) is replaced with 

Similarly, the net-of-tax rate of return required by a foreign multinational 
estor is: 

- u') + 	-PO - IT'll(l Y) + Y (I - IT)] 

(4) 

(5)  
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This is the net-of-tax rate of return on capital required by the suppliers of capital, 
including the multinational and its creditors in the host country. 

Another important consideration which has been ignored in the above dis-
cussion is the implications of risk for the measurement of METRs. This has been 
the subject of numerous studies, many of which stress the importance of distin, 

 guishing between different sources of risk. For example, Gordon (1985), Bulow and 
Summers (1984) and Gordon and Wilson (1989) made the distinction between 
capital risk and income risk. Income risk refers to uncertainty regarding future net 
revenues, arising from the stochastic movement of output or current input prices. 
Capital risk refers to uncertainty regarding the economic rate of depreciation due 
to stochastic replacement prices for capital or physical rates of depreciation. 
Regardless of whether it is income or capital risk, risk has important implications 
for the size of the distortion caused by the tax system. 

Consider income risk first. If the tax system grants full loss offsets, where 
companies effectively receive a full refund for taxable losses as they are incurred - 
an assumption maintained throughout the paper — the tax liability of the firm fluc-
tuates perfectly with its income. 12  The government, therefore, shares equally in 
both the profits and losses of the company. In other words, the government shares 
in 100u percent of the profits and absorbs 100u percent of the income risk. The 
implication is that the cost of bearing income risk is, implicitly, fully deducted 
under a full loss offset tax system, and no additional distortions are introduced due 
to the presence of income risk, i.e., the METR on an income risky investment is 
the same as an otherwise identical riskless investment. 

The implications of capital risk are very different. In most countries, includ' 
ing those considered in this paper, tax depreciation allowances are based on the a 
ante or original purchase price of the asset with no adjustment for subsequent 
changes in the market value. This means that tax depreciation allowances do not 
fluctuate with unanticipated changes in the replacement value of capital, which 
reflected in the economic rate of depreciation. The implication is that the tax se 
tem does not deduct the full opportunity cost of bearing capital risk. The presence  
of capital risk may be introduced into the above framework by adding a systernate 
capital risk premium le to the economic depreciation rate." The sum 5-Fie is 
referred to as the risk-adjusted economic rate of depreciation. Rather than equation 
(2), the expression for Rg then becomes: 

= (1 + t„,)(Rf + + -77.) f
l - - uA + tc(1  

(1 -u)(I -tr) 

t 
+  „ 
	

(6 + 
I -t 

As shown by Jog and Mintz (1989) and McKenzie and Mintz (1993), the presence  
of capital risk typically increases the METR on capital due to the failure of most tae 
systems to account for the capital risk premium in the tax depreciation rate. Thus' 

(6) 
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ceePorate tax systems tend to provide a disincentive to invest in capital risky assets. 
The implications of capital risk for the measurement of METRs are explored fur-
ther below. 

Another potentially important consideration which has been ignored in the 
above formulation is the implications of adjustment costs. The implicit assumption 
made above is that capital can be instantaneously adjusted to its optimal level. This is 
not likely to be the case in practice, as delivery lags, installation costs and imperfectly 
comPetitive capital markets give rise to costs associated with quickly adjusting the 
level of capital. Two types of adjustment costs have been considered in the effective 
tax rate literature. McKenzie (1993) explored the implications of the presence of 
continuous, convex adjustment costs for the neutrality of a corporate income tax 
8Vatern which relies on historic, or ex ante, depreciation allowances. Convex adjustment 
cces mean that the cost of installed capital increases at an increasing rate with the 
arnount of capital employed. McKenzie (1993) showed that, in the simultaneous 

esence of risk and convex adjustment costs, the neutral tax depreciation rate — 
tn.  e tax depreciation rate that generates a METR of zero — will be stochastic. 14  The 
Im portant implication is that, in the simultaneous presence of convex adjustment 
costs and risk, it is virtually impossible to design a neutral ex ante corporate tax system 
which relies on historic cost depreciation. Moreover, McKenzie (1993) showed that 
even when the tax system grants full loss offsets and, in contrast to the traditional 
ease considered above, if convex adjustment costs exist, the presence of income risk 
cl. ces affect the METR. While a lack of data precludes METR calculations for 
tnvestrrients which take place in this type of environment, it is nonetheless impor-
tant to realize the implications of the presence of convex adjustment costs. 

McKenzie (1994) considered a different type of adjustment costs. In this for-
tnulation adjustment costs are linear, as is implicitly assumed in the standard 
aPProach considered above, but investment is assumed to be irreversible in the rnse that disinvestment can only occur slowly over time through depreciation, i.e., 
t  is infinitely costly to adjust capital downward. The idea that many, if not most, 
>es  of investments are at least partly irreversible has become a focus of recent 
*nv.estrnent literature. If capital is valuable primarily in the use for which it was 
ceiginally intended and/or it is very costly to reverse investment decisions or to 

vert capital to other uses, then the presence of different types of risk has impor-rnr implications for how taxes may affect investment decisions. When capital is 
treversibl e  and there is capital and/or income risk, there are benefits to delaying 

caetal investments which are not present when an investment is fully reversible. 

je
n.en this is the case, an investment can be thought of as a real option, where the 

,c.Ision to undertake the investment is analogous to exercising a financial call 

ivticm. As discussed by McKenzie (1994), this idea can be incorporated into the 
Lanlework established above by increasing the cost of capital to account for the 
ean'Portunity  cost of exercising the real investment option, i.e., the investment must 

il  additional return to compensate for the fact that making the investment 
„' .Precludes making it in the future when more will be known about the eco-
g0rnic environment. Moreover, McKenzie (1994) illustrated that the distinction 
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between capital and income risk discussed above plays an important role in the 
presence of irreversibility. Specifically, METRs are higher in the presence of both 
capital and income risk, even when there are full loss offsets. He also stressed 
another important distinction regarding the source of risk: distinguishing between 
systematjc and unsystematic income and capital risk. The former reflects the correlation 
of the stochastic variable with the market while the latter reflects the idiosyncratic 
variance of the stochastic variable. Illustrative calculations showing the implications 
of risk and irreversibility for the measurement of METRs are presented below. To do 
this, Ra must be augmented as follows: 

I - - uA + 	- u)/(a  + Rf  + if)
] Ra-41+0(Rf+8+11`+H-ir)f 	(7) 

(1  -u)(1  - 

+ 	(.5+1i+H) 
1 - 

where H is the opportunity cost of exercising the real investment option, which iS 
a function of systematic capital and income risk (11`, h') and unsystematic capital 
and income risk (o2, and cr2 / ).' 5  

Finally, the rate of return expressions presented above are for depreciable cap' 
ital. Similar expressions can be developed for inventory capital and land. For 
inventories, the relevant expression for domestic investors is: 

(I + tm)(Rf - + wire) 
Rg = 	  

 (I -u)(1-t.) 	
+ t. 	 (8) 

where tin  is the sales tax on inventory (if applicable), and - .1 for first in, first out 
(FIFO) accounting method and 0 for last in, first out (LIF0).' 6  For land, the rele-
vant expression for domestic investors is: 

(1 + t,h)(Rf - ir)  fi  + tc(1 - u)/(Rf+ 17) 1  
Ra =  	 (9) 

(1 -u)(1 -tg) 	 I  -ç  

For international investors, the formulas are the same except that the real cost of 
finance should be the one relevant to the international investors, i.e., Rf should be 
replaced by Rf. 

INTERNATIONAL COMPARISON OF METRs 

IN THIS SECTION, THE METRs FOR THE 07 COUNTRIES (Canada, United States, 
United Kingdom, Germany, Italy, France and Japan) as well as for Mexico and 

Hong Kong are discussed. Mexico is included due to its potentially close economic 
relationship with Canada under the North American Free Trade Agreement 
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(NAFTA). Hong Kong is included for comparative purposes. Only the manufac-
turing and services sectors are included in our broad international comparison as 
these are, by far, the largest targets of foreign direct investment. However, for 
Canada and the United States, we present calculations for eight industrial sectors. 
In each case, METRs are calculated for four broad asset categories — equipment, 
buildings, land and inventories — and then aggregated to form an overall, or aggre-
gate, METR for each country. 

The effective tax rates are calculated under what is called the open economy 
arbitrage assumption: capital is mobile in an open economy, and the required retu rn  to 
debt and equity is fixed by international financial markets. This implies that personal 
taxes levied on savings do not have a direct effect on domestic investment, but 
determine the proportion of that investment financed by foreigners. For all the 
cOuntries, we present a set of calculations assuming that the marginal source of 
finance  is the domestic investors. For Canada and the United States, we present an 
alternate set of calculations. For the United States, METRs are calculated under 

e assumption that the marginal investor is a Canadian multinational corpora-

C°n- i7  Similarly, METRs are calculated for capital investment in Canada financed 
Y a U.S. multinational. In this way, we can determine whether the tax systems in 
anada and the United States provide an incentive for Canadian firms to invest at 

1'.°flle rather than abroad. Similarly, by comparing the METRs of U.S. multina-
4nals investing in Canada to the effective tax rate on domestic investment, we 
can determine whether U.S. investment in Canada is discouraged or encouraged 
relative  to investment at home. 

Before proceeding to a brief review of the statutory corporate tax treatment 
the countries included in the study, a couple of caveats are in order. Although 

e basic methodology underlying the calculation of METRs is well accepted, as 
Indicated above, different assumptions can be made regarding the country and tax 
status of the marginal investor. As such, different METR studies may have different 
results depending on the assumptions made in this regard. We employ an open 
eccinorny arbitrage assumption, which seems the most appropriate given the open 
liec°nomy nature of most of the countries examined, particularly Canada. 18 

 '°renver, calculating METRs requires a great deal of aggregation. Differences in 
ckiaPital stock weights employed in different studies can also explain varying results. 
71anY studies, for example, do not include inventories or land, both of which are 
' rIcluded in this study. Finally, a related issue concerns the appropriate tax parameters 
u ,secl in the calculations. Effective tax rate calculations condense extremely com-
eticated tax codes into a few key parameters. Studies may differ in the assumptions 
regarding the values of these parameters. 

AN  OVERVIEW OF THE STATUTORY TAX TREATMENT 

-rABLE I PRESENTS A SUMMARY OF SOME KEY ASPECTS of the tax codes for the nine 
countries included in our study. Key elements are discussed below. 
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TABLE 1 

CORPORATE TAX PROVISIONS, 1995 

	

Canada United 	United 	Germany France 	Italy 	Japan 	Mexico Hong 

	

States 	Kingdom 	 Kong 

General corporate income tax 
(CIT) rates 

National 	 29.12% 	36% 	33% 	48.38% 	33-1/3% 	36% 	37.5% 	34% 	16.5% 

Local 	 8.9-17% 	to 12% 	No 	5-25% 	No 	16.2% 	see text 	No 	No 

Investment allowance 
Structure 	 10%  Ail 	No 	No 	No 	No 	No 	No 	No 	20% 

Machinery 	 10% Ad 	No 	No 	No 	No 	No 	No 	No 	60% 

Tax depreciation rate 
Manufacturing 

Structure 	 8% DB 	32 year 	4% SL 	4% SL 	5% SL 	3% SL 	4% SL 	5% SL 4% SL 
Machinery 	 36% DB 5-7 year 25% DB 	15% SL 	15% SL 13% SL 10% SL 	10% SL 4% SL 

Services 
Structure 	 11% DB 32 year 	4% SL 	4% SL 	5% SL 	3% SL 	4% SL 	5% SL 4% SL 
Machinery 	 33% DB 5-7 year 25% DB 	15% SL 	15% SL 13% SL 10% SL 	10% SL 4% SL 

Dividend withholding tax 
To Canada 	 10% 	10% 	15% 	15% 	15% 	10% 	No 	No 
To United States 	 10% 	 10% 	5% 	15% 	10% 	10% 	No 	No 

(cont'd) 
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Canada United 	United 	Germany France 	Italy 	Japan 	Mexico Hong 

	

States 	Kingdom 	 Kong 

Property tax 

Structure 	 Yes 	Yes 	Yes 	0.6% 	Yes 	0.4-0.6% 	1.7% 	Yes 	Yes 

Machinery 	 Yes/No 	Yes/No 	No 	No 	No 	No 	1.4% 	No 	No 

Land 	 Yes 	Yes 	Yes 	0.6% 	Yes 	0.4-0.6% 	2.0% 	Yes 	Yes 

Business tax 	 No 	No 	No 	No 	3.5-4% 	No 	No 	No 	No 

Capital tax 	 0-0.6% 	No 	No 	No 	No 	No 	No 	1.8% 	No 

min. tax 

Transfer tax 	 No 	No 	1% 	No 	6.4% 	3-8% 	3% 	2% 	No 

Inventory accounting method 	FIFO 	F/LIFO 	FIFO 	LIFO 	FIFO 	LIFO 	F/LIFO 	LIFO 	FIFO 

Tax indexation 	 No 	No 	No 	No 	No 	No 	No 	Yes 	No 

Notes:  At!: Atlantic Canada 
DB: declining balance 
SL: straight line 
FIFO: first in, first out 
LIFO: last in, first out 

TABLE 1 (cont'd) 
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Corporate Income Taxes 

Germany imposes the highest statutory tax rate at the federal level, followed bY 
japan and Italy. Five countries — Canada, United States, Germany, Italy and japan 
— also impose income taxes at the sub-national (state/provincial) level. In all these 
countries, except Canada and Italy, provincial income tax is deductible for  nation
income tax purposes. As a result, combined nation-wide income tax rates range 
from a high of 57 percent in Germany to a low of 16.5 percent in Hong Kong. 

The corporate income tax systems in the United Kingdom, Mexico and Hong 
Kong are the simplest by virtue of their single national rate, with no sub-national 
tax. In contrast, Japan imposes three different types of local income taxes: a core 
rate enterprise tax (CET), a corporate inhabitants tax (CIBT) and an inhabitant  
per capita tax (IPCT). The IPCT is payable as a lump sum depending on the size 
of the corporation, regardless of net income or national tax liability. The CET  is 
deductible for national income tax purposes, while the CIBT is levied like a sure 
on national tax liabilities, with a rate that varies across locations. 

In Germany, there are two income tax rates at the national level: one applied 
 to retained earnings and another levied on distributed profits (at rates of 45 percent 

and 30 percent respectively). A solidarity surcharge of 7.5 percent is then levied on 
assessed corporate income taxes after the deduction of an imputed tax credit of' 
dividends received from German companies. Local trade taxes are imposed at  du' 
ferent rates by municipalities, based on capital employed and on business income' 
These local taxes are deductible for national income tax purposes. 

In France, local business taxes, described below, are based on income, propel' 
payroll and other criteria, and arc deductible for national income tax purpose s ' 
In the United States, state income taxes are deductible for national income to 
purposes. Canada and Italy are the only countries where federal and provincial goy' 
ernments share the same or similar income tax base. 

Hong Kong has the most generous tax depreciation system. An initial writed 
is allowed for both buildings and machinery, at the rates of 20 percent and 60 perce
respectively. A regular annual deduction is then applied on the remaining b alance  
at a rate of 4 percent per annum, using the straight line method. 

The tax depreciation system is also relatively generous in both Canada ale/  
the United States in comparison to the other countries. In Canada, the average 

 declining balance depreciation rate is about 8 percent to 10 percent for building°  
and over 30 percent for machinery. Canada also grants a 10 percent investment t°' 
credit for investments occurring in the maritime provinces») In the United Ste 
structures are written off over a 32-year period, and machinery is written off ow 
from five to seven years, depending on the asset. The United States uses a mixte, 
of straight line and declining balance depreciation over the relevant write-off perie 
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Dividend Withholding Taxes 

The dividend withholding tax rates shown in Table 1 are bilateral treaty rates rel-evant ro Canadian and U.S. investors. As the table shows, with the exception of Mexico and Hong Kong which do not impose such a tax, the rates in other coun-tries range from 5 percent to 15 percent. 

Other Taxes on Capital 

PrceertY Taxes 
ffr°PerrY taxes are imposed mainly by local govemments and are generally deductible 

income tax purposes, the exceptions being Germany, Japan and Italy. In Germany, 7'6  Percent federal property tax is imposed on property owned by corporations. It Is deductible  for income tax purposes. In Japan, in addition to a national property irnPosed on both real estate and depreciable assets at 1.7 percent and 1.4 per-
cent resPectively, there is also a new land value tax at 0.3 percent imposed on large ic,°rations. All these property taxes are deductible for income tax purposes. In rtalY, the tax rate ranges from 0.4 percent to 0.6 percent of the registered value of eal 

 n't
estate, according to the percentage established by each municipality, but it is  deductibl e  for income tax purposes. In Canada, the property tax is imposed by snl.uniciPal governments, with the base and rates varying according to location. 

property taxes in the United States, United Kingdom, France and ise)tico are decided by local governments. In Hong Kong, the property tax rate is a„P, ercent on the property's net rental value. However, corporations carrying on an a''ye business are exempt from the property tax because income from property is ggregated with other income and subject to the profits tax. 
'rth. 

-"es on the  Transfer of Immovable Property 
ta ;d1Y there is a registration tax on the transfer price of land and buildings, with 

r 
',ranging from 3 percent to 8 percent. France levies a registration duty on the or  ns et of properties. The rate on the sale of buildings used by companies that set up of.,.acluire plants is 6.4 percent. In Japan, an acquisition rax of 3 percent or 4 percent tilt:1'e taxable value of real estate is imposed on land and other real property at the vai  e  'If- acquis on . In Mexico, the states impose a 2 percent rax on the acquisition ue  of Property. 

the  Althoug-h  property transfer taxes do not exist in the United States or Canada, 
in pirl'resence of state and provincial sales taxes levied at the retail level does result eff.s_. e.  i mposition of sales taxes on some business inputs. In the United States, the it  .i.ve sales tax rate on equipment is assumed to be about 4 percent; in Canada 5  slightly higher. 
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Business Taxes 

France imposes a business tax on all taxpayers carrying on business. The taxable 
base is the "annual rental" or "deemed rental" value of the company's tangible fixed 
assets plus 18 percent of gross salaries and benefits in kind. The rate varies accord' 
ing to location but minimum amounts apply and the base tax may also be limited 
to a percentage of turnover. In 1995, the maximum percentages ranged from 3.5 percent 
to 4 percent depending on the turnover. 

In Japan, a business office tax is imposed at the rate of 600 yen per square 
metre and 0.25 percent of the annual payroll. 

Capital Taxes 

In Canada, half the provincial governments (British Columbia, Manitoba, Ontario, 
 Quebec and Saskatchewan) impose a capital tax on non-financial firms, with rate 

ranging from 0.225 percent to 0.6 percent of paid-up capital. 
In Mexico, there is a 1.8 percent tax on business assets. However, the core 

rate income tax is creditable against the asset tax and, as a result, the asset tax aeta 
as a minimum corporate tax. 

COMPARATIVE ANALYSIS OF METRs 

TABLE 2 PRESENTS OUR ESTIMATES OF THE METRs for investments in capital emploYei  
in manufacturing and Services undertaken by domestic investors in the G7 cote' 
tries, Mexico and Hong Kong. Although, as discussed above, property taxes cat" 
play a significant role in some countries, the estimates presented in Table 2 exclu
the impact of property taxes. This is because for many of the countries included i° 
the study, property taxes are levied at the local level, and assessment procedure s, 
often vary widely within each country. As such, there are no reliable estimates °' 
national averages. Therefore, rather than present calculations that could be 0' 
leading, property taxes were omitted from our calculations. It should be noted  that  
in some cases, the inclusion of property taxes can have a marked impact oa 

 METRs. For example, when property taxes are included, the METR for JaPae  
increases by over 15 percentage points, while the METRs for some other countries  
go up by only about 2 percentage points. All the other taxes discussed abose  
including the taxes on capital, are included in the analysis. 

Looking first at the manufacturing sector, our cakulations indicate that Hog, 
Kong faces the lowest METR of the countries in the study. This is a natural rese t, 
of its very low corporate income tax rate, very generous investment allowances 31 
the lack of any other taxes on income or capital. In contrast, Japan has the highes  
METR on manufacturing capital, due primarily to a relatively high corpora te 

 income tax rate and less generous depreciation deductions. Manufacturing :131  
Germany faces a relatively high METR for similar reasons. Manufacturing caPiLe  
in Canada faces the third highest effective tax rate, with lower METRs in tp 
United States, United Kingdom France, Italy, Mexico and Hong Kong. 
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Canada 
United States 
,United Kingdom 
`-'ennany  
France  

Italy 
Japan  

klexieo  
K  Oflg 

25.5 
21.5 
20.2 
27.5 
21.9 
22.1 
32.0 
16.5 
11.9 

32.2 
19.9 
19.0 
33.1 
25.5 
34.1 
33.9 
17.7 
3.7 

TABLE 2 

INTERNATIONAL  ......MPTRS, DOMESTIC INVESTORS, LARGE FIRMS 

Manufacturing 	 Services 

THE IMPACT OF TAXATION ON CAPITAL MARKETS 

Table 2 shows that Canada imposes a slightly higher effective tax rate on 
anufacturing capital than most of the other countries in this study. Of particular 
terest is the fact that the Canadian manufacturing METR is 4 percentage points 

nigher than for the United States. Although the combined federal-provincial statutory 
rax rate on manufacturing in Canada is about 4 percentage points lower than the 
rcennhined rate in the United States (about 35 percent vs. 39 percent), there are 
Tour other mitigating factors. First, the tax depreciation regime is less generous in e. anada , particularly with respect to structures. Second, there is a very high effec-tive tax  

rate on inventories in Canada, primarily because of the mandatory use of 
ehle0 accounting for tax purposes (U.S. companies may use LIFO). Third, Canada 

as capital taxes including a large corporation tax (LCT) at the federal level and 
various capital taxes levied by the provinces. Finally, the effective sales tax rate on 
Manufacturing equipment is slightly higher in Canada, due to the presence of 
Provincial sales taxes. 

hi  Although the Canadian METR on manufacturing capital is only slightly 
the er than in the United States, the same cannot be said for services. Relative to 
itaei  ?ther countries studied, Canada has the fourth highest effective tax rate on cap-
u strivestment in the service sector but, in contrast to the manufacturing case, the 
gt; rate on services is substantially lower. Unlike in manufacturing, the combined 

tnrY tax rate applied to the service sector in Canada is higher than in the 
ed States, by about 4 percentage points. Coupled with the same factors that 

(1,2eased the Canadian rate on manufacturing above the U.S. rate — less generous 
ailci`Preciation allowances, FIFO accounting for inventories, a higher sales tax rate 
eff the imposition of capital taxes — this substantially increases the Canadian 
o:ierive tax rate on services. Indeed, with the exception of Italy, Canada is the 
thaV country  that taxes capital in the service sector at a rate substantially higher 

rhe rate imposed on manufacturing. 
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TABLE 3 

INTERSECTORAL METRs, CANADA AND UNITED STATES, 
MULTINATIONAL AND DOMESTIC INVESTORS, LARGE FIRMS 

Canadian 	U.S. 	U.S. 	Canadian 
Domestic 	Multinationals 	Domestic 	Multinationalo 

in Canada 	 in United Ste°, 

Agriculture, fishing and 
forestry 	 31.3 	27.6 	 17.9 	 14.6 

Manufacturing 	 25.5 	21.4 	 21.5 	 18.3 
Construction 	 38.4 	34.2 	 19.0 	 15.2 
Transportation and 

storage 	 33.9 	29.5 	 12.8 	 9.3 
Communications 	30.7 	26.7 	 11.0 	 7.4 
Utilities 	 34.0 	29.8 	 13.1 	 9.7 
Trade 	 36.7 	32.4 	 23.4 	 20.5 
Services 	 32.2 	28.2 	 19.9 	 16.7 

CHEN & MCKENZIE 

In sum, our calculations indicate that compared to domestic investors in 
some other countries in the study, particularly the United States, Canadian 
investors face a slightly higher METR on manufacturing capital. Canadian METRs 
on services are substantially higher than in the United States. As such, it appears 
that Canadian investors face larger tax-related disincentives to invest in capital rel' 
ative to domestic investors in some other countries. 

Consider Table 3, which illustrates METRs for a wider range of sectors facing 
Canadian and U.S. domestic and multinational investors. We focus on intercoune 
as opposed to intersectoral comparisons here. (A discussion of intersectoral differ' 
ences in Canada is deferred to the following section.) Looking first at the sector 
METRs in the two countries for domestic investors, it is very clear that although 
the Canadian rate is only slightly higher than the U.S. rate in manufacturing' 
Canadian domestic investors face much higher METRs on investments in all the  
other sectors. As was the case with services, a higher statutory tax rate, less generous 
depreciation allowances, a high effective tax rate on inventories and the presence 
of capital taxes all contribute to the higher domestic Canadian rates. There is little  
question that relative to the United States, Canadian domestic investors face 9  
greater tax disincentive to invest. 

1  
For both Canada and the United States, the METR for multinati00,n  

investors is less that the METR of domestic investors. This is primarily due  to reii 
factors. First, foreign investors face a lower cost of financing (see equation 14„ 
because of the double deduction of interest costs in both the home and host counn'r  
(remember, we consider only "excess credit" cases for U.S. investors). Second , 

 eign investors require a slightly higher net-of-tax rate of return (see equation 15 J 
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THE IMPACT OF TAXATION ON CAPITAL MARKETS 

Note also that the METRs for Canadian multinationals investing in the 
united States are lower than the METRs of Canadian firms investing domestically. 

Tbe oPposite is true for U.S. firms. This suggests that the tax systems in the two 
c°1intries  rnay act to attract capital from Canada to the United States. However, it 
should be stressed that this result is quite sensitive to the assumptions regarding the 

Psaratneters. Also, the calculations ignore the interest allocation rules in the United 

:tes,  assume that U.S. firms are in an excess credit position and ignore the role 
that other non-capital taxes may play in the location of production facilities. 20  

It is interesting to compare the data presented in tables 2 and 3 to the results 

°f2ther international METR studies that have included some of the countries stud- 

here. While the absolute level of our results differs from some of these previous 

'ttliclies, our general conclusions do not. Like these other studies, we conclude that 
a,Pital in Canada is highly taxed relative to most of its major competitors, panic-

u `atlY the United States. 2 ' 

IN re  r 
pc,,,---

U
,RSECTORAL AND INTERPROVINCIAL METRs 

- -n ANADA 

THE  METRs PRESENTED FOR CANADA IN THE PREVIOUS SECTION are aggregated 
ci, over the 10 provinces. METRs can vary substantially across provinces due to 
D 'netences  in tax systems as well as in industrial structure. In this section, we 

rtsent METRs for various industrial sectors in each province. 

sh Table 4 summarizes key provincial corporate tax rates for 1995. As the table 

ecvs, the general provincial corporate income tax rate ranges from a low of 8.9 
g,rent in Quebec to a high of 17 percent in Saskatchewan, Manitoba and New 
fro'nswick. All the provinces impose a lower CIT rate on small business, ranging 

t‘i  rn 5  Percent to 10 percent. Alberta, Ontario, Prince Edward Island and 
fivewfoundland also impose a lower CIT rate on manufacturing firms. Furthermore, 
%le:ix:winces including British Columbia, Saskatchewan, Manitoba, Ontario and 

bec  impose a capital tax on non-financial firms which is deductible for income 
" PurPoses. The rates range from 0.3 percent to 0.64 percent. 

bue 
	provinces also impose special taxes on the oil and gas, and mining sectors. 

Dr  e to the complexity of the mining tax systems, and the wide variation across the 

whc).vii_nces, we present calculations for British Columbia, Ontario and Quebec, 

SiC together account for about 70 percent of investment in the  mining sector. 

fot'atlY, with 85 percent of investment in oil and gas taking place in Alberta, we 
roi  us on that province for the oil and gas sector. It should be noted that neither 

ng taxes nor oil and gas royalties are deductible for federal corporate income 
to  zPrutPoses. Instead, companies are allowed to deduct a resource allowance equal 
tion' Percent of their net resource income. Historically, resource allowance deduc-
km  8  have tended to exceed provincial mining taxes and fall somewhat short of oil 
-" Ras  royalties. 
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British Columbia 	16.5 	10.0 	16.5 	0.30 	13.0 	n/a 
Alberta 	 15.5 	6.0 	14.5 	n/a 	n/a 	16.8 
Saskatchewan 	 17.0 	8.0 	17.0 	0.60 	n/a 	n/a 
Manitoba 	 17.0 	9.0 	17.0 	0.30 	n/a 	n/a 
Ontario 	 15.5 	9.5 	13.5 	0.30 	20.0 	n/a 
Quebec 	 8.9 	5.8 	8.9 	0.64 	18.0 	n/a 
New Brunswick 	17.0 	7.0 	17.0 	n/a 	n/a 	n/a 
Nova Scotia 	 16.0 	5.0 	16.0 	n/a 	n/a 	n/a 
Prince F:dward Island 	15.0 	7.5 	7.5 	n/a 	n/a 	n/a 
Newfoundland 	14.0 	5.0 	5.0 	n/a 	15.0 	n/a 

Notes: 	*  This  is an effective royalty rate adopted from Chen, Mintz, Scharf and Traviza (1995). 
M&P: manufacturing and processing 

n/a: not applicable 

TABLE 4 

PROVINCIAL CORPORATE TAX RATES (%) FOR 
NON,FINANCIAL INDUSTRIES, 1995 

Corporate Income Tax Capital Tax Mining Oil & Gas 

General Small M&P (Max. Rate) 	Tax 	Royalty* 

CHEN & MCKENZIE 

Table 5 provides information on the industrial structure of each province. As 
the table shows, Ontario accounts for the largest share of all industries, except oil 
and gas which is highly concentrated in Alberta. 

Table 6 presents METRs by industry and by province for 1995. METRs are 
calculated for both large and small firms in 10 industries in each of the 1 0  
provinces. In addition to corporate income taxes and capital taxes, the METR cal' 
culations for the mining industry include mining taxes and those for oil and gas 
include royalties. 

Focusing first on the intersectoral comparison, Table 6 shows that the mining, 
 oil and gas, and manufacturing industries tend to be the most tax-favoured sectors , 

 while construction and trade are the least favoured. This reflects not only differ' 
ences in the tax treatment of the sectors, but also variations in capital structure and 
economic depreciation rates. In general, all else being equal, the higher the economic 
depreciation rate, the higher the cost of capital. This increases the effective tax rare 
for construction equipment in particular. Moreover, buildings and inventories tend 
to be taxed at a higher rate than machinery and land; the former as a result of lovi 
write-off rates and the latter due to the taxation of inflationary price changes as ° 
result of the use of FIFO inventory accounting for tax purposes (except in agricul' 
turc,  fishing and forestry). As such, sectors with a high share of buildings and 
inventories tend to face higher effective tax rates. This accounts, in part, for the 
relatively high METRs in trade, transportation and services. 
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1 
TABLE 5 

INDUSTRIAL DISTRIBUTION AMONG PROVINCES 

Agriculture, Mining Oil and Manufacturing Construction Transportation Communications Utilities Trades Services 
Fishing 	 Gas 

& Forestry 

British Columbia 	14.9 	18.1 	5.0 	8.9 	13.2 	 183 	11.2 	11.2 	11.3 	12.5 
Alberta 	 18.2 	7.1 	85.4 	5.5 	12.0 	 15.8 	14.9 	14.9 	9.7 	113 
Saskatchewan 	16.2 	8.2 	8.6 	1.2 	43 	 6.0 	2.8 	2.8 	2.8 	3.2 
Manitoba 	 6.9 	63 	0.5 	2.3 	3.8 	 5.5 	4.4 	4.4 	3.6 	3.5 
Ontario 	 205 	30.7 	0.5 	52.1 	33.9 	 29.9 	323 	323 	433 	403 
Quebec 	 15.0 	17.9 	0.0 	25.6 	24.5 	 19.0 	26.5 	26.5 	23.3 	22.9 
New Brunswick 	23 	4.1 	0.0 	1.7 	2.9 	 1.9 	33 	33 	2.1 	2.0 
Nova Scotia 	3.9 	2.8 	0.0 	1.9 	3.1 	 20.4 	2.1 	2.1 	23 	2.6 
Prince Edward 

Island 	 0.9 	0.0 • 	0.0 	0.1 	 0.4 	 03 	03 	03 	03 	03 
Newfoundland 	1.2 	4.7 	0.0 	0.7 	2.0 	 1.2 	2.2 	2.2 	13 	1.4 
Aggregate 	100.0 	100.0 	100.0 	100.0 	100.0 	100.0 	100.0 	100.0 	100.0 	100.0 

Source: Adopted from Chen, Mintz, Scharf and Traviza (1995). 
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fJl TABLE 6 

INTERSECTORAL AND INTERPROVINCIAL  METRs, CANADA 

Aggiculture, Mining 	Oil and 	Manufacturing 	Construction Transportation Communications Utilities Trades Services 

	

Fishing 	 Gas 
& Forestry 

British Columbia 	L 	323 	6.2 	n/a 	27.9 	40.0 	36.9 	32.0 	35.5 	38.1 	33.6 
S 	10.5 	n/a 	n/a 	14.5 	18.8 	18.3 	22.3 	17.4 	19.0 	15.5 

Alberta 	L 	30.0 	nia 	19.6 	24.6 	37.4 	34.4 	29.5 	32.9 	32.5 	30.9 
S 	8.8 	nia 	n/a 	12.2 	16.0 	16.1 	20.7 	15.0 	16.1 	13.0 

Saskatchewan 	L 	34.8 	n/a 	n/a 	30.8 	42.7 	39.7 	34.8 	38.2 	41.0 	36.3 
S 	10.7 	n/a 	n/a 	13.9 	18.1 	17.7 	21.9 	16.8 	18.3 	14.8 

Manitoba 	L 	343 	n/a 	n/a 	31.1 	42.0 	39.1 	34.1 	37.6 	40.0 	35.7 
S 	10.5 	n/a 	n/a 	14.5 	18.8 	18.3 	22.3 	17.4 	19.0 	15.5 

Ontario 	L 	31.8 	4.4 	n/a 	26.5 	39.5 	36.4 	31.6 	35.1 	37.7 	33.0 
S 	10.1 	n/a 	n/a 	13.9 	18.1 	17.7 	21.9 	16.8 	18.3 	14.8 

Quebec 	L 	28.8 	23 	n/a 	25.4 	36.1 	32.9 	29.3 	32.3 	34.5 	30.6 
S 	8.7 	n/a 	n/a 	12.1 	15.9 	16.0 	20.7 	14.9 	16.0 	12.9 

New Brunswick 	L 	26.5 	n/a 	tila 	16.1 	37.3 	16.0 	23.1 	27.4 	27.0 	26.6 
S 	0.0 	n/a 	n/a 	0.1 	11.6 	-25.7 	-11.9 	2.6 	10.5 	9.5 

Nova Scotia 	L 	26.1 	n/a 	n/a 	15.6 	36.8 	15.2 	22.7 	26.9 	30.0 	26.1 
S 	-2.1 	n/a 	n/a 	-2.9 	8.4 	-303 	-14.9 	-0.6 	7.1 	6.7 

Prince Edward 	L 	245 	n/a 	nia 	9.7 	35.6 	13.6 	21.5 	25.9 	29.0 	243 
Island 	S 	-0.8 	n/a 	n/a 	-1.0 	10.4 	-27.5 	-13.1 	1.4 	8.0 	8.5 
Newfcundland 	L 	253 	n/a 	n/a 	9.9 	36.5 	15.1 	22.4 	26.9 	26.1 	25.1 

S 	-2.1 	n/a 	n/a 	-2.9 	8.4 	-30.3 	-14.9 	-0.6 	7.1 	6.7 
Aggregate 	L 	313 	4.5 	19.6 	25.5 	38.4 	33.9 	30.7 	34.0 	36.7 	32.2 

S 	9.0 	n/a 	n/a 	123 	17.2 	16.2 	21.4 	16.0 	17.5 	14.1 

Notes: 	L: large firms 
S: small firms 

not applicable 
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THE IMPACT OF TAXATION ON CAPITAL MARKETS 

Of particular interest are the very low effective tax rates faced by the resource 
sector. This is due to generous write-offs for exploration and development expen-
ditures as well as various resource-related allowances at both the federal and 
Provincial level (particularly for mining). The low METRs in the manufacturing 
sector reflect its lower statutory income tax rate and high concentration of machinery 
and equipment, which are written off at a relatively fast rate. 

Table 6 also provides an interprovincial comparison of METRs. For large 
firms in all industries, capital investments in Saskatchewan face the highest 
METRs. This is the combined effect of its high provincial CIT rate (17 percent) 
and high capital tax rate (0.6 percent). For a similar reason, in all industries except 
irnining, companies in Manitoba, British Columbia and Ontario also face relatively 
n igh effective tax rates. Companies in Alberta face slightly lower METRs due to 
the absence of a capital tax and a slightly lower provincial tax rate. Of the 
Provinces west of New Brunswick, Quebec imposes the lowest effective tax rates on 
capital because of the lowest provincial tax rate in the country, which more than 
esets its high capital tax rate. 

Table 6 highlights the fact that companies in the four Atlantic provinces face 
tnuch lower effective tax rates than their western counterparts, despite imposing 
relatively high provincial tax rates. This is primarily due to the 10 percent regional 
investment  tax credit offered by the federal government for investments in the 
Atlantic region. This significantly lowers the METR in all industries. The differ-
ences in METRs among the four Atlantic provinces reflect minor differences in the 
Provincial CIT rates. 

I Also evident from Table 6 is the fact that small businesses face substantially 
er METRs than large firms in all the provinces. This is due to the significantly lOw

°wer federal and provincial tax rates imposed on small businesses. Indeed, in some 
c;  ases in the Atlantic provinces, the effective tax rate on small firms is negative, 
'ndicating  a subsidy offered by the tax system. Since there is no provincial capital 
rax  imPosed on small firms, the ranking of METRs across provinces for small firms 
Ir)rimarily  reflects differences in provincial CIT rates, as well as the presence of the 
rederal investment tax credit in the Atlantic provinces. 

On the basis of the intersectoral comparison of METRs, it would appear that 
arlada's tax system results in a very uneven set of tax incentives across industries. 

. °111e industries are highly taxed at the margin (construction and trade), while others 
'ace relatively low METRs (mining, oil and gas, and manufacturing). This inter-
sectoral variation in METRs suggests potential efficiency costs which could impede 
ec°nornic growth. A similarly high degree of variation in METRs across the 
Provinces, with particularly low effective rates in the Atlantic provinces, suggests 
rilOte scope for efficiency losses due to interregional distortions. 
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THE IMPACT OF RISK AND IRREVERSIBILITY 

THE CALCULATIONS PRESENTED ABOVE ignore the presence of risk and irreversibility 
in capital investments. These factors are considered here, as intersectoral 

METRs for Canada are calculated accounting for risk and irreversibility. 
We begin by introducing capital risk, while ignoring irreversibility. As discussed 

in the second part of this paper, in the absence of irreversibilities, the presence of 
income risk has no impact on METRs, if full loss offsets are provided (or corpora-
tions are otherwise fully taxpaying). One of the problems in measuring METRs on 
risky capital is that it is difficult to measure the risk premium associated with capital 
risk. This section follows Bulow and Summers (1984), Jog and Mintz (1989) and 
McKenzie and Mintz (1993) who argued that the market value of a firm is equal to 
its asset value, so fluctuations in market value reflect changes in the value of the 
firm's underlying assets and, therefore, fluctuations in the economic rate of depre-
ciation. This implies that we may use sectoral capital asset pricing model (CAPM) 
estimates for our capital risk premiums. Not everyone supports this approach. 
Gordon and Wilson (1989), for example, pointed out that it is the correlation 
between the economic cost of depreciation and consumption that is really relevant, 
and this correlation may well be negative. If this were the case, the use of CAPM 
esti  mates for the capital risk premiums would not be appropriate. 

Calculations are presented for METRs in the presence of capital risk but onlY 
for Canada because of a lack of data. 

Seven-year average capital risk premiums by industry estimated using the 
CAPM are presented in Table 7." Since we lack access to market valuations for 
agriculture and fishing, the agriculture, fishing and forestry sector is excluded frorn 
our analysis. As Table 7 shows, the mining industry has the highest capital risk pre' 
mium and construction and utilities the lowestu 

Note that, in some cases, the presence of capital risk can have  a  very significant 
impact on the METR. In other cases, the impact is more modest. For example, the 
METR for mining incœases fourfold, the oil and gas METR increases by over 60 percent, 

 while the utilities METR increases just over 10 percent. The differences in the 
impact of capital risk can be accounted for in large part by the differences in the 
capital risk premiums across sectors. For example, the risk premium in mining is the 
highest at 5.6 percent, while the utilities sector has the lowest risk premium at 
1.5 percent. In general, the higher the capital risk premium, the higher the METR. 

However, there are othcr reasons for the differental impact of capital ris" 

 across the sectors. In general, the higher the statutory income tax rate, the greater 
the impact of capital risk on the METR. The effective statutory rates in the 
resource sectors are relatively high because of the presence of mining taxes and roY' 
alties. This exacerbates the effects of the already high risk premiums. Capital risk 
also tends to increase METRs more for non-depreciable assets. Thus, sectors with 
high shares of land and inventories are affected more by capital risk. Hence, the  
relatively large increase in trade. 
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TABLE 7 

METRS, CAPITAL RISK VS. NO CAPITAL RISK, LARGE FIRMS 

Risk Premium* No Capital Risk With Capital Risk 
(9'o) 	 (%) 	 (%) 

Mining 	 5.6 	 43 
Oil and gas 	 4.2 	 19.6 Manuf•acturing 	 3.8 	 25.5 
construction 	 1.6 	 38.4 
Transportatio n  and storage 	 2.6 	 33.9 Communications 	 3.2 	 30.7 
Utilities 	 1.5 	 34.0 
Trades 	 3.6 	 36.7 
Services 	 3.7 	 32.2 

* Adopted from an ongoing study conducted by Prof. Vijay M. Jog; see endnote 22. 

19.3 
31.7 
37.1 
45.0 
39.9 
40.2 
39.1 
48.8 
44.7 

THE IMPACT OF TAXATION ON CAPITAL MARKETS 

So what are the implications of capital risk for capital accumulation? First, 
l'4. E.TRs increase substantially in the presence of capital risk. This suggests that the 
(1. 18tcetionary impact of taxes may be much higher than indicated by METR calcu-
lations which ignore risk. As such, taxes may discourage capital accumulation more 
elan previously suspected. Second, METRs generally increase as the amount of • aPital risk increases. This suggests that the tax system discriminates against risky 
Investments  vis-à-vis less risky investments, giving rise to yet another type of dis- 

rti°n in the economy. Third, due to variations in the capital risk premium across 
7. tors, as well as differences in key tax parameters across industries, the presence 

Capital risk increases the variability in METRs across industrial sectors. This 
brileans that intersectoral tax distortions are even more pronounced than suggested 

Y calculations which ignore capital risk. 
Table 8 illustrates the implications of the i rreversibility of capital in a risky Invironment for non-resource firms in Canada. The METRs are calculated under 

b e assumption that systematic income risk is zero, systematic capital risk is measured 
the CAPM estimates presented in Table 7 and total unsystematic risk, which e)rPorates the variance in both income and the replacement price of capital, is 
ut cr2=10. This adds approximately 7 percentage points to the risk premium for 

:c.t1  sector, with slight differences across sectors due to different capital-labour 
t-ilti°04  As can be seen from Table 8, irreversibility has significant implications for 
ize distortionary effect of taxes. The METR on capital increases by a low of about 
r„.Percentage points in transportation and storage, to a high of over 17 percentage 

in ts in construction. As such, the presence of irreversibility in a risky environ- 
ment substantially increases the disincentive to invest caused by the tax system. 

°re-civet, the variance in METRs across sectors is also increased. This implies that 
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TABLE 8 

METRs, RISKY AND REVERSIBLE VS. IRREVERSIBLE INVESTMENTS,* 
LARGE FIRMS 
	 - 

Riskless 	Capital Risk 	Capital Risk 
Reversible 	Irreversible 

	 _ 

Manufacturing 	 25.5 	37.1 	 51.2 
Construction 	 38.4 	 45.0 	 62.5 
Transportation and storage 	33.9 	 39.9 	 51.8 
Communications 	 30.7 	 40.2 	 54.0 
Utilities 	 34.0 	 39.1 	 55.3 
Trades 	 36.7 	 48.8 	 62.6 
Services 	 32.2 	 44.7 	 59.0 
	 - 

Note: 	*See McKenzie (1994) for details on calculations. 

the tax system may discourage risky, irreversible investment to a much greater 
extent than previously thought, and may also generate much larger intersectoral 
distortions. 

SUMMARY AND CONCLUSIONS 

THIS PAPER  FIAS  EXAMINED THE POTENTIAL IMPACT OF TAXATION on capital aceu' 
mulation by calculating marginal effective tax rates (METRs) on capital for 

Canada and selected other countries. The METR on capital is a summary measure 
of the distortion caused by the imposition of personal and corporate taxes on capital, 
We also investigated the implications of risk and irreversibility for the impact or 
taxation on investment. Measuring the size of the distortion caused by the tax systera , 

 provided some insights into the potential impact of taxation on capital accumula' 
tion and economic growth. 

The international comparison of METRs included the G7 countries '" 
Canada, United States, United Kingdom, Germany, Italy, Japan and France — 
well as Mexico and Hong Kong. We included only the manufacturing and service 
sectors. In terms of the METR facing domestic savers investing in capital in their 

 own country, Canadian investors face higher effective tax rates on both manufe 
turing and services than most of the other countries included in the study. The  
METRs facing domestic investors in Canada are the third highest of the nine Colo'', 
tries studied in manufacturing and the fourth highest in services. Although the, 
highest by rank, the METR on manufacturing investment in Canada is not  out  °I 

 line with the other countries, i.e., it is only 4 percentage points higher than the 
U.S. rate (25.5 percent vs. 21.5 percent). However, the effective tax rate on services l6  
quite high, particularly vis-à-vis the United States (32.2 percent vs. 19.9 percent); 
In a closer comparison of METRs for eight sectors in Canada and the Unite°  
States, we found similar results: Canadian rates are substantially higher than thee 
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U.S. counterparts in other non-manufacturing sectors. This suggests that Canada's 
taX system may discourage capital investment in non-manufacturing sectors some-
what more than its key competitors on international markets. 

In terms of the tax incentives provided for Canadian multinational firms to 
1. nvest in the United States rather than at home, we found that there is a slight tax-
i. nduced incentive to invest in the United States. This suggests that the tax system 
in Canada may drive capital out of the country. 

We also examined METRs across provinces and sectors within Canada and 
f°und that the variation in METRs across provinces is quite pronounced. This sug-
gests that the tax system encourages an inefficient allocation of capital across the 
P.rovinces. Moreover, there are substantial intersectoral distortions, as METRs vary 
significantly by industry. 

When we incorporated risk into the analysis, we found that METRs increase 
substantially, as does the intersectoral variation. 'Thus, the tax system appears to 
n°t only discriminate against riskier investments, but the intersectoral distortions 
caused by taxation are more pronounced in the presence of risk. 

Recent attention has focused on the implications of irreversibility for investment 
decisions. An investment is irreversible when the capital is sunk, and disinvest-
!l'ent cannot occur costlessly. When irreversibility is coupled with risk, METRs 
i ncrease further still, as does the intersectoral variation. The very important impli-
c. ation is that, if capital is irreversible and risky, the tax system may impinge on 
investment decisions to a much greater extent than previously suspected. 

We think the policy implications of these results are potentially quite impor-
:an,t. In light of recent empirical evidence linking lower taxes to higher investment, 
°nu higher investment rates to higher productivity and growth, the scope for 
8n3wth-enhancing changes to the capital tax system in Canada vis-à-vis the other 
ceontries included in the study, particularly the United States, becomes evident. 

°reover, Canada's tax system displays a great deal of intersectoral and inter-
Pr.rcivincial variation in effective tax rates, and discriminates against investments in 
..: 84 and irreversible capital. In light of De Long and Summers' (1991) arguments 

titis    not so much the level of savings and investment that matters for economic 
grof°wth, but rather whether that investment is allocated "appropriately," the presence 
s  these distortions suggests scope for growth-enhancing changes to the business tax 

Ystern in Canada. 
re 	Having said this, we close with the obligatory cautionary note that more 

search is required. The determinants of both growth and investment are not fully 
uninede..rstood. While some suggestive evidence exists, there is no broad consensus in 

literature  regarding the role that taxes may play in promoting either investment or growth.  
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ENDNOTES 

1 See, for example, Romer (1986). 
2 Elasticities of this magnitude are somewhat unusual. Most empirical literature does not 

find such a strong relationship. However, there are substantial empirical and data diffi' 
culties involved with estimating investment functions, and the issue is still unresolved. 
See Chirinko (1993) for a discussion. 

3 See Boadway (1987) for a formal derivation. Some of what follows is based on McKenzie 
and Mintz (1992). 

4 The phrase "with similar characteristics" refers primarily to risk, although other factors , 
 such as liquidity, could be important. The discussion which follows ignores risk and these 

other factors. Risk considerations are discussed later in this section. 
5 In the absence of taxation, or other capital market imperfections, and risk, 1=p. 
6 Capital is implicitly treated as the numeraire. 
7 These details are incorporated in the calculations performed later in this paper. 
8 Note that the required rate of return to equity p is not deducted. 
9 In the absence of various provisions such as the half-year rule (which is included in sub' 

sequent calculations but ignored here for simplicity), in Canada A is the infinite sae 
A=(I - cb)E, - a)1(1+ RO ,=(I - 0)al(121 + a), where a is the declining balance capital 
cost allowance (CCA) rate. This reflects the reduction in the tax depreciation base by the 
ITC. In other countries, slightly different approaches may be taken; these di fference 
are reflected in the subsequent calculations. 

10 See Chen and Mintz (1993). 
11 See Mintz and Tsiopoulos (1994). 
12 This presumes that the statutory corporate tax rate is flat and does not change with cot' 

porate profits. 
13 The capital risk premium is systematic because it reflects the correlation of the econoe 

rate of depreciation with the market. 
14 McKenzie (1993) assumed that the tax system provides full cost of finance deductibilie 

by allowing the opportunity cost of equity finance to be deducted at the corporate level 
along with the cost of debt. 

15 See McKenzie (1994) for the specific form of the expression for H. 
16 See Boadway et al. (1982). 
17 METRs for U.S. multinationals are estimated under the assumption that the U.S. firm 16  

in an "excess credit" position for U.S. tax purposes. This implies that the taxes paid t°  
all foreign governments on dividends and other qualifying sources of income remitted te 

the home country are greater than the firm's U.S. tax liability on this income. In other 
 words, the amount of U.S. tax owing on the remitted income is assumed to be zero.  lise  

estimates also ignore the interest allocation rules that result in U.S. interest being alle 
 cated for foreign subsidiaries based on the share of foreign net assets to worldwide asses' 

See Mintz and Altshuler (1995) for a formal theoretical analysis. 
18 Not all studies make this assumption, as there seems to be a methodological debate  Ill 

the literature regarding the appropriate financial arbitrage assumption to employ. ree  
in particular that the open economy arbitrage assumption differs from that advocatedl 
King and Fullerton which is used in many METR studies. See Boadway (1987) 3°  
McKenzie and Mintz (1993) for a discussion. 

19 Very little investment takes place in the Maritime provinces relative to the rest  of'  

country. 
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2° On the latter, see McKenzie et al. (1996). 
21  See, for example, McKenzie and Mintz (1993), Jorgenson and Landau (1993) and OECD 

(1991). 
22  The risk premium estimates were provided by Prof. Vijay M. Jog, Carleton University. 
23  TheY are a part of his ongoing study of sectoral cost of capital in Canada. 

This is despite the fact that precious metals are excluded from the CAPM estimates for 
mining. 

.,2! See McKenzie (1994) for more details. 
See Auerbach and Hassett (1992), Cumrnins and Hassett (1992), Cummins et al. (1995) and  De Long and Summers (1991). 
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Investing in Canada: Estimation of the Sectoral 
Co  st of Capital in Canada and Case Studies 
for International Comparisons 

INTRODUCTION 

11E PRIMARY OBJECTIVE OF THIS PAPER IS TO PROVIDE ESTIMATES of the cost of Pr 
A  Capital for Canadian industrial sectors. 'Three case studies are presented which 
". eal with country and exchange risk, company and sector-specific risk, and the 
Im.Pact of using an alternative methodology for estimating the cost of capital for a 
8. Pecific sector. These case studies highlight some of the delicate and practical issues 
in cross-country estimation and comparisons of cost of capital, and the reasons for 
8,(;' rne of the observed differences. Two of the three case studies deal with Canada-
`inked States comparisons in specific sectors; the third study highlights some of the 
'nnes in comparing cost of capital between Canada and one of its major European 
c°raPetitors (Finland) using the pulp and paper sector as an example. 'These case 
:111dies, together with the Canadian cost of capital estimates, address practical 
;tissues in estimating cost of capital and the impact of cost of capital differences on 

e .competitiveness of Canadian firms and on Canada's ability to attract foreign 
c2P'ral for green-field investments in Canada. Due to the vast scope of the paper, 
"ne literature review has been kept to a minimum. 

With these caveats in mind, the paper is organized as follows. The first section 
71s with the empirical estimates of Canadian sectoral cost of capital. These estimates 
r  based on the standard notion of the weighted average cost of capital which e-Qs the rates of return demanded by shareholders and debtholders in order to 
°aril aPpropriate risk-adjusted rates of return. The cost of equity estimates are based 
,11 rile capital asset pricing model using data for companies listed on the Toronto etaock Exchange (TSE) from 1988 to 1994. The second section deals with a 
trs_nada-United States comparison of cost of capital with special emphasis on the 
terrY and exchange risk premiums. The results are used to highlight the impact 
in % cross-country differences in cost of capital on the competitiveness of a green-field ee stment in a lightweight coated (LWC) mill in each of the two countries. Next, 
,,,s_ 

-L 
 cost of capital differences are compared for the regulated telecommunications 

-tgar in the two countries. This section also highlights the practical difficulties of 

5 
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dealing with differential inflation rates and varying capital structures in a cross,  
country cost of capital comparison. The fourth section provides a practical examPle 
of difficulties faced in comparing cost of capital for the Canadian pulp and paper 
sector with its counterpart in Finland. In this sector, both countries compete in the 
North American capital and product markets and are each other's main competitors. 
This section also highlights the challenges in data collection and estimation. The 
paper ends with a summary and conclusion.' 

CANADIAN ESTIMATES OF SECTORAL COST OF CAPITAL2  

Fz
R VARIOUS REASONS, ESTIMATING THE APPROPRIATE COST OF CAPITAL continues  

tO be a debatable subject. First, there is the selection of the appropriate model 
for estimating the risk-retum trade-off. This debate is further complicated by the 
differences in opinion on the openness of the economy, the identification of the  
marginal investor in an increasingly global world, the ever-increasing importance 
of tax-exempt investors and the relevance of the user cost of capital used by econ' 
omists in estimating the sectoral cost of capital. Since each of these areas can be 
(and has been) the subject of a series of papers, a solution which would be acceptable 
to all continues to present a challenge. 

It is neither the intent nor the objective of this paper to cover the entire 
debate; the perspective here is much narrower. This section assumes one particular 
model of the retum-generating process for estimating the cost of capital and providing 
empirical estimates based on its usage with the available data. Before looking at the 
methodology employed to estimate the cost of capital, a brief discussion of the tve 
main schools of thought in the cost of capital estimation literature is in order. This 

 is followed by a discussion of the basic tenets underlying the capital asset pricing 
model (CAPM), the dividend growth model (DGM) and capital structure theotY.  
No attempt is made to justify the use of the CAPM; its application in this studY 
simply explained. The limitations of the model are well described in any standee 
finance textbook, and many papers exist which debate vigorously the use of the 
model and its empirical verification. Thus, there is little need for further elaboratio n  
here. 3  The types and sources of information used to estimate the costs of capital be 
individual sectors followed by the description of the estimation process of varioas  
components in the cost of capital are also described. The section ends with the 

 aggregate results and conclusions. 

THE COST OF CAPITAL ESTIMATION LITERATURE 

AT LEAST TWO SCHOOLS OF THOUGHT ARE EVIDENT in the existing cost of capit°1 
estimation literature. The term "country averages" is used for those studies whet 

 attempt to estimate an overall country-specific cost of capital. The term 
estimates" is used for those studies which utilize company-specific data to clethe  
cost of capital estimates. 
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The Country Averages Approach 
A rYpical recent study in this area is the one published by the National Advisory 
13°ard on Science and Technology (NABST) in 1990. 4  The study's main objective 
was,, re investigate whether or not the cost of capital in Canada is significantly different 
‘nigher) from that estimated for other countries. Based on an approach which relies 
on estimating an aggregate price-earnings ratio and adjusting it for depreciation 

flci.  inflation, the report concluded that the overall cost of capital in Canada is 
nIgher than that of many of its trading partners except the United States. The 
rePort also provided possible reasons for this relatively high cost of capital and dis-
ci.kussed Policy prescriptions for overcoming this disadvantage. In the appendix of 

rePort, there was a brief discussion on why an approach based on modern port-
1.24: 1° theory would be unreliable and, therefore, was not used by the study team. 
Al  Provided were some estimates of company-specific costs of capital using a variant 

the well-known dividend growth model. These estimates were used to corroborate 
ihe macro results. 

Although useful as an overall exercise, the NABST study approach is not 
wildlout difficulties: its use of a country-level price-earnings ratio, the variety of 
aujustments  made to it to arrive at a country-wide cost of capital, the lack of attention 

uorry-wide differences in industrial structures, the dependence on price-eamings 
11,°s  of aggregate indices with radically different industrial composition and the 
"dpillrY to analyse the sectoral differences in the cost of capital within the country rd across competing countries. 'These difficulties limit the usefulness of this approach 

e°rPorate decisions, particularly investment decisions. 
op  This type of approach also does not lend itself to any conclusions about sectoral 

c°mPany-specific differences. A better approach would be to compare sectors by 
inar.ching companies across the various countries either at the level of sectoral 
trd 'ces or by  choosing a subset of similar companies in each country. For competi-
e veness analysis, for instance, the relevant comparisons must be based on micro 
asrinlates and should account for, as a minimum, the sectoral level differences 
crees competing countries.5  

Another approach in determining country-level cost of capital is found in the 
p `erature on marginal effective tax rates (METRs). A recent paper by Bruce (1992) 

Vides  a good description of the approaches used in the METR studies and dis- 
ofles some additional limitations of the NABST approach. As the main purpose 
in  `nese studies is to evaluate how differences in country-specific tax systems affect 
(\vestment decisions, the studies simply assume that the cost of capital for the 

nadian corporate sector is determined at the international level by invoking the 
a°Pes._ n economy" notion of Canada. By keeping the cost of capital the same for all 
rn't classes and sectors, these studies then concentrate on the determination of 

arie. loal effective tax rates across sectors and asset classes. Since many of these 
'es  simPly assume identical capital structures and identical costs of debt and 

th'i, rY for all sectors regardless of the fact that there are systematic differences in 
th—eir underlying business risk, debt-to-equity ratios and costs of equity and debt, 

eV are of no relevance to a corporate decision maker. There have been some 
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recent METR studies which have attempted to account explicitly for the differ' 
ences in the cost of capital in the estimation of METRs.6  Their results indicate that 
the assumption of varying sectoral costs of capital has a significant impact on the 
METR estimates. 

The Micro Approach 

For simplicity, all studies under this category can be classified as belonging to the 
corporate finance, company-based approach. These studies explicitly account for 
differences in capital structure (amounts of debt vs. equity) and in costs of individ-
ual sources of capital (costs of debt and equity) at the company level. In many cases, 
the studies differ only in the way they estimate the costs of equity capital; the 
methodology used to estimate the cost of debt and the overall cost of capital is 
essentially the same. 7  

As many of these studies and their limitations are described in any standard 
corporate finance textbook, they are reviewed only briefly below. Under this 
approach, there is almost a consensus on the fact that there are three main models 
for estimating the company-specific cost of capital: the capital asset pricing model 
(CAPM), the dividend growth model  (DOM) and the arbitrage pricing model (APM). 
A model which seems to be more popular in the investment dealer communitY is 
based on the price-earnings ratio. 8  This is sometimes used as a quick and dirtY 
method of estimating the cost of equity capital as an inverse of the price-earnings  
ratio. This method has two major shortcomings: it relies on an accounting measure 
(earnings), and it completely ignores the differential growth rates in companies 
with the same current earnings. As a result, this method is considered the most 

 unreliable and is almost never recommended for use in the decision-making framework' 
As this section uses the CAPM approach to estimate the company-specific, 

cost of equity, its underpinnings are explained in more detail below. 9  The dividere 
growth model  (DOM),  which is used in estimating the cost of capital in one of tle 
case studies, is also described briefly.lo As reported by Jog and Srivastava (1994)' 
almost one third of Canadian firms indicate using a "risk premium" concept in estv 
mating their cost of equity — a concept which underlies the development of CAP144 ' 
Fourteen percent of Canadian firms claim to use the DOM  method to estimate 

 their cost of equity capital. 
Briefly, the CAPM relies on the simple concept that investors hold a diversified  

portfolio and require compensation, i.e., a higher expected return, for the risk th9t  
cannot be diversified away." The CAPM provides a convenient way to quantin' 
this non-diversifiable (or systematic) risk by measuring the beta of the firm. le, 

other words, the return expected by the shareholders is made up of what they coil° 

earn in a riskless investment plus a risk premium proportional to the systematic risit, 

coefficient of their stock. The higher the beta, the higher the expected return ate' 
consequently, the higher the cost of equity for the firm. The actual risk premie 
would be determined by the beta coefficient times what is expected from holding 9)  

well-diversified portfolio, e.g., the TSE 300 index or the Standard & Poor's (9St? 
 500 index. The latter, by definition, would have a beta of 1.0. 
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In the context of the CAPM, the risk-retum relationship takes the following 

Rs RF  + Risk Premium 

with the risk premium given by 

beta x (market return - risk-free return) 

replacing equation (2) into equation (1) 

Rs  = RF  + Beta (Rm  - R F) 

where Rs  is the expected return on a security, R F  is the risk-free return and Rm  is the 
exPected return on the market portfolio. 

This intuitively appealing formulation does not imply that this return would 
be realized each and every time but, on average, the relation must hold. Note that 
In equation (3), R, and (R, - Rd are economy-wide measures which should apply 
ro any stock. 

A straightforward application of the CAPM is the determination of a firm's 
eeer of equity  capital. Once the beta of the firm's stock is determined, the cost of 
equity can be calculated as: 

cost of equity = risk-free  rate  + equity beta x meet risk premium 	 (4) 

Three practical comments are in order here. First, a holding company would 
("aye to use as many costs of equity capital as it has main lines of business since the 
rtsk iness of the cash fl ows will generally be different from one line of business to the 
itlext. Second, each project can be seen as a mini-firm in itself for which a beta must 
ne determined. And third, for a private firm or conglomerate, one must estimate 
tile beta measures of independent similar firms operating in the same industry. 

IRE DIVIDEND GROWTH MODEL 

12.2ie UNDERLYING RATIONALE FOR THE DGM for calculating the cost of equity is that 
ule discount rate (or yield) makes the present value of the investment equal to its 

rket value when it is used for discounting all future cash flows (ad infinitum). 
(;,ne DGM used for estimating the cost of equity was developed by Gordon and 
r apiro (1956) and requires an estimate of future dividends that can be expected frota  

holding shares of a company. Essentially, it implies that the current price 
eiecluals the future dividend stream discounted at the required rate of return, i.e., cost 

e
18

quity. By assuming a constant growth rate in dividends, the cost of equity under 
 model can be described as: 

---: D,/P0  + g 	 (5 ) 

fOrM: 
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where K. is the cost of equity, D, is the next period dividends, P o  is the current price 
and g is the estimated growth rate. Thus, the dividend growth model implies that 
if one can estimate growth rates for the company, one can estimate the compattY 
cost of equity. 

A variety of approaches have been used to estimate the growth rates in 
empirical work. These include analysts' estimates, historical time series estimate s  
and sustainable growth rates based on retention and book return on equity. 

CAPITAL STRUCTURE 

IN ADDITION TO EQUITY CAPITAL, FIRMS ALSO RESORT TO DEBT CAPITAL to finance 
 their investments. On the one hand, debt capital provides a lower cost source site 

interest paid on debt is tax deductible. On the other hand, high reliance on debt 
 also brings a higher possibility of bankruptcy or financial distress if the firm iS  

unable to meet its interest obligations. Clearly then, the costs of equity and debt 
 also depend on the capital structure, i.e., debt-to-equity ratio, of the fie' 

Intuitively, firms belonging to sectors which face higher variability in their busies! 
would resort to lower reliance on debt whereas firms in sectors facing lower level; 
of fluctuations in their earning streams would choose to rely on a higher level ° 
debt. 

In general, this trade-off between a lower after-tax cost of debt and a potentialW 
higher probability of bankruptcy implies that the financing decisions of a firm mu se 

 maximize the value of the firm. Therefore, the impact using various combinatio°  
of debt and equity to finance investments has on firm value and the costs of  rai s
capital must be clearly understood before making capital structure decisions. 

As taxes play a very important role in capital structure decisions, it is useftit  
as a starting point, to assume a case where no taxes or bankruptcy costs exist. It iasf  
in this case that Modigliani and Miller (1958) were able to show that the value 
a firm would be independent of its capital structure; varying the degree of finaoci' 
leverage would neither increase nor decrease the market value of the  ÇL 

However, the value of the firm is affected when corporate taxes are introder. 
since interest payments are deductible for tax purposes. This deductibility prove''' .  
a tax-based incentive in the financing decision to rely on debt financing. 

An important element in a decision about the appropriate level of debt is thje  
notion of bankruptcy risk. A risk of bankruptcy means that the firrn may be obligi: 
to pay costs related to bankruptcy proceedings. Moreover, the possibility of be', 
ruptcy may cause disruption in normal business relations: the potentially WOW' 
firm may not be able to offer credible guarantees for its products or enter into le 
term contracts with its customers and suppliers because of the threat of defaultik, 

Higher levels of leverage (debt) are associated with higher levels of ha; 
ruptcy risk. As such, both equity and debt investors will demand higher returos_ke  
the increasing levels of financial risk which, in turn, will reduce the value of Lit;i 
firm. The dilemma facing management when determining the optimal caPiie  
structure is the point where the costs associated with bankruptcy risk outweigh tv. tig  
benefits associated with the tax shield of the interest payments when increast  
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feinancial leverage. In practice, estimating the exact optimum level of debt at which rill value is maximized (or cost of capital is minimized) is difficult, if not impossible. 
I  should also be noted that the systematic risk of the firm's equity not only reflects tlhe underlying business risk faced by the firm but also the firm's financial risk. The 
a,t,ter is associated with the level of debt and the firm's ability to pay fixed interest 

a°°Iigations. The firm's cost of capital would thus depend on the level of debt and 
( 3ciated costs of equity and debt — the so-called weighted average cost of capital ■ wAcc).  

e°ST  OF CAPITAL - EMPIRICAL ESTIMATION 

»lo.lie EMPIRICAL ESTIMATES OF THE COST OF CAPITAL presented in this paper are based 
i,11  this basic framework of the CAPM and weighted average cost of capital. The 
'envidual components required for the estimation are outlined below. 

eoSt of Equity  

CAP2v1 was used to compute the cost of equity. The use of the CAPM requires 
nates of the risk-free rate, the equity beta and the market premium. 

-.-Free Rate 
All  a  
risk ÉPPrnach by Myers (1993) was used to estimate the risk-free rate. The annual 
ion -Eree rate is estimated by subtracting a maturity premium of 1.2 percent from 
th 8-term government bond yields. Govemment of Canada long-term yields as of e end of each year studied were used. 
in  Table 1 provides the inflation rate and the real and nominal risk-free rates used 

es timating  the cost of capital. 
e . 'Nit), Betas 

tY betas were computed by regressing each company's monthly return with the 
CesPonding monthly returns of the TSE 300 index. The regressions were con- 
y:tee on a rolling five-year basis for the 60 months immediately preceding the 
re,rs  for which the estimates were to be reported» Due to the nature of the linear 
nrsion calculation, it is possible that the beta calculated for an individual firm 
tel: not have a great deal of explanatory power. This is due to the fact that the linear 
r °nship represented by beta may only be useful over a specific range. If the 
4111'r% used to calculate beta for a specific firm are highly volatile, the beta for that 

maY not be indicative of the relationship between the stock returns and the 
`' .1.0 adjust for this problem, Vasicek (1973) suggested the following formula which  

compresses the betas of the sample, in this case the sector, toward the mean: 

A* A* (0-2,,,H02+ °tie + fi* (ce
2
ga2.1, 4-  (0) 2)  

(6) 
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TABLE 1 

RISK-FREE RATES (%) 

1988 	1989 	1990 	1991 	1992 	1993 	1994 

Nominal 	9.16 	8.49 	9.31 	7.77 
Inflation 	3.99 	5.13 	5.01 	3.78 
Real 	 4.97 	3.20 	4.09 	3.84 

7.96 
0.23 
7.71 

7.34 
2.09 
5.14 

5.92 
1.70 
4.15 
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where A. is the Vasicek beta for stock i,  fi,  is the calculated beta for stock i, /3 is the 
average of the sector betas, cr2  is the variance of the sample betas in the 
corresponding industry sector and cr(f3) 2  is the variance of the returns used to 
calculate beta for stock i. 

Under this correction, the more uncertain the individual beta, the higher the 
weight given to the mean beta of that sector. The end result of this adjustment is 3  
more robust series of beta values for the firms in the study. 

Market-Risk Premium 

'There is no ideal method for estimating market-risk premium. In various rate studies 
and papers, any number from 4 percent to 8.5 percent has been used. All estima' 
tions in this paper use a 6 percent market-risk premium» Clearly, any change in 
this premium may affect the cost of capital accordingly. 

Cost of Debt 

A simple method for obtaining a company's cost of debt is to use the current yield 
on the company's existing debt. However, the main obstacle with this approach i5  
that, for many companies, their debt is not traded publicl y  and, therefore, current 
yields are not available. Even in cases where the debt is traded publicly, a current 

 yield is only available if the debt is actively trading, otherwise, the yield will ne 
reflect current market conditions. 

Since, in most cases, the annual cost of company-specific debt was unavail", 
able, the cost of debt had to be estimated in a more complex manner. First, the yielu  
of all long-term corporate bonds was collected. This yield was used to represent th e 

 median of all corporate bond yields.I 4  The median yields were then adjusted tt)  
reflect differences in the individual company's risk levels. To obtain the differences 

 between companies, six different standardized criteria were used» 
Once the differences were computed, the individual companies were ranked,' 

 (weighing each criteria equally) and assigned to one of 20 groups — the best rank' 
companies being assigned to group one, the second best companies to group t:9 0 

, 

and so on. The groups were then assigned to one of seven bond ratings. Assignin's 
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■BLE 2 

)ST OF DEBT ESTIMATES OBTAINED BY ADJUSTING THE MEDIAN 
ELD OF ALL COMPANIES TO REFLECT DIFFERING CHARACTERISTICS 
EACH COMPANY 

roups of Companies 	Assumed Bond Rating 	Adjustment to 
Llsed on Rankings of 	 Median Bond Yield 
ànibined Six Criteria* 	 (Basis Points) 

1 	 AAA 	 -95 

	

2,3,4 	 AA 	 -55 

	

5,6,7,8 	 A+ 	 -25 

	

9,10,11,12 	 BBB 	 +75 

	

13,14,15 	 BB 	 +125 

	

16,17,18 	 B 	 +275 

	

19,20 	 CCC 	 +600 

te: 	Group 1 represents the least risky (best) companies. Group 20 includes the most risky (worst) 
companies. 

a bond rating made the yield calculations straightforward since spreads between 
b°fld ratings are available from many sources. Table 2 illustrates the groups, the 
corres- ponding bond ratings and the spreads that were used to compute the yields. 

Cost of Preferred Equity 

Since market data related to the current yields on preferred equity are very limited, 
Measuring the cost of preferred equity can be complex. To simplify the estimation 
Procedure, the spread between the yields on bonds and preferred equity was 
analYsed over a nine-year period to determine if the cost of equity could be esti- rated in relation to the cost of debt. Govemment of Canada bond yields and pre- 

rred equ ity  index yields were obtained from the preferred share quarterly report 
PrePared b y  Burns Fry Limited (1994) and were compared, on a monthly basis, from 
r1985 to 1993. The average spread between the government bond yields and pre- 
mrred equity yields over the period was 0.66 percentage points. As expected, the 
°overnment of Canada bond yield has been higher than the preferred equity yield.' 6 

 Since the above observations involved comparing low-risk government secu- 

l ries with higher-risk corporate securities, an adjustment was necessary to reflect 
ttle spread that has existed between corporate bond yields and corporate preferred 
Yields. To adjust the Government of Canada bond yields to reflect the higher risk 
associated with corporate single-A rated bonds, the historical yields on Govemment 

Canada bonds were compared with the historical yields on corporate single-A 
ted bonds provided in ScotiaMcLeod's Handbook of Canadian Debt Market Securities. 

`ne corporate single-A bond yields were approximatdy 1.3 percentage points to 1.5 
et 'tentage points higher than the govemment yields. Adding this adjustment to the 

Y 

No 
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0.66 percent spread between Government of Canada bonds and preferred equitY 
yields gives a spread of 1.96 percent to 2.16 percent between corporate single-A 
bond yields and preferred equity yields. 

Having estimated the spread between corporate bond yields and preferred 
equity yields, the cost of preferred equity was then estimated by subtracting the 
spread (rounded to 2 percent) from the cost of debt estimated above» 

CAPITAL STRUCTURE 

Market Value of Debt 

Due to the unavailability of data regarding the market value of bonds, the market 
value of debt was assumed to equal the book value of debt. To ensure that a fire's  
use of permanent short-term debt as a substitute for long-term debt does not affec t  
the estimates, one adjustment was made. Specifically, it was assumed that, in nest  
cases, the value of a firm's current assets should at least be equal to the value of cue 
rent liabilities. The first step was to calculate net working capital (current asset s  
minus accounts payable) for each firm. If a firm had short-term debt greater the 
net working capital, it was assumed that the additional short-term debt was actuallY 
long-term debt and this difference was added to the long-term debt for the fine 

Market Value of Equity 

The market value of common equity was computed by multiplying the year enciof  
market price by the number of shares outstanding at year end. The market value 
preferred equity was computed under the assumption that the preferred divide' 
payment is a perpetuity. As such, the market value was computed by dividing the 
preferred dividend by the cost of preferred equity. 

Market Value of Firm 

The market value of the firm equals the sum of the market values of debt, comer' 
equity and preferred shares. 

Effective Tax Rate 

The effective tax rate was computed by dividing taxes paid by pre-tax income' to 
 some cases, where this calculation produced meaningless values caused by vati014 

tax adjustments not reflected in the financial statements, the tax rate was assuer, 
to equal 34.5 percent. Again, a different rate would change the estimation of 
overall cost of capital. 

Weighted Average Cost of Capital (WACC) 

The following equation was used to compute the WACC: 

WACC = kà* ( I - T) *(D/V) + ke*(E/V) + ke*(P/V) (6) 
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:Peres kd  is the cost of debt before tax, k is the cost of common equity, ke  is the cost ,Preferred equity and D/V is the market value of long-term debt to the market value of the firm. 
ph , EN is the market value of common equity to the market value of the firm, iv   the market value of preferred equity to the market value of the firm, Vis the Inarket value of the firm (which equals D + E + P) and T is the effective tax rate. 

Sectoral Estimates — Averaging of Company Results 
b  ecnnpute the sectoral cost of capital from the individual company estimates, Ztle  method of averaging was necessary. Two methods were used. The first corn-:7te's a simple arithmetic average of all the companies' cost of capital within a even sector. The second computes a weighted average of all companies in a given sector. In the latter case, the weights used were the market values of the firm. 

l'ApIt 3  

RAL GROUPINGS OF FIRMS 
1 
2 
3 
4 
5 
6 

8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 

Metals and minerais 
 Gold and silver 

Specialty stores 
Paper and forest products 
Technology 
Industrial products 
Real estate 
Transportation and environmental services 
Communications 
Merchandising 
Financial services 
Conglomerates 
Integrated oils 
Oil and gas producers 
Oil and gas, mining and forest services 
Autos and parts 
Beverages and tobacco 
Food processing 
Household goods 
Biotechnology and pharmaceuticals 
Utilities and pipelines 
Services 
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TABLE 4 

AVERAGE BETA FOR CANADIAN SECTORS 

Sector 	 1987 1988 1989 1990 1991 1992 1993 1994 

Metals and minerals 	1.46 	1.43 	1.36 	1.28 	1.31 	1.18 	1.08 	1.11 
Gold and silver 	 133 	1.27 	1.19 	1.12 	1.12 	1.02 	1.28 	1.36 
Specialty stores 	 0.86 	0.83 	0.84 	0.82 	0.86 	0.86 0.86 	0.80 
Paper and forest products 	1.20 	1.26 	1.36 	1.26 	1.30 	1.21 	1.16 	1.10 
Technology 	 1.02 	1.03 	1.04 	1.00 	1.04 	1.18 	1.16 	1.13 
Industrial products 	0.98 	1.01 	1.02 	0.97 	0.99 	1.10 1.04 	1.03 
Real estate 	 0.92 	0.88 	0.94 	0.99 	1.07 	1.20 1.12 	1.06 
Transportation and 	0.76 	0.83 	0.85 	0.87 	0.88 0.88 0.90 0.69 

environmental services 
Communications 	 0.79 	0.82 	0.85 	0.90 	0.90 0.94 0.79 	0.82 
Merchandising 	 0.78 	0.76 	0.78 	0.78 	0.76 	0.81 0.87 	0.84 
Financial services 	 0.98 	0.95 	0.96 	0.94 	0.95 	0.84 0.98 	0.90 
Conglomerates 	 1.18 	1.24 	1.22 	1.26 	1.26 	1.35 	1.24 	1.18 
Integrated oils 	 1.09 	1.04 	1.05 	0.94 	0.87 	0.58 0.75 	0.73 
Oil and gas producers 	1.14 	1.12 	1.12 	1.03 	0.98 	0.75 0.88 	0.86 
Oil and gas, mining and 	1.32 	1.30 	1.26 	1.12 	1.04 	0.85 0.98 	0.97 

forest services 

Autos and parts 	 0.83 	0.83 	0.91 	0.79 	0.83 	0.78 0.79 	0.75 
Beverages and tobacco 	0.79 	0.81 	0.85 	0.80 	0.80 0.83 0.76 	0.75 
Food processing 	 0.72 	0.77 	0.80 	0.81 	0.78 	0.82 0.87 	0.77 
Household goods 	 0.86 	0.86 	0.87 	0.82 	0.85 0.96 1.00 0.92 
Biotechnology and 	 0.87 	0.89 	0.96 	0.96 	1.02 	0.91 0.95 	0.97 

pharmaceuticals 

Utilities and pipelines 	0.47 	0.48 	0.54 	0.56 	0.58 	0.61 	0.57 	0.63 
Services 	 0.92 	0.90 	0.92 	0.96 	0.98 	1.04 0.99 	0.97 

JOG 

RESULTS 

THE WEIGHTED AVERAGE COSTS OF CAPITAL WERE COMPUTED annually for all 714 
companies in the study and were then grouped into 22 industrial sectors allow' 

ing the results to be presented in a reasonable manner. Table 3 shows the groupings 
of companies represented by the 22 sectors. 

MAIN RESULTS - SECTORAL COSTS OF CAPITAL 

TABLE 4 SHOWS THE AVERAGE BETA FOR EACH OF THE 22 SECTORS listed above. Table 
5 presents the corresponding cost of capital estimates, in real terms by sector, for 
each year of the study as well as the overall average cost of capital of the seven years 
considered." These results show only the weighted average approach to computing 
the sectoral cost of capital. Simple averaging is not used because with this approach 
very small companies which represent a small portion of a sector will be given equal 
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/ TABLE 5 

REAL WEIGHTED AVERAGE COST OF CAPITAL (WACC) 

1988 	1989 	1990 	1991 	1992 	1993 	1994 	Overall Sector 

Utilities and pipelines 	 6.41 	5.25 	6.18 	635 	737 	6.44 	930 	6.76 
Real estate 	 731 	6.05 	6.44 	6.75 	7.08 	6.48 	8.96 	7.01 
Transportation and environmental services 	7.94 	637 	7.16 	730 	8.28 	7.64 	9.85 	7.79 
Communications 	 8.40 	6.57 	734 	7.45 	9.09 	7.68 	1139 	8.27 
Autos and parts 	 859 	7.56 	7.22 	7.66 	8.80 	8.14 	10.70 	838 
Food processing 	 9.09 	7.26 	7.93 	7.40 	8.63 	8.23 	10.90 	8.49 
Merchandising 	 8.74 	7.28 	8.03 	7.77 	9.05 	8.47 	11.55 	8.70 
Beverages and tobacco 	 9.10 	7.50 	8.04 	8.06 	9.43 	8.05 	11.05 	8.75 
Household goods 	 9.13 	7.27 	737 	7.64 	9.47 	8.93 	11.64 	8.78 
Services 	 8.82 	7.23 	7.96 	7.92 	935 	853 	11.64 	8.78 
Integrated oils 	 1020 	7.97 	8.65 	7.99 	8.11 	7.88 	11.26 	8.87 
Specialty stores 	 8.95 	739 	7.92 	8.16 	9.40 	8.68 	11.63 	8.88 
Conglomerates 	 9.60 	8.05 	8.44 	8.29 	8.61 	8.98 	11.80 	9.11 
Oil and gas producers 	 9.51 	8.56 	8.81 	832 	8.72 	8.62 	11.46 	9.14 
Financial services 	 955 	7.89 	8.45 	8.48 	9.13 	9.00 	11.90 	9.20 
Industrial products 	 930 	7.78 	8.08 	8.12 	9.67 	9.13 	1233 	9.20 
Paper and forest products 	 10.20 	8.73 	8.74 	8.83 	9.74 	9.21 	11.88 	9.62 
Biotechnology and pharmaceuticals 	 9.46 	8.21 	9.12 	9.68 	10.03 	9.29 	1257 	9.77 
Oil and gas, mining and forest services 	 11.00 	9.24 	9.59 	8.99 	9.17 	9.72 	13.19 	10.13 
Metals and minerals 	 11.79 	9.69 	9.57 	9.45 	10.55 	9.57 	12.95 	10.51 
Technology 	 10.45 	8.56 	9.04 	935 	11.45 	10.71 	14.02 	1031 
Gold and silver 	 11.63 	9.64 	9.84 	9.64 	10.50 	11.44 	1530 	11.14 
Average of sample 	 933% 	7.73% 	8.18% 	8.16% 	9.17% 	8.67% 	11.69% 	8.99% 
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very small companies which represent a small portion of a sector will be given equal 
weight in computing the sectoral cost of capital resulting in potentially misleading 
results. 

Tables 4 and 5 show that the utilities and pipelines sector has the lowest cost 
of capital averaging just under 7 percent which is consistent with its low beta, i.e., 
risk. At the other end of the spectrum, the gold and silver sector has the highest 
hurdle rate averaging just over 11 percent, which is consistent with its higher level 
of risk as measured by beta. 

To test for the robustness of the cost of capital estimates over time, the 
WACCs of each sector were ranked in ascending order for each of the seven years 
in the study. The rankings, presented in Table 6, show that the results are quite 

robust over time with little change in the overall ranking of the sectors. At the bottom 
of Table 6, the value of Pearson year-to-year correlation coefficients are provided. 
This measure compares the correlations between the sectoral rankings of a given 
year with the rankings of the previous year. As the coefficients show, the correlations 
are high indicating that the rankings across time are fairly consistent. 

IMPACT ON THE WACC œ CHANGING THE MARKET-RISK PREMIUM 

TABLE 7 PRESENTS THE IMPACT OF CHANGES OF PLUS OR MINUS 1 PERCENTAGE POINT 
to the market premium (assumed to equal 6 percent) on the WACC. The results 
show that changes to the market premium assumption have a linear impact on the sec-
toral costs of capital. For instance, in the merchandising sector a 1 percentage point 
reduction in the market premium from 6 percent to 5 percent results in the WACC 
being reduced by -0.55 percentage point while a 1 percentage point increase in 
the market premium from 6 percent to 7 percent results in the WACC increasing 
by 0.55 percentage point. Thus, the sectoral WACCs can be adjusted according to the 
market-risk premium assumption used. 

Sectoral Capital Structures 

The overall capital structures of the sectors are illustrated in Table 8 which provides 
calculations based on both market values and book values. The figures present the 
sectoral equity-to-firm values computed by using the simple averages and the 
weighted averages of the companies in a sector. Overall, the capital structures d° 
not differ significantly when market values are used as opposed to book values With  
the exception of utilities and pipelines, communications, beverages and tobacco,  
and technology where differences of greater than 10 percent exist. 

In most sectors the amount of equity financing relative to total financing is 
in the range of 50 percent to 75 percent with the weighted average being 62 Per' 
cent for book values and 72 percent for market values. In the real estate sector , 

 however, the amount of equity financing used is considerably less than in all other 
sectors; the equity-to-firm ratio averages 37 percent (based on simple averages) fo r  
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f  TABLE  6 

RANKINGS OF SECTORS BY wAcc 

1988 	1989 	1990 	1991 	1992 	1993 	1994 	Overall 

Utilities and pipelines 	 1 	1 	2 	1 	2 	2 	2 	1 
Real estate 	 2 	2 	1 	2 	1 	1 	1 	2 
Transportation and environmental services 	 3 	3 	3 	3 	4 	3 	3 	3 
Communications 	 4 	4 	5 	4 	10 	4 	8 	4 
Autos and parts 	 5 	11 	4 	7 	8 	7 	4 	5 
Food processing 	 12 	8 	10 	5 	6 	8 	5 	6 
Merchandising 	 6 	6 	9 	8 	9 	9 	10 	7 
Services 	 7 	5 	7 	9 	13 	10 	12 	8 
Household goods 	 9 	7 	6 	6 	15 	14 	13 	9 
Integrated oils 	 18 	14 	14 	10 	3 	5 	7 	10 
Beverages and tobacco 	 10 	10 	12 	14 	16 	6 	6 	11 
Specialty stores 	 8 	9 	8 	13 	14 	12 	11 	12 
Conglomerates 	 13 	13 	13 	12 	5 	13 	14 	13 
Industrial products 	 11 	12 	11 	11 	17 	16 	17 	14 
Oil and gas producers 	 14 	18 	17 	15 	7 	11 	9 	15 
Financial services 	 16 	15 	16 	16 	12 	15 	16 	16 
Paper and forest products 	 17 	17 	15 	17 	18 	17 	15 	17 
Biotechnology and pharmaceuticals 	 15 	16 	19 	22 	19 	18 	18 	18 
Oil and gas, mining and forest services 	 20 	20 	21 	18 	11 	20 	20 	19 
Metals and minerais 	 22 	21 	20 	19 	20 	19 	19 	20 
Technology 	 19 	19 	18 	20 	22 	21 	21 	21 
Gold and silver 	 21 	22 	22 	21 	21 	22 	22 	22 
Pearson year-to-year correlation coefficient 	rea 	0.94 	0.95 	0.93 	0.76 	0.81 	0.97 	n/a 

Note: n/a: not applicable. 

Sector 
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TABLE 7 

REAL WEIGHTED AVERAGE COST OF CAPITAL (OVERALL) IMPACT OF 
PLUS/MINUS 1 PERCENT CHANGE IN MARKET PREMIUM 

5%6% 	Change in 	7% 	Change in 
MRP MRP WACC MRP WACC 

Utilities and pipelines 	6.43 	6.76 	-032 	7.08 	032 
Real estate 	 6.63 	7.01 	-0.38 	739 	038 
Transportation and 	 7.32 	7.79 	-0.47 	8.26 	0.47 

environmental services 
Communications 	 7.70 	8.27 	-0.58 	8.85 	0.58 
Autos and parts 	 7.79 	8.38 	-0.59 	8.97 	0.59 
Food processing 	 7.89 	8.49 	-0.60 	9.09 	0.60 
Merchandising 	 8.15 	8.70 	-0.55 	9.25 	0.55 
Beverages and tobacco 	8.13 	8.75 	-0.62 	937 	0.62 
Services 	 8.12 	8.78 	-0.66 	9.44 	0.66 
Household goods 	 8.13 	8.78 	-0.65 	9.42 	0.65 
Integrated oils 	 8.26 	8.87 	-0.61 	9.47 	0.61 
Specialty stores 	 8.24 	8.88 	-0.64 	9.51 	0.64 
Conglomerates 	 8.48 	9.11 	-0.63 	9.74 	0.63 
Oil and gas producers 	8.40 	9.14 	-0.74 	9.89 	0.74 
Financial services 	 8.47 	9.20 	-0.73 	9.93 	0.73 
Industrial products 	 8.49 	9.20 	-0.71 	9.91 	0.71 
Paper and forest products 	8.85 	9.62 	-0.77 	1039 	0.77 
Biotechnology and 	 8.93 	9.77 	-0.84 	10.61 	0.84 

pharmaceuticals 
Oil and gas, mining and 	9.24 	10.13 	-0.89 	11.02 	0.89 

forest services 
Metals and minerals 	 9.58 	10.51 	-0.93 	11.44 	0.93 
Technology 	 9.56 	10.51 	-0.95 	11.46 	0.95 
Gold and silver 	 10.07 	11.14 	-1.07 	12.21 	1.07 

Sector 

JOG 

both book and market value based calculations. For this reason, the real estate sec' 
tor has the second lowest WACC since the sector relies, to a much larger extent ,  
on the much lower after-tax cost of debt as its major financing source. 

Overall, the results of the study indicate that from 1988 to 1994 the real  
sectoral costs of capital ranged between 6.8 percent and 11.1 percent, averaging 
8.99 percent with the assumption that the risk-free premium is 6 percent. The orclefir  
of the sectors relative to one another has remained fairly constant during the peen° 

 with utilities and pipelines having the lowest cost of capital and gold and silver 
 having the highest cost of capital. 
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INVESTING IN CANADA: ESTIMATION OF THE SECTORAL COST OF CAPITAL 

TABLE 8 

CAPITAL STRUCTURE: EQUITY TO FIRM VALUE IN PERCENT BASED ON 
BOOK VALUE AND MARKET VALUE 

Sector 	 Book Value 	 Market Value 

Utilities and pipelines 	 44 	+5 	54 	58 
Real estate 	 37 	25 	36 	27 
Transportation and environmental 	52 	49 	51 	56 

services 

Communications 	 50 	47 	62 	66 
Autos and parts 	 66 	67 	71 	74 
Food processing 	 72 	81 	74 	84 
Merchandising 	 65 	57 	68 	65 
Severages and tobacco 	 65 	64 	77 	75 
Services 	 61 	70 	66 	79 
Household goods 	 65 	61 	69 	66 
Integrated oils 	 67 	74 	71 	79 
SPecialty stores 	 71 	71 	75 	79 
Conglomerates 	 51 	60 	50 	61 
Oil and gas producers 	 65 	66 	74 	76 Financial services 	 68 	60 	67 	64 
Industrial products 	 65 	62 	68 	69 

Per and forest products 	 56 	56 	62 	62 Biotechnology and pharmaceuticals 	77 	81 	85 	90 
eni and gas, mining and forest services 	74 	75 	78 	79 
Metals and minerais 	 70 	62 	67 	70 
Technology  

74 	74 	84 	88 
Gold and silver 	 76 	78 	84 	90 ------ 

pe A sE STUDY 1: CROSS-COUNTRY COMPARISON OF 
'MST OF CAPITAL19  

1"'IIIS SECTION EXAMINES THE ESTIMATION AND COMPARISON Of the cost of capital 

a between Canadian firms which may choose to raise funds in the United States nd 1.1. ,. , a firms raising funds in the United States. There are a variety of reasons why 
;Lanadian firm may choose to raise both debt and equity financing in the United 
,, tates ,  e.g., export-oriented Canadian firms may want to reduce their exposure to 

ebange  rate fluctuations or the size of domestic capital markets may not provide rtnahcing at attractive rates. 
Since a main component of relative cost of capital is the risk-free rate, the differe  .1, 	nces between the risk-free rates in the two countries are examined first. 

' nese differences are analysed with respect to inflation, country and exchange rate 

179 



JOG 

risk. Next, the impacts of foreign exchange exposure and company-specific effects 
on the cost of capital are examined using the forest product sector as an example. 
Exchange rate exposure exists for companies which have their cash inflows and 
outflows denominated in more than one currency. Within this section, a numerical 
example is provided to illustrate the relative importance of the Canadian cost of 
capital disadvantage on a typical investment project. The example focuses on an 
investment decision to build a typical mill for producing LWC (magazine) paper, a 
product that is primarily sold to the U.S. market. 

DIFFERENCES IN THE RISK-FREE RATE BETWEEN CANADA 
AND THE UNITED STATES 

As NOTED IN THE PREVIOUS SECTION, THE COST OF CAPITAL COMPUTATION under the 
CAPM framework reveals that cross-country differences in the cost of equity and 
debt may arise, in part, from the fact that cross-country differences in the risk-free 
rates exist. Thus, to measure the differences in the cost of capital between Canada 
and the United States, a comparison of the risk-free rates between the two countries 
is in order. 2° 

Nominal and Real Risk-Free Rates 

To measure the difference in risk-free rates between Canada and the United States ,  
the yields on three-month Canadian and U.S. treasury bills (t-bills) were compared. 
The historical yields on three-month Canadian and U.S. t-bills from 1983 to 1992 
(inclusive) are shown in Figure 1. The figure illustrates that historically Canada has 
had a higher nominal risk-free rate (9.68 percent) than the United States (6.90 per' 
cent) with the historical spread between Canadian and U.S. treasury bills averaging 
2.78 percent (Figure 2). This suggests that Canada has had, on average, a signifi-
cantly higher nominal risk-free rate than the United States. 

One reason for the higher Canadian risk-free rate could be the cross-countol 
differential in inflation, since the above rates are given in nominal terms. During 
this 10-year period, Canada had an inflation rate which was approximately 0.9 Per' 
centage point higher than in the United States (which is lower than the 2.78 per' 

 centage point spread). As a result, the real spread between the Canadian and 
risk-free rates is reduced to 1.88 percent. 

Components of Risk-Free Rate Differential 

As Canada has traditionally been a net importer of capital relying largely on the, 
United States, it may be interesting to evaluate this 1.88 percentage point sprean 
from the viewpoint of a U.S. inve,stor. A U.S. investor who is investing in Canadian 
government securities (denominated in Canadian dollars) faces two risks: an exchange  
rate risk and a country risk. The former arises from the changes in the exchange, 
rate during the investment-holding period and the latter arises from a premium,  e 
any, a U.S. investor would demand from investing in a Canadian government 

 security. 
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CANADIAN AND U.S. THREE.MONTH TRF,ASURY BILLS 
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INVESTING IN CANADA: ESTIMATION OF THE SECTORAL COST OF CAPITAL 

To isolate exchange rate risk from the Canadian-U.S. spread, the viewpoint 
of a U.S. investor is used to consider two investment options. The first option is to 
invest in a U.S. three-month t-bill. With the second option, the investment is in a 
Canadian three-month t-bill and the associated exchange rate exposure is hedged. 
Since the second option eliminates exchange rate risk associated with the 
Canadian denominated investment, any difference in the return between the second 
and first option must be due to country risk. 

The following example illustrates how this can be accomplished using forward 
rates between Canadian and U.S. dollars. 

In January 1991, Canadian three-month t-bills yielded 10.58 percent, U.S. 
three-month t-bills yielded 6.30 percent, the Canadian-U.S. spot exchange rate 
was $1.1629 and the three-month forward Canadian-U.S. exchange rate was 
$1.1730, i.e., a 101 basis point premium (1.1730 - 1.1629). The hedged yield for a 
U.S. investor investing in a three-month Canadian and converting the proceeds 
back to U.S. dollars at the end of the three months at the three-month forward 
exchange rate equals: 

Beginning investment 	 US$1.0000 
Convert to C$ 	 C$1.1629 
Ending Investment 
1.1629 + (1.1629 x .1058 x 3/12) 	 C$1.1937 
Convert to US$  (@1.1730) 	 US$1.0176 

Three-month return 	 1.76% 
Annual return 	 7.04% 

This illustrates that a U.S. investor could have earned, in U.S. currency, 7.04 percent 
on an annualized basis by investing in a three-month Canadian t-bill and hedging 
the  currency exposure. In contrast, by investing in a U.S. three-month t-bill the 
Yield was 6.30 percent, 74 basis points lower which reflects the Canadian country-
risk premium. 

Using this technique of accounting for the exchange risk faced by the U.S. 
investor in investing in Canadian t-bills, the historical absolute spreads shown in 
eigure 2 can be adjusted. These are shown graphically in Figure 3. For the 10-year 
Period, the adjusted spread was 0.74 percentage points which represents the average 
additional yield investors demand for Canadian investments relative to U.S. invest-
ments in order to compensate themselves for the additional level of country risk 
rh. eY face when investing in Canada. Therefore, of the 1.88 percentage point real spread 
to the risk-free rates that exists between Canada and the United States, 0.74 percent-
a. ge  points is attributable to the country risk and 1.14 percentage points (1.88 - 0.74) 
IS  attributable to the exchange risk. 

A second method of measuring the magnitude of sovereign country risk is to 
ic°ropare Canadian government securities with U.S. government securitie,s, with 

securities being issued in the same currency, thereby eliminating the exchange 
rate and inflation risk. For example, a study by Lessard et al. (1983) compared yields on 
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U.S. dollar denominated short and long-terrn bonds issued by both the Canadian and 
U.S. governments and government agencies in the Euromarkets and U.S. markets. Their 
stodY found that Canadian issuers averaged approximately 7.75 percent corresponding 
to an incremental yield differential that averaged approximately 0.80 percent. This 
finding is consistent with the 0.74 percent yield differential obtained above?' 

Thus, even after adjusting for the exchange rate risk, U.S. investors received 
(or required) a 0.74 percent higher yield from investing in Canadian t-bills. The 
reasons for this differential can be many: the impact of variations in world economic 
activity on Canada, shifts in relative prices of natural resources and endogenous 
forces, such as monetary, fiscal, regulatory and labour market policies. 

This estimation of 0.74 percent country-risk premium depends critically on 
the investment instruments used for comparison. Here the t-bill rate and the pub-
lished forward rates have been used for separating the real rate differential. This 
estimation differs from Frankel (1991) who used the Eurodollar rates and forward 
rates from Barclays Bank for 1982 through to 1988. He concluded that, although 
there is a real rate differential between the United States and Canada during this 
Period, there is no observed country-risk premium between the two countries; the 
entire difference in the real rate can be attributed to the foreign exchange premium.22  

e0REIGN EXCHANGE EXPOSURE AND COMPANY-SPECIFIC RISK 
IN THE FOREST SECTOR 

CANADIAN CORPORATIONS FACE, AT A MINIMUM, A REAL RISK premium differential 
of 1.88 percent for the costs of both equity and debt from U.S. investors. However, 
there may be an additional risk premium demanded for those companies which 
',lave foreign exchange exposure due to their dependence on U.S. markets, i.e., a 
misiness risk premium. For example, any Canadian export-oriented firm is affected 
bY the volatility of exchange rates since it has revenues denominated in U.S. dollars 
and costs denominated in Canadian dollars. Unfortunately, it is not possible to 
d.etermine empirically this additional premium because it is impossible to find two 
ferns, one in the United States and the other in Canada, which are identical in all 
reaPects except for their ownership and location. An indirect way of estimating (or 
detecting) whether any premium exists is to compare the yields on Canadian bond 
issues (by Canadian firms) denominated in U.S. dollars with bond issue yields 
received by their counterpart U.S. firms. This spread would represent the impact of 
fe'reigo exchànge exposure and the country-risk premium on the cost of debt. 23  

Because the Canadian forest products sector relies, to a large extent, on U.S. 
Markets for its revenues, this sector is appropriate for making such a comparison. 
Accordingly, bond yields for a small sample of Canadian and U.S. pulp and paper 
ccenPanies have been obtained. In all cases, the bonds are issued in U.S. currency 
a,nd the yields are those obtained by the U.S. investor. The average Canadian and 
u.S. debt costs, after being standardized for different maturities, are compared to 
de.  termine the average spread between the two (the spread reflecting the difference 
`n the cost of debt [before tax] between the two countries). 

185 



JOG 

The average cost of debt for Canadian companies was found to be 10.72 percent 
and the average cost of debt for U.S. companie,s was 7.28 percent providing a spread 
of 3.44 percentage points. The spread is higher than the real rate differential as 
company and product-mix specific factors (illustrated by the debt ratings) are 
embedded in the individual costs of debt. It is also possible that this difference in 
the ratings may reflect the fact that the Canadian companies are located outside 
the United States and are automatically considered riskier. In any event, the debt 
ratings of Canadian companies are approximately two grades below that of U.S. 
companies. If it is assumed that each level of downgrading results in an average 
increase of 0.75 percentage points in the cost of debt, then the average Canadian 
cost of debt is approximately 1.50 percentage points higher than the average US' 
cost of debt because of the lower debt ratings. Thus, if the 1.50 percentage point 
company/industry-specific premium is removed from the total spread of 3.44 Per' 
centage points, then the spread without company/product-mix specific distortions 
becomes 1.94 percentage points. 

Having estimated the spread between the Canadian and U.S. cost of debt for 
the forest product sector, it is also necessary to estimate the spread in the cost of 

equity. However, estimating the spread in the cost of equity using the sane" 
approach as that used for the cost of debt is more complex and beyond the scope of, 
this paper. 24  As an approximation, it is reasonable to assume that the differentia' 
costs of equity will be at least equal to the 1.94 percentage points differential for debt 
securities. 

An Example: Light Weight Coated Paper Mill 

An example of an investment decision with respect to a representative and  sta r
of-the-art LWC paper mill located in Canada relative to an identical mill locate 
in the United States 25  is provided to illustrate the impact of the 1.94 percentage poin ts 

 higher debt and equity financing costs on the relative attractiveness of investing in 
Canada. 

The estimation of the WACC for LWC mills located in the United State. : 
and Canada was carried out by estimating the cost of equity using the CAPP.' 
which requires estimates of the risk-free rate, the market premium and bee 
Historically, the real risk-free rate (estimated from three-month U.S. t-bills 
inflation) has averaged 2.97 percent. To convert the real risk -free rate to a florae,' 
rate, an expected inflation rate of 2.25 percent was assumed giving an expecteei  
nominal risk-free rate of 5.28  percent. z6  The expected market premium was assure' 
to equal 6 percent. The equity beta of 1.21 was used as an e,stimate for the systematic 

 risk of equity resulting in the cost of equity estimated to equal 12.54 percent. 27  The cait, 
of debt (before-tax) was assumed to be 0.88 percentage points higher than the nomine  
risk-free rate and equal to 6.16 percent. Applying a tax rate of 34 percent gives an 
after-tax cost of debt of 4.07 percent. Using the typical capital structure of 40 percent 

 debt and 60 percent equity in the forest sector, the U.S. WACC was computed t° 
equal 9.15 percent nominal and 6.90 percent real. 
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To compute the Canadian WACC, the costs of equity and debt for the mill 
located in Canada were obtained by adding the 1.94 percentage point country and 
exchange premium to the U.S. costs of debt (before tax) and equity. Assuming the 
same capital structure for the Canadian mill, the real WACC is estimated as 8.57 
Percent. Comparing the real Canadian and U.S. WACCs reveals that the Canadian 
WACC is 1.67 percentage points higher than the U.S. WACC. 

This difference in the Canadian and U.S. WACCs has a considerable impact 
on the attractiveness of an LWC mill investment. With the 1.67 percentage point 
higher Canadian WACC, the net present value of an LWC mill located in Quebec 
18 reduced by a very significant $137 million (from $151 million to $14 million) 
compared to the net present value of an LWC mill located in the United States. 

Conclusion 
This case study illustrates some of the challenges in estimating cross-country 
differences in cost of capital using the micro approach. It is based on a specific 
sector and uses the data from a specific time period. The example from the forest 
Products industry illustrates that, for export-oriented Canadian companies whose 
,revenues are denominated in a foreign currency and costs in a domestic currency, a 
fe'reign exchange (business) risk premium exists. Canadian companies in the forest 
Products sector, with exchange exposure, lx.mr debt and equity costs that are 1.94 per-
,cenrage points above their U.S. counterparts. The impact of this foreign exchange dif-
ferential further decreases the competitive advantage for Canadian locations and 
c°rnpanies. It has been shown that, for a typical Canadian LWC paper mill, the dis-
advantage reduces its net present value by $137 million. Thus, a small difference in 
c°st of capital can have a major impact on location choices. 

CASE STUDY 2: A CASE OF PUBLIC UTILITIES28  

HE AIM OF THIS SECTION is To UNCOVER DIFFERENCES in the estimation of cost -ri 

of capital between firms in Canada and the United States using a competing 
n;°del for calculating cost of equity, the DGM. The telecommunications sector is 
n°sen to illustrate this model for several reasons. First, this sector is regulated and 
aces similar risks in the two countries. Second, like other regulated utilities, the 

te !ecommunications sector has enjoyed stable cash fl ows and has maintained a rel-
,at'vely stable dividend stream. Several telecommunication companies (telcos) in 
s°th countries have been privatized with shares publicly traded on the open market. 

eutther, the business environment and risks faced by telcos in the United States 
fl'd Canada are sufficiently similar for case study purposes. Wherever relevant, the 

CPact of the differences in the business environment between the United States rd. Canada on the estimation process is also discussed. The section begins with a 

eeussion of the regulatory environment as it affects this study, followed by a 

jsci  ription of the study sample and a brief comparison of the business risks faced by 
`c°8  in the two countries. A description of data, the empirical estimation procedure, 

results and the conclusion follow. 

187 



JOG 

TELCO REGULATORY ENVIRONMENT 

THE TELCO REGULATORY ENVIRONMENT, ON THE WHOLE, is very similar in Canada 
and the United States. In both countries, there has been a mix of national and 
state/provincial regulatory jurisdictions. Competition is permitted in both countries 
in most market segments; however, local service remains largely under the control 
of regulated monopolies. In both countries, telcos' regulated businesses must not 
cross-subsidize their non-regulated (competitive) businesses. A notable differenc.e 
between the countries relates to long distance telecommunications services. Since 
the breakup of AT&T in 1984, the U.S. Baby Bells have been excluded from the 
right to deliver long distance services. However, they have retained "local long dis-
tance" toll services within their own areas and, for the most part, this business has 
been protected from competition. Canadian firms, in contrast, continue to  participa
significantly in both local and long distance services. Finally, both countries con' 
tinue to distinguish between the carriage and content functions in the delivery d 
local network services. Accordingly, telephone industry investments in programming 
and in the provision of information services and other forms of "content" are n°t  
yet allowed among Baby Bells in the United States, and face regulatory restrictions  
in Canada. 

Given this similarity in regulatory policy orientation, the proximity of the 
two countries and their participation in the same dramatic technological innova' 
tions, it is not surprising that the telecommunications regulatory climate has gone 
through similar changes in both countries in the recent past. However, although 
regulatory changes in Canada have tended to parallel actions taken in the United 

 States, they have done so to a lesser degree and at a later date. The United Sees, 
has tended to be quicker than Canada in relaxing the telco regulatory regime an° 

 in permitting greater competition. For example, U.S. telecom users were allowed CO  
interconnect third-party terminal equipment in the mid-1970s, several years before 

 similar changes in Canada. Also, long distance services were opened up to comPe 
 tition in the United States in the mid-1980s, whereas the Canadian long distance 

 market remained a monopoly until June 1992. Finally, the Canadian industry les  
been slower to accept resale operators. 

This leadership in the United States regarding the deregulation of telecommue 
cation services continues. The United States is opening up "local" telecommunicade  
services markets to competition more rapidly than Canada, permitting greater coe 
petition for business services. For example, as of 1992 in 43 U.S. states, nevi  
entrants in the industry (called "competitive access providers") can provide love 
cost intra-state ("local long distance") telecommunications service and there 
undermine both Baby Bell toll revenues and local network access charges. In additle' 
long distance service providers will be able to by-pass Baby Bell local access  cha

rby linking up with wireless systems. As a result, the local monopolies enjoyed 1:1  
U.S. telcos have come under greater and increasing competitive pressure. 

The difference between Canada and the United States regarding the regularl 
environment does not relate merely to the extent and speed of the deregulation °5 
telecommunication services. It also relates to the form of the telco regulad °11  
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themselves. Traditionally, regulatory commissions have sought to control monopoly 
service rates through "rate of return" regulation. The aim is to constrain the 
monopoly firm's profits. However, under such a regime, there is less incentive to 
achieve lower costs (or avoid inefficient investment) since profit margins are 
caPPed. As a result, many of the U.S. regulatory agencies have switched to forms of €.. 
incentive" regulation. A popular kind of incentive regulation is called a "price 

caP."  Here the agency controls prices rather than profits by limiting increases in 
regulated rates according to a formula that reflects the costs of providing regulated 
services, taking into account productivity gains. Another feature of some of these 
fmins of incentive regulation is to permit the telco to make excess profits, but 
require that this excess be shared with ratepayers. 

In Canada, by contrast, the Canadian Radio-television and Telecommunications 
Commission (CRTC) and provincial boards have continued to make use of the 
traditional rate base/rate of return regulation that is applied in most monopolistic 
utilities. While it is true that incentive-based schemes are not without their own 
Problems, they would appear to be an advance on the traditional approach. Thus, 
here too, the Canadian regulatory environment lags behind the United States. It 
should be pointed out, however, that the CRTC has been investigating the possibility 
of moving toward an incentive-based system (Proceeding 78-92). 

l'HE COMPANIES IN THE SAMPLE 

U.S.THE  	SAMPLE CONSISTS OF THE SEVEN REGIONAL TELCOS (or Baby Bells): 
Ameritech, Bell Atlantic, Bell South, NYNEX, Pacific Telesis, Southwestern Bell 
and US West. 'These companies are very large and of roughly equal size. In terms of 
the 1992 market value of invested capital (debt and equity), the value of these firms 
eanged from US$20.4 billion (US West) to US$32.8 billion (Bell South), with an 
average of US$25 billion. It should be noted that most of these firms have inter-
.....narional businesses (including non-telecommunications activities, such as cable 
'V  companies). Some also derive modest shares of their total revenues from other 
non- telecommunications businesses such as financial services and real estate. Thus, 

taere is a mix of foreign ventures, cable TV, financial services and real estate that 
ve an impact on their consolidated balance sheets." 

The Canadian sample consists of the following companies: BC Tel, Maritime 
Newtel, Quebec Telephone, Island Telephone and Bruncor. The largest, BC 

T '  had a 1992 market value (debt and equity) of $3.7 billion. Maritime Tel is the 
cond largest firm in the Canadian sample with a market value of $1.3 billion, 

,Including the $130 million value of its subsidiary, Island Telephone. The remaining 
e companies have market capitalizations ranging from $500 million to $900 million. 

The market value of the entire Canadian sample is only $7.4 billion or roughly 
°bne quarter of the size of the average U.S. Baby Bell. The largest Canadian telco, 
_71 1 Canada, has a book value of debt and equity which is roughly equal to that of 
'le smallest U.S. Baby Bell. If Bell Canada were added to the Canadian sample, it 
would increase the (1992) book value of that sample from $5.7 billion to $19.9 billion. 
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Unfortunately, Bell Canada's common shares are not publicly traded. Consequendy,  
the market value of its common equity3° cannot be estimated. Telus (largely made 
up of AGT), which is the third largest telecommunications company in Canada, vvas 
also excluded from the sample. It was not until the fall of 1990 that Telus became 
a private company and, as a result, available data for Telus for 1989 and 1990 were 
inadequate. 

Among the Canadian firms, all but NewTel and Bruncor get all their rev-
enues from telecommunication services. In the case of Bruncor, which has lines d 
business in real estate and financial services, 80 percent of assets and 95 percent of 
sales are derived from its telecommunications firm, NBTel. In the case of NewTel, 
96 percent of both assets and sales are derived from its telecommunications firm, 
Newfoundland Telephone. 

COMPARISON OF BUSINESS RISK: UNITED STATES VS. CANADA 

As A RESULT OF DIFFERENCES IN THE REGULATORY ENVIRONMENT and the diverse 
operations of sample companies, it is necessary to discuss briefly the potential de 
ferences in their respective business risks, the most notable being in the degree d 
protection available to sample companies in the local and long distance markets. 

Unfortunately, It is difficult to get a precise ratio of monopoly vs. competitive 
revenues for the U.S. and Canadian samples. With regard to the Canadian firms ,  
and including Bell Canada, almost half of all 1992 revenues were derived from long 
distance services; another 36 percent (66 percent for U.S. telcos) came from local 
services, and 16 percent from "other services" such as directory advertising, equiP-
ment sales and cellular telecom revenues (24 percent for the United States). 
Within this mix, it is estimated that approximately 20 percent of Canadian 
telecommunication services were offered on a competitive basis. 

In the United States, by contrast, only 10 percent of 1992 revenues cane 
from long distance services, which, in the study period, continued to be largelY 3  
monopoly business for the Baby Bells. About two thirds of telecom revenues were 
derived from local services and access charges which are largely, but not entirelY,  
monopoly haven. Meanwhile, about 25 percent came from "other services" such as 
directory advertising, equipment sales and cellular services. 

Although the exact percentage of U.S. revenues from competitive businesse s 
 is difficult to assess, it is safe to say that the U.S. firms in the sample have a higher  

business risk and face more competition than the Canadian firms. This is ate 
mented by the fact that the Baby Bells would appear to be more involved in foreign 
ventures and non-telecom busine,sses which carry more risk. 31  
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DATA AND METF1ODOLOGY 

RESULTS ARE BASED ON THE YEARS 1989 TO 1992. A simple average of the results iS 

used in the final United States-Canada comparison. It is not surprising that a number 
of challenges were encountered in the empirical estimation of the cost of capital. 
These challenges can be grouped into five types: the unavailability of data on market 
values of debt and preferred shares due to non-trading, the ability to estimate future 
growth rates, the time of year at which the required market values are used for 
estimation purposes, the complexity of details including those associated with 
deferred taxes and minority interest, and some issues with respect to the part of the 
short-term debt that should be considered long-term debt. 

TABLE 9 

AVERAGE COST OF DEBT: 1989 TO 1992 U.S. TELCOS 

Nominal 	 Real 

Company 	Pre-Tax 	Effective 	After Tax 	After Tax 	Market Valu  

Cost of 	Tax Rate 	Cost of 	Cost of 	of Debt: % o 

Debt 	(9'0) 	Debt 	Debt 	Firm Value 

(%) 	 (96) 	(9'0) 
	 - 

Ameritech 	 8.2 	30.7 	5.7 	1.8 	22 
Bell Atlantic 	 8.2 	32.2 	5.6 	1.7 	29 
Bell South 	 8.2 	33.1 	55 	1.6 	24 
NYNEX 	 8.2 	26.8 	6.0 	2.1 	31 
Pacific Telesis 	8.2 	37.0 	5.2 	1.9 	26 
Southwestern Bell 	8.2 	28.7 	5.9 	1.9 	25 
US West 	 8.2 	30.5 	5.7 	1.8 	32 
INDUSTRY 	 8.2 	31.3 	5.7 	1.7 	27 

AVERAGE COST OF DEBT: 1989 TO 1992 CANADIAN TELCOS 

Company 	Pre-Tax 	Effective 	After Tax 	After Tax 	Market Va lug 

Cost of 	Tax Rate 	Cost of 	Cost of 	of Debt: % f,  

Debt 	(%) 	Debt 	Debt 	Firm Value 

(%) 	 (%) 	(%) 

BC Tel 	 10.1 	43.6 	5.7 	2.7 	36 
Bruncor 	 10.1 	44.7 	5.6 	2.6 	52 
Island Telephone 	10.1 	41.6 	5.9 	2.9 	48 
Maritime T&T 	10.1 	42.3 	5.8 	2.8 	47 
NewTel 	 10.1 	47.4 	53 	2.3 	52 
Quebec Telephone 	10.1 	37.1 	63 	3.3 	40 
INDUSTRY 	10.1 	43.4 	5.7 	2.7 	44 
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REsULTs 

Co st of Debt 

All telcos are assumed to have what amounts to AAA debt ratings, and have the 
same (pre-tax) cost of debt, namely, 25 basis points above the long-term govern-
tnent bond of the given country. A more refined methodology would have been to 
use Provincial bonds, e.g., Quebec as the point of reference. If this had been done, 
the cost of debt differential between Canada and the United States would have 
been greater (Table 9). 

Cost of Preferred Equity 

The U.S. telcos did not have any preferred shares outstanding in the period under 
studY. Meanwhile, 5 percent of the market value of firms in the Canadian sample 
was made up of preferred equity. To estimate the cost of preferred equity, historical 
Yield data were used, when available. For BC Tel and Island Telephone the long-term 
government bond minus 75 basis points was used. One might consider using a wider 
sPread over corporate bonds (up to 200 basis points) to estimate preferred share 
Yields. However, given the small volume of preferred equity, such adjustments have 
a negligible impact. 

cost of Common Equity 

Canadian firms had higher dividend yields than their U.S. counterparts. Also, 
despite  a lower return on equity, the retention ratio was higher in Canada (35 per-
cent vs. 24 percent), resulting in a higher value for the dividend growth rate. Thus, 
both in nominal and real terms, the cost of equity for firms in the Canadian sample 
Was  significantly higher than for firms in the U.S. sample" (Table 10). 

CaPital Structure 

The final challenge arises as a result of the different capital structure found in the 
,40 countries, especially in market value terms. On a book value basis, U.S. companies 
tlad an  average of 41 percent debt and 59 percent common equity. Meanwhile, 
Canadian firms had more leverage with 46 percent debt, 6 percent preferred shares 
and 48 percent common equity. However, on a market value basis, it was a different 
8t°tY. The market value based capital structure of U.S. firms was 27 percent debt 
and 73 percent common equity. Canadian firms, meanwhile, had market weights 
A‘vhich were not too far removed from their book value weights: 44 percent debt, 

Pestent preferred shares and 52 percent common equity (Figure 5). This difference 
'etween the relative market-to-book ratios of equity between the two countries has 
an impact on the estimates of cost of capital especially those based on the market 
value weights.33  An explanation of the impact of this difference on the WACC 
estimates is attempted below. 
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tO TABLE 10 

AVERAGE COST OF COMMON EQUITY: 1989 TO 1992 U.S. TELCOS 

Company 	 Nominal 	Return 	on 	Growth 	Rate 	Nominal Cost of 	Real Cost of 	Market Value as 96 

Dividend 	Yield 	Common 	Equity 	(9b) 	Common 	Equity 	Common 	Equity 	of Firm Value 

	

(96) 	 (96 ) 	 (96) 	 (%) 

Ameritech 	 5.8 	 16.5 	 4.9 	 10.7 	 6.6 	 78 
Bell Atlantic 	 5.5 	 15.2 	 3.0 	 8.5 	 4.4 	 71 
Bell South 	 5.6 	 12.3 	 2.5 	 8.2 	 4.1 	 76 
NYNEX 	 - 	 - 	 - 	 - 	 - 	 69 
Pacific Telesis 	 5.4 	 14.2 	 3.4 	 8.8 	 4.7 	 74 
Southwestern  Bell 	5.7 	 13.0 	 3.5 	 9.2 	 5.1 	 75 
US West 	 - 	 - 	 - 	 - 	 - 	 68 
INDUSTRY 	 5.6 	 14.2 	 3.4 	 9.0 	 6.0 	 73 

AVERAGE COST OF COMMON EQUITY: 1989 TO 1992 CANADIAN TELCOS 

Company 	 Nominal 	Return 	on 	Growth 	Rate 	Nominal Cost of 	Real Cost of 	Market Value as % 
Dividend 	Yield 	C,onunon 	Equity 	(%) 	Common 	Equity 	Common 	Equity 	of Firm Value 

	

(%) 	 (%) 	 (96) 	 (96) 

BC Tel 	 6.2 	 12.6 	 4.9 	 11.1 	 7.9 	 60 
Bruncor 	 7.1 	 11.5 	 2.7 	 9.8 	 6.7 	 45 
Island Telephone 	6.6 	 123 	 5.1 	 11.8 	 8.6 	 47 
Maritime T&T 	 6.5 	 12.1 	 4.8 	 11.4 	 8.2 	 45 
NewTel 	 7.6 	 10.4 	 23 	 9.9 	 6.7 	 41 
Quebec Telephone 	73 	 13.6 	 3.9 	 11.2 	 8.0 	 59 
visirms-rçtv 	 & Fs 
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Market-to-Book Value of Common Equity 
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EVEN WITH THE HIGHEST MARKET-TO-BOOK PREMIUM IN THE CANADIAN SAMPLE, BC TEL IS STILL BELOW 

THE U.S. TELCOS 

Note: U.S. value based on simple average of seven Telcos. 
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Weighted Average Cost of Capital 

Based on these assumptions and analysis, Table 11 shows the results of a market 

value based cost of capital for the telcos in the two countries. The (real) cost of capital , 
 when weighted by the market value of debt, preferred equity and c,ommon equitY, 

was about 1.3 percent higher for telcos in Canada: 5.4 percent vs. 4.1 percent. Had 
book values been used to weight the cost of capital, then the gap between Canada 

and the United States would have been 1.6 percent (Table 12). 

TABLE 11 

WEIGHTED AVERAGE COST OF CAPITAL: 1989 TO 1992 U.S. TELCO 

Company 	 Real Cost 	Real Cost 	Real Cost 	Weighted 

	

of Debt 	of Preferred 	of Common 	Average Cost 

(9'o) 	Equity 	Equity 	of Capital 
(9'o) 	 (%) 	 (%) 

Ameritech 	 1.8 	 - 	 6.6 	 5.5 
Bell Atlantic 	 1.7 	 - 	 4.4 	 3.6 
Bell South 	 1.6 	 - 	 4.1 	 3.5 
NYNEX 	 2.1 	 - 	 - 	 - 

Pacific Telesis 	 1.3 	 - 	 4.7 	 3.9 
Southwestern Bell 	 1.9 	 - 	 4.1 	 43 
US West 	 1.8 	 - 	 - 	 - 

INDUSTRY 	 1.7 	 - 	 5.0 	 4.1 

WEIGHTED AVERAGE COST OF CAPITAL: 1989 TO 1992 
CANADIAN TELCOS  

Company 	 Real Cost 	Real Cost 	Real Cost 	Weighted 

	

of Debt 	of Preferred 	of Common 	Average Cost 
(9'o) 	Equity 	Equity 	of Capital 

(%) 	 (%) 	(%) 

BC Tel 	 2.7 	 6.0 	 7.9 	 5.9 
Bruncor 	 2.6 	 43 	 6.7 	 4.4 
Island Telephone 	 2.9 	 6.0 	 8.6 	 5.7 
Maritime T&T 	 2.8 	 4.7 	 8.2 	 5.4 
NewTel 	 23 	 4.8 	 6.7 	 43 
Quebec Telephone 	33 	 6.1 	 8.0 	 6.1 
INDUSTRY 	 2.7 	 53 	 7.7 	 5.4 

- 
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TABLE 12 

IMPACT OF MARKET AND BOOK VALUE WEIGHTS ON WEIGHTED 
AVERAGE COST OF CAPITAL 

Based on 	Based on 	Difference: 
Book Values 	Market Values 	(Market 

(9'o) 	(%) 	Minus Book) 

(%) 

Canada 	 5.26 	 5.40 
United States 	 3.64 	4.11 
Difference: (Canada 	 1.62 	1.29 

minus United States) 
........___ 

0.14 
0.47 

INVESTING IN CANADA: ESTIMATION OF 71-IE SECTORAL COST OF CAPITAL 

Impact of Capital Structure 
clearly, the estimates of cost of capital are affected by differences in the market-to-
book ratio of equity across the two countries. To compare the cost of equity in the 
two countries on a similar basis, the impact of leverage needs to be removed. For 
example, if Canada's cost of capital is recalculated using U.S. market value proportions 
ce debt and equity, it increases from 5.4 percent to 6.1 percent — almost 2 percentage 
P°ints higher than for the United States. 
b 	The components of this 2 percent differential in the cost of capital can be 
pr.c'ken down by progressively substituting Canadian values into the U.S. sample. 
2tSt, use Canada's higher tax rates with respect to the tax savings firms enjoy from 
.1ne tax deductibility of interest payments (and abstract from their impact on net 

,Inccene). The U.S. cost of capital would drop by 26 basis points. Then, subject the 
L' • . sample to the real cost of debt faced by the Canadian firms. The cost of capital 
would increase by 51 basis points, less the 26 basis points from Canada's larger tax 
shield, or a net increase of 25 basis points. Finally, insert into the U.S. sample the 
r.eal cost of equity faced by Canadian firms (with the impact of leverage removed, 

7.4 percent). The U.S. cost of capital increases by 177 basis points, reaching 
" Percent. Thus approximately 1.75 percent of this 2 percent difference in the 
ciast of capital originates from Canada's higher cost of equity (Figure 6). 

SUMMARY AND CONCLUSIONS 

WITHOUT ADJUSTING FOR THE DIFFERENCES IN LEVERAGE, the cost of capital premium 
Paid by Canadian telcos compared with U.S. telcos was about 1.3 percent. Once 

Z?ntialized for leverage, the cost of capital differential increased to 2 percent. The 
igher Canadian cost of equity accounted for 1.75 percent of this 2 percent differ-

ence in the cost of capital. Meanwhile, the cost of debt, net of the tax shield, 
accounted for a modest 25 basis points. 
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INVESTING IN CANADA: ESTIMATION OF THE SECTORAL COST OF CAPITAL 

This is a surprising result, given that U.S. telcos would appear to have a higher 
level of business risk and a more competitive environment. If anything, they should 
face a higher cost of equity capital. 

However, the cost of equity capital was higher for Canadian Telcos. The dif-
ference can be attributed to a variety of factors including the higher country risk 
faced by Canadian firms. It should be kept in mind that this analysis has been per-
f°rraed in "real" terms. However, U.S. inflation during the 1989-to-1992 period was 
aPProximately 1 percent higher than in Canada. This means that, in nominal terms, 
the  cost of capital faced by Canadian telcos was only one percent above the United 
States cost. 

CASE STUDY 3: COST OF CAPITAL — CANADA AND FINLAND34  

THE OBJECTIVES OF THIS SECTION ARE TWOFOLD: to estimate the ex ante cost of 
capital for the Finnish pulp and paper industry and to compare the cost of 

caPital for this sector in Finland to that in Canada. The Finnish pulp and paper sector 
was chosen for the comparison because many Finnish firms in this sector compete 
with Canadian firms in the North American product markets. If they are at an 
advantage due to a lower cost of capital, it would have a direct impact on the cost 
cceipetitiveness of Canadian firms. 

Not surprisingly, there is the inherent difficulty in obtaining the necessary 
data required for such comparisons. Moreover, analysis shows that there are significant 
differences between Canadian and Finnish firms in the areas of capital structure 
and those arising from the major restructuring of the Finnish economy in the late 
1 980s and early 1990s. 'These differences may increase even more over the next few 
Yiears and require us to pay specific attention to the issue of using the actual ex post 
nara to estimate the ex ante components. 

In general, this section follows a format similar to the one used above. It estimates 
,.tbe marginal cost of capital in Finland with the United States as the benchmark. 
'laving  this common base allows for easy comparison of results between Finland 
and Canada. 
, 	After a brief overview of the Finnish economic situation, the risk-free rates 
in rinland and the United States are documented. The factors responsible for yield 

treads between Finnish and U.S. corporate bonds are examined and the cost of 
br in Finland is estimated. The cost of equity is looked at followed by the cost of 

debt and equity when combined to obtain the cost of capital. 

eINNISH ECONOMIC SITUATION 

II IN.  MANY RESPECTS, FINLAND IS SIMILAR TO CANADA. It is a northern country, 
r,18  torica 11 y deriving its competitive advantage from its abundant natural resources. rer the last few decades, its economy has been moving away from the raw material 

aSed industries toward service sectors. In the 1960s, primary production industries 
w, ere responsible for over a third of the Finnish economy. By 1990, primary pro-
nuction shrank to 10 percent, with the services sector swelling to 60 percent. 
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In the past, the Finnish government has followed an "interventionist" policY. 
Although only 5 percent of Finland's work force is direc.dy employed by the governments 
it has played an active role in the economy at both the macro and micro levels. 
'Throughout the 1980s, Finland experienced a healthy rate of economic growth• 
However, beginning in 1990, the situation changed dramatically. A combina'  
tion of high real interest rates and a high Finnish markka (FIM), the disappearance 
of Finland's largest trading partner (the former Soviet Union), declining competitiveness 
due to high wages and taxes, and a general deterioration of the economic situation 
in Europe resulted in a negative gross domestic product (GDP) in Finland. In 1991 ,  
production in Finland dropped by 6.4 percent, and in 1992, it declined by another 
3.6 percent. The rate of unemployment increased from approximately 3.4 percent  
in 1990 to the unprecedented high level of 18.5 percent by October 1993. 

Similar changes can also be observed in Finnish financial markets. In 1981'  
Finland established a money market. In 1990, it reduced restrictions on foreign 
investment. In 1992, Finland discontinued the tax-exempt status of government  
bonds. The govemment has also started to phase out its subsidies and loan guarantees 
to the business sector. 

In January 1993, the Finnish govemment implemented a major reform of cor' 
porate income taxation. The main aspect of the reform was to impose a uniform te 
rate of 25 percent on all types of corporate income. (Corporations do not pay bee 
or church tax, nor are they liable to any form of capital tax.) The new corporate, 
tax rate is now the lowest among the Organization for Economic Co-operation an° 
Development (OECD) countries. 

Due to the structural changes taking place in Finland, using historical  data 
 may be inappropriate for extrapolation purposes. As a result, personal judgment bas 

been used, at times, to choose the appropriate intervals of historical data for 
 estimating the ex ante cost of capital. 

Inflation Rates 
Between September 1980 and July 1993, the inflation rate in Finland averaged  
5.77 percent a year. Over the last decade, increases in consumer prices generaill 
remained above those in the United States. On average, the difference in inflate 
rates was 1.42 percent a year. 

Over time, the spread in monthly inflation rates between Finland and the 
United States narrowed. Between 1980 and 1985, it averaged 2.4 percent a Year; 

 since 1986, the average spread has dropped to 0.5 percent a year. However, the re, te 
 of inflation has also decreased. The ratio of spread to inflation declined by  a srnalle..t  

proportion than the spread itself. Between 1980 and 1985, the ratio was approximate!, 
39 percent. Beginning in 1986, the ratio declined to approximately 20 percent an' 
has more or less stabilized. 

Therefore, it is assumed that, in the future, the inflation rate in Finland Wi ll  
continue to exceed that in the United States by a factor of 1.20. As such, based °11,_ 
the projected rate of inflation in the United States of 2.25 percent a year, ele  

Finnish inflation rate is estimated to average 2.70 percent a year. 
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Risk-Free Rate 
Since its introduction in 1987, the Helsinki Interbank Offered Rate (HELIBOR) 
has been calculated by the central bank of Finland as the average of offered rates 
for certificates of deposit (CD) quoted daily by the five largest banks. The central 
bank intervenes in the market one or two times a week by also bidding for govern-
ment bills in an effort to guide the interest rates. Before HELIBOR, the central 
bank kept tight control over the system and adjusted money market rates in line 
with the monetary objectives at the time. 

The risk-free rate in Finland has remained in double digits for a long time. 
However, in 1992, it declined significantly to below 7 percent. The nearly flat 
StrUCtUre of the yield curve indicates the expectation that interest rates will remain 
low for the foreseeable future. 35  

Between September 1980 and July 1993, the 90-day Finnish HELIBOR rate 
was set, on average, 4.92% above the U.S. treasury bill rate (Figure 7). From the 
Point of view of an American investor, Finnish CDs provide higher returns than 
U.S. t-bills, but also subject an investor to additional risks. Finnish investors, buying 
(. 13s in Finland, would have earned, on average, 3.28% a year more in real returns 
;In Finnish currency) than their American counterparts who invested in U.S. t-bills 
‘Pigure 8). This spread represents a premium for the sovereign exchange rate risk 
and country risk. 

t)ifferences in Yields on Corporate Debt: Finland and United States 
I3efoie examining the differences between yields of Finnish and U.S. corporate 
ebt, it is assumed that the spread in the yields of two equally rated bonds, one 

Issued by an American pulp and paper company and one by a Finnish company, is 
ci.ue to three factors: exchange rate risk premium, country-risk premium and corporate-
r. Isk Premium. An implicit assumption is made that premiums for maturity and 
industrial risk in Finland and the United States are the same. 

An examination of nominal yields on industrial bonds in Finland and the 
united States revealed that, over the last five years, the difference in nominal rates 
/vas approximately 2.96%. This spread is probably representative of the future, 
esPecially  considering that the average value of the FIM over this period, in terms 
t°f. U.S. dollars, was in line with its long-term historical average. Since Finnish 
' inancial markets have recently been undergoing substantial changes, it is not useful 
t°  examine spreads in yields over a longer period of time. 

Table 13 compares real yields on Finnish industrial bonds to real yields earned 
(311  U.S. industrial bonds, with each security denominated in its respective domestic 
ciurtency. Over the last five years, real rates in Finland have been, on average, 

'4  Percent higher than the rates in the United States. Over the same period, the 
aerage difference in inflation rates between the two countries was just over 

Percent and the difference in nominal rates averaged a bit under 3.0 percent. 
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NOMINAL RISK-FREE RATES: UNITED STATES AND FINLAND 
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REAL RISK-FREE RATES: UNITED STATES AND FINLAND 
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Notes: • Nominal rates on issues with maturity of between three and six years were obtained from 
Bulletin, Suornen Pctnkki, Finlands Bank, June-July 1993. Inflation rates were cakulated 
based on the monthly price index provided by Statistics Finland. 

b Composite average of monthly nominal yields on industrial bonds provided by Moodis 
Industrial Manual, 1993. Inflation rates in the United States were calculated from the price 
index obtained from CANSIM data base, D139105. 

n/a: not applicable. 

TABLE 13 

REAL BOND YIELDS — FINLAND AND UNITED STATES 

	

Average Yields on Industrial Bonds 	Difference Between 
Real Rates in the 

Finnish Issues 	American Issues 	Two Countries 

in FIM. 	 in US$b 	 (%) 
(%) 	 (%) 

1988 	 4.1 	 5.5 	 (1.4) 
1989 	 5.5 	 5.1 	 0.4 
1990 	 8.4 	 3.7 	 4.7 
1991 	 8.7 	 6.2 	 2.5 
1992 	 11.7 	 5.8 	 5.9 

1993: Jan-April 	9.8 	 n/a 	 nia 

Year 

JOG 

Some readers may argue that an up trend in differences in yields can be 
detected over the last five years. I agree, but do not expect the pattern to continue' 
In fact, a reverse trend over the next few years is expected. The growth in the 
spread has been largely a compensation for the substantial devaluation of the FIM. 

Between 1990 and the second quarter of 1993, the FIM lost approximately 40 Pe' 
cent of its value against the U.S. dollar. In September 1993, the currency was trading 
at approximately FIM 5.78 to a U.S. dollar. This is about 20 percent below the 
Finnish currency's historical average. 

Assuming that, in the future the F1M will trade at its historical average rate  
vis-à-vis the U.S. dollar, investors would anticipate the FIM to appreciate fronl its 

 current levels. An increase in the value of Finnish currency would be beneficial tc:' 
foreign investors holding FIM-denominated securities. As such, the spread betwee° 
the yields of Finnish and U.S. industrial bonds is expected to narrow from its 1992  

levels. 

Cost of Debt 

As previously mentioned, the cost of debt in Finland was estimated relative to the 

 cost of debt in the United States. Table 14 provides the estimation methodologY for 
estimating cost of corporate debt by using the United States as the base. Similar 

 estimates are provided for Canada. 
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TABLE 14 
COST OF DEBT - FINLAND, UNITED STATES AND CANADA 

Finland 	Canada 	Spread: 

(%) 	(%) 	Finland-Canada 

(96) 

U.S. risk-free rate - real 	 2.97 	2.97 
Plus: expected inflation 	 2.25 	2.25  

US. risk-free rate - nominal 	 5.28 	5.28 
0.88 Plus: debt premium 	 0.88  

Nominal   cost  of debt in the U.S. 	 6.16 	6.16 

Premium due to country and corporate risk 	2.96 	1.94 	 1.02 

Nominal cost of debt 	 9.12 	8.10 	1.02 
Less: tax shield on debt 	 2.28 	2.75 	(0.47) 

After-tax cost of debt 	 6.84 	5.35 	 1.49 
Less: expected inflation rate 	 2.70 	2.25 	0.45 

cost of debt 	 4.03 	3.03 	 1.00 ilea'  

96  above the U.S. real cost of debt 	 2.25 	1.25 	 1.00 

Using the estimated nominal cost of debt in the United States at 6.16  per-
cent and adding the corresponding premiums, the after-tax cost of debt in Finland 

1.s aPProximately 6.84 percent. This can be compared to the after-tax cost of debt 
1,11  the United States of 4.07 percent, which is 2.77 percent lower than in Finland. 
trl Canada, the nominal cost of debt is also lower than in Finland. In comparing the 
real cost of debt, Finland, again, has the highest real cost of debt of the three coun-
tries. (Finland, 4.03 percent; United States, 1.78 percent; Canada, 3.03 percent.) 

It is important to point out that this estimated cost of debt would apply to 
Corporations raising capital without the backing of government guarantees. In the 
Past, the widely available govemment guarantees eliminated the need for a premium 

n1Pensation for industrial risk, hence, ceteris Paribus, the cost of corporate debt 
Was lower. 

eel" of EqUity 

C.APM is used to estimate the cost of equity. This poses a variety of challenges. 
p nit i It iS very  difficult to obtain a historic estimate of market-risk premium in 

Inland over the three-month risk-free rate simply because Finnish money markets 
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have only recently begun to develop. Tuutti (1992) estimated that the stock market 
premium was 6.8 percent above the long-term govemment bonds (average yield of 
9.5 percent). 36  Malkamaki (1993) provided an estimate of the market-risk premium 
over the short-term interest rates as 9.3 percent. The short-term interest rates were 
computed from the Eurofutures market for the FIM based on U.S. treasury-bill 
rates." Malkamaki's study also showed that the average rolling beta for a sample of 

pulp and paper companies over 17 years (1972 to 1989) was approximately 1.0.38  A 
more recent study by Yli-011i (1993) for the period 1988 to 1991 calculated betas 
of five Finnish pulp and paper companies as ranging from 1.14 to 1.26, with  3  
weighted average beta of 1.2.39  

Using a beta of 1.2 and a market premium of 9.3 percent, the nominal cost of 

equity for the Finnish pulp and paper industry can be estimated as 19.20 percent 
(Table 15). Because of the relatively high market-risk premium and the higher 
nominal risk-free rate, the cost of equity in Finland is significantly higher than in 
Canada and the United States. 4° 

Capital Structure 

The capital structure of the Finnish pulp and paper industry is highly leveraged , 

 especially when compared to the capital structure of the North American incluse. 
The debt-to-equity ratio of Finnish firms is in a range of 3:1 to 4:1.4' Such an abnormal 
degree of leverage is possible because the Finnish government has traditionallY 
guaranteed many corporate loans. On average, over US$1.5 billion is outstanding 
in such loan and bond guarantees. 42  

In Finland, the structure of debt is also different from North America. Lonetenn 
financing is primarily done through loans from financial and pension institutions; 
These private corporate loans make up at least 85 percent of Finnish companies 
long-term debt, with some firms using 100 percent loans as the form of long-teen 
debt financing. Capital markets are rarely used to raise long-term financing. OnlY 
two of the nine companies in the sample had bonds as a component of their  longe 

 term debt (4 percent in one case, and 30 percent in the other). 
In the capital markets unguaranteed by government loan guarantees, suc h  

capital structure may not be possible. As Finnish markets continue to evolve, the, 
capital composition of Finnish firms is expected to change. The transformation ce, 
capital structure is expected to be affected by two factors. First, Finnish financia l  
markets are finding it increasingly difficult to finance large deals internally and' 
hence, domestic companies must often turn to Euromarkets. Second, in order to 
integrate the Finnish economy with that of other countries, the government 

 reduced its guarantees of loans to business. 
As a result, the capital structure of Finnish companies is expected to fall more 

in line with that observed in other developed countries. Consequently, aside froie„ 
using the current capital structure in Finland to estimate cost of capital, the WACLif  
in Finland is considered under three possible scenarios. The capital structure O 
Finnish firms remains as it is; the capital structure of Finnish firms resembles that i ll 

 Sweden; and the capital structure of Finnish firms resembles that in the United States' 
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TABLE 15 

COST OF EQUITY — FINLAND, UNITED STATES AND CANADA 

Finland 	United States 	Canada 

Three-month risk-free rate — nominal 	8.04% 	5.28% 	7.22% 
Equity  be 	 1.20 	 133 	 133 
Market premium 	 9.3096 	6.00% 	6.0096 

Nominal cost of equity 	 19.20% 	13.26% 	15.2046 
Less: expected inflation 	 2.70% 	2.2546 	2.25% 

Real cost of equity 	 16.07% 	11.01% 	12.95% 

WACC Using Current Finnish Capital Structure 

If the capital structure in Finland was to remain the same as it has been, i.e., a debt-
tn-equity  ratio of 3.5:1, the weighted cost of capital for the Finnish forest industry 
wnuld be about 9.58 percent nominal and 6.70 percent real. 

Nominal WACCF.mc 
tru 

= (6.84%)(0.778) + (19.20%)(0.222) = 9.58% 4, Scture 

Real WACC e, 	=1(1+  9.58%) / (1+ 2.70%) ] - 1 = 6.70% 

As such, Finnish firms face a real cost of capital that is much lower than U.S. 
and especially Canadian companies. 0  

It is important to note that it is only during the last few years, as the govern-
einent loan guarantees to business are being reduced, that the cost of funds in 
i‘nlland  is becoming more representative of the true forces of demand and supply. 
"inting the 1980s, Finnish companies had a significant advantage in the cost of capital 
due to their higher reliance on debt. In some years, the cost of debt for Finnish 
CoMpanies was even below the cost of debt in the United States. This, combined 
with the highly leveraged capital structure, gave Finnish pulp and paper firms an 
advantage  over their North American competitors so they could easily cover their 
shiPPing costs and still compete on price in the North American product markets. 

IniPact of Using Alternate Capital Structures 

fSince the historical and current capital structure of Finnish firms is so different 
n)iti their North American counterparts, it is interesting to evaluate the impact of 

P2tential changes to capital structure on the cost of capital estimates. There is, of 
'nrse, no unambiguous method to determine what the equilibrium capital structure of 
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Finnish firms would be. Two potential scenarios are considered. First, the capital 
structure of Swedish firrns is used as a benchmark. Then, the capital structure of U.S. 
firms is used as another benchmark. 

The examination of the capital structures of eight Swedish pulp and paper 
companies between 1984 and 1991 revealed that the average debt-to-equity ratio 
remained relatively constant from year to year, as well as from company to companY,  
at approximately 1:1. The highest debt-to-equity ratio was approximately 2:1, and 

the lowest was approximately 0.2:1.44  In contrast, the capital of North American 
pulp and paper companies generally comprised 40 percent debt and 60 percent 
equity. 

These capital structures can be applied to the corresponding costs of equitY 
and debt. Note that equity betas are not re-leveraged to account for the reduction 
in the proportion of debt. I believe that investors view high-ratio government' 
bac.kezi corporate loans not as debt, but as a form of equity. Hence, they do not perceive 
the high amount of debt as a source of additional financial risk, usually associated 
with leverage.45  The results are shown in Table 16. 

Assuming that the capital structure of Finnish pulp and paper firms shifts 
toward a debt-to-equity ratio of 1:1, Finnish companies may face a cost of capital r)(  
approximately 13.02 percent nominal and 10.05 percent real. This is significantlY 
higher than the estimate of the cost of capital of 9.58 percent nominal and 6.70 percent 

 real, under the current highly leveraged capital structure. These figures clearlY 
demonstrate that if pulp and paper companies in Finland were competing on an 
equal basis with U.S. firms, their financial costs, in real terms, would be higher than 
their counterpart firms in North America. 

If the capital structure of the Finnish pulp and paper industry is assumed tc)  
be similar to that in North America, then Finnish companies would pay apprcon' 
mately 4.56 percent more for their capital because of the dramatic decline in leverage' 
In addition, they would pay another 0.5 percent to 0.75 percent due to the increase 
in the cost of debt. On balance, if the Finnish pulp and paper industry was facing a 

TABLE 16 

REAL COST OF CAPITAL UNDER ASSUMPTIONS OF VARIOUS 
DEBT-TO.EQUITY RATIOS 

Finland 	United States 	Canada 
	 _ 

Finnish capital structure 	 6.70 	n/a 	 n/a 
Swedish capital structure 	 10.05 	n/a 	 n/a 
North American capital structure 	11.26 	6.90 	8.57 

	 _ 
Note: 	n/a: not applicable. 
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North American capital structure, its real cost of capital would be higher by over 
4  Percent compared to U.S. firms and approximately 3 percent over Canadian 
firms.  

SUMMARY AND OVERVIEW 

PoR YEARS, FINNISH COMPANIES ENJOYED RELATIVELY EASY ACCESS to inexpensive 
c, aPital. This was the result of widely available government guarantees of business 
'Oasis which, in turn, allowed Finnish companies to maintain highly leveraged 
structures and to borrow at rates almost the same as the Finnish government. Using 
historical capital structure, Finnish companies' real cost of capital was estimated as 
aPProximately 6.70 percent compared to the real cost of capital in the United 
States of 6.90 percent and in Canada of 8.57 percent. 'Thus, historically speaking, 
Finnish pulp and paper companies have held a significant cost of capital advantage 
°vet Canadian firms. 

However, Finland has been undergoing significant changes to its financial 
and economic systems. As the restructuring proceeds, it is expected that the capital 
structure of Finnish companies will resemble, at the very least, that of Swedish 
firms, and possibly even that of North American firms. Further, the cost of debt is 
exPected to rise as it begins to reflect the forces of demand and supply more accu-
rately. It is estimated that Finnish firms will face a real cost of capital somewhere in 
ti2e range of 10.05 percent to 11.26 percent, and will suffer a substantial decline in 
intir  competitive advantage. 

°VERALL SUMMARY AND CONCLUSIONS 

THIS PAPER HAS PROVIDED ESTIMATES OF THE COST OF CAPITAL for Canadian 
1  industrial sectors based on an analysis of publicly traded firms listed on the 

SE. These estimates are based on a specific model of the return-generating 
Process, namely, the CAPM. The paper provides estimates of systematic risk, the 
teal cost of equity and capital, and capital structure. The estimates are provided on 
an average basis and can be used only if the firm or the project is expected to 
einrrespond to an average firm in that sector. If that is not the case, it would be 
. naPPropriate to use these estimates on an "as is" basis for undertaking an 
Investment decision. 
_ 	The three case studies are based on the work of many individuals. These studies 
dre neither meant to be exhaustive nor definitive; they simply illustrate the 
irnethodological and empirical challenges in estimating the cost of capital of firms 
asn  a cross-country context. The studies clearly illustrate that the country-risk premium, 
t  °I)served in differential real rates, provides an unambiguous cost of capital advantage 

the  U.S. firms. If one adds the corporate-risk premium demanded by investors, then 
r'e cost of capital disadvantage for a typical Canadian firm is almost 2 percentage 
Pnri 

sx 
 ;flts. Since the analysis assumes that the market-risk premium and the systematic 

t  of Canadian firms is the same as for U.S. firms, 1 believe that the estimates are 
nnservative  at best. Knowing that Canadian firms in many sectors are thought of 
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as swing suppliers to the U.S. markets and that Canada is a net importer of capital ,  
I believe the cost of capital disadvantage is even higher in magnitude. 

This 2 percent difference in the cost of capital, though small, has the potential 
to divert investment away from a Canadian location, all else being equal. This also 
indicates that, for Canada to compete, it must provide a higher degree of operational 
efficiency and cost advantage to counteract the 2 percent cost of capital advantage 
enjoyed by U.S. firms. One of the case studies also attempted to estimate cost of 
capital faced by a sector in a third country, Finland. Analysis indicated that the 
historical closeness of lenders and borrowers in Finland allowed Finnish firms to 
benefit from a much lower cost of capital. With the opening of capital markets and 
a continued withdrawal of the Finnish govemment from its involvement in the 
corporate sector, this advantage is expected to disappear in the coming years; 
However, the speed of this change is very hard to estimate given the  continu
close relationship between banks and the corporate sector in Finland as well as in 
many other countries around the world. 

This study indicates that there is a significant cost of capital disadvantage r° 
firms in a country where the real rates continue to be high, where the country-riski  
premium exists, where firms compete with foreign firms with a different caPira i.` 
market regime, and whose export markets treat them as swing suppliers. The use °I 
Canadian data and Canadian estimates can be viewed as an attempt to determine 
empirically the magnitude and impact of these issues from a Canadian perspective' 

ENDNOTES 

1 All three case studies are based on data available as of June 1993, at the latest. Hence' 
the results presented here are illustrative rather than prescriptive. 

2 This section is based on the work conducted by Vijay jog and Jim Douglas in early 1994  
It was updated by Vijay Jog and Colin Pattison in the fall of 1995. 

3 For the most recent papers relevant to the applicability of this framework, see Fama and  
French (1992), Kim (1995), Kothari et al. (1995). 

4 Also see Ando and Aurbach (1988), Department of Finance Canada (1991) ' 
Hatsopoulos (1983), Porter (1992) and Shoven and Topper (1992). 

5 We ignore evidence based on survey results. For example, Jog and Srivastava ( 1993)  
reported that Canadian CEOs/CFOs perceive at least some significant disadvantage in 

 terms of all three factors of competitiveness: the cost of capital, labour and material fee 

 well as the availability of equity capital. 
6 See, for example, Jog and Mintz (1990), Chen and McKenzie (this volume) and 

 McKenzie and Mintz (1992). 
7 See, for example, Patterson (1993) and Booth (1993). 
8 In a study on corporate financial decision making of Canadian firms, Jog and Srivastava  

(1994) reported that, in addition to the dividend growth model and risk premium tee 
models, companies also use accounting rates of return, price-earnings ratios and  subi
tive estimates for estimating their cost of capital. Similar conclusions are found in err" 
U.S. survey results; see Gitman and Mercurio (1982) and Kim et al. (1986). 
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9  A recent critic of CAPM's validity in the United States can be found in Fama and 
French (1992). If one believes in their results, one could estimate cost of equity for com-
panies using the following formulation: K, = R + B, x firm size +  B  book - to-market ratio 
where firm size is the market capitalization of the firm's equity, B, and Bb  are the sensi-
tivities to these factors. The average risk premium can be estimated using cross-sectional 
regressions of the type used in testing the arbitrage pricing model by Chen et al. (1986). 
It is beyond the scope of this paper to test the validity of the Fama and French hypothesis 
for Canada. 

10  This approach is quite useful in determining the cost of equity for regulated sectors where 
companies have a long history of dividend payments and follow stable and predictable 
capital structures. This method is used in many rate hearings. 

11  Since  this  topic is covered quite extensively in any standard finance or investrnent text-
book, no attempt is made here to provide further details. 

12  For companies for which the monthly return data were not available or which had unsat-
isfactory R-squared (less than 0.1) or t-value (less than 1) statistics associated with the 
regressions, sector averages were used. 

; 3  See Damodaran (1996) on this issue. 
' 4  These yields (in percent) were 11.13, 10.75, 11.74, 10.74, 9.70, 8.02 and 9.95, respec-

tively, from 1988 to 1994. 
15  These were profitability, debt-to-service capacity, asset turnover, liquidity, equity-to-debt 

and assets. 
16  Note that preferred equity is much less liquid than government bonds implying that a lag 

exists in the preferred equity market when adjusting to market conditions. Probably, the 
negative  spread that existed in the 1990s was the result of government bond yields falling 
immediately in response to the changing market conditions while the preferred equity 

, Yields were much slower to respond to the changing market conditions. 
17  Any changes to this assumption would have only a marginal impact on these estimates 
, since preferred shares account for less than 5 percent of the aggregate capital. 
' 8  Although not shown here, the WACC under the Myers approach in which inflation is 

removed at the end of the WACC calculation was also calculated for each sector. 
19  However, as the results were virtually identical, these are not shown here. 

'This section is based on a report written by Jim Douglas while he was a consultant to 
Industry Canada; the work was conducted jointly by Vijay Jog and Jim Douglas with 
assistance  from Don Tate. The example uses updated estimates of cost of capital, capital 
structure and systematic risk to ensure consistency with the results in the previous section. 
Note that while further differences may exist due to differences in the degrees of systematic 
risk (betas) between the two countries, it is assumed in this paper that the systematic risk 

21  does not vary between Canada and the United States. 
tven after some research, it was difficult to find well-traded Canadian government bonds 

2
2 
 denominated in U.S. dollars that could be matched with their U.S. counterparts. 

We thank A. Louis Calvet and John Crow for pointing out that the country risk premi-
um results may be attributed to the choice of data, and we must explicitly address the 
erankel (1991) results. Since the main intent is to show that there has been a real rate 
differential between the two countries and not to debate its exact source, we leave it to 
the reader to separate the difference in country risk and exchange risk premiums based 
on these two sets of results. To avoid the controversy we only refer to the overall differ-
ence in the rest of the paper. 
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23 Exchange risk is not relevant since the bonds are denominated in U.S. dollars and, there-
fore, the U.S. investor is not concerned with converting Canadian interest and princi-

pal payments received to U.S. dollars. 
24 More specifically, it would require using a model such as the international CAPM and 

an adjustment for the capital structure to determine the cost of equity capital for the forest 
product sector companies in both countries. Due to time constraints, this is beyond the 
scope of this paper. 

25 The choice of an LWC paper mill is for illustrative purposes since the author had acc.ess 
to some work in Industry Canada on the competitiveness of the forest product sector. 
All the operating and capital costs associated with the mill were provided by an inter-

nationally renowned engineering consulting firm. 
26 Throughout this paper, the relationship between nominal and real rates is estimated as: 

nominal rate = (1 + real rate) x (1+ inflation) - 1 . 
27 The beta value of 1.21 and the average debt-to-equity ratio of 40:60 for 1992 are based 

on the results shown in the first part of this paper. 
28 This section is based on work by Walter Sims of Industry Canada in May 1993. 
29 Non-telecom businesses may have accounted for as much as 8 percent of Baby Bell 

revenue in 1992. 
30 The degree of difficulty associated with the estimation of Bell's market value was 

illustrated by Halpern and Jog (1995). 
31 Meanwhile, things are changing in Canada as well. With the recent Canadian Radia 

television and Telecommunications Commission ruling regarding the opening up of long 
distance service to competition, a large chunk (virtually half) of Canadian telecom business 
revenue has lost its monopoly protection. As a result, the business risk faced by Canadian 
firms is also increasing. 

32 Note that the data from US West and NYNEX have been excluded: their poor financial 
performance and low cost of equity in our time pericxI were deemed to be unrepresentative' 

33 We can speculate that this higher market-to-book ratio in the United States may have t° 
do with expectations about more positive regulatory changes, and the positive impact d 
the incentive-based regulations which allow U.S. telcos to pass on the benefits of efficiencY 
improvements to shareholders rather than to consumers. 

34 This section is based on a study conducted by Igor Kotlyr while he was a consultant to 

Industry Canada. The example uses updated estimates of cost of capital, capital structure 
and systematic risk to ensure consistency with the results in the previous sections. 

35 In October 1993, the yield on 11-year government bonds was approximately 7.60  per-

cent; on eight-year, 7.45 percent; on five-year, 6.65 percent; on two-year, 6.3 percent; on 

one-year, 6.1 percent; and on three-month, 6.65 percent. 
36 This is based on Petri Tuutti's unpublished graduate thesis at the Helsinki School d 

Economics. The thesis dealt with the ex ante cost of equity capital for Fiskars, a large 
Finnish metal company. 

37 Average excess return from 1972 to 1989 is approximately 3.1 percent a year. This figure 
is similar to the projection of the ex ante market premium of 3.0 percent made le 
Professor Matti Viren of Turku School of Economics and Business Administration. 

38 Three-year rolling beta mean (1972-1989): Enso-Gutzeit, 0.767; Kymmene, 1.088; 
Tampella, 0.935; United Paper Mills, 1.247. They are based on monthly observations. 

39 Weighted average beta based on weekly data (1988-1991) is 1.21. Financial structure was 
used as the relative measure of weight. Individual betas are: Enso, 1.14; Kymmene, 1.26; 
Serla, 1.25; Yhtyneet (part of Repola), 1.10; Tempella, 1.21. 

212  



INVESTING IN CANADA: ESTIMATION OF THE SECTORAL COST OF CAPITAL 

40 In estimating the Finnish cost of equity and comparing it to the United States and 
Canada, it is recognized that the use of different indices as the bases for regressions may 
have led to imprecise estimates of relative riskiness of pulp and paper industries in the 
three countries. 

41 Based on the analysis of financial statements for a sample of nine Finnish pulp and paper 
companies (Enso-Gutzeit, Kymmene, Metsa-Serla, Kemi, Veitsiluoto, Metsa-Botnia, 
Sunila, Tampella, Ahlstrom) for 1989 through 1991. 

42 Moody's Investment Services. Moody's International Manual, 1992, p. 1465. 
43 This result is critically dependent on the expected market risk premium of 6 percent used 

in the estimation of cost of capital in North America. In the earlier work, a higher risk 
premium of 8.8 percent was envisioned: under that assumption, the Finnish firms enjoy 
an even higher advantage over their Canadian counterparts. 

44 Our sample included: ASSI AB, Billerud AB, Kornas Aktiebolag, MODO, Munksjo AB, 
NCB, Stora, Svenlcsa Cellulosa. 

45  Also note that the relatively high market risk premium in Finland may already reflect 
the overall higher reliance on debt by all Finnish companies. 
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Comments on Session I: 
Cost of Capital 

IL  _THE USER COST OF CAPITAL AND INVESTMENT SPENDING: 
IMPLICATIONS FOR CANADIAN FIRMS 

Comment  by Serge Nadeau 
Industry Canada 

'THE PAPER BY ROBERT CHIRINKO AND ANDREW MEYER is an ambitious and welcome 
attempt at measuring the relationship between the user cost of capital and 

investment at the micro-economic level. However, as the authors are the first to 
admit, the results are too preliminary to be useful in policy design. These comments 
Put the paper in a research context, discuss methodological issues and conclude by 
making specific suggestions for further research. 

INVESTMENT AND THE USER COST OF CAPITAL 

THE USER COST OF CAPITAL IS ONE OF THE CHANNELS through which government 
Pe), l icies, e.g., tax and financial market policies, can influence business investment. 
'eonomists (Robert Chirinko in particular) have attempted for many years to 
quantify this influence, but with mixed results. Empirical evidence does not support 
;t11._ ne  theory (and our intuition) that the user cost of capital should have a significant 
gin, uence on investment. This is a classic example of the conundrum faced by scientists 
I' 'en  empirical tests of a model fail: is it because of the model or the data? Improving 
the models has been the typical response in the past. Indeed, as reviewed by Chirinko 
and Meyer, several models (including refinements to existing models) have been 
Pr°Posed. To no avail, however. First-generation models, i.e., neoclassical Jorgenson 
models, still remain empirically superior to the more theoretically sophisticated models. 

The paper by Chirinko and Meyer departs from the typical response of proposing 
“bet» ter investment models to improve empirical results, by testing a narrow class f er 

 models on a different data set. While investment models are usually 
estimated using data aggregated to some level, Chirinko and Meyer estimate their 
In. °cIels using firm-level data. This is a welcome departure; estimating a neoclassical 
Investment model using micro-economic data adds both methodological and policy 
Points of view. From a methodological perspective, since the neoclassical model is 
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fundamentally derived from micro-economic principles, it should be estimated using 
firm-level data. From a policy perspective, using  estimas  based on micro-economic 
data adds to the richness of the analysis by recognizing that the impact d policY 
changes may vary across sectors and firms. 

METHODOLOGICAL ISSUES 

UNFORTUNATELY, AS IS OFTEN THE CASE WHEN NEW GROUND IS BROKEN, the estimates 
 obtained by Chirinko and Meyer are disappointing and suggest that the neoclassical 
 model is incomplete in explaining investment behaviour at the firm level. Indeed, 
 although the preferred model yields coefficients of the expected signs, they  var)'  t°  

an implausibly great extent across sectors and are very imprecise within sectors. For 
example, the estimated user cost elasticities vary from -0.272 to -4.345 across sectors 
and, statistically, are significantly different from zero in only one of the 11 sectors' 
As pointed out by the authors, "there is too much imprecision in these estimates t° 
reach firm conclusions about the sensitivity of sectoral investment spending t°  
variations in investment incentives." 

My other methodology-related comments are more peripheral and relate to 
the modelling of cash flow; investment in structure, machinery and equipment; the 
availability of Canadian data; and the estimation and testing methodology. 

Modelling of Cash Flow 

Cash flow enters the investment equation in quite an ad hoc fashion. It would he 
preferable if it came as the result of a formal optimization process. As it is, the 

 assumptions underlying the functional form are not clear.' 
Another issue is the measurement of cash flow. It is not clear if cash flow 

measured before or after dividends. It could be argued that it should be measure' 
after dividends, unless it is assumed that the dividend decision and the investment 

 decision are simultaneous. 

Investment in Structure, Machinery and Equipment 

The models in this paper do not distinguish between investment in structure and 
 investment in machinery and equipment. It would be interesting to know if it is 
 because of data limitation or some other reason. 

The Availability of Canadian Data 

As noted by the authors, sector-level information on the user cost of capital is et 
 readily available in Canada. However, such series should not be too difficult tc)  

construct since the information required is similar to that necessary to coolie; 
marginal (sectoral) effective tax rates which have been done, e.g., Department 
Finance in 1985, apparently without too much difficulty. 

Firm-level information comparable to that for U.S. firms appears to be avr, 
able for Canadian firms through Compustat. Although the sample is much small' 
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than that for the United States (about 900 firms compared to more than 4,000), it 
should be sufficient from a statistical point of view. 

Estimation and Testing Methodology 

The authors' favoured model assumes that regressors are endogenous and are esti- 
elated using instrumental variables. It would be useful if the authors specified which 

ressors they assume to be endogenous and/or perform exogeneity tests, such as 
riausman  tests. 

1 am also sceptical about their instruments, i.e., lagged regressors, being uncorre-
;■-■ with the error term. As the authors point out, this necessitates an error term 

winieh is uncorrelated over time. However, at least at the aggregate level (and an 
ales:21st universal feature of investment regression models) the error term is correlated 
°yet time. 

CONCLUsioN 

11'1  suMmARY, THE PAPER BY CHIRINKO AND MEYER IS A WORTHWHILE STEP are esti-
(Taring investment functions using firm-level data. However, a lot remains to be 

0fle. In particular, technological changes will have to be modelled as well as 
exPectations. Furthermore, specifically in the case of Canada, special consideration 
will have to be given to the small and open nature of the economy. For example, it 
rkflaY have to be assumed that Canada is a price taker on international capital mar-
ers ,  and the relationship between the cost of capital in Canada and the cost of 

caPital in the rest of the world may have to be incorporated in the model. 

41DNOTES 

1 e're example, Coen (1971) assumed that cash flow affects the speed of adjustment. 

13181.10GRApHy 
e°en, Robert M. "The Effect of Cash Flows on the Speed of Adjustment." In Tax Incentives 

and Capital Spending. Edited by G. Fromm. Washington: Brookings Institute, 1971, pp. 
13 1-196 . 

'Par  
May 1985. 
unent of Finance. The Corporate Income Tax System: A Direction for Change. Ottawa, 
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COST OF CAPITAL FOR UNITED STATES, JAPAN AND CANADA 

Comment by Jack M. Mintz 
University of Toronto 

THIS PAPER FOLLOWS THE CAREFUL APPROACH USED BY ANDO AND AuERBAcli 
(1988a,b, 1990) to assess the cost of capital of major countries such as the 

United States and Japan. The value of this current work is that it includes Canada. 
My main difficulty with this type of work is related to the information being 

sought. If we observe differences in rates of return on capital across countries, what 
should we conclude about this observation? I would suggest that there is little to 
conclude from a policy perspective. To clarify this point, I provide two general com-
ments related to this paper. 

• Why are we measuring the rate of return on capital as a cost of capital? 

• What benchmark (financial arbitrage) should be used to determine equalized 
costs of capital? 

WHY MEASURE THE RATE OF RETURN ON CAPITAL? 

ONE OF THE MOST IMPORTANT ISSUES THAT STRIKES THE READER of this paper is the 
rationale used for comparing the rate of return on capital by country as a proxy for 
the cost of capital. The motivation for this work is important because the measure' 
ments used can only be understood by relating them to objectives. For example, if 
I want to know what time it is, I need a clock to measure hours and minutes of the daY. 
If I want to know the temperature of a room, I would have to have a thermometer 
to measure heat. I cannot use a thermometer for time and a clock for heat. 

The very first question that should be asked is why measure the cost of capital 
at all? I suppose the argument is that it is important in determinind the amount Of 
capital stock held by firms. We may be particularly interested in knowing this amount 
since it is an important variable in determining the productivity and growth of an 
economy. 

If this is the purpose of the cost of capital measurement, then the next qua' 
tion concerns how one would go about measuring it. Theory is useful here since 
economists would state that a firm will invest in capital until the marginal revenue 
product earned by holding capital is equal to its user cost of capital. The user ear 
of capital comprises three parts: the cost of depreciation, the cost of financing, 

 including risk, and taxes. 
Knowing the value of each component is important. The Ando-Hancock' 

Sawchuk paper concentrates on one part of the cost of capital: the cost of financing 
capital. We know that the c,ost of financing capital depends on the costs of issuing 
debt and new equity, and foregoing the distribution of profits (retained earnings ).  
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Moreover, in today's global economy, firms can seek financing from different countries, 
flot  only from the host country where the investment takes place. 

Generally, there are two approaches to measuring the cost of capital. The first 
is to take the cost approach: making calculations to capture the expected cost of 
financing capital. One, therefore, tries to measure interest rates for bond finance, 
the risk-inclusive cost of equity finance (using, for example, the capital asset pricing 
model) and other components that affect the cost of capital. The second is the rate 
of return on capital approach: measuring the competitive rate of return on capital 
earned by firms on their investments. With this approach, the rate of return on capital 
for competitive firms is presumed to equal the cost of holding capital. The Ando-
liancock-Sawchuk paper uses the latter approach. 

Having this information, it would seem that there are several numbers we 
might be interested in: 

• the cost of equity finance including risk; 

• the cost of debt finance; 

• the debt-to-equity ratio; and 

• inflation. 

To measure the cost of equity, the paper considers the earnings-to-price ratio. 
The cost of capital is measured by Ando-Hancock-Sawchuk in three ways: 

1. the total return to capital before taxes: dividends, retained earnings, inter-
est and taxes divided by the market value of debt and equity; 

2. the total return to capital after taxes (bonds are untaxed): the same as 
method 1 except tax payments are omitted from the numerator; and 

3. the total return after taxes (bonds are taxed): the same as method 2 except 
that interest, corrected for tax payments, is added to the numerator. 

An important issue is how to treat the cost of debt finance, in particular, how 
to account for the deductibility of interest from corporate taxable income. 

I have three problems with the methodology followed by the authors. 

1 . Does the Rate of Return on Capital Have Anything to Do with the 
Cost of Capital? 

-raking profits and dividing the number by market value measures of capital pro-
ides an estimate of the average return on capital, not the marginal return which 
exPected to be equal to the cost of capital. One might argue that in competitive 

markets  any economic rents should be dissipated so average and marginal returns 
°I' capital, on a risk-adjusted basis, are equal. However, in the presence of oligopoly 
as  discussed in the theory), fixed factors (such as natural resources which are 

Portant to Canada) and government regulations, there is no reason to expect 
that the average rate of return on capital would be equal to the marginal return on 
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capital. Even in the absence of economic rents, average rates of return on capital, 
measured on a gross of risk basis as followed by the authors, will diverge across court-
tries if there is country-specific risk or an industrial structure specific to countries. 

Moreover, taxes paid on marginal investments are likely different than the 

average amount of tax paid for both infra-marginal and marginal investments. For 

example, gove rnments might provide fast write-offs for capital that reduce substan-
tially the cost of capital for marginal investments and result in a negative tax rate 
on marginal capital decisions yet still result in a positive tax rate for infra-marginal 
and marginal investments. 

In addition, there is a difficulty in using the eamings-to-price ratio as a mea' 
sure of the opportunity cost of equity. The authors carefully deal with problems 
related to the inflationary impacts on earnings. However, earnings also depend on 

accounting measures of profits and, as shown by Collins and Shackelford (1995) ,  
there is considerable divergence in accounting practices across countries. Moreover , 

 even if there is an allowance for different accounting practices, one would like to 
have the expected rather than the actual earnings to measure the potential growth 
or decline in future income earned by the corporate sector. 

As a minor point, 1 do not understand the theory in terms of the markup 
equation as discussed in the paper. If firms are marking up above costs, it would 
seem that costs should be corrected for depreciation that would be viewed as a  char
against profits (otherwise an industry with a higher depreciation rate for capital 
would have greater markups). In other words, the markup should be based on costs 
net of depreciation, not gross of depreciation. 

2. What Are the Components of Returns on Capital? 

The return on capital is equal to the amounts of income received by shareholders  
and bondholders. Returns encompass business income plus financial income , 

 including capital gains, held on assets. Should these returns be measured on a before' 
tax or after-tax basis? The paper uses various measures, but it woùld be useful  CO  
think of what question is being addressed first to know what type of measure is re 
interest. 

If one were predicting that firms invest in capital so after-tax risk-adjusterl 
rates of return are equalized across countries, then after-tax rates of return should 
be measured. The problem with this approach is that theory would predict that  
these after-tax rates of return on capital should be equal: any differences would 
have to be explained by theory. 

On the other hand, if one wanted to know how high the rate of return 00  

capital is needed to finance capital, then before-tax rates of return to capital, unarl; 
justed for risk, should be measured. It would be interesting to measure the marginal  
rate of return on capital which is equal to the cost of capital rather than the aver' 
age rate of return on capital. This is particularly important when considering the 

 tax system. 
Another approach is to measure the cost of finance for firms. This would be, 

the weighted average of the opportunity cost of equity and the after-tax cost ce 
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bond finance. This is only one part of the total cost of capital of firms since it 
ignores depreciation and other parts of the tax system that influence the cost of 
capital. However, the information is helpful to analysts who estimate the user cost 
of capital. 

3 . What about Inflation? 

The paper quite correctly adjusts returns for inflation. It is clear that profits are 
revised to correct the original cost of assets and nominal interest expense. However, 
are the rates of return measured on a real or nominal basis to compare across firms? 
Should they be or not — this gets into the issue of financial arbitrage. 

WHAT IS THE BENCHMARK? 

WHEN  COMPARING THE COST OF CAPITAL ACROSS COUNTRIES, presumably, one 
would be interested in financial arbitrage. After all, what benchmark should we 
expect for measurements of after-tax-rates of return on capital that would be equal-
ized across countries if capital flows across national boundaries? Financial arbitrage 
is a difficult issue for empirical estimation of the cost of capital since one cannot 
easily observe how taxes influence the determination of interest rates over time. 
1.-he Ando-Hancock-Sawchuk paper assumes that differences in interest rates are 
s°1ely due to expected appreciation of currencies. However, this ignores other insti-
tutional aspects of financial markets, particularly the presence of the tax system at 
the international level (see Boadway et al. [19841). 

Firms that finance capital can obtain it from three sources: individual investors, 
financial intermediaries and other corporations. The type of lender can operate 
rom one of many countries. The taxes paid on income will depend on the existing 

tax regime of the country. For example, consider a marginal investor who pays taxes 
at the rate In on interest and at the rate c on the appreciation of a currency  (for-
eign  earnings). Let I and I* denote the nominal rates of interest on a 
bond issued in host and home countries. Let è be the appreciation of the host coun-
trY's currency relative to the home country. In the presence of taxes, the investor 
will be indifferent between bonds held in home and host countries if the after-tax 
rates of return on assets are equal to each other: 

1*(1- n )  l(1- m) é(i - c) 	+ 	c)/(1-
) 	 (I) 

*rhe above equilibrium suggests that the difference in nominal interest rates will 
he equal to the expected change in the exchange rate. Instead, the difference 
also be due to differential tax rates on foreign exchange earnings and asset 

rehturns. Some lenders, such as financial intermediaries, may face equal tax rates on 
au  sources of earnings  (soc  =  in and possibly zero) while individuals or companies 
rIlaY face differential tax rates. Given that tax considerations will also influence the 
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opportunity cost of equity, one is left with a quandry. If the objective of this tyPe 
of work is to estimate the cost of capital, why would anyone want to ignore an 
important part of the tax system that influences the cost of financing? 

It should be noted that real rates of return (nominal rates of return less infla-
tion) will not be equalized across countries. For example, if the rate of increase in 
the value of foreign currency is equal to the difference between the anticipated 
inflation rates in the home and host countries, then é = E*-ir, as under the assumption 
of purchasing power parity, then the following is implied: 

1*- ir*(1- c)/(1- m) = re- c)/(1- rn) 

Real rates of return on assets will not be equalized due to differential taxes on different 
sources of income. 

Financial costs are influenced by the possibility that firms may be in a non' 
taxpaying position for a particular time period. The Ando-Hancock-Sawchuk paPet 
assumes that firms are fully taxpaying so the after-tax cost of debt finance is equal 
to the interest rate less the tax value of interest deductions from corporate taxable 
income: 1(1- t) (t being the corporate tax rate). However, for many countries includ-
ing Canada, the United States and Japan, companies may be in a tax loss position. 
'Thus, it is unclear what effective statutory corporate income tax rate should be used 
to measure the after-tax cost of debt finance. 

Moreover, the appropriate measurement of the corporate income tax rate in 
Canada is especially complicated by differential manufacturing and non-manufacturing 
tax rates, provincial tax rates and special deductions given to resource companies 
that can influence the tax rate. Japanese and U.S. estimates are also complicated 
by the existence of state or local corporate income tax rates. 

Given these tax considerations regarding financial arbitrage and the cost d 
finance, it is unclear what a researcher might conclude about differences in rates of 
return on capital across countries. If these differences are measured with the assumption 
that companies are paying taxes at a particular rate, are such differences important 
due to economic factors or are they a result of a mismeasurement of tax variables! 
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THE IMPACT OF TAXATION ON CAPITAL MARKETS: 
eN INTERNATIONAL COMPARISON OF EFFECTIVE TAX 
RATES ON CAPITAL 

Comment by Michael Daly 
Trade Policies Review Division 
'World Trade Organization 

IT IS TRULY A PLEASURE TO BE INVITED TO DISCUSS THIS PAPER because it is clear, 
concise and extremely relevant to current Canadian and international tax policy. 

Moreover, while the paper contains much with which I agree, fortunately for me in 
znY role as discussant, I can also find a few bones of contention, mainly regarding 
the international comparisons. 

The paper contains a description of a well-known methodology used to 
derive marginal effective tax rates (METRs) applicable to income from domestic 
and cross-border investment. The methodology is broadly similar to that developed 
in a book edited by Mervyn King and Don Fullerton (1984), which focused on the 
manner in which taxation (in four countries, namely, the United States, Germany, 
the United Kingdom and Sweden) distorts the incentives to domestic savers to 
undertake different types of domestic investment financed in various ways. However, 
the Paper by Chen and McKenzie is different from the seminal work by King and 
Fullerton in several notable respects. 

First, the authors have adapted the methodology to incorporate capital risk 
and irreversibility. They show that both factors increase the level and intersectoral 
disPersion in METRs, thereby discouraging risk taking and exacerbating the potential 
distortions in investment caused by taxation. 

Second, they compute METRs not just for various sectors in Canada as a 
wh, °le, but also for various sectors in different provinces. The latter is particularly 
r,reievant given the existence of substantial interprovincial differences in taxation. 

kich differences further increase the dispersion in METRs. 
Third, METRs are computed for domestic investments financed with domestic 

nvings, as well as for foreign direct investment (FDI) undertaken by Canadian and 
multinational companies. On the basis of the estimates of METRs found in 

tables 2 and 3 of their paper, the authors draw the following conclusions. 

a) Domestic savers investing at home are treated less favourably in Canada 
than in most of the other eight countries examined. Notable exceptions 
are Germany and Japan. 
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b) METRs faced by Canadian multinational firms investing in the United 
States are less than those applicable to similar investments in Canada. 

c) Investments in Canadian manufacturing by U.S. multinationals are subject 
to slightly lower METRs than are investments in U.S. manufacturing 
undertaken by U.S. firms. 

Conclusions b) and c) are especially noteworthy. They suggest that the interaction 
of the Canadian and U.S. tax systems tends to encourage Canadian and U.S. multi' 
nationals to undertake FDI in the United States and Canada, respectively, rather 
than invest domestically. 

My critical remarks focus on the international aspects of the paper. The main 
point I would like to make is that international comparisons of tax systems using 
METRs or, indeed, any other tax indicators, tend to be much less robust and, there' 
fore, potentially more misleading than purely domestic comparisons. Whereas MEres 
are very useful for highlighting intersectoral (and locational) differences in taxation 
within a country, as well as trends therein, international comparisons of METRs are 
more problematic. They require a common methodology together with very detailed 
knowledge of each country's tax system. While this paper satisfies the common 
methodology requirement, I am less sanguine that all the relevant features of all 
nine countries' tax laws are properly taken into account. The latter is, after all, an 
extremely daunting task, given the complexity of different countries' tax systems. As 3  
compromise, studies such as King and Fullerton (1984) and, more recently, Jorgenson 
and Landau (1993), forego a strict common methodology, but rely on countrY 
experts to ensure that all the relevant provisions of each country's tax laws are 
taken into account. A more ambitious study conducted by the Organization for 
Economic Co-operation and Development (OECD, 1991 ) satisfies both requirements .  
The OECD study, like the Chen and McKenzie paper, entails an examination of 
cross-border as well as domestic investment, albeit in manufacturing only. As far 
Canada's tax treatment of FDI is concerned, however, the OECD study provides 
rather different picture from the one painted by Chen and McKenzie. 

As shown in Table 1, other studies involving similar indicators (namely tag 
wedges and pre-tax hurdle rates of return) support the authors' conclusion a) that  
domestic savers investing at home are treated relatively less favourably in Caren' 
than in the United States, the United Kingdom and Italy, at least in the case of a 
typical investment in manufacturing.' (Interestingly, the indicators of disperse' 
reported in the OECD study suggest that Canada's tax system treats domestic 
investments more uniformly than do the tax systems of several other countries' 
notably the United States, Japan and Italy.) A comparison of the rankings of coun' 
tries in the different studies reveals some ambiguity regarding the characterization  

of the United States, Japan, Germany and France as high or low tax regimes. , 
Perhaps more importantly, the OECD (1991) study contradicts the authors 

conclusions concerning the tax treatment of FDI. According to their conclusionb? , 
 C,anada's tax system interacts with the U.S. tax system to encourage Canadian me' 

nationals to invest in the United States. By contrast, the OECD study suggests de 
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MARGINAL TAX INDICATORS APPLICABLE TO DOMESTIC INVESTORS IN MANUFACTURING 

Country 	 Chen-McKenzie 	jorgenson-Landau 	OECD 1990 	OECD 1990 	OECD 1990 

1995 METR 	1990 METR 	Tax Wedge. 	Tax Wedgeb 	Hurdle Rates' 

United States 	 215 	 38.5 	 3.0 (1.7)d 	2.6 (15)d 	5.8 (23 )d 
Japan 	 32.0 	 27.7 	 2.8 (3.6) 	 - 	 6.4 (3.6) 
Germany 	 27.5 	 31.9 	 0.9 (0.6) 	0.9 (0.4) 	 5.6 (43 ) 
France 	 21.9 	 53.8 	 2.3 (25) 	1.4 (2.3) 	 5.4 (2.4) 
United Kingdom 	 20.2 	 37.9 	 2.0 (0.8) 	1.9 (1.0) 	 5.9 (23) 
Italy 	 22.1 	 27.8 	 2.6 (2.2) 	 - 	 5.9 (3.6) 
Canada 	 255 	 40.2 	 3.5 (1.1) 	3.8 (1.2) 	 6.2 (2.4) 
Mexico 	 16.5 	 - 	 - 	 - 	 - 

Hong Kong 	 11.9 	 - 	 - 	 - 	 - 

Notes: 	8 	The difference between the pre-corporate tax rate of return necessary when real interest rates are 5 percent post tax and the post-personal tax rate 
of return. Top marginal rate of personal taxes, average OECD inflation 4.5 percent, average weights. 
b 	The difference between the pre-corporate tax rate of return necessary when real interest rates are 5 percent and the post-personal tax rate of return. 
Top marginal rate of personal taxes, country-spec& inflation, country-specific weights. Only those countries widi some information on weights are 
included. 
‘ 	No personal mites, average inflation at 43 percent, average weights. 
d 	Figures in parentheses are standard deviations. 
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TABLE 2 

HURDLE RATES FOR CANADIAN, U.S. AND OTHER FOREIGN 
MULTINATIONALS VS. DOMESTIC INVESTORS* 

(1) Domestic (2) Canadian 	(3) U.S. 	All Foreign 
Investors 	Multinational Multinational Multinationalsb 

Country 

United States 	 5.8 	 7.2 	 - 	 7.5 
Japan 	 6.4 	 7.9 	 7.7 	 8.1 
Germany 	 5.6 	 6.6 	 6.3 	 6.4 
France 	 5.4 	 8.1 	 73 	 7.9 
United Kingdom 	5.9 	 6.7 	 7.1 	 7.0 
Italy 	 5.9 	 7.1 	 6.5 	 7.2 
Canada 	 6.2 	 - 	 7.6 	 8.4 
OECD Average 	 5.9 	 7.5 	 7.1 	 7.5 

Notes: • Subsidiary financed by one-third loans from the parent, one-third new equity from the 
parent and one-third retentions by the subsidiary. Weighted average of three sources of 
finance by parent. Weighted average of three assets. Inflation of 4.5 percent everywhere. 
No personal taxes. 
b  Investment from all other OECD countries into named country. 

Source: OECD (1991). 

COMMENTS 

the pre-tax hurdle rate of 6.2 percent applicable to domestic investors in Canada is 
substantially lower than the corresponding rates (shown in column 2 of Table 2) for 
FDI undertaken abroad by a Canadian multinational. If this OECD finding is true, 
then this particular feature of Canada's tax system is undesirable as it reduces the 
overall returns Canadian investors can obtain on their savings and constitutes an 
impediment to the efficient global allocation of capital. 

Nor is conclusion c) supported by the estimated pre-tax hurdle rates reported 
by the OECD (1991). As shown in column 3 of Table 2, the pre-tax hurdle rate °I 
7.6 percent faced by a U.S. multinational investing in Canadian manufacturing is 
not only substantially higher than the 5.8 percent rate applicable to domestic 
investors in the United States, thus tending to discourage U.S. multinationals from 
investing in Canada, it is also the highest among G7 countries. 

The bias against FDI identified by the OECD study is not peculiar to  Cana'
tax system. In general, the study suggests that the interaction between countries, 
tax systems is such that together they tend to discourage both outward and insole 
FDI. It remains to be seen whether the discrimination against FDI (as reflected in 

the absence of, both capital import and capital export neutrality) built into nlos 
countries' tax laws is addressed in the multilateral agreement on investment (MAi i 
currently being negotiated at the OECD. 
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By way of conclusion, it is important to bear in mind that the estimates of 
METRs reported by Chen and McKenzie as well as related indicators found in most 
other studies, including OECD (1991), ignore the fact that multinational companies 
have more scope for tax planning (often involving third countries) than do purely 
domestic firms. This enables the multinationals to avoid or evade taxes, thus reducing 
the METRs associated with FDI. Indeed, in many countries there is a widespread 
Perception that foreign multinationals pay less rather than more taxes than do 
domestic firms as a consequence of creative accounting, financing and transfer pricing 
Practices. The greater scope for tax planning arises as a consequence of wide differ-
ences in countries' tax systems and bilateral tax treaties. Multinational firms can 
reduce their global tax payments by shifting income to countries whose marginal 
tax rates are relatively low. The presence of real investment in a low-tax country 
facilitates the reporting of accounting profits there. Insofar as new investment in 
low-tax countries permits additional profit shifting, there is an implicit subsidy to 
Mi. 'Thus, real investment and profit shifting involve joint decisions.2  This is especially 
tn.» e when intangibles are involved. It follows that METRs need to incorporate 
International tax planning/transfer pricing, etc. in order to provide a more accurate 
Picture of the actual incentive to invest abroad. 

ENDNOTES 

1  A similar conclusion is found in a report by the Commission of the European Communities 
(1992), which used a methodology very similar to the one adopted by the OECD. 

2  See Grubert and Slemrod (1994), for example. 
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INVESTING IN CANADA: ESTIMATION OF THE SECTORAL 
COST OF CAPITAL IN CANADA AND CASE STUDIES FOR 
INTERNATIONAL COMPARISONS 

Comment by A. Louis Calvet 
Faculty of Administration 
University of Ottawa 

IN HIS PAPER, PROFESSOR jOG ACCOMPLISHES THREE MAIN OBJECTIVES. First, he estimates 
the cost of capital for Canadian industrial sectors. He then extends the methodologY 

used to ac,count for country and exchange risks and, finally, he draws inferences 
about how international cost of capital differences affect the competitiveness of 
Canadian firms and the ability of Canada to attract foreign capital in an era of increased 
business globalization. 

Professor Jog must be commended for his work and for being one of the fiat 
authors to apply modern finance theory in areas that have been the exclusive 
domain of economists working with aggregated data. The strength of this paPer 
resides in the fact that its methodology is well suited for sectoral and company studies 
and, therefore, for performing a meaningful and pragmatic competitive analysis. 

Besides providing numerous insights, the paper presents a number of strong 
conclusions that are very much dependent on its methodology. The validity of these, 
conclusions is questionable. My comments mainly refer to the paper's theoretica l 

 framework and follow its outline. 
In the first section, the author estimates sectoral costs of capital using the 

weighted average cost of capital (WACC) approach. For all its limitations (see 
Brealey and Myers, 1991, p. 465), the WACC can be implemented with relative 
ease, as compared to the more sophisticated approach which relies on asset bees  
and requires specifying the net tax advantage of corporate borrowing — a daunting 
and controversial task. In calculating the cost of equity based on the capital asset 

 pricing model, Professor Jog uses, as the risk-free rate, the yield on long-tee 
Government of Canada bonds minus a maturity premium. This gives a rough esti,' 
mate of the expected yield on short-term treasury bills, as suggested by Brealey anui 

 Myers (1991). The choice of 6 percent as a market risk premium is arbitrary an' 
some additional justification would have been welcome, particularly in light of th't  
fact that 6 percent may appear low by many standards. Given the large sample,' 
firms (714) studied, a wider index than the Toronto Stock Exchange (TSE) 3uv 

 would have been more appropriate. 
A long series of ad hoc assumptions are subsequently made about how ve 

 compute the cost of debt, the cost of preferred equity, etc. 'There is no way to esale 
 these assumptions when data are unreliable or unavailable. However, I would have 
 liked to see a justification for the 22 sectors chosen and for the rules used to allocate 
 firms to sectors (Standard Industrial Classification [SIC] codes, etc.). Furthernere' 
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I believe that Professor Jog's interpretation of Figure 4 as a relative risk-return 
relationship is incorrect: he is relating the sectoral costs of capital to equity betas, 
when the appropriate comparison, if any, would be to asset betas. 

Table 5 gives the real WACC for each sector from 1988 to 1994. Two remarks 
come to mind when analysing this table. First, there is as much variability over time 
as across sectors: for instance, the real WACC of the utilities and pipelines sector 
in 1994 (the sector with the lowest overall real WACC) is very close to the real 
WACC of the gold and silver sector in 1991 (the sector with the highest overall 
real WACC). Second, there is a definite jump in the real WACC in 1994. Given 
that capital structures and tax effects are relatively constant over time and that the 
market  risk premium is kept fixed, the increase in the real WACC is due solely to 
the increase in the real rate of interest, as can be appreciated from the data in Table 
1 .1 wonder  whether the estimate for 1994 can unduly influence the results when 
averagin g  over only seven years of data. I also find questionable allowing the real 
!uterest rate to change over time while keeping the market risk premium constant 
in the estimation of the cost of equity, and thus of the WACC. 

The next section of the paper takes an international perspective by including 
,fdreign exchange risk and inflation differentials. The author's objective is to analyse 
d.nw differences in risk-free rates between Canada and the United States can give 
rise to differences in the cost of capital between the two countries. Professor Jog 
shows that the 1.88 percent difference in real risk-free rates from 1983 to 1992 
results from differences of 2.78 percent and 0.90 percent in the nominal and inflation 
rates, respectively. He then asserts that the 1.88 percent is made up of two components, 
a  country  premium and an exchange risk premium. The former is estimated at 0.74 
percent from covered interest rate parity, whereas the latter equals 1.14 percent by 
difference . I believe this derivation is based on a definition of the exchange risk 
13,rernium that differs from the usual one found in the literature. Let us first define 
rtle difference in real rates between Canada and the United States as: 

w here r is the real interest rate, us the nominal interest rate and It is the expected i  
an on  rate. The forward discount fd can be included in the above equation as follows: 

re 	(ie  - 	+ (id -7tc 7r) 

Following Frankel (1991), the diffence between the real interest rates is e  re 
eal to the covered interest differential (i c  - -fd), plus the real forward discount 

d  "te nj. The first term can be called the political or country premium because 
ar  ea, Ptures all barriers to the integration of financial markets across national bound-

rles: transaction costs, information costs, capital controls, tax laws, default risk and 

(1) 

(2) 
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the risk of future capital controls. The second term may be called the currency 
premium because it pertains to differences in assets attributable to the currency in 
which they are denominated rather than in terms of the political jurisdiction in 
which they are issued. In fact, the currency premium can be broken down as follows: 

(fd 	+ 	= (fd - Se) + ( 	+ 71) 	 (3) 

where Se is the change in the spot rate. The first term  (Id  - Se) is the exchange risk 
premium and the second (be - + itus) is the expected real depreciation based on 
purchasing power parity (PPP). Equation (2) can be rewritten: 

re  - = (ie  - - fd) + (fd - be) + (Se - + 	 (4a) 

or, in words, 

re  -  ç = country premium + exchange premium + expected depreciation based on PPP (4h) 

We can contrast equation (4b) with the difference in real interest rates, as inter-
preted in Professor Jog's paper: 

re  -  r = count?),  premium + exchange premium 	 (5) 

Clearly, the author's definition of exchange premium is at odds with the one used in 
the literature. His definition amalgamates two components: the exchange premium 
per se, i.e., the difference between the forward rate and the expected change in the 
spot rate, and the expected change in the spot rate based on PPP. 

Another point deserves attention. It is well known that the covered interest 
differential (ie  -  L  - fd) between Canada and the United states is effectively zee' 
(see, for instance, Frankel, 1991). This is interpreted in the literature as proof of the 
integration of the two North American markets. The reason that Professor Jog finds 
a discrepancy of 0.74 percent is easily explained by his choice of yields on 
Indeed, a currency's forward discount or premium is determined by arbitrage con' 
dirions in the offshore interbank market. When it is mentioned that there is re 
arbitrage possible between Canadian and U.S. funds, the literature refers to interest 
rates on Eurodollar deposits (or at least interest rates that reflect bank risk). If U.S. 
bank credit risk increases relative to Canadian bank credit risk, the Canadian dollar 
discount can decline (or its premium increase), which creates an arbitrage oPPottu nitY 

 in Canadian t-bills hedged into U.S. dollars) This surely cannot be taken as a measure 
of country risk as we are comparing instruments (t-bills and forward contracts) tha t  
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are different in credit risk. 2  In fact, the existence of a difference between (ic  - 
and fd is more a measure of changes in the riskiness of the banking system than of 
the relative riskiness of Canada.3  

In summary, the estimates of country and exchange premiums that are derived 
in the paper are rather controversial. This problem is compounded when the author 
adds a so-called business risk premium which is itself the result of foreign exposure 
risk detected in the bond yields of Canadian firms issuing bonds in U.S. dollars. As 
a result, both the costs of debt and equity capital of export-oriented Canadian con-
Panies are hit with an additional 1.20 percent differential (1.94 percent minus the 
already included 0.74 percent) which raises further their cost of capital. For example, 
according to the author, the WACC of the Canadian lightweight coated paper sector 
18 1.67 percent higher than its counterpart's WACC in the United States. Beyond 
the Problems related to the methodology, I believe the rationale for increasing equity 
costs in Canada by 1.20 percent should be developed. Equally, Professor Jog should 
discuss the extent to which the above-mentioned business risk is systematic in 
na ture, or can be influenced by diversification. 

Jog then deals with the telecommunications sector and uses the dividend growth 
,Inudel to estimate the cost of equity. He leaves us with the puzzle that, although 

S.  firms appear to have higher business risk than Canadian firms, the latter have 
substantially higher equity costs and, therefore, a higher WACC. I presume this 
isuggests segrnented equity markets in North America, a proposition that is hard to 
uelieve in view of recent results pointing toward increased integration. 

Jog's final case study looks at the cost of capital for the Canadian and Finnish 
PuIP and paper industries, using the United States as a benchmark. It appears to 
Pr(xeed along the same lines as section one, yet rather than taking the real rate 
SP,;ead between Canada and Finland as the result of the exchange risk and country 
Ilsit Premiums, this section uses nominal interest rates. Hence, we are told that the 
Lufference between Finnish certificates of deposits and U.S. t-bills is 4.92 percent, 
winch can be broken down into a 1.29 percent country premium and a 3.63 per-
cent exchange premium. Yet, if we were to use real rates, as in the first section, we 
would end up with a much smaller estimate of the exchange premium. More impor-
tant,  equation (3) unambiguously shows that the difference in nominal interest 
rates is not equal to a country premium plus an exchange premium. 

To conclude, this paper is an interesting attempt at integrating currency and 
c' 'tical  risks in a sector's domestic cost of capital in order to proceed to international 
anrnParisons. Professor Jog's main finding is that Canadian firms are at a significant 
i lLsadvantage  in cost of capital, which he evaluates at 2 percent, vis-à-vis U.S. firms. 
a  ee,lieve that this conclusion is open to debate. His work is, nevertheless, very useful 
nu I encourage him to continue exploring these issues of great importance. 
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COMMENTS 

ENDNOTES 

1 Note that the situation at the end of 1996 is the reverse since the Canadian dollar is at a 
premium to the U.S. dollar and U.S. t-bills have a higher yield. 

2 Arbitrage between t-bills is a recurrent phenomenon, albeit of limited extent. 'There are 

different reasons for this: institutions cannot borrow at the t-bill rate, t-bills are held by 

institutions such as central banks that do not engage in arbitrage, the forward contract 

is risky and locking in a forward contract reduces liquidity since the investment can be 

unwound less easily and probably with higher transaction costs, etc. 

3 In addition, the calculation of a possible differential should be done taking into account 

transaction costs (bid-ask spreads), taxes and the different ways of calculating yields 

between Canada and the United States. Indeed, U.S. t-bill yields are calculated following 

the commercial discount method and on the basis of 360 days in a year, whereas Canadian 

t-bill yields are true yields on a 365-day year. 
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EXECUTIVE SUMMARY 

THIS PAPER HAS THREE MAIN CONTRIBUTIONS. First, it provides overview information 

about venture capital investment in Canada using a data set generously made 

available to us by Macdonald & Associates Ltd. The second contribution is to infer 

four important empirical regularities (or stylized facts) from this information that 
r. equire explanation. The third contribution is to set out a theoretical structure that 

is  consistent with these stylized facts. Some preliminary econometric analysis is also 

Presented. This combination of factual information and theoretical structure provides 
a foundation for further research on the venture capital industry and for relevant 
Public policy analysis. 

The data set used in this study has several important features. It is the most 
comprehensive and detailed data base about Canadian venture capital investments 
currently in existence, it is up-to-date, and it provides financial information about 

tile investee firms, along with information about the decisions and practices of ven-
ture capitalists. From this data we make a number of interesting observations. First, 
t° give some sense of the size of the industry, we estimate that there are approxi-

,nlatelY $300 million to $350 million of new venture capital investment annually by 
'..anadia n  venture capitalists in Canadian companies, and there were at least 

1995. 
 billion in Canadian venture capital funds under management in Canada in 

Interestingly, the geographical pattern of venture capital activity does not 
tnateh the geographical pattern of economic activity. Relative to overall economic 

activitY, venture capital activity is high in Quebec and low in Ontario and Atlantic 
Canada. As expected, high-tech industries make up a relatively large share of venture 
ciaPital investments. Investee firms are somewhat older than expected, as fully 
k(?. ,Percent of the post-1990 venture capital investments were made in firms founded 

7
8

re 1974, and one third of the investments were made in firms founded before 

74 . 'The data also show that early-stage investments are smaller (by about 35 per-

cent on average) and much less numerous than later-stage investments. Thus, we 

6 
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conclude that venture capital activity emphasizes expansion and growth stages 
rather than the start-up phase of a company's life cycle. Note, however, that much 
later-stage investment occurs in companies that did receive start-up financing. 

Investees pay significant levels of tax (on average) and spend about 3 percent 
of revenues on research and development, which is about equal to the overall 
Canadian average and, therefore, somewhat lower than expected, given the high-
tech nature of the investee population. The track record of financial returns to venture 
capital investments is particularly interesting. Many investments provide relativelY 
low returns, but this is offset by a small number of "hits" that do very well. This general 
pattern is supported by information on employment growth, as aggregate growth 
exceeds median growth. Most investee firms grow slowly, but a few grow very rapidlY. 

The average venture capital equity (or ownership) share in investee firms is 
about 35 percent. The majority of Canadian venture capital investments are flot 
syndicated as each round of investment is provided by a single venture capitalist in 
most cases, and about half the sample firms get only one round of venture capital. 
In comparison to the United States, we find that syndication is much less common 
in Canada, especially in the early stages. While venture capital investments can 
include both debt and equity, we observe that about two thirds of Canadian 
investments are pure equity. 

Exit behaviour is particularly interesting. A substantial minority of investments 
(about 18 percent) are terminated by being written  off— the venture capitalist loses 
the entire investment. A comparable share of investments (16 percent) are terminated 
following initial public offerings (IP0s) of stock (and these are generally successful 
investments). A substantial share of investments (13 percent) are terminated in 
third-party acquisitions, and these also tend to be successful investments. The 
largest category of exit (37 percent) is through management or company buY' 
outs, as company insiders buy out the venture capitalist. Indeed, if we eliminate 
uncategorized exits (most of which are probably management buyouts) and write-

offs, company buyouts account for 50 percent of remaining exits. 
From this information, we distilled four empirical iegularities that any s uccessful 

theory of venture capital must accommodate. First, a theory must provide a reason 

for the existence of a specialized venture capital industry. Second, it must explain 
the emphasis on development rather than start-up. Third, it must explain the Pat' 
tem of exit, where insider buyouts dominate, and it must be consistent with the 
skewed pattern of returns. 

The theoretical framework we offer focuses on informational issues. SpecificallY,  
we view asymmetric information and limited liability (with low collateral) as the 
central features of venture capital investment. Both major forms of asymmetric  
information, hidden information (leading to adverse selection) and hidden action 

(leading to moral hazard) are included in our analysis. The model we present iS  
complicated even though we abstract from several important features of the veil' 

ture capital industry. We believe that this information-based approach is consisten t  
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with the  major stylized facts characterizing the industry. For example, if inside 
information is important, it is not surprising that most exit is through company 
buyouts or acquisition by informed outsiders. 

Our model implies that informational asymmetries lead to market failure, 
causing possible underfinancing. If adverse selection and moral hazard are important, 
it will be difficult for investors to eam a reasonable return in the industry, even if 
there are many potentially worthwhile projects, leading to underinvestment. 
Venture capitalists exist precisely because they can reduce information-based mar-
ket failures through careful selection, monitoring and other means. The more 
skilled the venture capitalist is in reducing these sources of market failure, the more 
efficiently the venture capital sector will function. In a brief illustration of econometric 
analysis, we consider the implications of our theory for variations in the extent of 
venture capital ownership, then estimate the effect of venture capital ownership on 
several measures of success, including taxes paid, taxes per unit of assets and revenues 
Per unit of assets. We also provide a review of the relevant literature in Appendix A. 

INTRODUCTION 

ENTREPRENEURIAL  FIRMS IN CANADA HAVE BEEN GROWING in relative importance. 
, For example, the rate of new business registrations approximately doubled 
between 1979 and 1989. Furthermore, the entrepreneurial sector is particularly 
interesting because of its close relationship to innovation and technological progress. 
11°wever, despite the observed growth of this sector, it is often claimed that entre-
preneurial activity in Canada is not as vigourous as it should be. More specifically, 
concerns have been raised about possible gaps or failures in financing the entrepre-
neurial sector. 

One important source of financing for the entrepreneurial sector is the venture 
„ccaPital industry. Indeed, venture capital activity is normally defined as the provision 
' equity and mixed' financing to young privately held firms. Despite the signifi-
cance of the entrepreneurial sector and the resulting importance of venture capital, 
relatively little is known about the Canadian venture capital industry. 'There is, by 
ci°rnparison, a much larger body of data and analysis related to other parts of the 
...„Inancial sector, such as banking, insurance, real estate finance and stock markets.' 
‘Lrne Primary objective of this paper is to address this lack of information by pro-
'ding an empirical overview of venture capital financing in Canada. 

_ Even the U.S. venture capital industry has not been subject to much rigorous 
'rnPirical scrutiny, although recent work by Lerner (1994a, b) and Gompers (1995) 
Pa reivicles a strong start in this direction. The venture capital industry has not been 
till; cksely studied as other elements of the financial sector, in part, because little of 
c  e  relevant information is in the public domain, as almost all the firms that venture 
s aPitalists  invest in (referred to as investees) are privately held and, therefore, not 
i _bbaiect to the same reporting requirements as public companies. Public information 
e 180  more limited in the venture capital industry because there is no organized seco,,L 
p —mdry exchange for venture capital investments that provides summary information. 
urtherrnore, regulatory scrutiny of venture capital has been modest compared to 
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the level of regulatory scrutiny of banks, insurance c.ompanies and stock exchanges , 
 so the potential information that arises from regulatory proceedings and require-

ments is also relatively sparse. In addition to limited data availability, academic 
interest in the area seems to have been less than the level of interest in banking, 
stock markets and other parts of the financial sector. 

The best available data on the Canadian venture capital industry is collected , 
 using two surveys, by Macdonald & Associates Ltd. One of these surveys is sup-

ported financially by the Business Development Bank of Canada (BDC), and some 
of the information from this survey is reported in the annual (since 1993) BDC 
publication, Economic Impact of Venture Capital. Much of the information from the 
other survey is reported in Venture Capital in Canada, the annual statistical review 
and directory of the Association of Canadian Venture Capital Companies, prepared 
by Macdonald & Associates Ltd. We have, very fortunately, been allowed access, 
on an anonymous version (in which names of firms have been removed) of the 
Macdonald & Associates data base for this study. 

In addition to reporting summary information, we infer a set of broad empirical 
regularities or stylized facts that we see as important aspects of the industry. We 
then provide a theoretically based explanation of these empirical regularities. In 
addition, we provide some preliminary econometric analysis of one central hypotheses 
that emerges from our theoretical analysis. 

'Thus, our paper provides useful new information about venture capital active 
in Canada, along with a theoretical structure for interpreting this information and 
a brief econometric investigation of one key theoretical point. We emphasize that 
this paper is only a small step in a larger effort directed toward providing a bette 

 understanding of the venture capital industry. We believe that such an understanding 
is an important input to both public policy formulation and business practice in the area' 

The next section describes the data base used in the paper followed by overview 
information drawn from the data base and a set of stylized facts from this informa' 
tion. A theoretical structure for interpreting the data is then presented along with 
some brief econometric results and concluding remarks. A literature review is pro' 
vided as Appendix A. 

THE DATA SET 

AS INDICATED IN THE INTRODUCTION, the data used for this study were collecta 
 by Macdonald & Associates and made available on a confidential and anonymous, 

basis. In addition, no individual firm-specific information is reported or discussea 
in our analysis. 

The data are derived from two surveys. The first, referred to as the investment 
survey, began as an annual survey in 1991 and bec,ame quarterly in 1994. It asks 
approximately 66 Canadian venture capital providers (as of 1994) to identifY the 

 firms they invest in, i.e., their investees, and to give some financial informatio n  
about each investee. Investees are recorded in the data base and follow-up  nfor' 
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tnation is requested in subsequent investment surveys. The investment survey asks 
about the amount and stage of each investment and seeks information about the 
Venture capitalist's ultimate divestiture of its holdings in each investee. 

The survey seeks to obtain comprehensive information from all Canadian 
venture capital providers. There is, however, no precise definition of venture capital 
Provider, and some relevant firms may be missed from the survey. It is also possible 
that some surveyed venture capitalists do not report all their investments. Macdonald & 
Associates estimate that the investment survey identifies 90 percent to 95 percent 
of the underlying population of Canadian firms supported by Canadian venture 
capitalists. The survey is also sent to other investors, i.e., investors other than ven-
ture capitalists, who have investments in the venture-backed investees in an effort 
to get full information about the investee firms. The information from this survey 
covers the period from 1991 through the first quarter of 1995. 

The second survey is an annual economic impact survey, that began in 1993. 
It seeks additional information about the investees identified in the investment survey. 
Economic impact information is sought about each investee that received an investment 
in or after 1991. Retrospective information was also requested. Suppose, for example, 
that an investee received an investment in 1991. The venture capitalist making the 
investment would have received a 1993 economic impact questionnaire asking for 
information about this investee going back as far as 1987. In many cases, not much 

trospective information could be provided, but the data base contains economic 
Information on a reasonable number of investees going back as far as 1987. The 
date of the investee's original start-up (which in some cases is well before 1987) is 
also reported. 

The response rate for the economic impact survey over its three-year life has 
vaned between 56 percent and 74 percent, i.e., information has been received on 
5. 6  percent to 74 percent of the targeted investee firms. If the investment survey 
identifies 90 percent to 95 percent of the relevant underlying population, then the 
effective sample coverage is between 50 percent (0.9 times 56 percent) and 70 per-
cent (0.95 times 74 percent) of the underlying population. The economic impact 
8,t;Irvey collects balance sheet and income statement information on the investees 
% Including revenues and taxes paid). It also collects information on the structure 
and amount of their employment, on the industry they are in and on the specific 
enture capital investments made in them. 

f 	A typical investee enters the data set when it receives its first investment 
.rotn a venture capitalist. It may receive investments from additional venture cap-ralists as well. Subsequent rounds of investment may occur. Eventually, an investee 
(ea, ves the sample. This occurs when all venture capitalists have either written off 
un the case of failure) or "cashed in" their holdings in the investee. Thus, the data 
set contai  a series of "life histories" for venture-capital-backed firms. 

, 	A record refers to information for one particular investee firm for one panic- 
' iat year. There are 372 investee firms in the data available from the economic 
%Pact survey, but information on about 20 is significantly incomplete. The 
retnaining 352 firms provide 1,247 reasonably complete records and, therefore, 

241 



AMIT, BRANDER & ZO'TT 

have an average of just under four records each. Of these firms, 343 can be suc-
cessfully matcheds with firms in the investment survey data base, but the number 
of complete records falls to 424, primarily because there are no records in the 
investment survey before 1991. In addition, for each investee, matches occur onlY 
in years when investments occur. For example, an investee firm that received an 
investment in 1992 but in no other years would be matched only for 1992. Thus, 
as there are 343 firms and only 424 complete records, most firms have only one or 

two years of matched records. The investment survey data also include information 
on 476 additional Canadian investees. 4  For some purposes, complete matched 
records are necessary, but much interesting and relevant information is available 
from just the economic impact data (1,247 records on 372 companies) or just the 
investment data. 

This data set targets Canadian investees supported by the Canadian venture 
capital industry. A Canadian entrepreneurial company that received support from 
venture capitalists based in the United States or Asia but no support  from 

 Canadian venture capitalists would not be in the data set. This set of firms is prob' 
ably fairly small, but there is no hard data on its magnitude. It seems unlikely that 
this omission introduces much systematic bias over most subjects of interest in the 
data. 

One possible source of systetnatic bias in the data arises from the fact that onlY 
56 percent to 74 percent of the targeted investees are reported on in the economic 
impact survey for any one year. The informational requirements of this survey are 
fairly high, so it is not surprising that compliance is not perfect. Some venture capitalists 
do not provide any economic impact information in a given year, some provide 
information only on some of their investees and some provide only partial information 
on a given investee. We might reasonably suspect some selection bias from this 
source, as it seems likely that the absent investees or incomplete investee records 
would be smaller and/or less successful firms. 

Despite some possible selection bias, this data set remains an important and 
unique data source. First, the coverage of the target population is good, partly due 
to the efforts and reputation of Macdonald & Associate-s and, for the economic impact 

 survey, partly because of the sponsorship and influence of the Business Development  
Bank of Canada. Second, the data set has a significant time-series dimension,  
firms can be tracked through time, allowing age effects, business cycle effects are 
other dynamic considerations to be investigated. Third, there is information On 
revenues, employees and taxes paid. 'Thus, the quality of information about measures 
of success is unusually high and unique for data sets dealing with entrepreneuri al 

 firms. 

AN OVERVIEW OF VENTURE- CAPITAL.BACKED FIRMS 
AND INVESTMENTS 

WE NOW TURN TO CONSIDERATION OF SUMMARY TABLES AND FIGURES that describe 
 various aspects of the data. The summary statements apply to whatever se" 

set of the 372 companies in the economic impact data base for which we have the 
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FIGURE 1 

GEOGRAPHICAL DISTRIBUTION OF VENTURE ACTIVITY 
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Source: Based on data provided by Macdonald Si. Associates Ltd. 

relevant information. One noteworthy feature is that the geographical pattern of 
'enture capital activity is not as closely matched to the geographical pattern of economic 
a,ctivity as one might expect. As shown in Figure 1, the proportion of venture-backed 
!Inns (shown by the solid bars) is high in Quebec (relative to population) and low 
In Ontario and in the Atlantic provinces. For example, Quebec has 25 percent of 
i anada's population (and produces 23 percent of Canada's national output), but is the 
ncelle of 42 percent of the venture-backed firms in the data base. Ontario has almost 
e'cactly the reverse pattern. It has 38 percent of Canada's population, and produces 
40  Percent of Canada's output, but has only 22 percent of the venture-backed firms. 
Atlantic Canada has almost no venture-backed activity (less than 1 percent of the 
r°tal) despite having 8 percent of Canada's population. The aggregate amount of 
,venture investment (over the period 1991 to 1994), as shown by the lightly shaded 
nats, shows a similar, but less severe, pattern in that Ontario has a share of total 
iventure investment more nearly commensurate with its relative size. The relatively 
nigh level of venture capital activity in Quebec may be partially due to the large 
and active labour-supported funds that operate in Quebec. These funds were created 
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TABLE 1 

AGE OF VENTURE-BACKED COMPANIES 

Year Founded 	 Number of 	 Percentage 
Companies 	 of Total 	 _ 

1994 	 22 	 6 
1993 	 21 	 6 
1992 	 17 	 5 
1991 	 25 	 7 

1984-1990 	 163 	 44 
1974-1983 	 81 	 22 

Before 1974 	 38 	 10 
Total 	 367 	 100 

Source: Based on data provided by Macdonald & Associates Ltd. _ 
by provincial legislation allowing favourable tax treatment for labour unions and 
other investors who participate. Other provinces have since followed suit, but the 
Quebec funds were the first and remain the largest. 

If there is any bias in this data arising from the absence of firms supported bY, 
foreign venture capitalists, it is probably to understate the extent of venture-backee  
activity in British Columbia, as anecdotal evidence sugge.sts that a disproportion' 
ate share of venture capital originating in Asia supports firms in British Columbia' 

The companies in the data set are somewhat older than might be expected .  
As shown in Table 1, fully 10 percent of the 367 companies for which information 

 on age is available were founded before 1974. As the data set is limited to firms that 
 received at least one infusion of venture capital in 1991 or later, this means tha t 
 some firms obtain venture capital financing long after being founded. In addition, 

 this information appears to suggest that it takes longer than commonly perceived' 
and perhaps more venture capital than originally anticipated, to bring some, 
investee firms to the stage at which exit is feasible. A company may be founded Wel l 

 before it obtains its first venture capital investment. These data seem to suggest  
that venture capital is focused on expansion of existing small companies rath er 

 than on the start-up phase. 
Table 2 shows the industry breakdown (for 371 of the 372 companiee 

Venture capital financing is focused on the high-tech sector in that high-tech corn.  
panies are much more strongly represented in this group of firms than they are in  

the economy as a whole. 
The perception that venture-backed activity is closely related to the high' 

tech sector is supported by anecdotal comments from the venture capital induste 
itself. 
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Number of 	Percent 	High 
Companies 	 Tech? 

Manufacturing 	 91 	 25 	 no 

Miscellaneous 	 58 	 16 	mostly no 

Consumer related 	 50 	 13 	 no 

Computer (hardware and software) 	 44 	 12 	 yes 

Medical/health 	 28 	 7 	 yes 

electrical components and instruments 	27 	 7 	 yes 

Communications 	 26 	 7 	 yes 

Energy/environmental technology 	 22 	 6 	 yes 
Industrial equipment 	 13 	 3 	 yes 
Biotechnology 	 12 	 3 	 yes 

Total 	 371 	 100 

L..S...7i1rce: Based on data provided by Macdonald & Associates Ltd. 

TABLE 2 

INDUSTRY CLASSIFICATION 
f••■•■ 

VENTURE CAPITAL FINANCING OF ENTREPRENEURSHIP IN CANADA 

Table 3 shows aggregate employment information for 352 of the 372 investees 
the  data set. While average employee numbers were very similar in 1987 and 1994, 

u'e 1 987 and 1988 years were based on a small, and perhaps unrepresentative, 
e.roup of firms re fl ecting the fact that only firms that received new venture capital 
Infusions after 1990 are in the data set. It seems that 1993 and 1994 average 
etnPloyee levels were higher than earlier in the decade. 

Of considerable interest are the indicators of growth provided in Table 3, e.g., 
he aggregate annual growth rate of continuing firms, shown in column 4. To see 

0W  this number is calculated, consider the 1994 year. There were 203 firms in the 
m2ata that were present in both 1993 and 1994. Total employment in this group of 

OE3  firms rose by 18 percent between 1993 and 1994. We might then say that the 
te Presentative venture-backed firm grew by 18 percent over the year. To obtain 
le3niutnn 5, we calculated a growth rate for each continuing firm, ordered the firms 

growth rate and selected the median, i.e., the middle firm. Column 5 reports 
ese median growth rates. Column 6 reports the growth rates for firms at the 60th 

l'tceritile. We can see that the median growth rate is consistently, and significantly, 
S than the aggregate growth rate, and even the 60th percentile growth rate is less 

'Ilan the aggregate growth rate for several years. This reflects the fact that growth 
ra tes are skewed in the sense that most firms grow modestly if at all in any given 
!ear, but a few firms grow very substantially. This is similar to the "hit" phenome-
g°n associated with the music business or the movie business, where a few "hits" 
account for most of the profits. 
r, 	There are firms that leave the sample between any given pair of years. riurrin 7 shows the number of firms in the data and is used for calculating average 
and 

 tnedian employees, and the number of continuing firms available for calculating 
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TABLE 3 

EMPLOYMENT IN VENTURE-BACKED FIRMS: LEVELS AND ANNUAL GROWTH 

1900 	 Average 	Median 	Aggregate Growth 	Median Growth 	60th Percentile 	Number 

(1) 	 Employees 	Employees 	of Continuing 	per Firm (9'0) 	 Growth 	per 	of Firms 
(2) 	 (3) 	 Firms (%) 	 (5) 	 Firm (%) 	2-3/4-6 

(4) 	 (6) 	 (7) 

1987 	 176 	 105 	 — 	 — 	 — 	 24/—I- 

1988 	 118 	 47.5 	 8 	 1 	 4 	 52/22 

1989 	 146 	 50 	 6 	 4 	 8 	 102/52 

1990 	 150 	 42.5 	 13 	 3 	 12 	 136/102 

1991 	 149 	 45 	 4 	 0 	 7 	 199/136 

1992 	 151 	 45 	 7 	 0 	 6 	 236/194 

1993 	 183 	 60 	 15 	 12 	 20 	 221/178 

1994 	 178 	 52.5 	 18 	 10 	 20 	 270/203 

Source: 13ased on data provided by Macdonald and Associates Ltd. 
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TABLE 4 

SUMMARY FINANCIAL DATA: 1987 TO 1994 (IN REAL $1994) 

	

Mean 	Median 	Standard 	Number of 

	

($000s) 	($000s) 	Deviation 	Records 
(1) 	 (2) 	(3) 	(4) 	(5) 

Total assets 	 22,074 	5,423 	67,758 	1,228 
Total equity 	 8,190 	1,821 	23,059 	1,224 
Venture capital-share of equity (%) 	35 	30 	30 	1,184 
Retained earnings 	 720 	143 	10,076 	1,081 
Total fixed assets 	 9,615 	1,967 	40,749 	1,208 
Long-term debt 	 6,644 	1,176 	27,721 	1,107 
Revenue 	 23,210 	5,902 	54,692 	1,237 
investments in plant, 	 1,932 	207 	12,194 	1,121 
property and equipment 

Research and development 	 812 	74 	2,073 	1,035 
expenditures 

Taxes paid 	 520 	22 	2,753 	981 
Number of Canadian employees 	 161 	50 	306 	1,240 

Source: Based on data provided by Macdonald & Associates Ltd. 

aggregate growth and median growth rates for each year. The number of continuing 
firms is always less than the total number of firms as there are new venture-backed 
firms each year. For example, in 1994 there were 203 continuing firms of the 270 
in the data set. This implies that 18 (=221-203) of the firms from 1993 exited 
before the 1994 survey, and 67 firms (=270-203) entered the data set in 1994. Note 
that omitting exiting firms from growth rate calculations is unlikely to bias the 
growth rates upward. Investees may leave the sample because they are unsuccessful 
(bankruptcy) but, more commonly, they leave because they are successful enough 
for the venture capitalist to sell out at a profit (following, for example, an initial 
public offering). Thus, if we could take all investee firms for a particular year and 
look at their employment growth, irrespective of whether they left the sample or 
not, this growth might well be higher than reported in Table 3. 

Table 4 provides summary financial information for 352 firms (1,274 records). 
Some records fail to report the information for some variables, however. The number 
of records with the relevant information is indicated in column 5. All averages are 
in thousands of real 1994 Canadian dollars, i.e., nominal dollar amounts reported 
in the original data have been adjusted to account for inflation. This table shows 
that the data are skewed in the sense that there are a few large investees that malce 
the averages much larger than the medians. Table 4 indicates that, on average, venture 
capitalists hold a (minority) share of 35 percent ownership in their investee firms. 
The data in Table 4 also imply that firms in the data set spend, on average, about 

247 



3 VC Investors 4 or more 

6% 	 2% 

2 VC Investors 
19% 

1 VC Investor 
73% 

AMIT, BRANDER & ZOTT 

FIGURE 2 

NUMBER OF VENTURE CAPITAL IN'VESTORS (SYNDICATION) 

Source: Based on data provided by Macdonald & Associates Ltd. 

3 percent of their revenues on research and development. This is about the same as 
the overall ratio of research and development spending to revenues for the 

 Canadian economy as a whole. Revenues per Canadian employee are $144,0e 
and the average long-term debt-to-equity ratio is a conservative 0.81. The low 

debt-to-equity ratio may reflect the limited borrowing capacity of entrepreneurial, 
firms. We note also that the average investee is profitable enough to pay non-trivia' 
amounts of tax. 

The next few tables and figures contain information about the structure d 
venture capital investment. This information is based on a subset of 343 investees  
for whom this information is available. In a given investment round, an investee  
may receive money from more than one venture capitalist. This is referred to a° 
syndication. W e refer to an infusion of capital (from one or more venture capitalists,)  
in a given investment round as an investment package. The 343 investees receive' 
532 investment packages in total. As shown in Figure 2, approximately 73 percent  
(387 of 532 investment packages) were stand-alone investments. About 19 percent  
of investment packages (102 out of 532) were syndicated across two venture cale,' 
talists, 6 percent (33 investment packages) had three venture capitalists involve' 
and two percent (10) had four or more. 

A given investee might go through several investment rounds, as implied bi 
the fact that 343 investees received 532 packages. These 532 investment packages  
included 734 individual investments by venture capitalists. In our data, each investment 
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FIGURE 3 

INVESTMENT ROUNDS 

Source: Based on data provided by Macdonald 6i. Associates Ltd. 

Package  is identified by round. Thus, even if a given investee received only one 
1.,_°und of investment in our sample period, the data indicate whether this investee 
nad received earlier rounds of investment. 

Figure 3 depicts the distribution of investment rounds for the 532 investment 
Packages (covering 343 firms) in the data. Figure 3 shows that almost half (45 per-
c. ent) of all investment packages were first-round investments. However, some 
investees have received multiple rounds of investment (up to a maximum of eight.) 

Information about rounds and numbers of investors is provided in cross-
tabulation  form in Table 5. Syndication, in which an investment round is shared 
,n1(3ng two or more venture capitalists, is much less common than stand-alone 
Investment, as 73 percent of investment packages are not syndicated. 

Looking in particular at first-round investments, we see that 177 out of 242 
were 

 
flot  syndicated. This contrasts with the United States where Lerner (1994b) 

rePorted that about two thirds of first-round investments in a sample of biotech-
lIclogy firms were syndicated. Table 6 shows how many investments correspond to 
e3a
' 
Ach stage in the entrepreneurial firm's life. It is based on 734 investments in the 

3  firms in both the economic impact survey data and the investment survey data. 
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CI TABLE 5 

NUMBER OF VENTURE CAPITAL INVESTORS AT EACH INVESTMENT ROUND 

Number of 	 Investment Round 	 Number of 

Investors 	 Investments 
1 	2 	3 	4 	5 	6 	_k 7 	Total 	Percent 

I 	 177 	95 	57 	27 	19 	9 	3 	387 	73 	387 

2 	 43 	26 	13 	8 	7 	3 	2 	102 	19 	204 

3 	 16 	10 	2 	2 	2 	1 	— 	 33 	6 	 99 

4+ 	 6 	— 	 1 	— 	 2 	1 	— 	 10 	2 	 44 

Totals 	 242 	131 	73 	37 	30 	14 	5 	532 	100 	734 

45% 	25% 	14% 	7% 	6% 	2% 	1% 	 100 

Source:  Based on data provided by Macdonald Sr Associates Ltd. 
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VENTURE CAPITAL FINANCING OF ENTREPRENEURSHIP IN CANADA 

['ABLE 6 

qUMBER OF INVESTMENTS BY STAGE AND YEAR 

Year 	Early Stages 	 Later Stages 	 Count 

	

SE 	ST 	ES 	EX 	AC 	TU 	WC 	OT 

1991 	1 	37 	— 	66 	7 	13 	— 	18 	142 
1992 	9 	43 	— 	57 	16 	30 	2 	34 	191 
1993 	4 	44 	— 	84 	7 	18 	16 	26 	179 
1994 	3 	54 	4 	99 	10 	13 	— 	6 	189 

1995(Q1) 	1 	4 	4 	20 	— 	2 	— 	2 	33 
Total 	18 	182 	8 	306 	40 	76 	18 	86 	734 

— 	  

lote: 	SE: seed, sr: 	start-up, 	ES: other early-stage investrnents, EX: expansion, AC: acquisition, 
TU: turnaround, WC: working capital and O'T: other. 

;ource:  Based on data provided by Macdonald & Associates Ltd. 

It includes investments made between 1991 and the first quarter of 1995. As already 

ne'red, a given investee may obtain financing from multiple venture capitalists, and may 

receive multiple rounds of investment from a given venture capitalist. Each invest-
Ment is recorded separately. An investment may include debt, equity or both. 

More than half of the "other" investments were management buyouts, in 

which an investee obtained investments from a venture capitalist to aid in buying 

nut other investors in the company, including (quite possibly) other venture capi-

talists. As can be seen from this table, just about 27 percent of the investments are 
earlY-stage investments. This is consistent with the implication of Table 1 that 

rnost investees are fairly mature. 
Table 7 shows investment size by stage. The early-stage average works out to 

De almost exactly $900 thousand per investment, while the late-stage average 
works out to $ 1.4 million. Combining the fact that early-stage investments are both 
smaller (from Table 7) and less numerous (Table 6) than late-stage investments, we 
cian infer that the venture capital industry seems to focus more on growth and 

s'eloPment of entrepreneurial firms, than on start-up activity. 

Putting together information from tables 6 and 7 we can infer that in 1994 
ta

i l 
 new venture capital investment in the represented firms was about $237 mil- 

:in (189 investments at an average size of $1.25 million). Firms in this sample do 
°t tePresent the entire population, but probably most large investments are 

Included. A plausible rough estimate for total venture capital investment in 1994 
wuould be in the range of $300 million to $350 million. By comparison, in 1994, 

venture capital firms invested roughly C$3.7 billion in 1,000 companies. 
Yen the  relative size of the two economies, venture capital investment is of sim-

ilar 
Importance in both countries. 
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TABLE 7 

AVERAGE SIZE OF INVESTMENT BY STAGE AND YEAR (IN  $000s)  

Year 	Early Stages 	 Later Stages 	 Total 

	

SE 	ST 	ES 	EX 	AC 	TU 	WC 	OT 

1991 	66 	877 	— 	 1,350 	2,193 	1,549 	— 	 1,815 	1,336 
1992 	494 	1,032 	— 	 1,192 	1,414 	645 	480 	1,800 	1,156 
1993 	715 	856 	— 	 1,969 	1,907 	943 	365 	1,024 	1,281 
1994 	983 	945 	1,102 	1,297 	2,155 	1,239 	— 	 1,000 	1,254 
1995 	260 	654 	342 	946 	— 	 475 	— 	 — 	 791 

1991-95 	589 	924 	722 	1,406 	1,822 	967 	378 	538 	1,230 

Notes: 	1995 values 	are based on only a few data points. 
SE: seed, ST: start-up, ES: other early-stage investments, EX: expansion, AC: acquisitior 
TU: turnaround, WC: working capital and OT other. 

Source: Based on data provided by Macdonald & Associates Ltd. 

Venture capital investments may include both debt and equity, although, 
"pure" investments are much more common. About 66 percent (415 out of 734/ 
investments in the 343 investees with full records were all equity, about 27 pereen,t 

 (198 out of 734 investments) were all debt, and the remaining 16 percent (1 2 '-_, 
investments) were mixed. A venture capitalist may provide equity at one stage au° 
debt at a subsequent stage, so mixed debt and equity holdings are more comien  
than mixed investments. 

Figure 4 gives some idea of the relative importance of debt and equity. Tbi6  
figure shows an average or representative investment for each stage. 'There are, er  
example, 18 seed investments in total. The total debt in these 18 investmeno i5  
$1.04 million, giving an average of only $57 thousand. This average is low because, 
most seed investments have no debt whatsoever. Figure 4 shows that equity is fee  

atively more important at the early stages, and debt becomes more significant late 
although equity remains more important in absolute terms for every stage excele  
working capital. 

Because some investees receive investments from more than one venture caPielles  
the average amount received per investee exceeds the average investment. Table ., 
shows the average and median amounts received (including debt and equity) bY 
investee in a given round of investment. 

Table 9 shows the average investment size by industry for early and late-see 
investments. As expected, general manufacturing is a large category as measuredre  
the number of investments. However, compared to their overall importance in 
economy, communications and computer-based endeavours are heavily representee. 
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FIGURE 4 

AVERAGE DE13T AND EQUITY BY INVF,STMENT STAGE 

1991 —Q1, 1995 
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N°tes: 1995 values are based on only a few data points. 
SE: seed, ST: start-up, ES: other early-stage investments, EX: expansion, 

AC: acquisition, TU: turnaround, WC: working capital, MB: management buyout 

and OT: other. 

Senne e: Based on data provided by Macdonald 61 Associates Ltd. 

The comparison of early and late-stage investments varies by industry. In par-
jcular, biotechnology seems to require relatively heavy early-stage investments, 

8'4  is the oni-y industry category for which early-stage investments outnumber late-
:" investments. This could, of course, reflect the relative youth of this industry, 

rew mature biotechnology companies exist. 
Some of the most interesting information in the data set is related to exit by 

itrture capitalists. Exit occurs when a venture capitalist either sells off or writes off 
th  investment  in an investee. Information is only available for 1992 to 1994 and 

e  first quarter of 1995 (199 investee companie,s with 226 records). 
tire 	igure 5 shows the distribution of exit by type. As can be seen from this fig- 
cot;ILrOs make up only a modest portion of total exits. 5  The largest cause of exit is 
bu 

 

Pan  Y buyouts, which occur when the officers or management of the investee 
Y out the venture capitalist. 
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TABLE 8 

TOTAL AMOUNT RECEIVED BY INVESTEE IN AN INVESTMENT ROUND 
(DEBT + EQUITY) 

Mean 	 Median 	 Number 
Early 	Late 	Early 	Late 	Early 	Late 

1991 	 1,204 	2016 	550 	1,000 	27 	78 
1992 	 1,526 	1,703 	535 	700 	32 	101 
1993 	 1,094 	1,833 	530 	750 	37 	103 
1994 	 1,328 	1,700 	400 	1,000 	44 	105 
1995 	 471 	1,215 	260 	681 	9 	18 
1991-1995 	 1,238 	1,774 	568 	800 	149 	405 

Source: Based on data provided by Macdonald & Associates Ltd. 

Year 

AM1T, BRANDER & ZOTT 

From other information in the data set, we are able to make rough estimates 
of the real return to the overall investment for each class of exit. IPOs and acqui-
sitions (which occur when a third party acquires the investee) both yield fairly high 
returns. Company buyouts show a large variance but, overall, provide slightly negativ e 

 real returns. Generally, one can divide the entire group of investments into three 
broad categories: about one third do very well, about one third represent out-of' 

pocket losses or complete write-offs, and the middle third provide nominally positive 
but disappointing returns, i.e., returns below the rate of return on risk-free investment s.  

TABLE 9 

SIZE OF INVESTMENT BY INDUSTRY 

Industry 	 Mean 	 Median 	Number 

	

Early 	Late 	F,arly 	Late 	Early 	Late 
	 _ 

Communications 	 1,682 	1,818 	500 	750 	33 	87 

Computer 	 784 	2,372 	600 	1,600 	17 	43 
Electrical components and 	 611 	1,124 	420 	861 	9 	27 
instruments 

Energy and environmental 	1,112 	2,078 	645 	630 	11 	27 
technology 
Health 	 1,197 	2,360 	525 	1,200 	14 	27 

Biotechnology 	 2,101 	998 	1,475 	560 	12 	10 
Industrial equipment 	 814 	1,366 	350 	825 	9 	14 

Consumer related 	 807 	2,203 	800 	1,000 	16 	57 

Manufacturing 	 1,301 	1,382 	400 	600 	27 	109  
Miscellaneous 	 814 	1,485 	375 	640 	24 	74 

.. 

Source: Based on data provided by Macdonald & Associates Ltd. 
- 
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FIGURE 5 

DISTRIBUTION OF VENTURE CAPITAL EXITS (PERCENTAGE OF EXITS) 

Source: Based on data provided by Macdonald & Associates Ltd. 

I  n addition, there is a "star" or "hit" phenomenon in the data. Of the 226 exits, 
aPproximately 10 percent (22 investments) yielded annual real rates of return in 
excess  of 50 percent per year. 

MAJOR STYLIZED FACTS 

13 ASED ON THE INFORMATION ALREADY PROVIDED, there are several major stylized 
f  facts that we wish to emphasize. Perhaps the primary observation is the simple 
eet that the venture capital sector exists at all. Venture capital firms constitute a 

aPecialized segment of the financial market that focuses on entrepreneurial companies. 
:r, he research question arising from this observation is "Why does this specialized 

ancial sector exist?" What makes the entrepreneurial sector sufficiently different 
tr°rn established firms to justify a dedicated set of financial intermediaries to serve it? 

A second important stylized fact is that the venture capital sector focuses on 
lap- 
; "e-stage financing. In our data, less than 3 percent of investments are "seed" 
`rivestments  and less than 30 percent are classified as early stage. Looking at the 
;rn°unt (rather than the number) of investments, early-stage investments account 
°r roughly  20 percent of investment. Furthermore, even if this sample accounts for 

(CIY 40 percent to 50 percent of the underlying population, the total number of 

Zed and start-up investments is low relative to overall start-up activity. Thus, an 
PPropriate  characterization of venture capital is that it carries out development 
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financing for firms, and is not the major factor in actual start-up activity. Any thee's,' 
of venture capital must explain why start-ups would have relatively low represen-
tation in venture capital investment. 

A third important stylized fact in the data is the nature of the exit. Typical 
textbook treatments of venture capital activity give the impression that the stan-
dard outcome of venture capital investments is an IPO. At some point, the finn 
becomes large enough and has strong enough prospects that it makes an initial 
share offering to the general public (an IPO) and becomes a publicly traded com-
pany. At or shortly after this point, the venture capitalist typically sells its shares in 
the company.6  

However, as our data base shows, only a relatively small share (16 percent) 01  
venture capital investments end in IPOs. Almost as many end in acquisitions, as 3  
third party (often a competitor, a supplier or a customer) buys the firm outright. 
More than twice as many (37 percent) end in management buyouts. Thus, it iS 

much more common for insiders (either company management or other firms that 
are close to the business) to buy out a venture capitalist than for a general public 
share offering to be made. Any theory of venture capital financing must explain or 
account for this dominance of insider activity at exit. 

Finally, the other stylized fact we wish to emphasize relates to rates of return. 
The variance of returns is large, and most investments generate either disappointing 
or negative returns. We emphasize that this does not mean that there is anything 
"wrong" with the venture capital. Like several other industries (book publishing,  
music, movies) much of the profit in the industry comes from a relatively small 
number of "stars." High returns are associated with acquisitions and IP0s, although 
some management buyouts also provide very high retu rns. Management buyouts 
showed much higher variance in returns than the other forms of exit. One extreme 
valuable aspect of the data is that it contains enough information to estimate hold' 
ing periods and rates of return, although this is a difficult estimation problem. 

To recapitulate, any theory of venture capital activity must explain or accew 
modate the following empirical regularities: 

• the existence of a specialized financial industry (the venture capital industrY )  
that focuses on emerging privately held firms; 

• emphasis, within the venture capital sector, on firms in the later stages ci  
entrepreneurial development rather than on seed and start-up activity; 

• the dominance of exit through insider buyouts rather than public she 
offerings; and 

• high variance in returns with many disappointments and some "stars." 
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A THEORY OF VENTURE CAPITAL FINANCE 

MAIN ELEMENTS OF THE THEORETICAL FRAMEWORK 

THE KEY ELEMENT OF THE ENTREPRENEURIAL SECTOR that we believe might explain 
the existence of venture capitalists 7  is asymmetric information. There is a large volume 
Of  literature about asymmetric information, and some attempts have been made to 
aPply this theory to the venture capital sector. A review of this literature is provided 
in Appendix A. We note here, however, that classic papers on asymmetric infor-
!nation include Akerlof (1970) and Jensen and Meckling (1976). Early attempts to 
,_aPPly these ideas to entrepreneurial finance include Amit et al. (1990, 1993) and 
lirander and Spencer (1989). Macintosh (1994) provided a careful and detailed 
description of venture capital financing in Canada in which he emphasized the role 
of asymmetric information. 

'There are two types of asymmetric information: hidden information and hid-
den action. Hidden information refers to a situation in which the entrepreneur has 
he.  tter information about the firm's prospects than investors do. Thus, important 
Information is hidden from the investor but known to the entrepreneur. As 
described more fully later, hidden information may give rise to adverse selection, in 
which low-quality entrepreneurial prospects dominate the venture capital market. 
The other form of asymmetric information is hidden action, (sometimes called 
nI°Tal hazard) which arises when the investor cannot observe the effort level of the 
entrepreneur. In its crudest form, moral hazard can lead to a situation in which the 
entrepreneurs can "take the money and run," while simply claiming bad luck as the 

ason for failure of the project. If adverse selection and moral hazard are more 
' 7 'Portant in the entrepreneurial sector than among established firms, then we 
would expect the emergence of specialized investors (venture capitalist firrns) 
which develop skills in selecting and monitoring investment targets. Thus, the 
ei x. istence  of the venture capital industry is explained by the benefits from special-
zing in the selection and monitoring of investments. 

Adverse selection and moral hazard might be particular problems in the 
IntrePreneurial sector because of little collateral and limited liability. Firms in both 
cr.„,e established sector and the entrepreneurial sector have limited liability. The key 
teerence is that established firrns normally have substantial amounts of collateral 
; at can be used to secure debt finance and reduce the "down side" risk of equity 
hnn'estments. For such firms, hidden information and moral hazard may be present, 
2' they are less important to the investor because the investor is partially protected 

711 collateral. Entrepreneurial firms typically have very little collateral which implies 
thet . their limited liability is likely to be relevant to the investor in the sense that 
cut  Investor may easily lose the entire investment if things do not work out well. 

11 that about one fifth of the exits in our data were write-offs.) In addition, the 
• teePreneur typically does not have much of a track record and, therefore, reputa- 
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tion is not as important in making assessments. For these reasons — the relative lack 
of collateral and track record — investors in the venture capital industry are more vul-
nerable to problems arising from informational asymmetries. 

We assume that the entrepreneur has better information about the project 
than the venture capitalist. Perhaps, for example, the entrepreneur is an inventor 
who knows that some new product is really very close to being ready to sell, while 
the venture capitalist lacks the technical expertise to make such a determination. 
However, the opposite asymmetry may also arise. A venture capitalist may have a 
much more realistic appraisal of how well some new venture will do, because the 
venture capitalist might know the market better or entrepreneurs might be prone 
to "optimistic bias." In our analysis, we proceed on the supposition that entrepre' 
fleurs have better information about the project, but the alternative could also be 
investigated. 

Very few (if any) theoretical studies exist that simultaneously consider the 
effect of moral hazard and adverse selection in the presence of limited liabilitY. 
That is the task we undertake here. In order to focus on these aspects of venture 
capital finance, we abstract from other important considerations, in particular, from the 
risk-sharing aspect of venture capital finance, and assume that both the entrePre' 
neur and the venture capitalist are risk neutral. We also abstract from bargaining 
between the venture capitalist and the entrepreneur. In our analysis, the venture 
capitalist offers a financing package to the entrepreneur, and this package is either 
accepted or rejected. In addition, we do not focus on any direct contribution by  the  
venture capitalist to the management of the project. Its only contribution is equitY 
finance. The other major abstraction we make is to focus only on a single interac, 

 tion between the venture capitalist and the entrepreneur rather than considering 3  
series of staged investments in a dynamic setting. All of these abstractions can be 
relaxed. Our first objective, however, is to focus as sharply as possible on the tw° 
informational asymmetries and on limited liability as we believe these issues arc 
fundamental to venture capital financing. 

We consider a one-period model with several stages. The entrepreneur wisb' 
es to launch a new venture that requires a certain amount of capital I, which vie 
assume to be exogenous. The project has some underlying quality y, which cannot 
be observed by the venture capitalist, but which is known to the entrepreneur.' I 
is distributed according to probability density function g(y). Our analysis of the 
interaction between the entrepreneur and the venture capitalist starts after theY 
have come into contact through some unspecified process.' 

In this first contact, the venture capitalist obtains the available information 
about the entrepreneur and about the project. Based on this information, the ven' 
ture capitalist forms an opinion about how likely particular levels of success might 
be. The first "move" in the game is made by the venture capitalist firm, which offers 
a contract to the entrepreneur. This offer might be nothing at all but, if the offer is 
positive, it includes a certain amount of equity capital r and an ownership share S' 

For example, the venture capitalist might say: I am willing to provide $1 million in 
return for 30 percent ownership in the firm. 
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FIGURE 6 

STRUCTURE OF VENTURE CAPITAL FINANCING DECISION 
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VENTURE CAPITAL FINANCING OF ENTREPRENEURSHIP IN CANADA 

The entrepreneur can accept or reject this offer. If the offer is accepted, the 
entrepreneur augments the equity capital in the firm by an amount  E1 >  0 and bor-
rows amount B > 0 from external lenders. Since the required investment is 1, we 
have:  

e+F+B = I 	 (1) 

The face value of the debt (the amount that must be paid back) is denoted by D. It 
will exceed B. This face value D will be determined in a competitive debt market, 
ensuring  that the debt offers the same expected return to lenders as alternative 
investments. 

After financing is obtained, the entrepreneur provides an effort level (or action) 
a. This action causes disutility (or cost) c(a) to the entrepreneur. The action a is 
unobservable to investors, creating a moral hazard problem. Finally, action a and 
rile realization of some random variable z jointly determine the returns from the 
venture  R. Figure 6 illustrates this sequence of events. 

Figure 6 presents the model as a four-stage process. However, the last stage 
does not require any decisions to be made, and need not have been identified as a 
seParate stage. It simply represents the final resolution of the payoffs, and might be 
thought of as occurring at the "end" of the third stage. The second and third stages 
Ire separated from each other only for expositional purposes. The model is exactly 
"le 

 
saine if these two stages are combined and the entrepreneur's equity input and 

effort are determined simultaneously. Therefore, the model is essentially a two-
slage game. We assume that the players are sequentially rational. In particular, in 
2e first stage, the venture capitalist conectly anticipates the effects of its investment 
t" and of the sharing rule s on the entrepreneur's decisions in the second and third 
stages, especially on the optimal effort level a. We impose this requirement of 
sequential rationality by analysing the model with the method of backward induc-
tien. Consequently, we consider the third stage first. 
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Stage 3: The Entrepreneur's Effort Decision 

Here the entrepreneur takes E" as given from the first stage, and takes B, D and E‘ 
as given from the second stage. We assume that the entrepreneur wishes to  maxi 
mire  utility, which is taIcen to depend on the action (or effort level) a and on the 
net income. The entrepreneur's expected net income y, depends on a, on y (the 
underlying project quality), on the share of proceeds taken by the venture capitalist s, 
on the  equity participation E" and on debt D. The entrepreneur is taken to be risk 
neutral and, therefore, wishes to maximize expected income, net of any disutilitY 
associated with providing effort. Let the entrepreneur's expected utility be denoted 
U. The entrepreneur wishes to: 

Maxirnize U(a,y(a,s,...)) = y(a,s,...)- c(a) 	 (2) 
a 

Market uncertainty is represented by random variable z e  10, 11 Variable Z 
can be thought of as the "state of nature." It is distributed according to probabilitY 
density function f(z) with z ordered such that z=0 represents the worst possible 
state of nature, i.e., the worst possible realization, whereas z=1 describes the best 
possible outcome. Variable z influences the venture's terminal returns R, which  are 

 also taken to be increasing in project quality and in the entrepreneur's effort. The 
we can write: 

We can implicitly define a critical state z* in which the new venture is just able te 
repay its debt. 

R(a,,,,z*) = D 	 (4) 

From equation (4), assuming a certain amount of mathematical regularity, we call 
use the implicit function theorem to write: 

z* z*(a,y,D) 	 (5) 

The entrepreneur's income y, consists of what is left over from returns R after paYl°11, 
off any debts (represented by D), and turning over share sR to the venture capital' 
ist. Provided  z>  z*, then R exceeds D. If z < z*, then y=0. The expected value d 
entrepreneurial income can be written as: 

= 1 1),J1  (R(a, y,z) - D)f(z)dz 	 (6) 
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We can then substitute equation (5) into equation (6) which can be substituted 
into equation (2) and solve for the optimal effort level a as a function of y and D. 
As D is predetermined in the second stage and y is exogenous, this formally com-
Pletes the specification of a and Z* : 

a a( y,s,D); z*=.-z*(a( y,s ,D) , y,D) 	 (7) 

Stage 2: The Determination of Entrepreneurial Financial Structure 

At the second stage, sequential rationality implies that the entrepreneur antici-
Pates how his or her effort will be determined as a function of D (the face value of 
debt) in the third stage and uses this knowledge in selecting the equity contribution 
in the second stage. This equity contribution will influence D and, therefore, will 
influence the final effort decision and the resulting payoffs. The central point in the 
analysis of the problem is the determination of D. Recall that investment I must be 
raised through a combination of E", F, and B, i.e., through equity and debt. 
However, in order to be willing to loan money to the entrepreneurial firm, outside 
lenders (assumed to be risk neutral) must expect to earn the same return from this 
risky loan as they would from a riskless alternative at the risk-free interest rate i. 

To simplify this calculation, we assume that the entrepreneur's type is 
revealed at the beginning of the second stage. In practice, we might expect the lack 
f  knowledge about the project's quality to persist and only gradually be eliminated, 

bUt  this creates distracting algebraic complications that do not add to the main 
insight. The key point is that there is hidden information at the time the venture 
eaPitalist decides on what offer to make to the entrepreneur. The loan market con-
straint is then captured in the following equation: 

B(1+0 	- F(z*))+ foe  R(z, y; a*) f(z)clz 	 (8) 

The left-hand side of equation (8) describes the lender's opportunity cost, 
which is the return that could be obtained if amount B were invested at riskless rate 

return  i. The right-hand side of equation (8) shows the lender's expected return 
,r,711  lending money to the entrepreneurial firm. If the face value of the debt is D, 
Inen the  lender will receive D with probability (I -F(z*)). This is the probability 
fthat z 4 which is the probability that the realization of uncertainty is sufficiently 
„avourable  that the entrepreneurial firm is solvent and able to pay its debts in full. 

the first term on the right-hand side of equation (8) is the expected value of 
d. ing Paid off in full. However, even if the lender is not paid off in full, i.e., if z < z*, 

e lender still gets something. In particular, it receives the returns R, earned by the 
tl,rrn. The next term on the right-hand side of equation (8) is the expected value of 
'ese returns over states of nature where entrepreneurial default occurs. 

If there were enough collateral, then contracts could be written on this col- lat
eral, eliminating concerns about incomplete payment of debt and, therefore, el. 	• 

d irninating the relevance of limited liability. In such a case, lenders would receive 
trie full amount D regardless of the state of nature. It would follow that D=B( 1+i), 
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and neither venture capitalists nor entrepreneurs would have to worry about the 
effects of informational asymmetries on debt markets. Thus, it is the assumption 
that collateral is absent that makes equation (8) interesting, i.e., that prevents it 
from reducing to D=B(l+i). 

From equation (8), it is clear that D is a function of the amount borrowed B 
and, therefore, is also a function of underlying equity participation as: 

B=1-E9-E' 	 (9) 

where  lis  exogenous. Substituting this in equation (9) and equation (7) into equa-
tion (8) allows us to eliminate a, z* and B and, in principle, solve for D as a (rather 
complicated) function of E", Et, s and y (and exogenous variables i and I). We write 
this expression as: 

D=D(E", F ,s,y; I,i) 	 (10) 

Equation (10) is just the debt market constraint, expressed as a function of prede-
termined variables and exogenous variables. Note that this incorporates the correct 
anticipation by lenders of third-stage incentives, as captured in equation (7). 

The entrepreneur's objective in the second stage is to maximize overall utility, 
 subject to equations (7) and (8) (or [101). We assume that the entrepreneur's cost 

of providing equity capital is given by C(C). Thus, by extending equation (2), the 
second stage utility of the entrepreneur is: 

U=y((a(y,s,D(E", ,s,y)) ,s 	- c(a(...))) - C(F) 

=U(y,s,E , Ee) l) 

The entrepreneur then maximizes equation (11) with respect to F, taking s and 6.  
as predetermined, with y as exogenous. (Exogenous parameters i and I also affect 
utility through their effect on a and y, but they are suppressed for notational ecoly 
omy.) Assuming that such a solution exits, it can be written as: 

F=E1(y,s,EV,i) 	 (12) 

The optimal amount of borrowed funds is then just I-E"-C( ...) , and the optimal 
debt load follows from equation (10) with E4  at its optimal value. 

First-Stage Selection of the Venture Capital Contract 
So far, all solutions that have been derived (or, more precisely, are assumed to exist )  
are dependent on the exogenous parameters I and i, and on the venture capitalist's 

 first-stage choice variables E" and s. In the first stage, the venture capitalist antici' 
pates subsequent incentives that will arise in subsequent stages and, therefore, 
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incorporates the solution functions of the second and thiel stages into the first 
stage decision problem. This decision problem can then be written as follows: 

7110X y 1  
r,s 2  4,1 tRlz, r - 10*1f(z)gf y)dzely - Cw(C) 	 (13) 

As shown in equation (13) the venture capitalist seeks to maximize an expected 
value taken over the relevant states of nature, i.e., over states more favourable than 
Z  * and over the relevant range of y. Recall that y reflects project quality. This quality 
is unknown to the venture capitalist in the first stage. When the venture capitalist 
'flakes an offer, only certain entrepreneurs will accept the offer. If an entrepreneur 
has a project that is very good, he or she may prefer not to sell a share of it to the 
venture capitalist. Conversely, if the project is very poor, then it may not be worth-
while for the entrepreneur to go ahead. In either case, the entrepreneur will decline 
the venture capitalist's offer. The highest-quality project that elicits an acceptance 
from the entrepreneur is denoted by y2, and the lowest quality project is yl. Only 
entrepreneurs with projects of quality between yl and y2 will accept the venture 
caPitalist's offer. Therefore, only this group of entrepreneurs are relevant for deter-
Mining the expected return to the venture capitalist. 

As incorporated in equation (13), the venture capital firm gets positive ben-
efits from its share of net returns to the entrepreneurial venture, but incurs an 
°PPortunity cost of equity CTE"). Equation (13) is, therefore, an expected net 
value of the investment. This expected value is taken over all relevant states of 
na. ture and over all relevant project quality levels. Maximizing this expression over 
e and s allows the venture capitalist to select the optimal contract, consisting of 

amount of equity investment and a proposed ownership share. Note that the 
cut-ofr values y1, y2 and z*  all depend on the values of s and E" chosen by the 

venture capitalist, making the optimization indicated by equation (13) a significant 
computational exercise. 

SOLUTION AND INTERPRETATION OF THE MODEL 

THE  MODEL DESCRIBED IN THE PRECEDING MATERIAL captures the central features of 
venture capital investment. It is, however, a difficult model to solve. The greatest 
difficulty  is created by the complicated self-selection by entrepreneurs that occurs 
at the first stage. The model can be solved using numerical methods for particular 
functional forms and parameter values. We do not report on the solution here, but 
we do summarize the main insights to be gained from the model. 

The uncertainty about projects is contained in the perceived distribution of 
7.  The distribution of y can be thought of as reflecting the uncertainty, from the 
'nvestor's  point of view, associated with any particular project's quality. If the ven-
t» re capitalist has better information about y than other investors, this is reflected 
I n a tighter distribution for y. A tighter distribution allows better decisions to be 
Mack and gives the venture capitalist an advantage in making investments. 
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Similarly, the "monitoring problem" arises because action is unobservable. If 
the venture capitalist can monitor the entrepreneur, we can think of this as chang-
ing the utility obtainable by the entrepreneur from a particular level of effort. More 
spe,cifically, the venture capitalist would like to be able to punish low effort and 
reward high effort. It the venture capitalist can do this more effectively than other 
inve,stors, this gives the venture capitalist an advantage. 'Thus, our primary expla-
nation for the existence of the venture capital sector is its ability to specialize in 
selection and monitoring. (We note that Macintosh, 1994 suggested the same 
rationale for the existence of the venture capital sector.) 

Moral hazard and adverse selection create a market failure in venture capital 
financing, which might result in many worthwhile projects being unfunded or 
underfunded. The more skilled the venture capitalist is in reducing these sources of 
market failure, the more effectively this sector will function. Venture capitalists 
exist because they are better at this function than unspecialized investors. However,  
venture capitalists cannot eliminate adverse selection and moral hazard. 
Furthermore, these problems are more acute for younger firms, and most acute for 
start-ups. This explains why venture capitalists focus on the later-stage entrepre' 
neurial firms. Later-stage firms have a track record that provides information to the 
venture capitalist, and they have enough assets to reduce the problem associated 
with limited collateral under limited liability. By virtue of their expertise, venture 
capitalists are better at dealing with informational problems than other investors 
(on average), but this advantage shows up most in later-stage entrepreneurial firms 
rather than at the start-up stage. 

This theoretical structure can also explain the pattern of exit. If asymmetric 
information is important, and remains important even at the exit stage, then out' 
side public investors will typically not be in the best position to evaluate the assets 
of the entrepreneurial firm. More commonly, it will be insiders who will be in the 
best position to buy out the venture capitalist's position. These insiders might be 
management or officers of the investee, or they might be other firms in a related 
business. Thus, if informational asymmetries are important, it is not surprising that 
IPOs account for only a modest fraction of exits. 

Finally, the fourth empirical regularity we wish to explain is the pattern of 
returns. At this stage, our theory suggests only that the pattern of returns is a reflection 
of the underlying exogenous uncertainty associated with entrepreneurial projects' 
It is unclear whether the selection of financing process by the venture capitalist 
would magnify or reduce this underlying uncertainty. Magnification would arise If 
the best projects were the ones that received full financing, while lower-qualitY Pre 
jects also received less financing. Thus, lower-quality projects would suffer rw° 
handicaps: lower basic quality and suboptimal financing given their quality. Thi s 

 effect would increase the variance of observed returns over and above the underlr 
ing variance in quality. 
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ECONOMETRIC ANALYSIS 

SO FAR, WE HAVE PROVIDED A DESCRIPTIVE OVERVIEW of the venture capital industry 
in Canada and outlined a theoretical structure as a basis for interpreting this 

information. Ideally, we would like to test the important principles underlying the 
theory in some formal and rigorous way. Designing and carrying out such tests is a 
difficult task, but we report here on one preliminary step in this direction. 

If moral hazard is important, then the higher the venture capitalist's share of 
equity becomes, the more important moral hazard becomes. If the venture capital-
ist has very little ownership in the firm, then the entrepreneur and other private 
investors bear the full consequences of the entrepreneur's actions, leading to a 
strong  incentive to provide an appropriate effort level. As the venture capitalist's 
ownership increases, the entrepreneur's incentive to provide effort weakens. At the 
extreme, if the venture capitalist owned the entire firm, then the entrepreneur 
would have little incentive to provide effort and a strong incentive to convert the 
firm's assets to personal consumption. This effect suggests that the performance of 
an entrepreneurial firm might decline as venture capital ownership rose. On the 
other hand, it is possible that higher ownership levels by the venture capitalist 
would allow more effective monitoring, which suggests a positive effect of venture 
capital ownership on performance. In an effort to measure the relative strength of 
these effects, it seems reasonable to regress some measure of the entrepreneurial 
firm's success on the extent of venture capital ownership. 

Ideally, we would like to use profits as a measure of success. We do not have 
a direct measure of profits, but we do have taxes paid which are a function of prof-
its. Therefore, we can reasonably use taxes paid as a proxy for profits. This is far 
from ideal, but considerably better than nothing, and better than the performance 
indicators used in much analysis. Most of the firms in the data set paid some taxes, 
but many paid zero taxes. In effect, taxes paid are truncated from below by zero: a 
firm does not pay negative taxes, even if profits are negative. This truncation 
requires the use of a Tobit estimator (or some other appropriate estimator.) The 
results of a Tobit estimation for a regression of the venture capitalist's share of equity 
on taxes and on taxes per unit of assets are shown in Table 10. Table 10 also reports 
an ordinary least squares regression of the venture capital share on revenues per 
unit of assets. 'These regressions also contain age of the investee (in log form) as an 
explanatory variable. 

As can be seen from this table, the venture capitalist share appears to be negatively 
associated with performance measures. However, the total amount of variation 
e*Plained by the venture capital share is low. Thus, while the coefficient on the 
enture capital share is significant, variations in this share are, at most, a minor 

ueterminant of performance. 
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TABLE 10 

ElFFECT OF VENTURE CAPITAL SHARE ON PERFORMANCE 

Dependent 	Explanatory 	Coefficient 	Standard 	t-Stat 	P-value 
Variable 	Variable 	 Error 

Taxes paid 	 VCshare 	-19.95 	4.74 	-4.21 	.000 
log(Age) 	706 	146 	4.85 	.000 
Const. 	-1,608 	373 	-4.31 	.000 

Taxes paid/assets 	VCshare 	-1.67 	.71 	-2.39 	.019 
(x10,000) 	1og(Age) 	106 	21 	4.86 	.000 

Const 	-146 	56 	-2.61 	.009 

Revenues/assets 	VCshare 	-4.73 	1.66 	-2.85 	.004 
(x1,000) 	 log(Age) 	250 	52 	4.78 	.000 

Const. 	 968 	129 	7.48 	.000 
- 

We emphasize that the data are far from perfect. Taxes paid are not an ideal 
measure of performance and, in particular, do not provide much discrimination 
among the younger firms, most of which do not pay taxes. Using age as a regressor 
"corrects" for this, but it means that this group of firms contributes little to the yell' 
ture capital share parameter estimate. The asset variable is also relatively "noisy." 

At the interpretative level, it is very important to note that these results do 
not mean that venture capital investment should be viewed as a negative influence' 
nor do they mean that other sources of finance are better than venture capital' 
Venture capital investments could be an important positive influence on every fie 
in the data set, and could be the best source of financial capital available, and ee, 
could still observe a negative correlation between venture capital ownership all° 
performance. What the negative correlation tells us is that the best-performia 
companies tend to be those in which the venture capital ownership share is not to° 
high. This is consistent with the moral hazard idea that the entrepreneur will per",. 
form most effectively when he or she has a large stake in the company. However,  n 
financial requirements are high and the owner's sources are meagre, then a 
venture capital share might well be the best option, even if there is an associated nee: 
hazard problem, as the alternative might be outright failure of the company. It 's  
also possible that venture capitalists might, on average, require a higher ownershiP 
share in firms with less attractive prospects to compensate the venture capitalist far 
the anticipated weak performance. In any case, this table is intended only as an 

 example of what can be done with this data set. More complete statistical analYsis  
will be available in supporting documents from the authors. 
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CONCLUDING REMARKS 1, HIS PAPER PROVIDES PREVIOUSLY UNREPORTED DATA about venture capital invest- 
ments in Canada. In addition, it sets out a series of four empirical regularities 

or stylized facts about the industry that emerge from the data. We also provide a 
theoretical structure that is consistent with these stylized facts, along with some 
Preliminary econometric analysis. This material provides a basis for further rigorous 
examination of the Canadian venture capital industry and for addressing the role 
of Public policy toward the industry. 

The data set that has been used in this study has several important features. 
It is the most comprehensive and detailed data base about Canadian venture capital 
investments currently in existence, it is up-to-date and it provides financial infor-
mation about the investee firms, along with information about the decisions and 
Practices of venture capital firms. From this data we make a number of interesting 
Observations. First, the geographical pattern of venture capital activity does not 
match the geographical pattern of economic activity. Relative to overall economic 
activity, venture capital activity is high in Quebec and low in Ontario and in 
Atlantic Canada. As expected, high-tech industries make up a relatively large share 
of venture capital investments. 

Investee firms are somewhat older than expected, as fully 10 percent of the 
Post- 1990 venture capital investments were made in firms founded before 1975, 
and one third of the investments were made in firms founded before 1984. The data 
al so show that early-stage investments are smaller (by about 35 percent on average) 
and much less numerous than later-stage investments. Thus, we conclude that venture 
caPital activity emphasizes expansion and growth stages rather than the start-up 
Phase of a company's life cycle. 

Investees pay significant levels of tax (on average) and spend about 3 percent 
e‘f revenues on research and development, which is about equal to the overall 
9anadian average. The track record of venture capital investments is particularly 
In, retesting. Most investments do not do particularly well, and provide lower returns 
t«an alternative risk-free investments, but this is offset by a small number of "hits" 
that do very well. This general pattern is supported by information on employment 
gre'wth, as aggregate growth is higher than median growth. Most investee firms 
grow slowly, but a few grow very rapidly. 
, The average venture capital equity (or ownership) share in investee firms is 
1°°11 r 35 percent. The majority of Canadian venture capital investments are not 

sYndicated as each round of investment is provided by a single venture capitalist in 
lost cases, and about half the sample firms get only one round of venture capital. 
tiZ?lile venture capital investments can include both debt and equity, about two 

irds of Canadian investments are pure equity. 
(a 	Exit behaviour is perhaps surprising. A substantial minority of investments 
i  bout 18 percent) are terminated by being written off, i.e., the venture capitalist 
()Ses the entire investment. Only a comparable share of investments (16 percent) are 
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terminated in IPOs (and these are generally successful investments). A substantial 
share of investments (13 percent) are terminated in third-party acquisitions, and 
these also tend to be successful investments. The largest category of exit (37  per  
cent) is through management or company buyouts, as company insiders buy out the 
venture capitalist. Indeed, if we eliminate uncategorized exits (most of which are 
probably management buyouts) and write-offs, company buyouts account for 50 

percent of remaining exits. 
From this information, we distilled four empirical regularities that any suc-

cessful theory of venture capital must accommodate. First, a theory must provide a 
reason for the existence of a specialized venture capital industry. Second, it must 
explain the emphasis on development rather than start-up. Third, it must explain 

the pattern of exit, where insider buyouts dominate and, finally, it must be consis-
tent with the skewed pattern of returns. 

The theoretical framework we offer focuses on informational issues. 
Specifically, we view asymmetric information and limited liability (with low cci' 
lateral) as the central features of venture capital investment. Both major forms of 
asymmetric information, hidden information (leading to adverse selection) and 
hidden action (leading to moral hazard) are included in our analysis. The model we 
present is complicated even though we abstract from several important features d 
the venture capital industry. In particular, our model does not deal with the risk' 
sharing motive for venture capital investment, nor does it deal with the dynamics 
or staged structure of venture capital investment. It also does not address the role 
of bargaining between the venture capitalist and the entrepreneur, or the role Of 
gradual leaming about project quality. While all these things are important aspects 
of venture capital and deserve scrutiny, we felt that the informational issues were 
the most central at this stage. We believe that this information-based approach is 
consistent with the major stylized facts characterizing the industry. For example, if 
inside information is important, it is not surprising that most exits are throue 
company buyouts or acquisitions by informed outsiders. 

We did not emphasize the implication that informational asymmetries lead to 
market failure, causing possible underfinancing. If adverse selection and moral hazard 

are important, it will be difficult for investors to earn a reasonable return in this 
industry, even if there are many potentially worthwhile projects. Venture  capital
exist precisely because they can reduce information-based market failures through 
careful selection, monitoring and other means. The more skilled the venture caPi' 
talist is in reducing these sources of market failure, the more efficiently the venture 

capital sector will function. 
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APPENDIX A: LITERATURE REVIEW 

THE MOM  I  ING FRAMEWORK IN THIS PAPER incorporates aspects of the theory of 
asymmetric information and the theory of finance and applies them to a financial 

contracting setting in which an entrepreneur may obtain funding from a venture 
capitalist. In particular, we suggest that moral hazard and adverse selection under 
Conditions of limited liability create a link between the ownership structure of an 
entrepreneurial venture and its ultimate performance. By integrating these effects, 
we seek to capture the essence of the relationship between business founders and 
outside equity holders. This appendix provides a review of the relevant related lit-
erature. 

Akerlof (1970) is normally regarded as the pioneering analyst of informa-
,tinnal asymmetry. Akerlof described a situation in which sellers of used cars have 
nidden or private information about the specific quality of their vehicles, whereas 
buyers cannot discern quality differences before purchase. In this setting, there is 
reason to expect low-quality cars (or lemons) to dominate the market. This domi-
nance is referred to as adverse selection as the market selects low-quality items. 
Akerlof showed that adverse selection is inefficient in the sense that potentially 
efficient, i.e., Pareto-improving trades will not take place. Thus, hidden informa-
tion causes market failure. 

It was quickly recognized that adverse selection problems can arise in many 
circumstances, especially in insurance markets, where buyers of insurance know 
their true risk better than insurance companies (as in Pauly, 1974), and in labour 
Markets, where workers know their ability better than potential employers (as in 
S,Pence, 1973). Spence also pointed out that one natural market response to 
Lauverse selection is "signalling," where the informed party (usually the seller of the 
igigh-quality item) provides some signal of high quality to substitute for the inabil-
tY of buyers to observe quality directly. Thus, for example, product warranties may 

12,e signal  or indicators of high quality. Rothschild and Stiglitz (1976) emphasized 
'Ile tole of screening, under which the uninformed party offers a contract or set of 
contracts that cause informed parties to self-select. Thus, for example, insurance 
c°111Panies may offer contracts that low-risk types will buy but high-risk types will 
nc't. In general, the efficient response of the buyer may be to offer such "screening" 
°tii.1 “separating" contracts, but sometimes the efficient response is to offer contracts 

at do not induce screening, resulting in "pooling" of different quality classes. 
The other major informational asymmetry is referred to as hidden action (as 

°P.._ Posed to hidden information). Hidden action occurs when one party to a trans-
dthction takes an action that is not observed by the other party, and this action affects 
wit  returns to both parties. This problem was first discussed in insurance markets, 
h nere insured parties can take actions that either decrease or increase the risk of 
2.zetd. For example, after purchasing auto insurance, the insured party can either 
'nit safely or dangerously. This problem was originally referred to as moral hazard. 
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Early influential work on moral hazard includes Pauly (1974) and Arrow (1973) 
who showed that moral hazard causes market failure in the sense that it causes fail-
ures of Pareto efficiency. 

Moral hazard problems are particularly important in situations where one 
party acts as an agent for another party (or principal), as when a client hires a 
lawyer or the seller of a house hires a sales agent. In these situations the princiPal 
cannot perfectly observe the effort (or other actions) of the agent. It was soon tee' 
ognized that many situations of financial contracting are agency problems, and 
Jensen and Meckling (1976) argued that agency analysis WaS the key to understanding 
the modern firm. Thus, for example, the managers of the firm can be viewed as the 
agents of the owners, who might, in turn, be viewed as the agents of other investors 
in the firm. Classic papers on the agency problem include Holmstrom (1979) and 
Grossman and Hart (1983). 

Agency theory also had an important influence on the debate over whether 
a firm's capital structure affects its value. In their influential article on the role of 
financing, Modigliani and Miller (1958) showed that, in the absence of any market 
frictions, the value of a firm's cash flow stream is independent of its capital structure. 
In other words, whether a firm is financed with debt or equity, or some combina' 
tion, should not affect its performance. If we then consider the tax advantage of 
debt (as interest payments are deductible from corporate income), it follows that 
firms should be completely debt financed (see Modigliani and Miller, 1963). Given 
the indisputable fact that equity is an important financing tool, this cannot be the 
whole story. Most managers will say that the problem with relying excessively on 
debt is that the risk of bankruptcy becomes too high. Kraus and Litzenberger (1973) 
and Brennan and Schwartz (1978) solved for optimal capital structures based on 
the trade-off between tax savings and bankruptcy costs. It turns out that ageneY 
problems are central to the existence of bankruptcy costs. In addition, agency proh' 
lems create a role for equity (and debt) even in the absence of bankruptcy costs. 

Our analysis focuses in part on the capital structure of venture-backed firms. 
We observe that both equity and debt are important in venture capital finance. The 
fact that firms have limited liability adds an important feature of financial con', 
tracting as considered, for example, by Brander and Lewis (1986). Under limitea 
liability, equity holders of firms will have an incentive to undertake riskier  proie
as debt increases in order to reap the fruits of the very good outcomes and have 

creditors bear the costs of the very bad outcomes. Thus, limited liability creates  
link between the financial structure of a firm and its output market decisions (an° 

 its performance), enhancing the agency problems already present between owner' 
managers and providers of capital. This idea is one of the conceptual building 
blocks of our model. 

The importance of limited liability has been investigated by Sappinge 
(1983) who characterized an optimal contract between principal and agent in a set' 
ting where the agent receives a private signal after contracting but before tell 
action.m The optimal solution in this special case implies that, in the very ha 
states of nature, the agent does not exert any effort. In our model, however, uneer 

270 



VENTURE CAPITAL FINANCING OF ENTREPRENEURSHIP IN CANADA 

tainty about the firm's profits is not resolved for either party until after the action 
choice of the entrepreneur, which we believe to be the empirically relevant case. In 
a rdated paper, Brander and Spencer (1989) showed that moral hazard under con-
ditions of limited liability invalidates Modigliani and Miller's (1958) irrelevance 
result by creating a linkage between capital structure and output strategy (and firm 
value). The authors formally established consequences of changes in debt and/or 
investment on effort level and output decisions. However, Brander and Spencer did 
flot  distinguish between inside and outside equity holders, and they abstracted from 
the problem of adverse selection. Nevertheless, their two-stage model and the 
related solution method of backward induction are adopted in our modelling frame-
work» 

Chan and Thakor (1987) examined the role of collateral under moral hazard 
and private information and concluded that collateral often efficiently resolves 
Problems stemming from asymmetry of information. In other words, in such an 
informational setting (which is similar to the one that we explore in our model) 
insufficient collateral will lead to welfare losses. Despite the limitations of some of 
Chan and Thakor's assumptions for the characterization of the relationship 
between entrepreneur and venture capitalist, 12  we can leam several things from 
their analysis. First, collateral (or lack thereof) plays an important role under asym-
rnetric information and must be considered. Second, results on market failures may 
'Pend  heavily on assumptions about the notions of competition (between venture 
caPitalists): the conceptualization of the equilibrium influences its characteriza-
tinn- Any results must, therefore, be interpreted very carefully. 

The role of asymmetry of information in financial contracting in venture capital 
i8  widely recognized. Sahlman (1990), for example, postulated that contracting 
Practices in the venture capital industry reflect uncertainty about payoffs and information 
LasYmmetries between venture capitalists and entrepreneurs. This distinction 
uerween market uncertainty on the one hand, and uncertainty resulting from an 
unequal distribution of information on the other, is also crucial for our analysis. In 
addition, Sahlman differentiated between problems related to private information 
about the skill level (adverse selection) and those related to the unobservable effort 
he'f.  the entrepreneur (moral hazard). He correctly argued that the lack of operational 
._Is tnrY aggravates the adverse selection dilemma, but does not mention the impor-
tance  of collateral in that respect. 

Amit et al. (1993) suggested that venture capitalists be regarded as fi nancial 
intermediaries. The authors thoroughly characterized the relevant informational 

rohlems and identified a series of research questions, some of which are addressed 
In our model. In another review paper on new directions in venture capital rsearch, Barry (1994) emphasized the relevance of private information of the ei rePteneur with respect to the entrepreneur's abilities before contracting. 

tchell et al. (1995) explicitly used a principal-agent perspective to examine the 
_P°8 t-contracting) patterns of demand for accounting information by the venture 
‘vaPitalist. 'They found a greater intensity of scrutiny of investee performance by 
enrure capitalists than by investors in established firms and concluded that the 
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former demand more detailed information more frequently to combat the moral 
hazard problem. Bates (1990) empirically explored the linkage between financial 
structure (especially the effects of debt) and firm performance, 13  and hypothesized 
that information asymmetry may be a potentially severe cause of market failure. 
Furthermore, the problem of overly optimistic and confident entrepreneurs mg 
create a bias, as pointed out by Kamien (1994). 

In our model we attempt to highlight the implications of the moral bazar d 
and adverse selection problems, in the presence of limited liability, on financing 
entrepreneurial ventures. Thus, we have made a series of simplifying assumptions , 

 e.g., risk neutrality for both the entrepreneur and the venture capitalist, that allow 
us to focus the discussion. We do not consider any contracting practices that rug 
mitigate adverse selection and/or moral hazard. However, as a number of authors 
have pointed out, there is empirical and anecdotal evidence of a variety of such 
practices which complicate the analysis of asymmetry of information. 

Sahlman (1990) noted that staged investment which creates an option to 
abandon the venture is an important means for venture capitalists to minimize  the 

 present value of agency costs.' 4  The active involvement of venture capitalists in the  
operation of their investee companies may mitigate the moral hazard problem as 
well» 

Other suggested solutions engineered by the venture capital industry  tu  overcorne  
problems arising from the asymmetry of information include the use of  converti
preferred stock (see Barry, 1994) or syndication (see Lerner, 1994b). Lerner argue 
that syndicating first-round investments leads to better decisions about whether tti 
invest. From the analysis of a sample of investment rounds in biotechnoloe 
firms he found that syndication in early stages often involves experienced an' 
highly reputed venture capitalists, which seems to corroborate his hypothesis. 

Chan (1983) highlighted the positive role of venture capitalists in mitigating, 
the adverse selection problem in the market for entrepreneurial capital. He sheve 
that an adverse selection result derives from the absence of any informed venue 
capitalists in the sense that only inferior projects are offered to investors. Howeve r' 
the introduction of informed investors may overcome this problem, leading ro a  
Pareto-preferred solution. The key question raised by this analysis is the empirical isme 
of whether venture capitalists are as well informed about the project's prospects as  
the entrepreneur. 

Chan et al. (1990) provided a proposed explanation for various "rules 
thumb" contracting practices in venture capital, including absence of de new 

 financing, buyout options, performance requirements and earn-out arrangemen ts' 
The central idea is that venture capitalists learn about the entrepreneur's abile a6t  
time proceeds, and then decide, in effect, whether to fire or retain the entrepreneu, 
to manage the project. In a related paper, Hirao (1993) assumed that the nee's; 
i.e., the entrepreneur's, unobservable actions affect the leaming proc,ess. As a rests  t  
of the interaction of learning and moral hazard, she found that a long-term conrrae  
is not equivalent to a series of short-term contracts. 
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Amit et al. (1990) presented a principal agent model in which investors are 
uncertain about the entrepreneur's type when submitting bids for the company 
(this information asymmetry is resolved prior to actual contracting). The authors 
,Irlanaged to relate the venture capital financing decision to the entrepreneur's skill 
level and predicted which entrepreneurs would decide to enter into an agreement 
with venture capitalists.  They  considered moral hazard problems, but had a limited 
tteatment of moral hazard in which the entrepreneur's type becomes common 
knowledge between bidding and contracting. Also, entrepreneurs are assumed to be 
fut  Ily collateralized, which is an abstraction that eliminates the role of limited lia-
°ility. Our current model can be viewed as an extension of this structure. 

Arak et al. (1994) considered the role of different mechanisms for matching 
,entrepreneurs and venture capitalists in mitigating adverse selection problems. 
PleY extended Rothschild and Stiglitz (1976) by incorporating some assumptions 
°ased on empirical regularities in the venture capital finance industry. Specifically, 
entrepreneurs have private information about their types; venture capitalists can 
get involved in the management of investees (at some cost) and thus contribute to 
the venture's success directly; entrepreneurs may shop around or venture capitalists 
itlaY actively seek out attractive investment opportunities. With a three-stage 
8. arne, the authors examined possible pooling and separating equilibria. Our model 
Ignores  the relevance of the matching regime for deriving such equilibria, but we 
regard this as an important potential extension of our model. 
, 	In a recent attempt to characterize the contract that allows optimal continuation 
clecisions  with staged finance, Admati and Pfleiderer (1994) found that venture 
caPitalists should prefer a fixed-fraction contract. This contract stipulates that the 
venture capitalist owns a certain fraction of the final payoffs and also finances that 
1,,senle fraction of any future investment (if continuation of the project is desirable). 

i n 18  explains why later stages are not fully financed by the lead venture capitalist. 
kt_also attributes a positive role to the venture capitalist as a financial intermediary 
7tween the entrepreneur and outside investors. These analyses hinge, however, on 

very restrictive assumptions. 
i 	Following Admati and Pfleiderer, Hellman (1994) built a multistage model 
...,niving staged investment. While it could be interesting to examine the extent 

which the staging of capital input helps in mitigating the adverse selection problem, 
wriellroan's focus was on explaining certain institutional features that he claimed 

cluld distinguish venture capital from more traditional methods of finance. For enple, he explained that only a concentrated stake of the venture capitalist in 
VeStee companies would provide a sufficiently high incentive for active monitor-

At% which is necessary to avoid the problem of "short-termism" generated by staged 
finance.  

the 	work that has been reviewed so far is model-based theory. In addition, 
v.,e  is a substantial descriptive literature on the venture capital industry. Two 
(t"luable papers of this type are Tyebjee and Bruno (1984) and Fried and Hisrich 
st4) which depicted some activities undertaken by venture capitalists that may 

r`le to diminish problems arising from asymmetry of information. For example, 
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Tyebjee and Bruno suggested that venture capital financing involves five sequel' 

tial steps: deal origination, deal screening, deal evaluation, deal structuring and 
post-investment activities. Whereas the third to fifth steps have to do with the ven' 
ture capitalist's actual choice problem and are explicitly dealt with in our  mode ,  
the first two steps are more concerned with the construction of the choice set' 
While our model may capture some basic (informational) difficulties that arise in 

these early screening stages, we do not consider such mechanisms as referral 

processes or active screening by venture capitalists (or signalling by entrepreneu rs. , 
 respectively). In other words, we do not model the matching process, although  the 

issue was addressed analytically by Amit et al. (1994). 
Some other useful overviews of the venture capital industry include, 

MacMillan et al. (1985, 1987) and Low and MacMillan (1988). It is widely asserteu 
that formal theory-driven research with clearly stated assumptions, different then' 
retical perspectives and formal decision models is relatively scarce in the literature  
on new venture financing. (See, for example, Low and MacMillan, 1988; Arnie et  
al. 1993; Barry, 1994; and Hellman 1994.) 

ENDNOTES 

1 Venture capitalists may provide equity investments, debt investments or mixtures of debt  
and equity. In addition, they often provide managerial advice to their investee foes; 
Aside from venture capital, the other main sources of entrepreneurial finance  inch
bank loans, equity provided personally by the entrepreneur and financing from oeb' 
firms (including suppliers or customers), government grants and family and friends. 

2 For example, in the standard (and very good) finance text, Brea ly et al. (1992) ,  
three pages out of over 1,000 are devoted to venture capital. Admittedly, much of ri:_ae. 
material in any finance text is general material that applies to all investments, but rei" 
is still very light coverage. 

3 All 352 investee firms must have originated in the investment survey data base, but nine  
of them could not be matched with subsequent investment survey information. „dot, 

4 These firms include investees for whom incomplete economic impact surveys  eX 

investees who received investments but who exited before an economic impact sur% 
was completed, and firms that could not be matched, even though they are in both del: 
bases. Most important, they include the investees for whom economic impact  sut'

were not returned. There are also investment records for 79 U.S. investees suppotte°  „ 
Canadian venture capitalists. These firms are not tracked by the economic impact S u' 

vey. In total, there are 898 firms in the investee data base, 819 of whom are CanadieL 
5 An exit due to an IPO does not mean that the venture capital firm sold its shares 

date of the IPO. Regulation requires that venture capitalists keep most of their holdier, 
for some period of time after the IPO. Furthermore, the underwriters of an IPO are °fit/  
mally even more restrictive in the limits they impose on the venture capitalist's a*n,  
to sell our. Typically, the venture capitalist sells a small part of its holding at the irje  
and sells its remaining holdings in several pieces beginning six months or more after 
IPO. 
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6 Note that venture capitalists do not always cash out their entire investment when an 
IPO occurs. A few investees in the data are publicly traded companies in which venture 
capitalists have maintained investments. This may be due to regulatory escrow require-
ments or to expectation of future capital gains. 

7 Very often the first explanation offered is the presence of "high risk" in the entrepre-
neurial sector. However, basic financial theory would suggest that investments made in 
high-risk ventures would be made by firms (or other investors) in the best position to 
diversify the associated risks and which were, in general, not risk averse. If anything, it 
is the large diversified financial intermediaries and investment firms which are in the 
best position to absorb or diversify such risks. The existence of relatively small special-
ized venture capital firms which are heavily invested in a few particular industries is, 
therefore, something of an anomaly if "higher risk" is the key factor that distinguishes 
entrepreneurial firms from established firms. 

8  More commonly, the hidden information is assumed to be the ability or "type" of the 
entrepreneur. Both entrepreneur quality and project quality have the same implications. 

9  We acknowledge that different assumptions about the underlying process that matches 
entrepreneurs and venture capitalists may have a substantial impact on the model. See 

, Amit et al. (1994) for an analysis of the matching mechanism. 
10  Another general treatment of moral hazard that deals with limited liability is provided 

by Innes (1990). Here the agent is an entrepreneur who owns a production technology 
but no capital. The implementation of the production technology requires an invest-
ment and the agent's effort. Innes shows that among monotonic contracts, debt contracts 
are optimal in that they will induce a higher action than any arbitrary contract, which 
makes both principal and agent better off. If the condition of monotonicity is relaxed, 
"liye-or-die" contracts (according to which the principal gets all the profits below a cut-
off value, and zero above) prove to be optimal. Important distinctions from our model 
are the absence of adverse selection and of any risk-sharing issues (Innes assumed risk 
neutrality for both parties). 

1  Pot further developments in the theory of capital structure that focus on the link 
between financial decisions and product markets see Maksimovic (1986). 

12 r. ror example, they assume risk neutrality of both principal and agent and, therefore, 
ignore risk-sharing aspects. In addition, banks do not provide equity capital and do not 

13 
 get actively involved in their investee's management. 1, 

Dates (1990, p. 558) found that the amount of investment is "causally related to firm 
survival" — which is quite intuitive — and that "reliance upon debt capital is clearly not 
associated with business weakness or heightened market failure" which is a somewhat 

14  un,exPected result, especially in light of our model. A  
rximati and Pfleiderer (1994) and Hellman (1994) provided models of staged finance in 

15  tIke venture capital context. They are discussed below. 
'Ibis influence of the venture capitalist on probability distributions of a firm's success is 
explicitly modelled, for example, by Amit et al. (1994). 

275 



AMIT, BRANDER & ZOTT 

BIBLIOGRAPHY 

Admati, Aviat R. and Paul Pfleiderer. "Robust Financial Contracting and the Role Of  
Venture Capitalists." Journal of Finance. 49, (1994): 371-402. 

Akerlof, G. "The Market for Lemons: Quality Uncertainty and the Market Mechanism.° 

 Quarterly Journal of Economics. 84, (1970): 488-500. 
Amit, R., L. Glosten and E. Muller. "Entrepreneurial Ability, Venture Investments, and Risk 

Sharing." Management Science. 36, (1990): 1232-1245. 
—. "Challenges to Theory Development in Entrepreneurship Research." Journal d 

Management Studies. 30, (1993): 815-834. 
"Venture Capital Regimes and Entrepreneurial Ability." Working Paper University Of 

British Columbia, 1994. 
Arrow, K. The Limits of Organization. New York: Norton, 1973. 
Barry, C. "New Directions in Research on Venture Capital Firms." Financial Management- 13' 

(1994): 3-15. 
Bates, T. "Entrepreneur Human Capital Inputs and Small Business Longevity." Review d 

Economics and Statistics. 72, (1990): 551-559. 	 0 
Brander, J. and T. Lewis. "Oligopoly and Financial Structure: The Limited Liability Effect' 

American Economic Review. 76, (1986): 956-970. 
Brander, J. and B. Spencer. "Moral Hazard and Limited Liability: Implications for the Thee 

of the Firm." International Economic Review. 30, (1989): 833-849. 
Brealey, R., S. Myers, G. Sick and R. Giammarino. Principles of Corporate Finance. 11'd  

Canadian Edition, Toronto: McGraw Hill Ryerson, 1992. 
Brennan, M. and E. Schwartz. "Corporate Income Taxes, Valuation, and the Problem Of  

Optimal Capital Structure." Journal of Business. 51, (1978): 103-114. 
Business Development Bank of Canada. Economic Impact of Venture Capital. Montreal, 1 993 ' 

1994, 1995. 
Chan, Y. "On the Positive Role of Financial Intermediation in Allocations of Venture CaPice  

in a Market with Imperfect Information." Journal of Finance. 38, (1983): 1543-15 61.  a  
Chan, Y. and A. Thakor. "Collateral and Competitive Equilibria with Moral Hazard to 

Private Information." Journal of Finance. 42, (1987): 345-363. 
Chan, Y., D. Siegel, and A. Thakor. "Leaming, Corporate Control and Performance Requiteme 

in Venture Capital Contracts." International Economic Revietv. 31, (1990): 365-38 1 . 0  
Fried, V. and R. Flisrich. "Toward a Model of Venture Capital Investment Decision Malting' 

Financial Management. 23, (1994): 28-37. 
Gompers, Paul A. "Optimal Investment, Monitoring, and the Staging of Venture Capital' 

Harvard University working paper, 1995. 
Grossman, S. and O. Hart. "An Analysis of the Principal-Agent Problem." Econotnetriere 

51, 

(1983): 7-45. 
Hellman, T. "Financial Structure and Control in Venture Capital." Stanford Universe/ 

 working paper, 1994. 
Hirao, Y. "Learning and Incentive Problems in Repeated Partnerships." Internat ieenee 

 Economic Review. 34, (1993): 101-119. 
Holmstrom, B. "Moral Hazard and Observability." BellJournal of Economics. 10, (1979): 74'9, 1:i 
Innes. R. "Limited Liability and Incentive Contracting with Ex-ante Choices." Jourre 

Economic Theory. 52, (1990): 45-67. 	
atla Jensen, M. and W. Meckling. "Theory of the Firm: Managerial Behavior, Agency Costs ,  

Ownership Structure." Journal of Financial Economics. 3, (1976): 305-360. 

276 



VENTURE CAPITAL FINANCING OF ENTREPRENEURSHIP IN CANADA 

eatnien, M. "Entrepreneurship: What Is It?" Business Week: Executive Briefing Service. 7, 
(1994). 

&raus, A. and R. Litzenberger. "A State-Preference Model of Optimal Financial Leverage." 
Journal of Finance. 33, (1973): 911-922. 

"ertler, J. "Venture Capitalists and the Decision to Go Public." Journal of Financial 
Economics. 35, (1994a): 293-316. 
"The Syndication of Venture Capital Investment." Financial Management. 23, (1994b): 
16-27. 

4e", M. and I. MacMillan. "Entrepreneurship: Past Research and Future Challenges." 
Journal of Management. 14, (1988): 139-161. 

alacdonald esi. Associates Ltd. Venture Capital in Canada: Annual Statistical Review and 

Directory. Toronto: Association of Canadian Venture Capital Companies, published 
annually. 

Macintosh, Jeffrey G. "Legal and Institutional Barriers to Financing Innovative Enterprise 
in Canada." Discussion Paper 94-10, School of Policy Studies, Queen's University, 
Kingston, 1994. 

"acMillatt, I., R. Siegel, and P. Narashima. "Criteria Used by Venture Capitalists to 
, Evaluate New Venture Proposals." Journal of Business Venturing. 1, (1985): 119-128. 
"laeMillan, I., L. Zemann and P. Narashima. "Criteria Distinguishing Successful from 

Unsuccessful Ventures in the Venture Screening Process." Journal of Business Venturing. 
2, (1987): 123-137. 

'eksirnovic, V. "Optimal Capital Structure in Oligopolies." Ph.D. Dissertation Harvard 
, University (1986). 
wiitehelt F., G. Reid and N. Terry. "Post Investment Demands for Accounting Information 

bY Venture Capitalists." Accounting and Business Research. 25, (1995): 186-196. 
'3digliani, F. and M. Miller. "The Cost of Capital, Corporation Finance, and the Theory of 

Investment," American Economic Review. 48 (1958), 261-297. 
`«Taxes  and the Cost of Capital: a Correction." American Economic Review. 53, (1963): 

e 261-297. 
aulY,  M. "Overinsurance and Public Provision of Insurance: the Roles of Moral Hazard and 

b  Adverse Selection." Quarterly Journal of Economics. 88, (1974): 44-54. 
'‘°thschild, M. and J. Stiglitz. "Equilibrium in Competitive Insurance Markets: an Essay on 

the Economics of Imperfect Information." Quarterly Journal of Economics. 90, (1976): 

Sell 
629-649. 

an, W. "The Structure and Governance of Venture-Capital Organizations." Journal of 

Sa 
 Financial Econotnics. 27, (1990): 473-521. 
eeington, D. "Limited Liability Contracts between Principal and Agent." journal of 

Economic Theory. 29, (1983): 1-21. s
PlIce ,  M. "Job Market Signalling." Quarterly Journal of Economics. 87, (1973): 355-374. 

Vel'iee, T. and A. Bruno. "A Model of Venture Capital Investment Activity." Management 
■ei  Science. 30, (1984): 1051-1066. 

illiamson, O. "Markets and Hierarchies: Analysis and Anti-trust Implications." New York: w  Free Press, 1975. 
ils°11 C. "Adverse Selection." In: The New Palgrave. 1, London: MacMillan, 1987, pp. 32-34. 

277 





jeffreY  G.  Macintosh 
nPacultY of Law 
'-'niversity of Toronto 

Venture Capital Exits in Canada and 
the United States 

THE IMPORTANCE OF EXIT FOR VENTURE CAPITALISTS 

THIs PAPER DEALS WITH VENTURE CAPITAL EXITS — the means by which venture 
caPitalists (VCs) dispose of their investments. How important is exit? This 

question is perhaps best answered by pointing out that venture capital investing is 
eriru, arily equity investing. Moreover, many investee firms are young and lack the 
2sh flow (and profitability) that would enable them to pay dividends. Thus, most 
' the VC's return is in the form of capital gains. Because of this, there are two 
Prices that dominate the investment decision: the entry (purchase) price and the exit 
aràrice. The VC's initial decision to make an investment, the cost of the investment 
cerld the structuring of the investment will depend on the prospective profitability 

available exit mechanisms. Entry and exit are inextricably linked. Effective 
ei  )ti t mechanisms tend to lower the early stage cost of capital. For this reason, know-
inne h°w VCs exit their investments is vital to understanding the venture capital 

vestment process. 
is 	It is not surprising that evidence suggests that the prospect of a profitable exit 

a  factor VCs consider when deciding whether to invest and on what terms. For 
ei:arnPle, MacMillan et al. (1985, p. 119) sent questionnaires to U.S. VCs to determine 
ofv2estment selection criteria. Preliminary questioning resulted in the identification 
fa  4  major criteria. Survey respondents were asked to rank the importance of these 
itct°ts on a scale from 1 to 4 (where 1 meant the criterion was irrelevant, and 4 meant 
tal, essential). One of these criteria was "I require an investment that can be easily 
of° liquid, e.g., taken public or acquired." This criterion received an average score 
' 1 7, with a standard deviation of 0.89, and ranked eighth of the 24 factors. 

the  Moreover, of the five financial criteria on the questionnaire, liquidity scored 
withseco.  nd highest (after "I require a retum equal to at least 10 times my investment 

li"Id 
. in 5- 10 years"). Of the 10 requirements most frequently ranked as essential, 

itY ra k d • woup 	n e sixth. Forty-four percent of VCs surveyed indicated that they 
the  m refuse to invest absent liquidity, regardless of the potential of the project or 

ruarket (MacMillan et al., 1985, p. 123). 

7 
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Further analysis isolated six factors which seemed to be particularly important 
in the VC's decision-making process. One of these, "bail out risk," included both 
the timing and availability of exit mechanisms.' 

A study by Carter and Van Auken (1994) offered firther evidence regarding the 
importance of exit. Carter and Van Auken also asked capitalists to rate the importance 
of different factors in their decision-making process. 2  Unlike MacMillan et al., Carter 
and Van Auken attempted to determine whether investors with a preference for 
investing at the early or later stages of a firm's development had different evaluative 
criteria. 

The results are striking. On a scale of 5, the mean rating given to "exit potential° 
 by early stage investors WaS 2.46 (with a standard deviation of 1.17), which was the 

single most important factor of 21 evaluative criteria. While the mean rating given 
to exit potential by later stage investors was only 1.94 (with a standard deviation 
of 0.83), this was, nonetheless, the fourth most important factor of 21. It is under' 
standable that exit would be a less important factor for later stage investors, given 
that the likelihood of finding a suitable exit is probably higher from the outset. 

In addition, Carter and Van Auken found evidence that early stage investors 
were more interested in exiting via an initial public offering (IPO) than were later 
stage investors. They concluded that this was consistent with the heightened risk 
of early stage investing, and the commensurately enhanced required rate of return 
(1994, p. 72). 

In short, the evidence suggests that the availability of a liquid and profitable 
exit is a primary concern for venture capital investors. 

A DECADE AND A HALF OF VENTURE CAPITAL IN CANADA 

IN A LONGER VERSION OF THIS PAPER (MAcINTosH, 1996), I presented historica l  
data on the venture capital industry in Canada between 1978 and 1994. 'These date 

paint a portrait of venture capital investing in Canada and highlight some differ' 
ences between the Canadian and U.S. venture capital industries. The data suggest  
the following points. 

1. VCS INVEST IN PRIVATE COMPANIES 

BETWEEN 1978 AND 1994, CANADIAN VCS INVES7ED ABOUT 90 PERCENT of deif  
capital in private companies. 

2. VCS INVEST IN SMALL COMPANIES 

IT HAS BECOME COMMON TO CATEGORIZE THE FINANCING PROVIDED BY VCs into de 
ferent stages, which are commonly characterized as early stage financing, expanse 
stage financing and acquisition/buyout financing. 3  
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Early Stage Financing 

See-d financing normally helps prove a concept. While there may be some product 
develo- pment there is rarely any initial marketing. 

Start-up financing is used in product development and initial marketing. 
Perhaps the company is being organized or has only been in business for a few months, 
but has not yet sold its product commercially. Generally, a firm looking for start-up 
financing would have assembled its key management and prepared a business plan. 

txPansion Stage Financing 
Pirst stage financing helps companies that have started to sell their product but 
exPended their initial capital. They may require additional funds to begin full 
Production and sales. 

Second stage financing provides additional support for companies that are 
making progress but may not yet be profitable. 

Mezzanine financing (or third stage expansion financing) provides the capital 
fce major growth expansion when a company's sales are increasing and the company 
i8  either  breaking even or profitable. The funds may be used for plant expansion, 
marketing, working capital or new product development. Often, this type of financ-
ing involves subordinated debt instruments (unsecured loans) with equity kickers 
°r provisions which entitle the investor to some common shares if the company 
succeeds. 

Acquisition/Buyout Financing 
Leveraged buy out financing provides capital for operating management or outside 
investors  to acquire a product line, a division or a company. Companies involved 
in  these transactions normally have highly leveraged assets to minimize the equity 
required. 

The fourth type of investment - turnaround financing - involves investment 
•  a  

company in financial distress so it can overcome current obstacles and achieve 
Profitability. Acquisition and turnaround investments are generally made at a later 
S tage in a company's life cycle. 

The historical data indicate that VCs concentrate their investments in small 
,cnniPanies, in particular, those in the early and expansion stages of development. 
while the proportion of turnaround investing has almost never exceeded 10 percent 
of. 

 

ail  investments, it appears to have increased in the last four years. As discussed 
In Macintosh (1996), this trend is likely due to the growth of the labour-sponsored 
Ienrore capital corporations (LSVCCs), which often pursue job creation rather 
"lan pure profit maximization. 
, 	As indicated above, early stage investing consists of seed and start-up capital 
land, in sorne classifications, "development" capital). The historical data show that 
vlbik VCs invest heavily in early stage financing, little of this money (generally less 
"lan 4 percent per annum) is directed to seed capital investing. 4  
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The historical data also show that, in Canada, the proportion of acquisition 
financing has fluctuated substantially over the last decade. Such financing peaked 
in the last half of the 1980s and the first part of the 1990s. In recent years, the pro,  

portion of venture capital finding its way to acquisition financing has dropPeri 
sharply. 

3. CANADA VS. THE UNITED STATES: ACQUISITION, EARLY AND 
EXPANSION STAGE FINANCING 

THE HISTORICAL DATA SHOW THAT CANADIAN VCS have historically invested more 
 heavily in acquisition investments than U.S. VCs, who invest more heavily in earn 

and expansion stage investments. Acquisition financing is generally low risk cony 
pared to investments made at earlier stages in a company's existence. This suggests 

 that investments made by Canadian VCs have a somewhat lower risk profile than 
those made by U.S. VCs. This, in turn, suggests that Canadian VCs should be 
expected to earn somewhat lower returns. 

4. VCS ARE HIGH-R1SK F,QUITY INVESTORS 

HISTORICAL DATA INDICATE THAT MORE THAN THREE QUARTERS of all investments  
made in Canada between 1978 and 1994 involved some equity component — comme 
shares (the most common form of equity investment), convertible debt, convert' 
ible preferred shares or some combination of the foregoing. The data also indicate  
a trend in Canada toward structuring venture capital investments with common 
shares alone. 

5. CANADIAN AND U.S. DIFFERENCES IN INDUSTRY FOCUS AND DEGRO 
OF SPECIALIZATION 

DATA PRESENTED IN MACINTOSH (1996) INDICATE THAT U.S. VCs have historice 
invested more heavily in the high-technology sectors than Canadian VCs.  
VCs have invested less in manufacturing and consumer-related firms than the ir 

 Canadian counterparts. 
There is anecdotal evidence that U.S. VCs have specialized to a much greatef  

degree than their Canadian counterparts (Macdonald & Associates, 1992; Sahlmail  
1990, p. 489). While most Canadian funds have historically been willing to  enter
investments in virtually any industry, many U.S. funds have limited themselves ne  
investments in particular areas of the high-technology spectrum, e.g., biotechnole 
or computers (Bygrave and Timmons, 1992). 

Both industry focus and specialization are likely to enhance VC Pre ° 
 (Macintosh, 1996, pp. 12-14). The comparative lack of focus and specialization in  

Canada are two more factors that would lead us to expect Canadian VCs to earn 
 lower profits than U.S. VCs. 
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6
. PRIVATE FUNDS, PUBLIC FUNDS AND HYBRID FUNDS 

MACDONALD & ASSOCIATES (1992) HAS CLASSIFIED THE CANADIAN INDUSTRY into 
five different types of funds. Each type of fund employs expert venture capital man-
gers  to invest the money of others: the difference arises in the source of funds. 
"Private independent" funds are funded mainly by public and private pension funds 
and wealthy individuals. "Corporate industrial" funds are wholly owned venture 
eaPital subsidiaries of corporations, while "corporate financial" funds are wholly 
nwned subsidiaries of financial institutions. These three types of funds are referred 
to below as "private" funds. "Government" or "public" funds are venture capital 
,ccePorations owned and run by the federal or provincial governments. Finally, 
nYb r id funds are "funds which are formed in response to a govemment incentive or 
ell investment by govemment alongside private investors, or which have secured more 
°Elan 50 percent of their capital from another hybrid fund" (Macdonald & 
Associates, 1994, p. 4, note 3). The most important type of hybrid fund is the 
LSVCC which must be incorporated by a labour union. The labour union must also 
control the board of directors (although in the typical case, the union's only finan- 

al interest in the fund will be the sponsorship fee it receives for creating the fund). 
uesPite the labour union affiliation, anyone can invest in an LSVCC. Management 
O  LSVCCs is invariably contracted out to expert venture capital managers. 
, 	The following stylized facts, garnered from Macintosh (1996) characterize 
'Ile last five years of venture capital investing in Canada. 

'There has been a rapid increase in new capital commitments compared to 
historical experience. 

Much of this new capital has flowed into the LSVCCs.5  

3. LSVCC investors are individuals. Since institutional investors (with some 
admixture of wealthy individuals) have historically driven venture capital 
investing, the shift toward individual contributors marks a significant shift 
in the source of venture capital funds in Canada. 

4. The rapid influx of capital has resulted in many LSVCCs being unable to 
find qualified managers to invest their committed capital. This, in turn, 
has led to the hiring of many inexperienced VC managers. 

5. LSVCC funds must invest certain percentages of their committed funds by 
statutorily mandated deadlines. This (coupled with fund manager inexpe-
rience) has led many of the LSVCC funds to focus on comparatively large, 
non-technology investments. 

6. Private, public and hybrid funds have differing investment objectives. Private 
funds invest purely for profit. Public and hybrid funds are constrained profit 
maximizers.  They  maximize profits within the peculiar constraints thrust 
on them by their statutory and/or sponsorship mandates. Public funds target 
small, early stage technology investments that often cannot secure fund-
ing through other channels. They invest almost entirely in firms with their 
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principal facility in Canada. Hybrid funds mix the goal of profit maxi' 
mization with that of job creation (and/or investing in enterprises with a  
union affiliation), although some (such as Working Ventures Canadian 
Fund) have publicly stated that they will pursue pure profit maximization . 

 Provincially incorporated hybrid funds are also constrained by a requite' 
ment to invest in firms with their principal business in the province in 
which the fund is incorporated. 

The differing investment strategies of public, private and hybrid funds Wdi  
likely have an impact on the manner in which investments are exited. For examPle,  
one would expect public funds, which invest more heavily in small (and riskY)' 
high-technology firms, to have higher write-off rates than private or hybrid  fut' 

 Hybrid funds, which tend to invest in larger more mature companies, would be 
 expected to exit fewer investments via IPOs. The determinants of exit StrategY are  

discussed below. 
The mixing of public, private and hybrid funds in the Canadian data is ale' 

likely to affect comparisons of the profitability of venture capital investing ;1' 
Canada and the United States. The U.S. data examined below consist of a sarnPe 
of private venture capital funds only. Because private funds tend to pursue profit5  
more vigorously than other types of funds, this is another factor that would lead us 
to expect higher profits in the U.S. venture capital industry than in the Canadian 

 industry. 

EXPLAINING THE CHOICE OF EXIT 

TYPES OF  EXITS 

IN GENERAL, VCS WILL EXIT THEIR INVESTMENTS BY ONE OF FIVE METHODS: an 1P°' 
acquisition, buy back, secondary sale or write-off. 

Initial Public Offering 

In an IPO, the firm sells shares to members of the public for the first time. Typion1,17' 
the VC will not sell his or her shares into the public market at the date of the Public, 
offering, for reasons discussed below. Rather, securities will be sold into the mark,e  
over a period of months or even years following the public offering. Altemativevoli 
after the offering the VC may dispose of the investment by making a dividend 
investee firm shares to the fund's owners. 

Despite the fact that the VC will usually not sell more than a small fraction  

of shares at the time of the 1PO (if any at all), in the data below (and by comae 
useage), exits effected by sales subsequent to the IPO are classified as IPO exits. 

Acquisition 

Sometimes, a VC will exit when the entire firm is purchased by a third party. One eff  
in which this is accomplished is to sell all the shares of the company, in return n' 
cash, shares of the acquiring company or other assets. Alternatively, the transacte  
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'nay be a sale of the firm's assets. As discussed below, the buyer will often be a larger 
established company seeking a foothold on the technology possessed by the selling 
firm. In some instances, the buyer will be another VC. 

Iluy Back 

In a buy back, the entrepreneur and/or other firm managers (referred to as "the 
entrepreneur" below) or the company will repurchase the shares held by the VC. 

Secondary Sale 
The  VC may also exit by means of a sale of shares to a third party. This type of exit 
differs from an acquisition in that only the shares of the VC are sold to the third 
Party. As in an acquisition, the third party will often be a larger corporation seeking 
a foothold on the company's technology. 

Write-Off 

write-off occurs when the VC walks away from his or her investment. While a 
Wi_nte-off often involves the failure of the company, the VC may continue to hold 
silates in an essentially non-viable enterprise. 

FACTORS THAT AFFECT THE METHOD AND TIMING OF EXIT 

1:liE FOLLOWING DISCUSSION IDENTIFIES FACTORS THAT ARE IMPORTANT in the VC's 
%ice  of exit. The list of factors is based on informal interviews with VCs, finan-
tie theory and empirical evidence. 6  Later, hypotheses developed in this section are 
tested against the survey data. 

e'eonomic Factors 

A variety of economic factors will affect the VC's choice of exit strategy. 

exhaustion of the Ve's Skill Set 
(Aside from their ability to evaluate prospective investments and separate the wheat 
'.°111 the chaff, VCs are specialized monitors who offer investee firms valuable guid - 
a once the investment has been made. VCs monitor and sometimes replace 

dnagement, participate in strategic decisions and offer informal advice on decisions 
°f.i.  lesser  importance. The ability to monitor is closely connected with the ability to 
%lye information asymmetries. It is only by virtue of a keen understanding of the 

etinterprise  and what is needed to achieve success that the VC can monitor effec-
i  'eh,. In turn, monitoring not only addresses problems of moral hazard, but reduces 
trIfeirrriation asymmetry by resulting in enhanced information flow between the 
ntrePreneur and the VC. 

of  VCs bring other benefits to the enterprise. Experienced VCs will have webs 
contacts that assist the firm in sourcing materials and finding other sources of 

285 



MACINTOSH 

funding. VCs can also use their experience to help the firm find skilled lawyers , 

 accountants, investment bankers, marketers and other professional advisors. 
When the VC exits the investment, all these potential benefits are lost. BY 

the time exit occurs, however, the enterprise may be sufficiently mature that the 
VC is no longer in a position to create significant additional value. Once the fion 
has an established product and has demonstrated profit potential, other sources of 
funding may become available. Management may have matured sufficiently that 
the marginal value of the VC's monitoring, advice and participation in strategic 
decisions has greatly declined. Contacts between the firm and suppliers, marketing 
experts, lawyers and investment bankers may be in place and need little further 
massaging by the VC. At this point (aside from choosing the timing and means of 
exit), the VC's unique skill set is no longer particularly useful to the enterprise, and 
it is time for the VC to tum his or her investment into cash and move on to ode' 
ventures. 

In some cases the investment has proven to be a failure; again, it is time to move 
on. Exhaustion of the VC's skill set is the common thread that binds the various 

means of exit. 

Ability of the New Owners to Resolve Information Asymmetry, Value the 
Firm and Monitor the Investment 

When the time comes for the VC to exit, the degree of information asymmetrY 
between firm insiders and outsiders will be less severe than when the VC initiallY 
invested in the firm. Older firms that have benefited from VC guidance tend to 
have a proven product, an established market, relatively experienced management', 
and more elaborate internal control and information systems than when the VCs 
first investment was made. This attenuates many of the risks that confront investors 
in the earlier stages of a firm's existence. 7  

Nonetheless, the degree of information asymmetry will be high compared With 
that of a typical public company. A public company will have a lengthier operating 
history. Moreover, much more information about a public firrn will be on the public  
record, both as a consequence of the operation of private information gathering 
networks and mandatory disclosure requirements. 

The severity of the information asymmetry confronting the firm will be a fac' 
tor in the choice of exit. Investors who do not understand the firm's product and/or 
market will rationally discount the value of the firm to reflect this lack of under' 
standing. Those who are best able to overcome the asymmetry will tend to put the 
highest value on the enterprise. 

The ability to resolve information asymmetry is closely connected with monitor' 
ing capability. Knowledgeable buyers who can critically evaluate the information 

 they receive from management can better determine when the managers are rec  
performing adequately, i.e., they can more readily recognize moral hazard problent 

The ability of the buyer(s) to monitor managers will depend on the identitY 
post-exit shareholders (and their ability to resolve information asymmetries) and on rhe, 
post-exit concentration in shareholdings. In general, managers will be disciplines  

286 



VENTURE CAPITAL OUTS IN CANADA AND THE UNITED STATES 

rnore effectively by a controlling (and non-managerial) shareholder than by an 
unrelated group of small shareholders. 

Different forms of exit re,sult in sales to buyers with differing abilities to 
resolve information asymmetries and to monitor managers, as discussed below. 

IPOs: When information asymmetries between insiders and outsiders are 
Particularly large, public buyers may not possess the ability to gauge the worth of 
the company accurately. In such cases, a sale in the public market may result in a price 
that represents a lower multiple of eamings than in the case of a strategic acquisi-
tion. Indeed, public buyers will often be less well positioned to resolve information 
asYrnmetries than a strategic buyer. 

An IPO generally involves the sale of a minority interest to public investors, 
leaving a controlling shareholder or coalition of shareholders in place. While the 
existence of a controlling shareholder may bring some discipline to the managers, 
the managers themselves will often form a significant part of the controlling coali-
tion. Moreover, after an IPO, control will often be split among a variety of share-
holders. As a result, the control coalition may be subject to collective action and 
defection problems. By contrast, with a strategic acquisition, a single shareholder 
will usually hold all the firm's equity. 'Thus, one could conjecture that a strategic 
acquison by a knowledgeable buyer will result in better post-exit monitoring of 
managers  than with an IPO. 

Acquisitions: In a sale of the entire firm to a third party, the buyer will often 
be a "strategic buyer" — usually a large company in the same or similar business as 
.t,i;e Purchased firm, either as competitor, supplier or customer (see, for example, 
venture Economics, 1995), which will integrate the company's technology with its 
'‘‘'n following the acquisition. That strategic buyers are usually in the same or a 
clusely related business to the acquired firm is not accidental. Just as VCs are spe-
cialists at resolving information asymmetries in the earlier stages of investing, so 
Strategic buyers are particularly well positioned to evaluate the firm's product, tech-
n°10e'Y and management. Knowledge of the particular business enables the buyer to 
evaluate the firm's potential and, following the acquisition, provide useful monitoring 
and strategic advice. Indeed, because of its bargaining power, a strategic buyer will 
tend to have better access to inside information about the firm than many other 
,kblPes of buyers (such as purchasers in secondary sales). Finally, following the acquisition, 
'41e strat egic buyer will own 100 percent of the firm. It will be optimally positioned 
to discipline wayward managers. 

Secondary Sales: In a secondary sale, the buyer often possesses the same ability 
a8  strat egic acquirer to overcome information asymmetries. (Indeed, strategic and 
secondary  buyers are often the same parties.) However, a secondary sale results in a 
vve,rY different configuration of post-exit shareholdings than an acquisition. Because 
a  `--8  most often purchase minority interests, the buyer of the VC's shares will also 
acquire a minority interest. The buyer's ability to acquire information and monitor 

f.  management will be far less than if the buyer purchases the entire 
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The lessened ability to monitor and discipline is not merely a consequence of 

the fact that the buyer will be a minority shareholder. Before the sale, the VC  Witt  
have carefully nurtured a relationship with the entrepreneur and other shareholders. 
In a successful venture capital investment, the VC will seldom, if ever, have to 
resort to the formal powers of a shareholder or director; informal powers of persue 
sion will be exercised through an amicable relationship with the entrepreneur. The 
purchaser of the VC's shares, however, will have no pre-existing relationship with 
the non-selling shareholders in the firm. As a result, the purchaser will not (at least 
immediately) be able to use a position as a minority shareholder as effectively as the 
VC. For this reason, a buyer will normally prefer to make a strategic acquisition 
rather than a secondary purchase of the VC's shares. 

Buy Backs: Two factors suggest that buy backs should be a preferred means 
of exit. First, whether the corporation or insider group actually purchases the VC's 
shares, the insiders are the true buyers. For obvious reasons, the problem of infor' 
mation asymmetry disappears, since the insiders know more about the enterprise 
and its prospects (and their own activities) than anyone else. Second, because the 
entrepreneur and/or firm will usually have to borrow money to purchase the VC's 
shares, the buy back will often substantially enhance the entrepreneur's or the 
firm's debt load. The higher level of fixed interest payments will act as a discipline 
on management (see, for example, Jensen, 1986, p. 323). 

The buy back also has significant disadvantages. One concern is that the buY 
back will jettison a specialized monitor (the VC) without bringing any replacement 
monitor on board. Indeed, an objective of the buy back may be to eliminate exter' 
nal monitors, so the entrepreneur may indulge a taste for leisure in a way that he or 
she was unable to do when the company had minority investors. The entrepreneot 
may be interested in doing so when he or she is less concerned about becoming fab' 
ulously wealthy than about running a "lifestyle" company, i.e., one that furnishes 
profits that are adequate to pay the interest on the firm's new debt and provide a 
reasonable return without the extraordinary commitment generally demanded by a 
VC. Indeed, a buy back may be evidence that the VC initially failed to appreciate 
the entrepreneur's work/leisure preferences. 

Summary: While the buy back best addresses problems of information asyrn' 
metry, it eliminates an effective external monitor without substitution of a nee, 
one. A buyer in a strategic acquisition or secondary sale will usually be well plaereii  
to resolve information asymmetries but, in an acquisition transaction, the buyer Win 
be better able to monitor managers than following a secondary sale. Public shareholders 

 will often be both comparatively incapable of resolving information asymmetries  
and less effective monitors than strategic acquirers or secondary purchasers. 

Managerial Incentives 

Empirically, managerial share ownership is an important determinant of the degree 
of alignment between managerial and shareholder interests (see, for example, Jensen 
and Murphy, 1990, p. 225). However, there is conflicting evidence on the nature 
of this relationship. There is evidence, for example, that as managerial ownershiP 
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increases, the value of the firm first rises, falls and then rises again (see, for exam-
Ple, Wruck, 1988,  P.  3; Morck et al., 1988,  P.  293). There is also evidence that the 
value of the firm rises and then falls as management ownership increases 
(McConnell and Servaes, 1990, p. 595). In either case, the explanation for the 
non-linear relationship between management ownership and firm value appears to 
be that as managers acquire more shares, their ability to resist a hostile takeover 
(the entrenchment effect) increases. As ownership increases, the incentive to act 
in the best interests of all shareholders (the alignment effect) also increases. By 
itself, the former tends to diminish the value of the firm, while the latter increases it. 
Over some ranges of share ownership, the entrenchment effect apparently domi-
nates the alignment effect. Unfortunately, without consistent evidence concerning 
the nature of the relationship between management ownership and share value, it 

difficult to predict how ownership changes associated with the VC's exit will 
affect firm value. 

Different forms of VC exit tend to be associated with different post-exit 
managerial shareholdings. 

IPOs: 1POs generally leave the existing management in place; raising new 
capital will significantly dilute their shareholdings and will result in a diminished 

tlignment effect. However, it will also result in a diminished entrenchment effect. 
tlos, the effect of this change in ownership on the value of the firm cannot be 

Predicted a priori. 
Strategic Acquisition: Because a strategic acquisition involves the purchase 

the entire firm, managers (whether part of the old management team or not) will 
nave no ownership interest in the enterprise. While compensation schemes can be 
used to enhance managerial incentives, these do not appear to be as effective as share 
nvenership in aligning manager and shareholder interests (MacIntosh, forthcom-
i,ng). A strategic acquisition will tend to result in inferior post-exit management 
incentives  when compared to forms of exit in which the managers retain a non-
trivial shareholding interest. 

Secondary Sales: A secondary sale of just the VC's interest will generally not 
eeet managements' shareholdings. Thus, the degree of aligrunent between management 
and shareholder interests will not change. 

, 	Buy Backs: A buy back will also leave management in place. However, it will 
athitnost always result in the insider/managers owning a large portion (perhaps all) of 
,e firm. At very high levels of ownership, the alignment effect is likely to dominate 
re.  entrenchment effect (although the empirical evidence is mixed). Thus, buy 
7.e.lts are the only form of exit that might be hypothesized to enhance managerial 
flcent i ves 

 

ransaction Synergies 

Se).innt venture capital exits result in the realization of transaction synergies, while 
°tilers do not. 
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IPOs: In an 1PO, the firm is not combined with any other entity. Thus, an 
IPO will not generally result in the realization of any transaction synergies. It maY ,  
however, result in an indirect synergy premium. An 1PO increases the likelihood of 
a hostile takeover. In a market characterized by rational expectations, any antici' 
pation of a hostile acquisition for synergistic (or other) motives will be incorporated 
into the price at which the firm's shares trade in the public market. This premiure 
should be reflected in the price at which the shares are initially sold to the public. 
In this way, some expectation of the realization of future synergies may be captured 
by those exiting the firm at the time of, or following, the IPO. 

Strategic Acquisition: The purchase of the firm by a strategic buyer will 
often result in the realization of synergies. The decision to purchase the firm will 
frequently be the outcome of a so-called "make or buy" decision. Such a decision 
arises when the buyer reaches a critical juncture at which it would be advantageous 
to develop a specific product or technology to complete or complement an existing 
product line. Rather than developing the product or technology itself, the buyer 
will identify a firm that possesses what it needs and will purchase the firm. 

Especially in the technology industries, strategic buyers often place idiosyn' 
cratically high values on the target firm, often because the buyer has already sPere 
considerable money developing similar or complementary products or technologies. 

 Because of these expenditures, the buyer will be uniquely positioned to bring the 
product or technology to market without substantial additional investment. The 
buyer may also possess distribution networks that are well adapted to marketing the 
seller's product or technology. In some cases, a strategic buyer may be a high-valuing 
purchaser wishing to keep the firm's technology out of the hands of competitors. 

Secondary Sales: Transaction synergies are less likely to be realized with see' 
ondary sales than with acquisitions, primarily because the buying firm will have less 
ability to combine the target's assets with its own. Legally effecting a combination 
of assets will generally require both directors' and shareholders' resolutions , 

 whether the combination is through amalgamation, a sale of the target's assets to 
the purchaser or by other means. If the buyer possesses only a minority interest in  
the target enterprise, securing such resolutions will be difficult or impossible. 

Even when the buyer purchases a controlling interest from the departing VC' 
the buyer is taking on as many partners as there are other shareholders. Atternest  
to transfer assets from the target to the buyer may result in a suit by one or more a 
these shareholders for breach of fiduciary duty or oppression. Moreover, in sot e 
jurisdictions, cumbersome and potentially insurmountable procedural requirement s  
must be satisfied before substantial assets may be transferred from one companY tO 

another. In Ontario, for example, securities laws compel a buyer wishing to transfe r 
 significant assets to a related firm to secure a valuation of the firm and obtain 

approval of the transaction by minority shareholders.' 
Buy Backs: There are no transaction synergies with buy backs. 
Summary: Strategic acquisitions routinely result in the realization of transaction  

synergies; no other exit method will have a similar result. 
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CaPital Raised 

Exit techniques differ in the extent to which they are associated with the raising of 

new capital for the firm. 
IPOs: An IPO is associated with a large infusion of fresh capital. It is the only 

exit technique that invariably has this result, 
Acquisition: On the face of it, an acquisition raises no fresh capital; it merely 

rearranges  ownership interests, i.e., transfers the company to new owners. However, 
an acquisition transaction will often be the prelude to fresh investment of new cap-

ital by the strategic buyer, with a view to further development of the product or 

technology. 
Secondary Sales: A secondary market sale of shares will result in no new 

investment. It is also less likely than an acquisition to presage the investment of 
new capital by the buyer. As indicated above, strategic buyers often want to obtain 
!°0 percent of the company before investing new capital. However, even if the 
13uyer  will not be immediately investing fresh capital in the business, it will some-

times purchase the VC's shares with a view ultimately to making an acquisition and 
investing new capital. 

Buy Backs: To effect a buy back, either the company or the entrepreneur will 

usually borrow money, replacing the VC's shares with debt. In either case, servicing 
the loan will put additional strain on the firm's cash resources. 

Summary: IPOs invariably raise new cash for the firm. Other forms of exit 
nlaY presage new investment by the buyer, but often do not. The buy back will typ-
icallY result in a cash drain, which may make it more difficult to raise external capital. 

Scale of Acquisition and Ability to Meet Future Capital Requirements 

An acquirer will obviously have to possess sufficient capital to effect the acquisi-
jtinn, whether of the VC's shares alone or the entire company. Indeed, companies 
;Lat are suitable for an acquisition by a strategic buyer or by public investors (in an 
LrU) will often be high-growth companies. Thus, the acquiring firm must be able 
tn anticipate that it will have sufficient capital (or the ability to bring further 
investors on board) to meet the acquired firm's further capital needs as it continues 
t°  grow. Because the public market is the deepest capital well from which the firm 

illaY drink, large capital requirements will tend to favour a sale into the public market. 
,.. Aside from the firm's present and future capital requirements, its present 
nnancial status and future promise will affect its current valuation. An extraordi-
narilY successful firm (or one with tremendous prospects of future success) will command 

high price. The buyer must have sufficient resources to pay this price. 
This has an important implication for buy backs. In cases where the VC's 

investment is very successful, the entrepreneur or the company will lack the 
rei sources to repurchase the VC's interest. Because high-growth companies are 
elnlost always cash-starved, entrepreneurs who anticipate rapid growth may be 
u. 'milling to effect a buy back if the resulting cash drain or diminution in borrow-
ing capacity means that the firm will have insufficient cash resources to effect that 
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growth. In this sense, the buy back may be evidence that the entrepreneur and VC 
are in agreement that the firm lacks significant upside potential. 

Risk-Bearing Considerations 
Purchase of the entire firm by a single person or entity may result in underdiversifice 
tion for the purchaser — at least if the purchaser is an individual or private companY. 
In theory, underdiversification should not be of concern to an acquirer that is a 
public company (or other tradeable entity); the shareholders of a public companY 
may themselves diversify the unsystematic component of the firm's risk by Put' 
chasing portfolios of securities. An individual or private company, however, rnaY 
not have sufficient capital to diversify fully the unsystematic risk, even if it has se 
ficient capital to effect the acquisition. Indeed, even managers of public companies 
may have incentives to avoid high net present value but high risk investments to the 
extent that such investments result in managerial underdiversification (Coffe e' 
1986, p. 1). Because the ability to bear risk will be priced, risk-spreading considerations 
will, at the margin, bias the exit decision toward a sale to a (large) public firm or e 
public shareholders. 

The Value of a Common Exit Strategy in Promoting Teamwork and 
Enhancing the Ve's Reputation 

A venture capital investment is, by definition, a relational investment, and a strong 
and amicable working relationship between the VC and the entrepreneur is the 
hallmark of a successful investment. When the parties agree, explicitly or implicitlY' 
to work toward a common exit strategy, this increases the perception that the Pat' 
ties are "on the same team." Thus, aiming for a co-operative exit strategy can assis t  
in fulfilling the VC's expectations of profit. For this reason, working toward a see' 
ondary sale that results in the disposition of the VC's interest alone is inferior to a 
common exit strategy. A secondary sale may, in fact, be evidence of a breakdoWn  
in the VC-entrepreneur relationship — and reason to believe that secondary sal es 

 should be associated with poorer profitability than co-operative exit strategies. , 
Evidence of the value of a common exit strategy arises in the frequency win' 

which "go along" or "piggyback" rights are observed in agreements between Ves  
and entrepreneurs. Such rights may be held by the VC, the entrepreneur or both. 

They enable the holder of the right to sell at the same time and price as the Chet  
(or veto the sale) in the event of a third-party offer. 

Even without such express stipulation, an experienced VC will often take 
 management's preferences into account when choosing an exit option, even when 

 this results in a less profitable exit than might otherwise be the case. Cultivating 
the entrepreneur's interests protects and enhances the VC's reputation in the enrre' 
preneurial community, leading to a higher probability of capturing future venture 
capital business. 

The VC's Cash Preference: VCs often say that "cash is king." This hornilY 
expresses the VC's preference for a cash exit, as opposed to one in which he or she  
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acquires shares in another company or can only dispose of an interest in the 
investee firm over an extended period of time (such as an 'PO). 

A cash exit is preferable for a number of reasons. VCs bring value to their 
investments by engaging in active, hands-on management. They have no particu-
lar advantage in administering purely passive investments. 'Thus, once the VC's 
skill set has been exhausted, it makes sense to cash out and move on. 

When VCs dispose of some or all of their shares at the time of a public offer-
ing' outside investors may view this as a signal of a lack of confidence in the firm 
which could result in an inferior price (see Bygrave and Timmons, 1992, p. 175; 
Leland and Pyle, 1977, p. 371). 'Thus, even when regulatory hold and escrow 
requirements do not apply, underwriters will typically negotiate a lock-in arrange-
ment with key shareholders which forbids those shareholders (including the VC) 
from selling their shares into the secondary market for a stipulated period following 
the IPO. The lock-in generally ranges to six months. Even when a secondary sale 

VC stock occurs contemporaneously with a prospectus offering of the firm's 
snares, the VC will almost never dispose of more than 10 percent of his or her 
stock. 

The VC's cash preference tends to favour acquisitions, secondary sales or buy 
backs, which all tend to result in a cash disposition of the VC's interest. 

Psychological Factors 

1110s: There is evidence that IPO pricing is subject to psychological factors, and 
ne't merely investment fundamentals. The operation of these psychological factors 
rrlaY result in periodic market overvaluations of IPO firms. IPOs will be a particularly 
attractive  means of exit during these periods of overvaluation. 

The best evidence that psychological factors operate in IPO markets is evidence 
°f  long-term overpricing. A number of studies have found that in the three to six 
Yeats following an IPO, when IPOs are overpriced compared either to a relevant 
,Matket benchmark or a matched sample of public firms (see Ritter, 1991, p. 3; 
.Levis, 1993, p. 28; Loughran and Ritter, 1993; Loughran, 1993, p. 241; Jog, 

mate ,»  this volume). Ritter's pioneering study, for example, found that "a strat-
eP of investing in IPOs at the end of the first day of public trading and holding 
`nern for three years would have left the investor with only 83 cents relative to each 4_
ear from investing in a group of matching firms listed on the American and New 
Led( stock exchanges (Ritter, 1991, p. 23). Ritter also found that "younger companies 
ban.d companies going public in heavy volume years did even worse than average." 0 

 "Itter concluded that purchasers of IPOs were overoptimistic about the prospects 
°..f. 11)0 firms. He concluded that the "evidence presented here is broadly consistent 
(ntil the  notion that many firms go public near the peak of industry-specific fads." 
i itter, 1991, p. 23). 

Numerous other studies have confirmed and extended Ritter's findings." For 
• amPle, Levis (1993) looked at a sample of U.K. IPOs and found that IPOs 
e'ibiting the best first-day performance, i.e., the greatest short-term underpricing, 
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were the worst underperformers in the three years after going to market. Like Ritter 
(1991), Levis suggested that the initial underpricing may be due to market "over' 
reaction" at the time of the issue. Vijay Jog's study in this volume offers evidence 
that Canadian IPOs are also overpriced in the longer term. 

Loughran et al. (1994, p. 165) found further evidence supporting the view that 
investors cyclically overprice IPOs and that firms time their offerings to coincide 
with "hot issue" markets. In 14 of 15 countries, they found a positive correlation 
between inflation-adjusted stock market prices and the annual volume of IPO 
activity. At first blush, this is not necessarily inc,onsistent with economic theory. In 
a strong economy, stock prices will rise and better investment opportunities will 
exist for small firms. This, in tum, will create a demand for capital to fund these 
opportunities. Thus, the correlation between rising stock prices and a strong IPO 
market may be nothing more than a case of common causation; each is a product 
of a strong economy. 

Nonetheless, Loughran et al. found that the frequency of IPO offerings iS  
more closely correlated with the stock market than with real economic factors. TbeY 
concluded that the "evidence from around the world is consistent with the view 
that private companies have some success in timing their IPOs to take advantage 
of misvaluations." 2  

Venture capitalists may play some role in timing market cycles. For a sarele 
of biotechnology IP0s, Lerner (1994) found that more experienced VC,s were bette 
able to time market cycles than were less experienced VCs. 

There is also evidence that long-term overpricing is concentrated among 
small risky young non-venture capital backed firms. As noted above, Ritter found 
that younger companies had the worst long-term performance. In their multi-countrY 
review of IPO studies, Loughran et al. (1994) concluded that the worst after-marice 
performance was in markets with an abundance of IPOs of risky firms. Most recentlY' 
Bray and Gompers (1995) found that "underperformance is almost entirely  CO'  
centrated in the smallest deciles of nonventure capital-backed issuers." They note°  
that purchasers of non-venture capital backed IPOs tend to be retail rather than  
institutional investors and speculated that such investors are more likely to be 
influenced by emotional, rather than purely fundamental factors." 

In sum, there is some (albeit not unambiguous) evidence that markets peri' 
odically overvalue IPO firms and that venture capitalists play a role in timing Ies  
at the peaks of these market cycles. Clearly, during a market peak, IPOs will be the 
favoured means of exit. 

Buy Backs: The other context in which psychological factors may operate it;  
the buy back. An entrepreneur may have an emotional attachment to the fit'  
having played a key role in creating and nurturing the enterprise. If so, the entre: 
preneur may be willing to buy out the VC even if, from a financial point of view, It 

 would be better for the entrepreneur to exit the investment. 
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Selection Bias 

As the data below and other studies make clear, the IPO occupies a place of central 
importance in venture capital investing. Success has historically been driven by 
one or more home runs (spectacularly successful investments) in the VC's invest-
ment portfolio (Bygrave and 'Timmons, 1992; Huntsman and Hoban, 1980). 
Moreover, the evidence presented below is consistent with the view that a much 
larger share of home runs are realized through IPOs than by any other exit method. 
Indeed, Bygrave and Timmons (1992, p. 169) suggested that a "healthy IPO mar-
ket gives the venture capital industry its vitality. Without IPOs the venture-capital 
investment process would not be viable." Bygrave and Timmons noted that IPOs 
can result in huge returns on the initial investment. They cite Apple Computer 
which yielded a return of 235 times the initial investment, Lotus 63 times and 
Compaq 38 times. 

What makes the IPO such an important means of exit? A number of eco-
nomic factors have already be_en suggested. In particular, the public markets are the 
deePest source of capital, and an IPO spreads risk efficiently among a variety of buy-
ers. The psychology of the marketplace may also result in artificially high valua-
tions in some periods, tempting venture capitalists to exit via IPOs. 

The high returns associated with IPOs may also result, in part, from selection 
1,lias. The IPO differs from other exit techniques in that it alone always results in a 
large infusion of cash. A firm that goes public must be a high-growth company with 
prospects for using the proceeds of the offering profitably. And, while firms that are 
exited via IPOs must invariably jump this hurdle (high growth, good prospects), 
firms exited by other means need not. 

This selection bias results in high average returns for IPOs. Because IPOs are 
available only to firms that are either very profitable or show great promise of prof-
ritandity, we should expect firrns that are exited via 1POs to yield superior returns 
rer the departing VC. These superior returns need not result from some innate 
characteristic of the IPO; they may simply reflect this bias. The use of the IPO as a 
nleans of exit may, therefore, be the symptom of profitability, rather than its cause. 

Legal Factors 

A8  identified by MacIntosh (1994), Robinson (this volume) and Andrews (1995), a 
number of legal factors may affect the VC's choice of exit. This section briefly touches 
On those legal factors affecting exit choices not discussed in the aforementioned 
sources . 

Public and hybrid funds operate under legal constraints that sometimes influ-
ence their choice of exit. Innovation Ontario, for example (a public fund), is 
re, quiredto give the entrepreneur a call option to repurchase the VC's interest 
.„‘alrhough it appears to be the only government fund that is required to do so). If 
ctle business starts to become profitable, the entrepreneur will typically exercise the 
°Pti°fl and cash out its public investor. 
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By affecting the initial choice of investments, the legal constraints under 
which the LSVCCs operate will tend to colour a fund's exit strategy. 

• Under federal and provincial legislation for LSVCCs, a fund will be penal' 
ized if it fails to invest a stated percentage of its committed capital within 
a certain period following receipt of that capital. 

• LSVCCs are essentially open-ended mutual funds from which investors 
may withdraw at any time. While investors may withdraw only after five 
years without being subject to recapture of the investment tax credit (now 
eight years in the federal legislation.), investors in private funds are often 
locked in for 10 years (although investors in the Fond de solidarité des tra' 
vailleurs du Québec must normally wait until retirement to withdraw fret' 
the fund). This creates a need to maintain a greater percentage of the 
investment portfolio in comparatively liquid form, as compared to a pris'
or government fund. 

For both these reasons, LSVCCs have tended (at least until recently), t° 
make larger and less risky mezzanine investments in older more traditional industrial 
sectors. This, in turn, is likely to influence the type of exits used by LSVCCs; such 

 investments may lack the upside potential of earlier stage technology investment s ' 
If so, they are more likely to be exited via buy backs than via IPOs or acquisitions.  

Tax Factors 

The differential taxation of various exit techniques may constitute a reason for 
 cross-sectional variations in patterns of exit use, both within Canada and between 

Canada and the United States. Taxation factors may also account for changes in  
exit strategies over time. While no attempt was made to determine systematical lY 
the tax consequences of all means of exit both in Canada and the United States  
discussions with VCs suggested that tax factors were relatively unimportant in th e 

 choice of exit strategy. Whether shares are sold by the VC in an IPO, a seconde 
market sale, an acquisition or a buy back, the VC will generally pay capital gains 

 tax on the appreciation in the value of its holdings. 

Summary 

Clearly, a variety of factors touch on the VC's choice and timing of exit. As a resu 
ra 

 
there is no clear hierchical ranking of exit techniques that applies to all rYPe _ t 
investments in all states of nature. However, it is important to bear in mind ma-
VCs make the lion's share of their returns via home runs. Investee firms that are, 
home runs will be extremely high-growth firms with high-market valuations ate 

 significant present and future capital requirements. Theory and empirical and anee 
dotal evidence all suggest that the most profitable means of exiting such invest' 
ments will be the IPO. While, to some extent, the high returns that accomPanY 
IPOs result from selection bias, public markets are frequently the deepest and best  
source of capital for high-growth firms. 
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Acquisitions will also be an attractive means of exiting profitable growth 
firms, particularly those that can benefit from a strategic union with an established 
industry player. For some investee firms and in some economic environments, 
acquisitions will dominate IPOs. 

Secondary sales will be inferior to strategic acquisitions, mainly because they 
do  not afford the buyer the same ability as an acquisition to merge the acquirer's 
and target's assets and exploit transaction synergies. 'There will be cases in which a 
Strategic buyer would prefer to purchase the entire firm, but cannot convince the 
entrepreneur to exit at the same time as the VC. The strategic buyer may be suffi-
ciently  anxious to "get a foot in the door" to purchase a minority interest. By so 
' Oing, the buyer may be able to place a representative on the board and secure a 
Strategic window on the firm's technology. A purchase of the VC's interest may also 
e a prelude to further attempts to buy the entire company. Because the strategic 

1).nYer's willingness to purchase a minority interest will usually reflect a high valua-
tion of the target firm, such an exit will sometimes result in a very good price for 
the exiting VC. 

Despite some apparent advantages over other forms of exit, the buy back 
transaction is often the exit of last resort, short of a write-off. Venture capitalists 
e'fren classify their investments into three varieties: home runs, living dead and 
wk  rite-offs. Living dead investments are those that generate enough cash flow to 

eel) the company afloat, but lack significant upside (home run) potential. A VC's 
rc°1nparative advantage (and source of profits) lies in nurturing potential star per-
rceners — not living dead. For this reason, VCs will unload living dead at the first 
°Pt  Portunity. In many cases, the only available opportunity will be a buy back. 

Cause of the firm's mediocre prospects, an IPO will generally be out of the question. 
'inr will the firm tend to attract a strategic buyer. 

VCs often include a put option in their initial contract with the entrepre- 
ut. This put option (which can generally only be exercised after five years from 

tne date of the contract) functions as an escape hatch that enables the VC to 
escaPe a living dead investment via a buy back if the firm's prospects turn sour. 
h  In some cases, the VC will grant the entrepreneur a call option on the VC's 

8  arts (which can generally be exercised after seven years). A typical scenario for 
ll  Option involves less risky investments lacking significant upside potential. 

en.  ile the investment will appear to offer some promise, the VC's initial assessment 
wth'll be that an IPO or acquisition exit will be relatively unlikely. The buy back will, 
w  erefore, result in reasonably good, but not spectacular profits for the VC. In other 

l'rcis, the investment will be at the upper end of the living dead part of the returns 
SPeetrum, 
t . Buy backs may also be negotiated in the absence of contractual arrangements. 

er the entrepreneur or the VC may approach the other and request a buy back. 
sti 'ls is likely to happen when the investment is doing badly, and/or the relation-

1) the entrepreneur and the VC is poor. In either case, a negotiated buy 
aek vvill result in a mediocre exit price. 
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One caveat is in order. For the entrepreneur or company to be able to effect 
a buy back, the firm must be sufficiently profitable to enable the entrepreneur nr 
company to borrow funds to repurchase the VC's shares. This emphasizes the point 
that living dead investments are moderately, but not spectacularly successful companies. 

A COMPARISON OF Two EARLY STUDIES OF VENTURE 
CAPITAL EXITS IN CANADA AND THE UNITED STATES 

TWO EARLY SURVEYS, ONE IN CANADA (VEC, 1986), and the other in the United 
States (VE, 1988) tracked venture capital exits. These surveys are compared 

below, and reviewed in light of the aggregate industry data found in Macintosh 
(1996) and the above discussion of the pros and cons of various forms of exit. While  
the broader data presented in Macintosh (1996) allow some opportunity to che ck 
the survey results for selection bias, the comparison is imperfect, given that the 
periods covered by the aggregate data and the survey data differ. 

The most probable survey bias is likely to be the underreporting of unprofitable 
 exits, simply because VCs who have profited handsomely from their in vestments 

are more likely to be willing to take the time and effort to respond to the survey. This 
 may artificially inflate average profitability figures for the different exit techniques ' 

EXIT TECHNIQUES 

GENERALLY, THE EXIT TECHNIQUES EXAMINED IN THE TWO SURVEYS are those explored, 
above. However, among the two early studies, only the U.S. survey deals witn 
secondary sales as a distinct method of exiting an investment. In the Canadian 

 survey, secondary sales were not accounted for separately. This is reflected in th e 
 comparatively large number of "other" types of exits in Table 1. 

The U.S. survey also breaks acquisitions into two categories: acquisitions ant!, 
liquidations. The latter includes asset sales, as opposed to a sale of all the share le 
the company (VE, 1988, p. 6). 

PERIODS COVERED BY THE STUDIES 

THE CANADIAN SURVEY, CONDUC 	LID BY VENTURE ECONOMICS CANADA LIMI1ED1  
(VEC, 1986), examined 167 exits between 1975 and 1985 by 22 venture caPite 
firms. The U.S. survey, by Venture Economics (VE, 1988), examined 544 exi ts 

 between 1970 and mid-1988 by 26 venture capital firms. Thus, the two swell 
cover somewhat different periods. This diminishes their comparability as discussee  
below. 

SIZE OF INVESTMENTS 

TABLE 1 INDICATES THAT, ON AVERAGE, SURVEY INVESTMENTS MADE BY U.S. VC51  
were somewhat larger than those made by Canadian VCs. It should be kept in ine 
that the Canadian figures are in Canadian dollars, while the U.S. figures are in  LJ  

dollars. 
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Canada 	 United States 

Number of 	Percent 	Average 	 Number of 	Percent 	Average 

Portfolio 	 Investment 	 Portfolio 	 Investtnent 

Companies 	 (C$000s) 	 Companies 	 (US$000s) 

Exit Method 

IPC 	 27 	 16 	 999 	 193 	 35 	 814 

Acquisition 	 29 	 17 	 700 	 118 	 22 	 988 

Company buy back 	 37 	 22 	 453 	 33 	 6 	 595 

Secondary saleb 	 n/a 	 n/a 	 n/a 	 46 	 8 	 715 

Liquidation' 	 n/a 	 n/a 	 n/a 	 32 	 6 	 1,030 

Write-off 	 53 	 32 	 6,1.3d 	 114 	 21 	 961 

Unknown 	 4 	 2 	 n/a 	 — 	 — 	 — 

Other 	 7 	 10 	 421 	 8 	 2 	 n/a 

Total 	 167 	 99 	 647 	 544 	 100 	 851 

TABLE I 

DISTRIBUTION OF Exrrs Ilsl CANADA (1975 TO 1985) AND THE UNITED STATES (1975 TO 1988) 

Notes: • In Canada, IPO includes one reverse takeover. 

b  In Canada, secondary sales were not recorded separately. They are likely reflected in the "other" category. 

• In Canada, liquidations were not recorded separately. They may be reflected in either the "acquisition" or "other" categories. 

a  Excludes one extraordinary transaction which, if included, increases the average investment to $741,000. 

nia: not available. 

Source VEC (1986, p. 6); VE (1988, pp. 7, 10). 
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INDUSTRY OF PORTFOLIO FIRMS 

TABLE 2 INDICATES THE DISTRIBUTION OF EXITS by portfolio company industrY  for  
both the Canadian and U.S. studies. It accords well with the broader data presentee 
in Macintosh (1996) and reflects the higher concentration of U.S. venture capital 
investments in technology-related areas, and a lower concentration in consumer' 
related and manufacturing concerns. 

DISTRIBUTION OF EXITS BY PORTFOLIO COMPANY STAGE AT DATE 
OF INVESTMENT 

TABLE 3 SHOWS THE DISTRIBUTION OF EXITS by portfolio company stage at the time 
of the investment, for investments by both Canadian and U.S. VCs. The surveY 
results agree with the broader industry data presented in Macintosh (1996) insofar 
as they show that U.S. VCs invested more heavily than Canadian VCs in early anc! 
expansion stage financings. However, there are fewer acquisition transactions, ane 
more early stage investments in the Canadian survey data than in the broader  data  

COMPARISON OF DIFFERENT EXIT TECHNIQUES 

TABLE 1 REVEALS SOME INTERESTING DIVERGENCES IN EXIT METHODS between Canada 
and the United States. In the United States, the most common exit method was 30 

 IPO (35 percent), followed by an acquisition of the entire firm (22 percent) and a 
 write-off (21 percent). These three exit methods accounted for 78 percent of thefe 

total sample. By contrast, in Canada the most common exit method was a write-err  

TABLE 2 

DISTRIBUTION OF EXITS BY PORTFOLIO COMPANY INDUSTRY 

Canada 	 United States 

	

(%) 	 (%) 

Communications 	 10 	 14 
Computer related 	 12 	 41 
Other electronic 	 5 	 1 
Biotechnology 	 1 	 2 
Medical/health related 	 5 	 9 
Energy related 	 10 	 4 
Consumer related 	 16 	 6 
Industrial products 	 15 	 5 
Other 	 23 	 0 
Unknown 	 4 	 — 
Total 	 101 	 100 
	 - 

Source: 	VEC (1986, p. 15); VE (1988, p. 18). 
- 
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TABLE 3 

DISTRIBUTION OF EXITS BY PORTFOLIO COMPANY STAGE 

Portfolio Company Stage 	 Percent of Exits 
- 	  

Canada 	 United States 

	

(%) 	 (%) 
- 	  

early stage 	 36 	 48 
Expansion stage 	 27 	 45 
Acquisition/leveraged buyout 	 8 	 7 
Turnaround 	 7 	 0 
Otber/unknown 	 23 	 0 

Source: 	VEC (1986, p. 13); VE (1988, p. 15). 

(32 percent), followed by a share buy back (22 percent), IPO (16 percent' 4 ) and 
acquisition (17 percent). These four methods (with rounding of fractions) accounted 
for 88 percent of the Canadian exits. 

Prequency  of IPOs 

Tile data from these two studies add support to the view that the IPO has been used 
'note frequently as an exit mechanism in the United States than in Canada. Many 
eanadian VCs attribute this difference to the greater receptivity of U.S. institu-
tional investors to IPOs. Some support for this belief is found in the fact that 
C.„ anadian VCs exited their U.S. holdings via IPOs at the same rate (about one 
ulitd of the time) as did U.S. VCs (VEC, 1986, p. 11). Indeed, this suggests that 
U .S. markets are receptive only to IPOs involving U.S.-based firms. Otherwise, one 
Wr,c'uld expect Canadian VCs to use the U.S. IPO exit route as often for their 
'anadian investments as their U.S. investments.' 5  

This interpretation of the evidence is based on the assumption that Canadian 

Ind U.S. investments are drawn from similar underlying populations and should 
'11118  show similar 1P0 rates of exit. Both the survey data and the aggregate data 
exPicred in Macintosh  (1996) suggested that Canadian and U.S. portfolio invest-rlients are not drawn from the same underlying population. In particular, there is a 

igher concentration of technology-related firms in the United States, and a lower 
%centration of firms in more traditional sectors such as consumer products and 
anCnufacturing. 'Thus, it is difficult to draw more than very tentative conclusions 

u°Iir the comparative receptivity of Canadian and U.S. markets to IPOs. 
r\  The Canadian study suggests that the tax incentives associated with the 

il,uebec Stock Savings Plan (QSSP) increased the number of Canadian 1POs in the 
'7 5 to 1985 period.' 6  One quarter of the exits from Quebec companies were IPOs 
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(all occurring in 1984 and 1985), compared to only 8 percent for Ontario compa' 
nies (VEC, 1986, p. 11). Indeed, of the 26 IPOs in the Canadian sample, seven 
occurred in Quebec, compared to eight in the rest of the country (and 11 in the 
United States) (VEC, 1986, p. 11). This is consistent with other evidence suggest' 
ing that the QSSP resulted in a large number of IPOs in Quebec that would net 
have occurred but for the tax incentives (Jog and Riding, 1990). 

Frequency of Acquisitions 

U.S. VCs exited their investments through acquisitions somewhat more frequentlY 
(22 percent) than did Canadian VCs (17 percent)." 

Frequency of Company Buy Backs 

A significant difference relates to the relative use of company buy backs in the nee 
countries. In Canada, buy backs constituted 22 percent of the sample; in the 
United States, only 6 percent. Canadian VCs exited only 11 percent of their U.S.  
investments via a company buy back.'8  This suggests that some feature of the economic  
or regulatory environment in the United States makes buy backs less attractive (et 
other exit options comparatively more attractive). 

Frequency of Write-Offs 

The number of write-offs also appears to differ substantially between the two countries' 
In the United States, 21 percent of investments were written off, vs. 32 percent in 
Canada. Canadian VCs, however, wrote off their Canadian and U.S. investments 

 at an identical rate (32 percent) (VEC, 1986, pp. 6, 10). 

CHANGES IN THE USE OF EXIT METHODS OVER TIME 

TABLES 4 AND 5 INDICATE THAT THE USE OF DIFFERENT EXIT METHODS has varied coe 
siderably over time. It is difficult to discern many patterns in these variations. I t 

 does appear, however, that there was increasing reliance in Canada on IPO exits 
 over the 1975 to 1985 period. Out of 40 exits between 1975 and 1980, only 10 percent 

 were IPOs. By contrast, 19 percent of the 117 exits between 1981 and 1985  WC e 
IPOs. The data also appear to show a decreasing reliance on company buy bade 

 While 43 percent of all exits in the 1975 to 1977 period were through buy backs. 
only 22 percent of all exits from 1984 to 1985 were buy backs. 

There was also an increase in the percentage of write-offs by Canadian V,C 5  
over the sample period. Between 1975 and 1980, 23 percent of exits were write-et"; 
Between 1981 and 1985, 33 percent were write-offs. As discussed in MacInge 
(1996), this may reflect the rapid increase in funding for venture capital in the earl/  
1980s which resulted in the hiring of many inexperienced venture capital managers  
(Gompers, 1994, p. 1; Bygrave and 'Timmons, 1992). 
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( TABLE 4 

USE OF EXITS OVER TIME IN CANADA 

1975-1977 	1978-1980 	1981-1983 	1984 	1985 	Date Unknown 	Total 

Exit vehicle Number % Number % Number % Number % Number % Number % Number % 

IPO 	 0 	0 	3 	9 	6 	19 	5 	19 	11 	19 	1 	10 	26 	16 
Acquisition 	0 	0 	5 	15 	8 	25 	5 	19 	9 	16 	2 	20 	29 	17 
Buy back 	 3 	43 	10 	30 	4 	13 	4 	15 	15 	26 	1 	10 	37 	22 
Reverse 	 0 	0 	1 	3 	0 	0 	0 	0 	0 	0 	0 	0 	1 	1 
Write-off 	 1 	14 	8 	24 	9 	28 	11 	41 	19 	33 	5 	50 	53 	32 
Other 	 3 	43 	6 	18 	5 	16 	2 	7 	4 	7 	1 	10 	21 	13 
Totals 	 7 	100 	33 	1(X) 	32 	100 	27 	100 	58 	100 	10 	100 	167 	100 

Source VEC (1986, p. 8). 
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TABLE 5 

USE OF EXITS OVER TIME IN THE UNITED STATES 

Exit Vehide 	 1/70-12/79 	1/80-12/81 	1/82-12/82 	1/83-6/84 	7/84-9/85 	10/85-9/87 	10/87-6/88 

	

(%) 	(%) 	(%) 	(%) 	(%) 	(%) 	(%) 

IPO 	 32 	 62 	 33 	 54 	 16 	34 	 5 
Acquisition 	 19 	 16 	 33 	 17 	 30 	21 	 26 
Buy back 	 7 	 2 	 8 	 8 	 4 	 7 	 3 
Secondary sale 	 23 	 11 	 8 	 6 	 11 	 5 	 13 
Liquidation 	 — 	 2 	 — 	 6 	 7 	 8 	 10 
Write-off 	 19 	 7 	 17 	 9 	 32 	25 	 43 
Totals 	 100 	 100 	 99 	 100 	100 	100 	100 
Total number of 	 31 	 45 	 24 	 125 	 88 	182 	39 

portfolio companies 

Source VE (1988, p. 23). 
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These apparent trends may be no more than an artifact of cyclical variations 
in business conditions that affect the relative availability and/or profitability of var-
ious forms of exit. For example, from 1991 to 1994, write-offs by Canadian VCs 
were only 22 percent of all exits, while buy backs were 39 percent of all exits. 'These 
figures make it difficult to conclude that there is any particular trend in the use of 
exit techniques by Canadian VCs. 

The U.S. data show a similar pattern of changes in the use of exit techniques 
over time. The use of IPO exits, for example, fluctuated substantially over the sample 
Period. This should be no surprise. As discussed earlier, there is very strong evi-
dence that VCs time IPO exits to correspond to variations in stock market cycles. 
It would be surprising if there was no variation in the use of IPOs over time. 

The earlier discussion of exit preferences also suggests that there is likely to 
be an inverse relationship between the use of IPO and acquisition exits. When 
Stock markets are doing poorly and the IPO market is on the downswing, acquisi-
tion exits should become relatively more attractive. Casual inspection of the U.S. 
data  suggests that this is the case. 

While one should be cautious in discerning trends in the data, the level of 
e,''its effected by secondary sales in the United States appears to have been lower in 
trie  1980s than in the 1970s. This may reflect the growing experience of strategic 
1)uvers with the adverse consequences of purchasing minority interests and a com-
nliensurately enhanced preference for purchasing the entire firm. Indeed, while the 
!lumber of secondary sales was lower in the 1980s, the number of acquisitions was 
tligher. 

The number of write-offs in the United States increased dramatically from mid-
?(34 to mid-1988. Once again, this probably reflects the influx of inexperienced 

ves into the venture capital industry in the early to mid-1980s. 

kELATIVE PROFITABILITY OF EXIT METHODS 

-1'„A131-E 6 INDICATES THE RELATIVE PROFITABILITY OF VARIOUS EXIT TECHNIQUES. For 
pLanada, profitability is calculated as an internal rate of return (IRR) (per annum). 

Ot the United States, profitability is calculated as a "gain multiple" per annum, 
the total proceeds of the disposition less the total purchase cost, divided by the 

n.  01 d ng  period. While differences in computing profitability interfere with cardinal 
lotercountry comparisons, they do not interfere with ordinal comparisons. 

In the United States, the IPO was the most profitable way of exiting a yen-
tilre capital investment in the survey period, by a wide margin. Acquisitions, buy 

_.Dacks and secondary sales appear to have been equally profitable, despite the fact 
8that 22 percent of investments were exited via acquisition and only 6 percent and 
, Percent respectively through a company buy back or a sale in the secondary market 
Isee Table 1). 

In Canada, IPOs were also the most profitable means of exiting venture capital inv
estments, with an average IRR of 197 percent. Share repurchase was the second 

nIcet Profitable way of exiting investments in the 1975 to 1985 period, yielding an 
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TABLE 6 

PROFITABILITY AND HOLDING PERIODS FOR DIFFERENT 
EXIT TECHNIQUES 
	 - 

Canada 	 United States 

Exit Method 	Average 	Average 	Average 	Average Gain 
Holding 	Internal Rate 	Holding 	(or Loss) per Year 
Period 	of Return 	Period 	as a Multiple 
(Years) 	(%) 	(Years) 	of Cost 

IPO 	 2.3 	 197 	4.2 	 1.95 
Acquisition 	 4.1 	 21 	 3.7 	 0.40 
Company buy back 	5.7 	 44 	4.7 	 0.37 
Secondary sale 	 n/a 	 n/a 	3.6 	 0.41 
Liquidation 	 n/a 	 n/a 	 4.1 	 (034) 
Write-off 	 3.4 	 rl/a 	 3.7 	 (0.37) 

Note: 	n/a:  flot  available 

Sources: VEC (1986,  P.  6); VE (1988,  P. 10). 

internal rate of return of 44 percent - although removing one outlier results in an 
average return of 31 percent (VEC, 1986, p. 7). Acquisition was the third most  
profitable, yielding an IRR of 21 percent. Sales in the secondary market were not 
accounted for separately and may make up a sizeable portion of the "other" categel 
in the survey, which constituted 10 percent of all exits (VEC, 1986, p. 5). 

There is some indication that a number of highly profitable acquisition 
investments may have skewed the Canadian sample results for IPO returns. Out °f 
26 IPO exits, only four had an IRR in excess of 125 percent (VEC, 1986, p. 17) ' 
and these four investments accounted for 50 percent of the $16 million invested in 
companies that eventually were taken public (VEC, 1986, p. 6). All four investments 

 were held for less than 24 months and may have been acquisition investments' 
Given that the IRR calculation in the report is effectively value-weighted,' the se  
transactions clearly had a major impact on the average IRR. Indeed, acquisitions as 
a group were the most profitable form of investment, yielding an average IRR of 55 

 percent.n Of the 26 IPOs in the sample, seven were acquisitions (VEC, 1986, p. 15)* 
Unfortunately, the original data no longer exist. 'There is no way of checking 

to see if these four transactions involved investments in acquisition financings' 
VEC has indicated a belief that not all the four transactions involved acquisition 

 financing. Moreover, even if these four transactions are removed from the samPle' 
the distribution of returns reported in Table 7 suggests that IPOs were still the  most  
profitable means of exiting investments. 
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TABLE 7 

DISTRIBUTION OF RATES OF RETURN BY EXIT VEHICLE USED, CANADA 

1RR Range 	 1PO 	Buy Back 	Acquisition 

(%) 	 Number % 	Number % 	Number % 

> 200 	 2 	8 	— 	— 	— 	— 
126-200 	 2 	8 	— 	— 	— 	— 
76-125 	 4 	15 	1 	3 	— 	— 
5 1-76 	 1 	4 	— 	— 	4 	14 
26-50 	 2 	8 	6 	16 	2 	7 
16-25 	 4 	15 	6 	16 	2 	7 
0-15 	 3 	12 	11 	30 	10 	35 
<0 	 - 	- 	3 	8 	2 	7 
Incomplete data 	 8 	30 	10 	27 	9 	30 
Total 	 26 	100 	37 	100 	29 	100 

1..-.._ 

Note: 	IRR: internal rate of return 

Source: VEC (1988, p. 17). 

VENTURE CAPITAL EXITS IN CANADA AND THE UNITF-D STATES 

Acquisition investments do not appear to have exerted a strong influence on the 
healthy returns realized in U.S. IPOs. Out of 544 exits, only 10 were IPO exits from 
acquisition investments (VEC, 1986,  P.  15). While the "gain multiple" calculated 

Venture Economics is a value-weighted statistic (treating all investments and 
exits as if they were a single investment) (VE, 1988,  P.  10), most of the investments 
In the sample were early or expansion stage financings (VE, 1988, p. 3). Thus, it 
seems dear that the handsome returns from 1PO exits do not result from acquisition 
outliers. 

Figure 1 (reproduced from the U.S. survey) is a vivid illustration of the fact 
that most of the profit from venture capital investing has historically been derived 
froM home runs or spectacularly successful investments with returns greatly in 
e2c. cess of those experienced on other investments. 21  Figure 1 highlights a surprising 

18c0ntinuity in venture capital returns. The distribution of gains and losses on 
Investments suggests the existence of two underlying populations of investments. 

9ne is reflected in the left-skewed distribution reflecting gains and losses of less 
,Lnan $5.5 million. The second is reflected in the startling spike at the upper tail of 
Erle distribution. While a spike will normally be produced by aggregating all occur-
rences above a cut-off point (as the Figure 1 has done), the spike appears to be 
rnucli larger than would be expected on aggregating the right tail of the distribution. 

307 



so 

5%5  

Nu
m

be
r  o

f 
Po

rt
fo

lio
  C

om
pa

ni
es

  

45 H 

40H  
35 H 

30-d 

25 -I 
20 H 

15 -I 
10 4 

5 H 

O  

Car 
co FIGURE 1 

DISTRIBUTION OF PORTFOLIO COMPANY GAINS AND LOSSES BY EXIT METHOD 

(EARLY SURVEY RESULTS) 

51  ÎÎÎIIII  114 	101  

0.4 	 7 	7 	 o 	 C*4- 	C•J- 	 Ve 	 .cr- 	se 	Lie 	 lie 

CM- 	CY' 	c 	c .17 	fle 

Realized Sims or Losses (thousands) 

H
S

O
IN

ID
V

1^
1 

El Secondary sale 
CD Company buy backs 

MI Acquisitions 
la Initial public offering 

LL:1 uompany ouy GUM 

IN Acquisitions 
la Initial public offering 

SoutteNE,19a8,t). 13 . 



VENTURE CAPITAL EXITS IN CANADA AND THE UNITED STATES 

The distribution to the left is composed of two kinds of investments - living 
dead and write-offs. The latter are represented by all investments yielding a negative 
return. Living dead are investments that yield a positive return, but unspectacular 
Profitability. The spike at the right tail of Figure 1 represents home runs. (Unfortunately, 
because all the cases malcing up the spike are lumped together, we do not know 
whether the home run returns are normally distributed.) 

The Canadian survey results also show that more home runs were realized via 
IPOs than by any other exit technique. Table 7 indicates that 35 percent of all IPO 
exits resulted in IRRs of 51 percent or better. The comparable percentages for 
acquisitions and buy backs were 14 percent and 3 percent, respectively. 

While the division of investments into write-offs, living dead and home runs 
fits with the VC's traditional description of venture capital investments, it also sug-
gests a puzzle. Why are some investments so much more profitable than others? It 
seems counterintuitive to believe that there are two underlying populations of 
investments - home runs and everything else. 

One explanation for the right-tailed spike is that it is not an artifact of the 
underlying distribution of firms, but of the manner in which newly public firms are 
valued in the public market. As presented earlier, evidence suggests that IP0s, on 
average, are overvalued by public investors. Therefore, the spike in Figure 1 may be 
an artifact, not of the underlying population of firms, but of the manner in which 
firms are valued in the public market. 

This explanation does not seem persuasive. As Figure 1 discloses, it is only a 
subset of the firms brought to the public market that are home runs. Ignoring the 
sPike, the distribution of IPO returns approximates a normal distribution, although 
it is somewhat skewed to the right. Why would the public market vastly overvalue 
a  subset of IPOs and not all IPOs? In order for this to be the case, firms with certain 

11)itrary characteristics must be "hot issues" that are greatly overpriced compared 
with other public offerings. 

This seems unsatisfactory. It suggests that IPO home runs constitute a subset 
°f  the population of IPOs that possess some arbitrary characteristic unrelated to 
investment fundamentals, and this arbitrary characteristic results in extreme over-
Pc,ricing. While there is some evidence that there are fads in IPO offerings, Bray and 

ern' pers'  (1995) evidence suggests that it is non-venture-backed IPOs sold to retail 
1,1westors that are overpriced. If venture-backed IPOs are, on average correctly priced, 

hypothesis that home runs are a result of market mispricing appears to collapse. 
, Many VCs, nonetheless, believe there are fads in public markets, and these 
'els tend to focus on particular industrial sectors, e.g., biotechnology in one cycle 
ay nd  computer-related investments in another. Clearly, more investigation is in order. 
,Ln Particular, there has been virtually no empirical investigation of the efficiency of 

ada's speculative junior markets in British Columbia and Alberta. Many of the 
n-)8 sold in these markets are sold mainly to retail investors. If retail investors are 

rooutinely subject to emotional flights of fancy that induce them systematically to 

jerP, aY for new issues, then we would expect a high degree of overpricing in these 
-`antets. It would be useful to know if this is the case. 
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Earlier, it was suggested that the profitability of VC exits will be gmatest for 
IP0s, followed by acquisitions, secondary sales, buy backs and write-offs. The 
Canadian survey data on profitability offers only partial support for this view. IPOs 
were clearly the most profitable exits. Buy backs, however, were the second most 
profitable, easily topping the returns re.ceived from acquisitions. Moreover, buy 
backs occurred with a slightly higher frequency than acquisitions. The low number 
of acquisitions may reflect a lack of mature firms in Canada either willing or able to acr 
as strategic acquirers, when compared to the depth of the pool of strategic acquirers in 
the United States. The relative profitability of secondary sales, unfortunately, is unknown. 

The U.S. data offer greater support to the hypothesized exit preferences of VCs. 
Again, 1POs were easily the most profitable, and such exits were used more than one 
third of the time. While acquisitions, buy backs and secondary sales were approxi-
mately equal with regards to profitability, acquisition exits were used with greater 
frequency (22 percent of all exits) than were buy backs (6 percent) or secondarY 
sales (8 percent). This suggests that there are fewer opportunities for profitable exits 
via buy backs or secondary sales than via acquisitions. 

STAGE OF INVESTMENT, EXIT METHOD AND RETURNS 

THE CANADIAN SURVEY INDICATES THE RELATIVE PROFITABILITY OF EXITS for firms ar 
various stages of development at the time of investing. In the time period under 
examination, leveraged buyouts were the most profitable inve,stments, with an IRR of 
55 percent. Leveraged buyouts were followed by turnaround financing (23 percent) ,  
expansion financing (22 percent) and seed/start-up financing (16 percent) (VEC, 

 1986, p. 13). 
These data are counterintuitive. A priori, one would expect early stage financing 

to be the riskiest and, therefore, to result in the highest average returns. Early stage 
firms are young and unproven, usually without a product that is ready to sell, much 
less an established market. Their future is highly uncertain. Firms in later stages °( 
development will have had to survive various developmental hurdles in order t° 
proceed to these later stages. Thus, it seems natural to assume that the earlier the 
stage at which financing occurs, the higher the risk, and the higher the requit
and realized rates of return. In other words, the most profitable investments should 
be early stage financing, followed by expansion and acquisition financing. 

'There is evidence that risk and required rates of return are higher for earlY 
stage investments. Ruhnka and Young (1991) found that rates of return required bY 
venture capitalists were 73 percent for seed capital investments, 55 percent for 
start-up investments and 35 percent for later stage investments. 22  Sahlman (1990, 

 p. 511) suggested that U.S. VCs' required rates of return are higher for early stage 
as opposed to expansion stage financing, and higher for expansion stage financing rhe 
acquisition financing. Bygrave and Timmons (1992, p. 168) also adduced evidence 
suggesting that early stage investments are riskier than other forms of investing.  
Table 8 indicates that there are substantial differences in the type of exit a Canadio° 
VC can expect to use for investments made at different stages. Leveraged buyou t 

 (acquisition) investments, for example, are more likely to result in an IPO exit than  
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/ TABLE 8 

EXITS USED FOR INVESTMENTS MADE AT DIFFERENT STAGES, CANADA 

Type of Exit 	Seed/Start-Up 	Expansion 	Leveraged Buyout 	Turnaround 	Unknown 	Totals 

Number 	% 	Number 	% 	Number 	% 	Number 	% 	Number 	% 	Number 	% 

IPO 	 4 	7 	10 	22 	7 	50 	1 	9 	4 	11 	26 	16 
Acquisition 	 8 	13 	6 	13 	3 	21 	4 	36 	8 	22 	29 	17 
Buy back 	 12 	20 	11 	24 	1 	7 	3 	27 	10 	27 	37 	22 
Reverse 	 1 	2 	0 	0 	0 	0 	0 	0 	0 	0 	1 	1 
Write-off 	 30 	50 	11 	24 	1 	7 	3 	27 	8 	22 	53 	32 
Other 	 4 	7 	6 	13 	2 	14 	0 	0 	5 	14 	17 	10 
Unknown 	 1 	2 	1 	2 	0 	0 	0 	0 	2 	5 	4 	2 
Totals 	 60 	100 	45 	100 	14 	100 	11 	100 	37 	100 	167 	100 

Note: 	IPO: initial public offering 

Source VEC (1986, p. 14). 
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t....) TABLE 9 

DISTRIBUTION OF EXITS BY PORTFOLIO COMPANY STAGE, UNITED STATES 

Portfolio Company 	 Percent of Exits 

Stage 
Total Number 	1P0 	Acquisition 	Company 	Secondary 	Liquidation 	Write-Off 	Total' 

of Exits 	(%) 	(%) 	Buy Back 	Sale 	(%) 	(%) 	(%) 

	

(%) 	(9'o) 

Early stage 	 261 	30 	22 	 3 	 7 	 5 	 31 	98 

Expansion stage 	 244 	43 	23 	 5 	 9 	 7 	 12 	100 

Leveraged buyouts 	 36 	28 	17 	 30 	19 	 — 	 6 	99 

All stages 	 544 	35 	22 	 6 	 8 	 6 	 21 	98 

Note: 	'May  not total 100 percent due to "other" exit types. 

Source VE (1988, p. 15). 
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VENTURE CAPITAL EXITS IN CANADA AND THE UNITED STATES 

an investment at the early (seed/start-up/development) stage. Generally, excluding 
turnaround investments, the later the stage at which the investment is made, the 
more likely it is to be exited via an IPO (the most profitable form of exit). Again 
excluding turnaround investments, early stage financings have the largest writeoff 
rate (fully 50 percent were written off), followed by expansion stage financings and 
acquisitions. Given that IPOs are the most profitable exits, and write-offs the least 
Profitable, this evidence supports the view that the earlier the financing stage, the 
greater the investment risk. 

The U.S. evidence presented in Table 9 is similar. The write-off rate is easily 
the highest for early stage investments, followed by expansion stage and leveraged 
buyout investments. The proportion of IPO exits is also higher for expansion 
financings than for early financings. However, the proportion of IPO exits for lever-
aged buyout financings is no higher than that of early stage investing. 

Turnaround investments appear to present a somewhat unique case. Table 8 
indicates that, in Canada, turnaround investments were more likely to be exited via 
an acquisition or a company buy back than were any other type of investment. The 
write-off rate is second only tô that experienced with early stage investing. This is 
flot  surprising. Turnaround investments are made, by definition, in firms experi-
encing financial difficulties. A priori, one would, therefore, expect a low number of 
borne runs and a high number of write-offs (although it is easy to overstate the case; 
most small firms in the early or expansion stages will also be cash-strapped). The 
risk of turnaround inve,stments appears to be reflected in the average return to such 
investments (VEC, 1986, p. 13). 

INvEsrmENT SIZE, EXIT METHOD AND PROFITABILITY 

THE CANADIAN SURVEY INDICATED THAT, ON AVERAGE, LARGER INVESTMENTS were 
more profitable (VEC, 1986, p. 18). Initially, this appears counterintuitive. One 
might expect that larger investments would generally be made in larger and more 
Mature firms with established products and track records. Such investments should 
be less risky and, hence, less profitable. 

The explanation likely lies in the fact that VCs often provide funds more 
than once to their investee firms. Successful investments will succeed in attracting 
additional investment at subsequent stages of development, while unsuccessful 
Linvestments will be abandoned. Thus, in many cases, the size of the investment will 

a function of the success of the firm, rather than the other way around. 
If it is true that the total size of the investment is closely correlated with the 

8uccess of the investment, then, in keeping with the earlier hypotheses about the 
frt. lative profitability of different exit methods, the largest investments should be in 
,Irms exited via IP0s, followed by acquisitions, secondary sales and buy backs. The 

nadian evidence offers some support to the joint hypothesis about relative prof-
1. tability and the correlation between size and profitability. The average investment 
In a firm that is eventually taken public is larger than the average investment in a fi
rm that is exited via some other route." Investments that are later repurchased by 
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the firm are about half the size of investments in firms exited through IPOs.e 
Investments in firms exited via acquisitions were midway in size between those 
exited via buy backs and IPOs. 25  However, investments that were eventually written 
off were larger than those that were the subject of a buy back. 26  It is not clear if this 
high average resulted from large initial investments or multiple-staged investments. 

U.S. survey data (not reproduced) offer little support for the view that larger 
investments will be exited via an 1PO more frequently than smaller investments. 
Indeed, all investments in excess of $100,000 had a similar likelihood of being exited 
via an 1PO. The U.S. survey also indicated that only investments under $100,000 
were more likely to be exited via a company buy back or a write-off than investments 
above this threshold (VE, 1988, p. 19). 

VENTURE CAPITAL MANAGER SKILL IN CANADA AND THE 
UNITED STATES 

As NOTED ABOVE, THE WRITE-OFF RATE WAS HIGHER (32 percent) for Canadian VCs 
than for U.S. VCs (21 percent). There are a number of plausible explanations for 
this difference. 

Less Experienced Venture Fund Managers in Canada 
The higher write-off rate experienced by Canadian VCs may reflect the influx of 
inexperienced managers into the venture capital industry over the survey period. 
This view is supported by the fact that the C,anadian write-off rate shows a rising 
trend in the 1975 to 1985 period (see Table 4). Further, the average IRR realized 
on exits occurring in 1984 and 1985 is somewhat lower than the average IRR in the 
1975 to 1983 period. 27  

The rapid growth theory, however, fails to consider the rapid growth that 
occurred in the U.S. venture capital industry in the early 1980s. This growth started 
in approximately 1980 and culminated in banner years in 1983, 1984 and 1985 
(VE, 1986, p. 14). Indeed, 39 percent of the venture capital funds in the U.S. surveY 
made their first investments in 1981 and 1982. 2s Further, 75 percent of an invest' 
ments from which exits were taken in the 1970 to 1988 period were made in 1980, 

 1981, 1982 or 1983 (VE, 1988, p. 5). Perhaps most telling, the write-off rate was 
sharply higher during the last four years of the survey — mid-1984 to mid-1988 (see 
Table 5), the period in which many of these new managers would have begun t°, 
harvest their investments. These data strongly suggest that the U.S. funds surveyen 
were also populated by a large number of inexperienced VCs in the survey period. 

This view is given further credence by a number of histories of the U.S. venture 
capital industry. Historical accounts by Bygrave and Timmons (1992) and by GomPets, 
(1994) suggested that the massive influx of funds into the U.S. venture capita' 
industry in the early and mid-1980s resulted in a large number of novice venture 
capital managers entering the industry. Both accounts attributed the significant 

 reduction in venture capital returns in the mid to late-1980s to investments made 
by these inexperienced managers. 
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VENTURE CAPITAL EXITS IN CANADA AND THE UNITED STATES 

While it is difficult to obtain figures comparing the growth of the venture 
capital industry in Canada with that in the United States in the early 1980s, there 
is evidence that rapid growth in the Canadian industry lagged that in the United 
States by approximately two years. While there was an increase in venture capital 
investing as early as 1980,29  the most rapid growth appears to have occurred in 
1985." Given that the Canadian survey terminates in 1985, the lemons taken on 
by inexperienced Canadian venture capital managers would not show up in the survey 
results — but they clearly show up in the U.S. results. This suggests that the timing 
difference between the U.S. and Canadian surveys may make the U.S. write-off 
results look comparatively worse, and the Canadian results look comparatively better 
than they would if the survey periods were exactly matched. In short, it seems 
implausible that a rapid inflow of inexperienced managers into the Canadian venture 
capital industry is responsible for the higher write-off rate in Canada. 

Lower Skill, Holding Experience Constant 

An alternative view is that, with experience held constant, Canadian venture cap-
ital managers are less skilled at venture investing. This hypothesis is plausible given 
that, historically, Canadian VCs have been generalists, while U.S. VCs have tended 
to specialize in particular industrial sectors, with a greater focus on early and expan-
sion stage investments in the high-tech sector. Given the manner in which VCs 
bring value to the firms in their portfolios, specialization is likely to result in higher 
returns. Specialized VCs can bring a higher degree of expertise to their craft at all 
stages of the investment, including chming and structuring the investment, raising 
funds from other parties at critical junctures, monitoring the investment, offering 
expert advice and formulating exit strategies. 31  

A comparison of tables 8 and 9 supports this view. Not only were write-off 
rates substantially lower for early and expansion stage investments by U.S. VCs but, 
in addition, these investments were more likely to result in an IPO. While the dif-
ference in IPO rates may also reflect the greater receptivity of U.S. investors to 
11;0s, this factor would not account for the difference in write-off rates. 

Survey  Timing 

The  Canadian sample ended in 1985, while the U.S. sample ended in 1988. As 
noted earlier, many of the investments in both the Canadian and U.S. surveys took 
Place in the early 1980s. In venture capital investing, "the lemons ripen within two 

l'Id a half years while the plums take seven or eight" (Bygrave and 'Timmons, 1992, 
11 13). Had the Canadian study terminated in 1988, then perhaps more of the plums 
would have ripened and been harvested, lowering the percentage of exits taken as 
write_offs.32 

As described above, there was a large influx of inexperienced managers into 
the Canadian venture capital industry at about the time that the Canadian survey 
ended. If the Canadian experience was like the U.S. experience, this would have 
resulted in higher, rather than lower write-off rates in the late 1980s. 
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Summary 

Because of the timing difference in the surveys, the higher write-off rate in Canada 
is not unambiguous evidence that Canadian venture capital managers were either 
less experienced than their U.S. counterparts or less skilled, (holding experience 
constant). Nonetheless, the higher write-off rate in Canada is most consistent with 
the view that Canadian VCs were less skilled than their U.S. counterparts over the 
survey periods. 

COMPARISON OF CURRENT CANADIAN AND U.S. 
SURVEY RESULTS 

TO UPDATE THE EARLY SURVEY RESULTS JUST DISCUSSED, new surveys were sent to 
both Canadian and U.S. VCs. The survey was formulated in consultation with, 

and administered by, Macdonald & Associates in Toronto and Venture Economics 
in Boston. 

In Canada, the questionnaire was mailed to members of the Association of 
Canadian Venture Capital Companies (ACVCC) and to non-ACVCC VCs iden-
tified by Macdonald & Associates. In total, 37 questionnaires were mailed out and 
22 VCs responded. The responses covered 134 exits between 1992 and 1995 (inchi-
sive). Given that the questionnaire was mailed in early November 1995, and most 

of the questionnaires returned in November and December, the results for 1995 are not 
complete in relation to exits taken in the last two months of 1995. The 134 exits 
constituted 59 percent of the total universe of exits identified by Macdonald &- 
Associates as having taken place in this period. 

The questionnaire data have been supplemented with data covering venture 
capital exits by members of the ACVCC between 1991 and 1994 (inclusive). (Data 
for 1995 are not yet available.) 'These data cover 199 exits by 44 VCs. Unless othex' 
wise indicated, the data discussed below derive from the survey results. 

The U.S. questionnaire was sent to members of the American Venture Capital 
Association. Twenty venture capitalists responded, providing data for 112 exits. 

The U.S. data were matched in time with the Canadian data, i.e., exits not occurring 
in the same period of time were discarded. 

GEOGRAPHIC DISTRIBUTION OF EXITS 

TABLES 10 AND 11 INDICATE THE GEOGRAPHIC DISTRIBUTION OF EXITS in Canada and 
the United States. When compared to the aggregate table presented in Macintosh 
(1996), it is apparent that, in the survey data, exits in Ontario and foreign cou'' 
tries are overrepresented, and exits in Quebec underrepresented. The geogralec  
distribution of investments in the United States is broadly similar to the geograPhic  
distribution in aggregate industry data compiled by Venture Economics, save for the 
absence of any exits in New York (VE, 1995, pp. 24-25). 
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TABLE 10 

GEOGRAPHIC DISTRIBUTION OF EXITS IN CANADA _ 	  

Location 	 Number 	 Percentage - 	  

British Columbia 	 13 	 10 
Prairies 	 17 	 13 
Ontario 	 49 	 37 
Quebec 	 30 	 22 
Atlantic 	 1 	 1 
United States 	 21 	 16 
Other countries 	 3 	 2 
Total 	 134 	 100 - 	  

Source: 	Macdonald & Associates. 

SIZE OF INVESTMENTS 

TABLES 12 AND 13 INDICATE THE SIZE OF THE AVERAGE INVESTMENT. Note that the 
Canadian figures are in Canadian dollars, while the U.S. figures are in U.S. dollars. 
As in the earlier survey, the average investment made by U.S. VCs was somewhat 
larger than the average investment by Canadian VCs. 

INDUSTRY OF PORTFOLIO FIRMS 
THE  PROPORTION OF INVESTMENTS IN TECHNOLOGY INDUSTRIES (biotechnology, 
communications, computers, electronics, energy/environmental, industrial automation 
a,nd medical/health) was 62 percent in the United States and 54 percent in Canada 
‘dara not reproduced). The difference between the two countries was mainly due to 

TABLE 11  

GEOGRAPHIC DISTRIBUTION OF EXITS IN THE UNITED STATES 

Location 	 Number 	 Percentage 

California 	 26 	 23 
COIlhecticut 	 7 	 6 Illinois 	 12 	 11 
Massachusetts 	 28 	 25 
Minnesota 	 8 	 7 
New Hampshire 	 6 	 5 
Pennsylvania 	 6 	 5 
Other states 	 19 	 17 Total 

	

112 	 100 

Sources: Venture Economics; Macdonald & Associates. 
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te  TABLE 12 

FREQUENCY AND PROFITABILITY OF EXITS IN CANADA 

Vehicle 	 Exits 	 Average Holding Period 	Average Investment 	Average IRR 
Number 	Percentage 	 (Years) 	 (C$000s) 	 (%) 

IPO 	 36 	 27 	 4.73 	 2,006 	 21 
Acquisition 	 16 	 12 	 5.89 	 2,643 	 12 
Company buy back 	 41 	 31 	 5.28 	 997 	 8 
Write-off 	 27 	 20 	 3.08 	 512 	 — 

Secondary sales 	 12 	 9 	 1.98 	 662 	 38 
Other 	 2 	 1 	 5.00 	 3,350 	 9 
Total 	 134 	 100 	 4.53 	 1,372 	 16 

Notes: 	IRII: intemal rate of retum 

IPO: initial public offering 

Source Macdonald & Associates. 
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I TABLE 13 

FREQUENCY AND PROFTTABILITY OF EXITS IN THE UNITED STATES 

Vehicle 	 Exits 	 Average Holding Period 	Average Investment 	Average IRR 

	

Number 	Percentage 	 (Years) 	 (US$000s) 	 (%) 

IPO 	 30 	 27 	 4.27 	 1,964 	 45 
Acquisition 	 29 	 26 	 434 	 1,625 	 23 
Company buy back 	 6 	 5 	 3.50 	 759 	 49 
Write-off 	 33 	 29 	 4.28 	 1,966 	 — 
Secondary sales 	 9 	 8 	 6.00 	 462 	 12 
Other' 	 5 	 4 	 3.40 	 1,119 	 3 
Total 	 112 	 100 	 435 	 1,651 	 25 

Notes: 	• One merger and four unlcnown. 

IRR: internal rate of return 

1PO: initial public offering 

Sources: Venture Economics; Macdonald & Associates. 
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TABLE 14 

PROFITABILITY OF EXITS BY TYPE OF INVESTMENT IN CANADA 

Stage 	 Average Holding Period 	Average Cost 	Average IRR 

Number 	Percentage 	 (Years) 	 (C$000s) 	 (%) 

Early stage 	 64 	 48 	 5.07 	 932 	 17 
Expansion 	 61 	 46 	 3.76 	 1,830 	 11 
Acquisition/buyout 	 3 	 2 	 7.61 	 426 	 30 
Tumaround 	 6 	 4 	 3.81 	 1,875 	 28 
All stage 	 134 	 100 	 4.53 	 1,372 	 16 

Note: 	IRR: internal rate of retum 

Source: Macdonald & Associates. 
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'TA BLE 15 

PROFITABILITY OF EXITS BY TYPE OF INVESTMENT IN THE UNITED STATES 

Stage 	 Average Holding Period 	Average Cost 	Average IRR 
Number 	Percentage 	 (Years) 	 (US$000s) 	 (%) 

Early stage 	 72 	 64 	 4.28 	 1,570 	 27 
Expansion 	 34 	 30 	 4.54 	 1,969 	 25 
Acquisition/buyout 	 2 	 2 	 3.00 	 1,725 	 27 
Turnaround 	 4 	 4 	 4.25 	 543 	 21 
All stage 	 112 	 100 	 4.35 	 1,651 	 25 

Note: 	IRR: internal rate of return 

Sources: Venture Economics; Macdonald di. Associates. 
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MACINTOSH 

higher U.S. investment in the communication and computer industries. The relative 
proportions of technology and non-technology investments were reasonably close 
to those in aggregate industry data for Canada and the United States presented in 
Macintosh (1996). 33  The aggregate data show that Canadian VCs invested more in 
technology-related investments from 1991 to 1994 than between 1987 and 1991, 
and somewhat more than in the 1978 to 1986 period. 

In the survey results, the proportion of manufacturing investments was higher 
in Canada (16 percent) than in the United States (5 percent), but the proportion 
of consumer-related investments was higher in the United States (28 percent) than 
in Canada (13 percent). 

NATURE OF INVESTMENTS 

A COMPARISON OF AGGREGATE INDUSTRY DATA PRESENTED IN MACINTOSH (1996) 
and tables 14 and 15 indicate that early stage investments are overrepresented in 
the survey data in both Canada and the United States. This overrepresentation is 
particularly pronotmced in the U.S. data. 

FREQUENCY OF EXITS 

General 

IPOs 

The current survey results show some differences in the relative use of exit methods 
by Canadian and U.S. VCs. While in the earlier survey, IPO exits were used wi th 

 greater frequency by U.S. VCs than by Canadian VCs, this is not the case in the 
current survey. Tables 12 and 13 indicate that both U.S. and Canadian VCs exited 
27 percent of their investments via IPOs. 

The aggregate Canadian industry data reported in Table 16 indicate that 
there is a much higher percentage of IPO exits in the survey data (27 percent) than 
in the aggregate data (16 percent). This may be because VCs with more profitable 
exits were more likely to respond to the survey, and IPO exits tend to be more prof  
itable exits. If this is the case, the U.S. results should be similarly biased. As a result,  
the Canadian and U.S. results should still yield useful comparative information 
about the relative frequency and profitability of exit techniques. 

Acquisitions and Buy Backs 

While IPOs were used with equal frequency in Canada and the United States, there Were 
substantial differences in the frequency with which other exit techniques were used; 
Tables 12 and 13 indicate that exit by acquisition was much more common in the Unite 
States (26 percent) than in Canada (12 percent). Conversely, company buy backs 
were used far more often in Canada (31 percent) than in the United States (5 percent); 

In Canada, the greater frequency of buy backs, and the lower frequency of 
acquisitions were common to the earlier and later su rveys. Both differences, however' 
were more pronounced in the current survey. 
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VENTURE CAPITAL EXITS IN CANADA AND THE UNITED STATES 

TABLE 16 

FREQUENCY OF CANADIAN EXITS, 1991 TO 1994 (AGGREGATE 

_  INDUSTRY DATA) 

Vehicle 	 Number 	 Percentage 
- 	  

IPO 	 44 	 16 
Acquisition 	 31 	 11 
Merger 	 6 	 2 
Company buy back 	 107 	 39 
Write-off 	 59 	 22 
Other 	 24 	 9 
Total 	 271 	 100 - 	  

Note: 	IPO: initial public offering 

Source: Macdonald & Associates. 

Write-Offs 
In the earlier surveys, the write-off rate was higher in Canada than in the United 
States (32 percent vs. 21 percent). This reversed in the current survey. Tables 12 
and 13 indicate a higher write-off rate in the United States (29 percent) than in 
Canada (20 percent). This may be an artifact of the high degree of overrepresenta-
tion in the U.S. survey data of early stage investments, which are expected to have 
a high write-off rate. 

erequency of Exits by Type of Investment 
Table 14 indicates that in the survey results, the vast majority of Canadian exits 
were taken from investments in early and expansion stage financings. While the 
bulk of venture capital investing in Canada is concentrated in early and expansion 
stage financings, the aggregate industry data presented in Macintosh (1996) indicate 
that acquisition and turnaround investments were underrepresented in the survey 
data  

The same bias exists in the U.S. survey results; comparing aggregate data in 
Macintosh (1996) with Table 15, clearly indicates that acquisition and turnaround 
( included in "other") transactions were underrepresented in the survey results. 

Tables 17 and 18 indicate that the pattern of exits was broadly similar for 
tearlY and expansion stage investing in Canada and the United States although, in 

th countries, the write-off rate was higher for early stage investments. This lends 
I.  urthe r  support to the view that early stage investing is riskier than expansion stage 
investing  (the sample of acquisition and turnaround investments is too small in 
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blA TABLE 17 

FREQUENCY OF EXITS BY STAGE OF INVESTMENT IN CANADA 

Vehicle 	 Early Stage 	Expansion 	Acquisition Buyout 	Turnaround 	Total 
Number 	% 	Ntunber 	% 	Number 	% 	Number 	% 	Number 	% 

IPO 	 19 	30 	15 	25 	0 	0 	2 	33 	36 	27 
Acquisition 	 5 	8 	10 	16 	 1 	33 	0 	0 	16 	12 
Company buy back 	21 	33 	18 	30 	2 	67 	0 	0 	41 	31 
Write-off 	 14 	22 	9 	15 	0 	0 	4 	67 	27 	20 
Secondary sales 	 5 	8 	7 	11 	 0 	0 	0 	0 	12 	9 
Other 	 0 	0 	2 	3 	0 	0 	0 	0 	2 	1 
Total 	 64 	100 	61 	100 	3 	100 	6 	100 	134 	100 

Note: 	1PO: initial public offering 

Source: Macdonald & Associates. 
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TABLE 18 

FREQUENCY OF EXITS BY STAGE OF INVESTMENT IN THE UNITED STATES 

Vehicle 	 F,arly Stage 	 Expansion 	Acquisition Buyout 	Other 	 Total 

Number 	% 	Number 	% 	Number % 	Number % 	Number % 

IPO 	 20 	28 	9 	26 	1 	50 	0 	0 	30 	27 
Acquisition 	 20 	28 	7 	21 	0 	0 	2 	50 	29 	26 
Company buy back 	 1 	1 	4 	12 	0 	0 	1 	25 	6 	5 
Write-off 	 23 	32 	8 	24 	1 	50 	1 	25 	33 	29 
Secondary sales 	 5 	7 	4 	12 	0 	0 	0 	0 	9 	8 
Other 	 3 	4 	2 	6 	0 	0 	0 	0 	5 	4 
Total 	 72 	100 	34 	100 	2 	100 	4 	100 	112 	100 

Note: 	IPO: initial public offering 

Sources: Venture Economics; Macdonald & Associates. 
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MACINTOSH 

either country for meaningful comparisons). However, contrary to the earlier survey, 
in both countries early stage investments resulted in a slightly higher proportion of IPOs 
than did expansion stage financings. The difference is not large in either  country.  

Investment Size and Exit Method 

As tables 12 and 13 show, in both Canada and the United States, investments that 
were exited via IPOs or acquisitions were larger than investments exited by other 
means. The only exception was write-offs taken by U.S. VCs. The average invest-

ment that was written-off was of comparable size to investments exited by IPOs. 
This contrasts sharply with the experience in Canada, in which investments exited 
via write-offs were the smallest investments, on average, in the sample.34  

The data in tables 12 and 13 offer some support to the hypothesized VC exit 

preferences. It was suggested earlier that investments exited via IPOs and acquisi-

tions are, on average, more successful than investments exited by other means. 
More successful investments will receive more rounds of financing. On this basis, 
we would expect IPO and acquisition investments to be the largest investments . 

 However, we would also expect write-offs to receive the least investment. As noted,  
the latter is the case in the Canadian, but not the U.S., survey data. It is unknown 
if outliers are responsible for the U.S. result. 

In both Canada and the United States, there is a substantial difference in size 

between exits taken as acquisitions and exits taken as secondary sales. This suggests 
that exits taken as secondary sales tend to be made after fewer rounds of ventute 
capital financing than acquisition exits. Note, however, that while the average 
holding period for investments exited via secondary sales in  Canada  was much 
shorter than the average holding period for investments exited via acquisitions, 

 that was not the case in the United States. 
In both countries, the size of investments repurchased in a buy back was much 

smaller than the size of investments exited via an IPO or an acquisition. This i8  
consistent with the buy badc being an inferior form of exit from living dead investments' 

Investor Type and Exit Mechanism 

Table 19 indicates the frequency with which Canadian public, private and hylpti,d 
funds used different exit methods. Government funds have very high write-nn 
rates. This is not unexpected. Government funds invest in early stage, high-risk 
technology investments; in many cases, these are firms that have found difficultY 
securing funding from private venture capital investors. It would be surprising if t he 

 write-off rate was not high. 
What is surprising is the high rate at which government investments we e 

 exited via IPOs. The early survey results suggested that early stage investments were 
 less likely than later stage investments to be exited by IPOs. The high 1PO rate nled  

reflect the concentration in technology investing; survey results not reproduce f  
here suggest that technology investments are more likely than other forms e' 
investment to result in IPOs. 
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Investor Type 	 Mechanism/Vehicle 	Number of F,xits 	% 

Corporate 	 Acquisition 	 3 	30 
Company buy back 	 4 	40 
1PO and subsequent sales 	 2 	 20 
Other 	 1 	 10 

Corporate total 	 10 	100 

Government 	 Acquisition 	 2 	 8 
Company buy back 	 7 	 27 
IPO and subsequent sales 	 9 	35 
Write-off 	 8 	31 

Government total 	 26 	100 

Hybrid 	 Acquisition 	 4 	 20 
Company buy back 	 4 	20 
IPO and subsequent sales 	 4 	 20 
Secondary sales 	 5 	 25 
Write-off 	 3 	 15 

Hybrid total 	 20 	100 

Private independent 	 Acquisition 	 7 	 9 
Company buy back 	 26 	33 
IPO and subsequent sales 	 21 	 27 
Other 	 1 	 1 
Secondary sales 	 7 	 9 
Write-off 	 16 	 21 

Private independent total 	 78 	100 

Total 	 134 	100 

Note: 	IPO: initial public offering 

Source: Macdonald & Associates. 

TABLE 19 

FREQUENCY OF EXITS BY INVESTOR TYPE 

VENTURE CAPITAL EXITS IN CANADA AND THE UNITED STATES 

Hybrid funds demonstrated no particular exit preferences, while buy backs, 
leOs and write-offs dominated the exit sample for private independent funds. 

'YearlY Variations in Distribution of Exit Types 

-r,ables 20 and 21 disclose that, as in the earlier survey, there were significant  varia
-els over time in the relative use of different exit techniques. As discussed earlier, 

rnuch of this variation is likdy attributable to changes in the economic environment. 
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Co TABIE 20 

FREQUENCY OF EXITS BY YEAR IN CANADA 

Vehicle 	 1992 	 1993 	 1994 	 1995 	 Total 

Ntunber 	% 	Number 	% 	Number 	% 	Number 	% 	Ntunber 	% 

IPO 	 5 	25 	6 	19 	9 	26 	16 	33 	36 	27 
Acquisition 	 4 	20 	5 	16 	 2 	6 	5 	10 	16 	12 
Company buyout 	 8 	40 	10 	32 	9 	26 	14 	29 	41 	31 
Write-off 	 3 	15 	7 	23 	12 	35 	5 	10 	27 	20 
Secondary sales 	 0 	0 	1 	3 	 2 	6 	9 	18 	12 	9 
Other 	 0 	0 	2 	6 	0 	0 	0 	0 	2 	1 
Total 	 20 	100 	31 	100 	34 	100 	49 	100 	134 	100 

Note 	1PO: initial public offering 

Source Macdonald & Associates. 
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f TA1312 21 

FREQUENCY OF EXITS BY YEAR IN THE UNITED STATES 

1992 	 1993 	 1994 	 1995 	 Total 
Number 	% 	Number % 	Number 	% 	Number % 	Number % 

Vehicle 

IPO 	 5 	19 	10 	29 	8 	28 	7 	32 	30 	27 
Acquisition 	 8 	30 	8 	24 	9 	31 	 4 	18 	29 	26 
Company buyout 	 2 	7 	1 	3 	3 	10 	0 	0 	6 	5 
Write-off 	 6 	22 	11 	32 	1 	3 	10 	45 	28 	25 
Secondary sales 	 4 	15 	3 	9 	6 	21 	1 	5 	14 	13 
Other 	 2 	7 	1 	3 	2 	7 	0 	0 	5 	4 
Total 	 27 	100 	34 	100 	29 	100 	22 	100 	112 	100 

Note: 	1PO: initial public offering 

Sources: Venture Economics; Macdonald & Associates. 
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MACINTOSH 

PROFITABILITY OF EXITS 

Overall 

Tables 12 and 13 indicate that, on average, exits by U.S. VCs resulted in an IRR of 
25 percent vs. only 16 percent for Canadian VCs. The lower profitability in 
Canada is consistent with a number of factors identified earlier, including a lower 
degree of VC specialization, the admixture of public and hybrid funds in the survey 
data, the comparative absence of strategic acquisition partners, lower risk profile 
(due to substantially fewer early stage Canadian investments), fewer technologY 
investments and less receptive public markets. 

Profitability by Exit Method 

Table 12 indicates that secondary sales in Canada were the most profitable form of 
exit (with an IRR of 38 percent), although comparatively few exits were taken by this 
method. IPOs were the second most profitable exit method (21 percent), followed 
by acquisitions (12 percent) and write-offs. 

These results can be compared to the aggregate industry data collected in 
Table 14.'5  While Table 22 indicates only cost and exit value (hold periods were 
unavailable for calculating IRRs or gain multiples), it nonetheless supplies useful 
additional information. The data suggest that exits taken as IPOs and acquisitions 
were very profitable, while buy backs were largely unprofitable. Table 22 offers support 
to the hypothesized ranking of exit methods by profitability. 

In the United States, company buy backs were the most profitable (49 percent)» 
The profitability of IPO exits (45 percent) was approximately the same as that of 
buy backs, but many more exits (30 of 112) were taken this way. Aside from write' 
offs, secondary sales were the least profitable exits (12 percent), with acquisitions 
occupying the middle ground (23 percent). 

These results lend strong support to the predicted relationship between exit 
method and profitability. The only anomaly is the high average profitability of buY 
backs. It is important to note, however, that the number of exits taken by  this 
method was small (six of 112) and the high average profitability was driven bY lost 

 two of the six exits taken as buy backs. Thus, it would appear that this anomalou s 
 result is driven by outliers. 

Tables 23 and 24 shed some additional light on the relative profitability of 
different types of exits both in Canada and the United States. As in the earlier  sur"
the U.S. 1PO distribution is significantly more skewed to the right than any other 
exit technique; 41 percent resulted in home runs (exits with IRRs of 51 percent ot 
greater) compared to only 17 percent of buy backs, 17 percent of acquisitions and 
none of the exits taken as secondary sales or by other methods. As in the earliee  
sample, IPOs accounted for a disproportionate share of home runs. 

In Canada, the distribution of IPOs was also significantly skewed to the right, with  
28 percent of IPOs yielding IRRs of 51 percent or better, compared to only 19 PeXCent  
of acquisitions and 2 percent of buy backs. In sharp contrast to the United States ' 
however, the distribution of secondary sales was even more skewed to the rigilc 
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I TABLE 22 

FREQUENCY AND PROFITABILITY OF CANADIAN EXITS BY INVESTMENT STAGE, 1991 TO 1994 (AGGREGATE 
INDUSTRY DATA) 

Vehicle 	 1991 	 1992 	 1993 	 1994 
Number 	Cost 	Exit 	Number 	Cost 	Exit 	Number 	Cost 	Exit 	Number 	Cost 	Exit 

($M) 	Value 	 ($M) 	Value 	 ($M) 	Value 	 ($M) 	Value 

	

($M) 	 ($M) 	 ($M) 	 ($M) 

Acquisition 	 7 	14 	70 	6 	15 	ao 	10 	30 	59 	8 	26 	50 
Company buy back 	9 	21 	36 	22 	26 	27 	38 	30 	29 	38 	32 	37 
IPO 	 9 	16 	36 	4 	4 	19 	13 	49 	71 	18 	18 	78 
Merger 	 0 	9 	0 	1 	3 	3 	0 	0 	0 	5 	14 	14 
Write-off 	 15 	18 	0 	7 	7 	0 	16 	21 	0 	21 	19 	0 
Other 	 nia 	n/a 	nia 	n/a 	n/a 	n/a 	17 	61 	116 	7 	8 	9 

Notes: 	̀ Primarily secondary 	sales, but before 1994, includes sales following an IPO in addition to secondary sales. 

n/a: not available 

IPO: initial public offering 

Source: Macdonald & Associates. 
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TABLE 23 

DISTRIBUTION OF PROFITABILITY BY TYPE OF EXIT IN CANADA 

IRR Range 	 IPO 	 Buy Back 	 Acquisition 	 Secondary 

(%) 	 Number 	9'o 	 Number 	% 	Number 	% 	Ntunber 	% 

>200 	 1 	3 	 0 	0 	 1 	6 	 1 	8 

126-200 	 1 	3 	 0 	0 	 0 	0 	 2 	17 

76-125 	 4 	11 	 1 	2 	 0 	0 	 0 	0 

51-76 	 4 	11 	 0 	0 	 2 	13 	 2 	17 

26-50 	 10 	28 	 2 	5 	 2 	13 	 2 	17 

16-25 	 3 	8 	 8 	20 	 1 	6 	 0 	0 

0-15 	 10 	28 	 20 	49 	 9 	56 	 3 	25 

<O 	 3 	8 	 10 	24 	 1 	6 	 2 	17 

Total 	 36 	100 	 41 	100 	 16 	100 	 12 	100 

Notes: 	1p0  initial public offering 

IRR: internal rate of return 

Source Macdonald & Associates. 
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DISTRIBUTION OF PROFITABILITY BY TYPE OF EXIT IN THE UNITED STATES 

IRR Range 	 rPo 	Buy 13ack 	Acquisition 	Secondary 	 Other 
(%) 	 Number 	% 	Number 	% 	Number 	% 	Number 	% 	Number 	% 

>200 	 2 	7 	0 	0 	0 	0 	0 	0 	0 	0 
126-200 	 3 	10 	0 	0 	2 	7 	0 	0 	0 	0 
76-125 	 2 	7 	0 	0 	0 	0 	0 	0 	0 	0 
51-76 	 5 	17 	1 	17 	3 	10 	0 	0 	0 	0 
26-50 	 9 	30 	1 	17 	2 	7 	1 	11 	0 	0 
16-25 	 6 	20 	0 	0 	6 	21 	0 	0 	1 	20 
0-15 	 2 	7 	4 	67 	11 	38 	3 	33 	3 	60 
<0 	 1 	3 	0 	0 	5 	17 	5 	56 	1 	20 
Total 	 30 	100 	6 	100 	29 	100 	9 	100 	5 	100 

Notes: 	IPO: initial public offering 

IRR: internal rate of retum 

Sources: Venture Economics; Macdonald & Associates. 
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MACINTOSH 

than that of IP0s, with 42 percent of secondary sales resulting in returns of 51 per-
cent or better. It should be noted, that there were twice as many home runs through 
IPOs (10) than through secondary sales (five). Moreover, the number of secondarY 
sales (12) was small, and the large number of secondary sale home nins may be an arti-
fact of the survey data rather than a result with general implications. Nonetheless, 
this is an unexpected result. 

Profitability by Stage of Investment 

Tables 14 and 15 indicate the profitability of investments by stage of investment. 
The results are meaningful only for early and expansion stage investments, given 
the small number of acquisition and turnaround investments in both Canada and 

the United States. If early stage investments are more risky than expansion invest-
ments, as hypothesized, they should yield a higher return on average. In the United 
States, returns on early stage investments were only marginally greater than returns 
on expansion stage investments. In Canada, the difference was more pronounced. 

Table 25 indicates that in Canada, more expansion stage investments (20 percent) 
resulted in home nms than did early stage investments (11 percent). In the United 
States, (Table 26) early and expansion stage investments accounted for an identical 
share of home runs (15 percent). 

Overall, these results offer weak support to the view that early stage invest-
ments are riskier than expansion stage investments. 

Profitability of Exits Taken by Different Types of Canadian Venture 
Capital Funds 
Table 27 presents the profitability of Canadian exits by investor type, using aggre' 
gate industry data. It was not possible to calculate IRRs for these data, given that 
hold periods were unavailable for some investments. Nonetheless, the data stronglY 
suggest that hybrid and government funds were not nearly as profitable as private 
funds (corporate financial, corporate industrial and private independent funds). 
While private funds generated substantial profits on their investments, public and 
hybrid funds appeared to do little better than break even. 

Table 27 offers support to the hypothesis that government and hybrid funds will 
exhibit a lower degree of profitability than private funds. This, in turn, lends supPne 
to the view that the Canadian venture capital data (with an admixture of govern' 
ment and hybrid funds) can be expected to show a lower degree of profitability than 
the U.S. data, which includes only private funds. 

Profitability by Year of Exit 

Tables 28 and 29 indicate some divergence in the profitability of exits by year i,.n  
Canada and the United States. In Canada, exits taken in 1995 were the most pre' 
itable, and those taken in 1992, 1993 and 1994 were of about equal profitability. in 
the United States, exits taken in 1995 were the least profitable, with some vane 
tion in the profitability of exits taken in 1992, 1993 and 1994. 
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I TABLE 25 

DISTRIBUTION OF PROFITABILITY BY STAGE OF INVESTIviENT IN CANADA 

IRR Range 	 Early Stage 	 Expansion 	 Acquisition/Buyout 	Turnaround 
(%) 	 Number 	% 	 Number 	% 	Number 	% 	Number % 

>200 	 1 	2 	 2 	3 	 0 	0 	 0 	0 
126-200 	 0 	0 	 3 	5 	 0 	0 	 0 	0 
76-125 	 2 	3 	 3 	5 	 0 	0 	 0 	0 
51-76 	 4 	6 	 4 	7 	 0 	0 	 0 	0 
26-50 	 5 	8 	 7 	11 	 2 	67 	 2 	33 
16-25 	 6 	9 	 6 	10 	 1 	33 	 0 	0 
0-15 	 22 	34 	 21 	34 	 0 	0 	 0 	0 
<0 	 24 	38 	 15 	25 	 0 	0 	 4 	67 
Total 	 64 	100 	 61 	100 	 3 	100 	 6 	100 

Note: IRA: internal rate of return 

Source Macdonald & Associates. 
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to 
0% TABLE 26 

DISTRIBUTION OF PROFITABILITY BY STAGE OF INVESTMENT IN THE UNITED STATES 

IRR Range 	 Early Stage 	 Expansion 	Acquisition/Buyout 	 Other 

(96) 	 Number 	% 	Number 	% 	Number 	% 	Number 	% 

>200 	 1 	1 	 I 	3 	 0 	0 	 0 	0 

126-200 	 4 	6 	 1 	3 	 0 	0 	 0 	0 

76-125 	 1 	1 	 1 	3 	 0 	0 	 0 	0 

51-76 	 5 	7 	 2 	6 	 1 	50 	 I 	25 

26-50 	 9 	13 	 5 	15 	 0 	0 	 0 	0 

16-25 	 8 	11 	 4 	12 	 0 	0 	 0 	0 

0-15 	 13 	18 	 8 	24 	 0 	0 	 2 	50 

<0 	 31 	43 	 12 	35 	 1 	50 	 1 	25 

Total 	 72 	100 	 34 	100 	 2 	100 	 4 	100 

Note: 	IRR: internal rate of retum 

Sources: Venture EconomiOE; Macdonald & Associates. 
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/ TAKE 27 
FREQUENCY AND PROFITABILITY OF CANADIAN EXITS BY INVESTOR TYPE, 1991 TO 1994 
(AGGREGATE INDUSTRY DATA) 

1991 	 1992 	 1993 	 1994 

	

Ntunber Cost Exit 	Number Cost Exit 	Number Cost Exit 	Number Cost Exit 

	

($M) Value 	 ($M) Value 	 ($M) Value 	 ($M) Value 

	

($M) 	 ($M) 	 ($M) 	 ($M) 

Corporate 	 9 	14 	27 	7 	13 	10 	15 	74 	135 	2 	1 	3 
Government 	 6 	17 	19 	10 	10 	16 	24 	9 	9 	22 	14 	16 
Hybrid 	 4 	6 	4 	1 	4 	10 	5 	7 	5 	30 	44 	42 
Private independent 	21 	33 	93 	24 	28 	53 	50 	102 	125 	43 	61 	128 
Total 	 40 	70 	143 	42 	55 	89 	94 	192 	274 	97 	119 	168 

Note  • Includes cog:orate financial and corporate industrial 

Source Macdonald & Associates. 
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TABLE 28 

PROFITABILITY OF EXITS BY YEAR IN CANADA 

Number 	Average 	Average 	Average 
of Exits 	Holding Period 	Investment 	IRR 

(Years) 	(C$000s) 	(%) 

1992 	 20 	 4.60 	 1,423 	10 
1993 	 31 	 4.10 	 1,340 	11 
1994 	 34 	 3.97 	 1,279 	12 
1995 	 49 	 5.17 	 1,435 	 20 
All years 	 134 	 4.53 	 1,372 	16 

Note: 	IRR: internal rate of return 

Source: Macdonald & Associates. 

Profitability by Extent of Disposition 

There is reason to believe that partial exits should be more profitable than full 
exits. In general, once the VC's skill set is exhausted, it is time to "cash out" and 
move on. However, when the firm has good future prospects, the VC may be unable 
to cash out at a price which fairly reflects the true prospects of the firm. This is a 

consequence of the VC's informational advantage over potential purchasers. In the 
face of this information asymmetry, a purchaser will rationally conclude that there 
is some probability that the VC is selling his or her interest only because the invest' 
ment lacks promise. The price will be discounted accordingly. When the VC 

TABLE 29 

PROFITABILITY OF EXITS BY YEAR IN THE UNITED STATES 	 _ 
Number 	Average 	Average 	Average 
of Exits 	Holding Period 	Investment 	IRR 

(Years) 	(US$000s) 	(%) 
	 - 

1992 	 27 	 3.81 	 1,518 	23 
1993 	 34 	 4.15 	 1,237 	32 
1994 	 29 	 4.34 	 2,246 	27 
1995 	 22 	 5.32 	 1,702 	 5 
All years 	 112 	 4.35 	 1,651 	25 
	 - 

Note: 	1RR: internal rate of return 

Sources: 	Macdonald & Associates. 
- 
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TABLE 30 

PROFITABILITY BY EXTENT OF DISPOSITION IN CANADA 
_ 	  

Number 	Average 	Average 	Average 
of Exits 	Holding Period 	Investment 	1RR 

(Years) 	(C$000s) 	(%) 
_ 	  

Partial 	 35 	 5.41 	 1,219' 	21 
Full 	 99 	 4.13 	 1,353 	13 
Total 	 134 	 4.53 	 1,372 	16 

- 	  

Notes: 	' Excludes one large transaction. 

IRR: internal rate of retum 

Source: Macdonald & Associates. 
— 

retains an ownership interest in the firm, it signals the VC's confidence in the 
future of the firm and results in a more favourable exit price (Leland and Pyle, 
1 977). 

The VC might also make a partial exit when the firm does not have good 
Prospects.  However, even if this results in a better price for the shares sold in the 
Partial exit, making only a partial exit condemns the VC to remain involved in a 
losing investment. In short, ownership retention is more costly when the firm has 
Poor prospects. This is what makes the ownership retention signal credible. Hence, 
partial exits should result in higher average profitability than full exits. 

Tables 30 and 31 offer some support to this hypothesis. In Canada, partial dis-
Positions of investments resulted in greater profits (21 percent) than full disposi-
tions (13 percent). While this was also true in the United States, the difference was 
small (29 percent vs. 25 percent). 

TABLE 31 

PROFITABILITY BY EXTENT OF DISPOSITION IN THE UNITED STATES 

Number 	Average 	Average 	Average 
of Exits 	Holding Period 	Investment 	IRR 

(Years) 	(US$000s) 	(%) 

Partial 
Pull 

:2Lbtai 

25 	 4.96 	 1,347 	29 
87 	 4.17 	 1,747 	25 

112 	 435 	 1,651 	 25 

Note: 	1RR: internal rate of return 

Sources: Venture Economics; Macdonald & Associates. 
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TABLE 32 

REASONS FOR EXIT IN CANADA 

	

Number 	Average 	Average 	Average 

	

of Exits 	Holding Period 	Investment 	IRR 
(Years) 	 (C$000s) 	(9'o) 

Pre-planned 	 35 	6.2 	 2,262 	16 
Market conditions 	 35 	3.41 	 1,321 	23 
Unsolicited offer 	 27 	5.57 	 1,405 	13 
Others 	 37 	3.78 	 555 	 - 

Total 	 134 	4.53 	 1,372 	16 

Note: 	IRR: internal rate of return 

Source: 	Macdonald & Associates. 
---- 

Reasons for Exit and Profitability of Investments 

The survey asked VCs to identify their reasons for making exits. The Canadian and 

U.S. survey results showed some differences in this respect. Table 32 indicates that 
in the Canadian survey, 26 percent of exits were de,signated as "pre-planned." The 
profitability of pre-planned exits was the same as the mean return of the sample. 

In the United States, (Table 33) the percentage of exits that were pre' 
planned was similar (30 percent), but their profitability was greater than the mean 
of the sample (34 percent vs. 25 percent). 

.....1 

TABLE 33 

REASONS FOR EXIT IN THE UNITED STATES 

	

Number 	Average 	Average 	Average 

	

of Exits 	Holding Period 	Investment 	IRR 
(Years) 	(US$000s) 	(96) _ 

Pre-planned 	 34 	4.76 	 1,675 	34 
Market conditions 	 39 	3.82 	 1,688 	 8 
Unsolicited offer 	 10 	4.00 	 1,675 	38 
Others 	 24 	4.92 	 1,160 	17 
Unknown 	 5 	3.60 	 3,860 	49 
Total 	 112 	435 	 1,651 	25 

Note: 	IRR: internal rate of return 

Sources: Venture Economics; Macdonald & Associates. 
- 

---1 

340 



VENTURE CAPITAL EXITS IN CANADA AND THE UNITED STATES 

In the United States, more exits were taken in response to market conditions 
than in Canada (35 percent vs. 26 percent). However, in the United States, those 
exits were much less profitable than the mean (8 percent vs. 25 percent), while in 
Canada such exits were more profitable than the mean (23 percent vs. 16 percent). 

Exits in response to unsolicited offers were more frequent in Canada than in 
the United States (20 percent vs. 9 percent). But in Canada, they were slightly less 
profitable than the mean (13 percent vs. 16 percent), while in the United States 
they were substantially more profitable than the mean (38 percent vs. 25 percent). 

SUMMARY AND CONCLUSIONS 

What Explains Venture Capital Exits? 

Earlier, it was suggested that IPOs should be the most attractive form of exit for 
venture capitalists, followed by acquisitions, secondary sales, buy backs, and write-
offs. The data support the view that IPOs are the most profitable form of exit. Both 
in Canada and the United States, more home runs resulted from IPOs than from 
any other form of exit, although in Canada (contrary to expectations), secondary 
sales also accounted for a significant number of home runs. In the current survey 
data, IPO exits were used with equal frequency in Canada and the United States. 
This is a marked change from the earlier survey, in which IPOs were used by 
Canadian VCs with only about half the frequency of that in the United States. 

The evidence suggests an interesting puzzle relating primarily to IPOs. As 
noted, IPOs accounted for a disproportionate share of venture capital home runs. 
It was not clear, however, if the aggregate distribution of returns was extremely 
skewed to the right, or if there were two distinct distributions of returns: write-offs 
Plus living dead, and home runs. This intriguing puzzle deserves further investigation. 

The evidence offers mixed support to the above predictions about the com-
Parable profitability of other forms of exit. In the earlier Canadian survey, buy backs 
were the second most profitable form of exit, followed by acquisitions. No separate 

ra were available concerning secondary sales. In the earlier U.S. survey, acquisitions, 
134 backs and secondary sales were about equally profitable, although acquisitions 
were used with greater frequency than secondary sales or buy backs. In the later 
Canadian survey as well as in the aggregate industry data, buy backs were frequently 
used but were the least profitable form of exit. In the later U.S. survey, buy backs 
were the  most profitable form of exit, but were almost never used, and the high 
average profitability was driven by just two very profitable buy backs. The low fre-
clnency  with which this exit technique is used in the United States supports the 
vIew that it is regarded as an inferior form of exit. 

Both the earlier and later surveys suggest that buy backs were used with 
greater frequency in Canada than in the United States. Preliminary inquiries sug- 
e. esred that tax factors are not responsible for this difference, although further 
:Investigation is in order. It may be that the high Canadian buy back rate reflects 

Comparative lack of strategic acquirers in Canada. This would make acquisition 
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exits less likely, and increase the relative frequency of buy backs. The fact that in 
both surveys acquisitions were used with greater frequency in the United States 
than in Canada adds some credence to this view. 

The U.S. evidence is fairly supportive of the hypothesis that acquisitions are 
a more profitable form of exit than secondary sales. In the earlier U.S. survey, acqui-
sitions and secondary sales were equally profitable, but acquisitions were used more 
frequently. In the later U.S. survey, acquisitions were significantly more profitable 
than secondary sales and were used with a much higher frequency. 

The Canadian evidence, however, is not supportive. While data on sec-
ondary sales were not available from the earlier survey, in the later Canadian sur-
vey secondary sales were the most profitable means of exit. Moreover, the numbe 
of exits taken as secondary sales (12) was not very different from the number of 
exits taken as acquisitions (16). Further, after IP0s, there were more home runs via 
secondary sales than by any other exit technique. This result is puzzling. 

The evidence did not offer great support to the view that acquisitions are 
more profitable than buy backs. Acquisitions were only slightly more profitable 
than buy backs in the earlier U.S. survey, and substantially less profitable than be 
backs in the earlier Canadian survey. In the later U.S. survey, acquisitions were also 
less profitable than buy backs, but were used with a higher frequency. In the later 
Canadian survey, acquisitions were somewhat more profitable than buy backs, but 
were used less often. 

The percentage of exits taken as write-offs also showed some differences 
between the two countries. In the earlier period, the frequency of write-offs was 
about 50 percent higher in Canada than in the United States. In the later period, 

 this result was almost exactly reversed, with the U.S. write-off rate about 50 per' 
cent higher than the Canadian rate. The later result may be an artifact of the 
greater frequency of early stage investing in the U.S. data. 

There appears to be little consistency in the data, either cross-sectionally or 
over time. A larger data sample stretching over a longer period might be more useful 
in testing the hypotheses advanced above. The need for a larger data sample is also 
suggested by the high degree of variation over time in both the chosen means of 
exit and the profitability of VC investments. 

Have Canadian VCs Become More Skilled Over Time? 

Earlier, it was argued that aggregate industry data and early survey results support  
the view that Canadian VCs are less skilled than their U.S. counterparts. However' 
write-off rates declined substantially from the earlier to the later survey. Further, in 
the later survey, more portfolio firms and, in particular, firms that first received 

 funds in their early stages, were brought to the public market. 
Venture capital investing is a young industry in Canada. As in the United, 

States, substantial funds were not committed to the venture capital industry tee 
the early 1980s. It is natural to expect that as venture capital managers gain exPet: 
rience in picking portfolio companies, shepherding them through the growm 
process, securing other sources of funding and choosing appropriate exit techniques' 
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they will become better at what they do. Experience is a vital ingredient in venture 
capital investing, and experienced managers are likely to be more capable managers. 

One difficulty in disentangling evidence relating to profitability is that a large 
number of factors affect the profitability of venture capital funds. Some of these fac-
tors are purely cyclical in nature, while others reflect long-term trends. This section 
briefly looks at some of these factors. 

The aggregate industry data presented in Maclntosh (1996) showed that the 
Proportion of technology-related investing in Canada has climbed quite rapidly in 
recent years. Moreover, like their U.S. counterparts, Canadian VCs are starting to 
sPecialize in technology investing, and even in particular areas of the technology 
sPectrum. Specialization and skill go hand in hand. 

A comparison of early and latter survey results initially suggests that the average 
Profitability of venture capital investments declined from the early to the later period. 
However, as Poitevin pointed out in his comment on an early draft of this paper, 
returns in both surveys are based on nominal dollar amounts. Poitevin suggested 
that, accounting for inflation, real profitability was approximately the same in both 
survey periods. Because the environment for venture capital investing was less wel-
coming over the later than the earlier survey period, this suggests that Canadian 
venture capitalists have become more skilled. In general, the profitability of 
Canadian firms was poor in the 1992 to 1995 period. Canadian firms have struggled 
ro overcome the effects of the recession that plagued both Canada and the United 
States in the early 1990s. Indeed, in the early 1990s, investing in the stock market 
lagged investment in t-bills. Viewed against this background, the returns to venture 
Capital investing in the later survey period are cast in a more favourable light. 

There is, however, reason to believe that the average skill level of venture 
capital managers has varied cyclically (and not merely increased linearly) over 
rime. As indicated above, the mid-1980s was a period of rapid growth in the 
Canadian venture capital industry, and it seems likely that (as in the United States) 
Many inexperienced managers were hired by venture capital funds. If the Canadian 
exPerience was like that in the United States, many of these managers made poor 
investments. To the extent that these investments resulted in exits in the survey 
Period, they would have an adverse impact on overall profitability. 

The late 1980s and early 1990s, however, witnessed a substantial shake out in 
the venture capital industry in Canada. New capital in 1989 dropped to $200 million 
from  $600 million the year before and stayed at that level in 1990. Indeed, netting 
°In profits returned to investors and new funds raised, there was a net outflow of 
fn.  rids in 1990 and 1991.36  Anecdotal evidence suggests that declining fund prof-
1, tability was the cause of reduced financial commitments from institutional 
investors . This shake out is likely to have eliminated the weaker venture capital 
Managers and left only the more capable ones. To the extent that investments by 
these more capable managers are reflected in the survey data, this should result in 
• nhanced profits over the survey period. Indeed, because fewer managers were chas-
ing attractive deals, i.e., the demand for investments diminished relative to their 
SuPPIY, the average deal price should have declined, enhancing profitability. 
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Superimposed on these cyclical factors are a number of long-term trends including 
the supply of quality investments. It may be that the supply of these investments 
was greater from 1975 to 1985 than from 1992 to 1995. During the earlier period, 
the venture capital industry was still young. Given that VCs supply funds typically 
not available from other suppliers of capital, it is not unreasonable to suppose that 
there was a backlog of quality projects awaiting funding. The large inflow of funds 
in the early and mid-1980s would have reduced or eliminated this backlog, resulting 
in greater competition among funds for deals in the later 1980s and early 1990s.37  

Increasing competition would increase the average deal price, resulting in reduced 
profitability. This factor is long term, rather than cyclical in nature. 

Gompers (1994, pp. 13-15) suggested that increasing institutional investment in 

venture capital funds in the early to mid-1980s resulted in pressure for venture capital 
managers to achieve short-term results. As a consequence, many venture capital 

managers made unwise investment decisions. Institutional pressure may also have 

affected the profitability of the venture fund industry in Canada. In the upsurge of 
venture capital investing in the mid-1980s, much of the new capital originated 
with pension funds. 

The argument that institutional investors are responsible for inducing a short-
term focus in their investees, however, remains speculative. 'There is evidence that 
institutional investors do not inappropriately discount the long-term prospects of 
the firms in which they invest.38  Thus, Gompers' argument may be overstated. 

Other factors may have played a role in putting downward pressure on venture 
capital profits over the later survey period. In particular, in the last three decades 
Canadian product markets have become significantly more competitive. The high' 
technology business (the focus of much venture capital investing) has matured, and 
the number of competitors in areas such as computer hardware and software and 
biotechnology has increased substantially. The free trade agreements, as well as the 
General Agreement on Tariffs and Trade, have played a role in rendering Canadian 
markets more competitive. These agreements have opened up many Canadi an  markets 
to U.S. and Mexican competitors. 

The balance between private and hybrid funds started to change dramatic.allY 
at the start of the 1990s. The first such fund (Fond de solidarité des travailleurs du 
Québec) was created only in 1983. Hybrid funds grew from 17 percent of the induse 
in 1989 to 48 percent in 1994 (Macintosh, 1996, Table 5). If such funds are less 
profitable than private funds (as preliminary evidence suggests), this would clearlY 
diminish the profitability of the Canadian venture capital industry in the later surveY, 
period. The increasing dominance of the LSVCCs in Canadian venture capitol 

 investing suggests that the overall profitability of the industry may be depressed for 
many years to come. 

In short, there is no easy answer to the question "Have Canadian VO 

become more skilled over time?" The answer is partly yes and partly no. There are 
many more experienced venture capital managers in the industry now than in die 
1970s or 1980s. Among the experienced managers, skill levels are likely to have 
increased. However, the growth of the venture capital industry in Canada has  
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resulted in many inexperienced managers being hired in recent years. Among these 
new and inexperienced managers, skill levels are likely to be low. 

The divergence in the objectives and profitability of the different types of funds 
in Canada strongly suggests that future examinations of the Canadian venture capital 
industry should differentiate, as much as possible, between different types of funds." 

POLICY IMPLICATIONS 

GENERAL 

THE EVIDENCE PRESENTED IN THIS PAPER ADDS SUPPORT TO THE VIEW that IPOs are 
central to the venture capital process. On average, IPOs are more profitable than 
other means of exit. Moreover, venture capital returns are largely driven by home 
tus ,  and more home runs take place through 1POs than through any other means 
of exit. Clearly, a healthy IPO market is important for the venture capital industry. 
This emphasizes the importance of ensuring that regulatory hurdles to accessing 
Public markets are cost-effective and not unduly onerous. It also emphasizes the 
importance of healthy secondary trading markets (i.e., the stock exchanges and 
°ver- the-counter markets). There is an inextricable link between primary and sec- 
ondary markets. Typically, securities can be sold into the public markets only if 
investors can anticipate some degree of secondary market liquidity.40  Moreover, 
°I‘ce the firm goes public, secondary markets provide valuable information about 
how subsequent equity offerings should be priced. 'Thus, it is just as important to 
ensure that regulatory requirements in secondary markets are as cost-effective as 
those in primary markets. 

There is, however, evidence that in the longer term (three to six years) IPOs 
are  (on average) overpriced. This is disturbing, since overpricing is evidence of 
allocative inefficiency. If IPOs are overpriced, the IPO market may be privately 
remunerative for VCs and other early stage investors, but costly from a broader 
social perspective. At first blush, this suggests that additional regulation should be 
aimed at curtailing 1PO overpricing, whether through additional mandatory dis-
closure, merit regulation or other means. The most recent U.S. evidence suggests 
that the overpricing observed in IPO markets is primarily associated with small 
non-venture-backed IPOs sold to retail investors. If so, then any additions to the 
regulatory apparatus should be directed solely at that sector of the IPO market. 

Even in relation to very small IPOs sold to retail investors, it is questionable 
w,hether additional regulation can cure the problem. If emotion and excitement 
'rive the retail market, rather than investment fundamentals, then it is not obvi-
(131.18  that additional disclosure of investment fundamentals will make any difference. 

oreover, because regulators are not well positioned to evaluate new issues, merit 
regulation  is likely to be a clumsy and ineffective tool in preventing only overpriced 
issues from going to market. The only truly effective means of preventing overpricing 
would be a ban on sales of IPOs in very small firms. Such a ban would likely do 
more  harm than good. 
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There is much to support Loughran and Ritter's (1993) view that many investors 
purchase new issues in primary markets because they dream of purchasing the next 
Microsoft. This view is given a good deal of credence by recent events in Canada's 
junior resource markets. The enormous success of two junior mining companies — 
Bre-X Minerals and Diamond Fields Resources — has given a boost to the entire 
junior mining sector (Northfield, 1996). Diamond Fields is reported to have dis-
covered a "mammoth nickel deposit" in Voisey Bay in Labrador, while Bre-X made 
an equally impressive gold discovery in Indone,sia. Writing in The Globe and Mail, 
Northfield (1996, p. B1) quoted one mining promoter as stating that: "The hype at 
the moment is unbelievable.... The comment 1 keep getting is that we don't want 
to miss another Voisey Bay." 

In the same article, Northfield further reported that: 

Fuelled by dreams of riding the next stock rocket to untold riches, investors 
have developed an insatiable appetite for junior exploration plays. Each 
day, it seems, a different junior stock blips up on Bay Street's radar screens 
and gets propelled to nosebleed levels. Some investor are getting fabulously 
wealthy, others, inevitably, will lose their shirts. 

While citing several changes in underlying fundamentals that might make junior 
mining plays more attractive, The Globe and  Mail article opined that "none of that 
really matters. The only things that really matter are Diamond Fields Resources 
Ltd., and Bre-X Minerals Ltd." (Northfield, 1996, p. B1). The power of regulation 
to contain such speculative binges appears to be limited. 

Indeed, markets for junior issues are far from unregulated at present. A great 
deal of mandatory disclosure is required in primary markets, and Canadian securi-
ties regulators have a very broad mandate to intervene on merit grounds to prevent 
an issue from going forward if they object to particular features of the offering.° 

It should be noted that Simon (1989) found evidence supporting the view that 
the mandatory disclosure introduced by the Securities Act of 1933 in the United States 
significantly improved the returns realized by investors in small IPOs (but not sub-
sequent equity offerings) floated over regional stock exchanges. Simon's evidenc.e 
demonstrates that the introduction of mandatory disclosure was useful in 1933 — 
not that additional mandatory disclosure (or other regulation) would be useful in 
1996. It may be that any gains from mandatory disclosure have already been 
exploited, and that additional disclosure would accomplish little or nothing. 

 Moreover, securities markets are significantly more institutionalized than in 1933. 
Sophisticated institutional buyers are more likely to play a key role in pricing small 
IPOs floated over regional exchanges. If Simon's evidence is to be taken as cone 
mation that mandatory disclosure assists retail buyers in evaluating new offerings, then 

 such disclosure is likely to be of assistance only in relation to the smallest (i.e., le55  
than $10 million) 1POs in which there is no substantial institutional component. 

Whatever the policy implications for securities markets, one thing is clear' 
More research should be undertaken into the long-term overpricing of IPOs. While  
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Jog's research ("Climate" this volume) strongly suggests that it is not just retail 
investors who tend to overvalue IPO offerings, more direct evidence would be helpful. 

The evidence also indicates that buy backs are used with a greater frequency 
in Canada, and acquisitions with a lower frequency compared to the United States. 
The comparative dearth of acquisition exits is troubling, given that this form of exit 
can generate handsome gains for VCs. It may be that there is little that govemment 
Policy can do to correct the situation — at least in the short term. The lack of strate-
gic partners in Canada is likely a product of the fact that Canadian markets are 
smaller and less developed than those in the Untied States. Nonetheless, policy 
Makers should be aware that factors which create a more vibrant, competitive large 
firm sector will also indirectly affect small firms, by furnishing more possible strategic 
partners and more potentially profitable opportunities for venture capital exits. 

DIFFERENCES BETWEEN THE CANADIAN AND U.S. VENTURE CAPITAL 
INDUSTRIES AND AN AGENDA FOR FURTHER RESEARCH 

ONE PRIMARY PURPOSE OF THIS PAPER WAS TO COMPARE the Canadian and U.S. venture 
capital industries, especially in relation to exit strategies. There is both utility and 
Peril in making intercountry comparisons. The utility arises from the identification 
of differences in exit techniques between Canadian and U.S. VCs. For example, 
Canadian VCs use buy backs with much greater frequency, and acquisitions with 
much lower frequency than U.S. VCs. This is a cause of some concern, since the 
huY back appears to be a less preferred form of exit. 

The identification of differences is only the first step in addressing the policy 
issue, however. Differences in exit methods may arise from market, regulatory or 
taxation factors, or from some combination of all three. It is unlikely that univari-
ate explanations tell the whole story. Some of the more important differences, and 
some possible policy implications, are briefly summarized below. 

VC Specialization 

Canadian VCs have funded both traditional and high-technology businesses. They 
have also tended to be generalists, rather than specializing in any particular indus-
trial sector. By contrast, U.S. VCs have concentrated more heavily on the funding 
of  high-technology businesses. They have also tended, more than their Canadian 
counterparts, to be specialists, focusing their efforts on one particular industrial sec-
!()t (such as computers, biotechnology, etc.). I have argued that this specialization 
is likely  to result in higher value added returns to the investee enterprise. 

Does this have policy implications? Can the government affect the degree of 
‘:enture capital specialization and hence increase the returns to venture capital 
si nvesting? In my view, the answer in each case is no. The degree of venture capital 
Pecialization is most probably a product of economies of scale. A VC situated in 

icon Valley, for example, can afford to specialize in computer hardware or software 
"'ecause of the abundance of computer-related entrepreneurial activity in that 
region. A VC in Toronto, by comparison, must consider a wider range of industrial 
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sectors because of the comparative absence of concerted entrepreneurial effort in 
any one sector. As the Canadian market grows, Canadian VCs will be increasingly 
able to exploit economies of scale, and VC specialization will become more common. 
This process is already under way, and government efforts to promote specialization 
do not seem to be indicated. 

Underwriter Specialization 

'There is little systematic evidence on the comparative nature of Canadian and U.S. 
underwriting industries. However, anecdotal evidence suggests that in the United 
States, there are proportionately more underwriters willing to bring small and 
medium-sized firms to the public market than in Canada. While Canada does not 
entirely lack for undervvriters willing to service the small end of the market (Profit ,  
1994), the Economic C,ouncil of Canada (1982, p. 29) reported that: 

while there are about four times as many national brokers in the United States 
as in Canada, there are about 34 times as many regional brokers (2,887 
compared with 86 in Canada). Regional broker-dealers are crucial to the 
secondary and the initial-public-offering markets because they manage the 
majority of small offerings. In the 1972-80 period, regional broker-dealers 
managed 79 per cent of all initial public offerings in the United States and 
92 per cent of the offerings of issues of less than $10 million in annual sales. 
In Canada, about three-quarters of the initial public offerings of industrial 
shares under $2 million in the 1970-72 period were managed by regional 
broker-dealers. 

This research from the early 1980s has not been updated. However, anecdotal evidence 
suggests that in the last decade many regional dealers have been bought up by the 
national dealers and integrated into the latter's national operations. The large 
national dealers are typically not interested in public offerings of less than $15 million 
or $25 million. 

Anecdotal evidence also suggests that U.S. undenvriters play a more active 
role than their Canadian counterparts after a small firm goes public, functioning 
either as market makers, i.e., standing ready to buy or sell the firm's shares for their 
own account, or price quoters. Because the anticipation of secondary market le 
uidity is an important inducement in effecting primary market sales, the willingness 
of underwriters to play this dual role tends to ensure greater access to the primarY 
market for small firms. The U.S. market is also characterized by the existence of 
niche underwriters that service the high-technology market; there are no such 
players in Canada (Macintosh,  1994). 

While it is possible that regulatory factors have played a role, these differ 
ences may again simply reflect the comparative size of the two economies. The 
greater concentration of small firm underwritings in particular regions of the United 
States allows underwriters to exploit economies of scale. Given the importance of the 
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1PO to the venture capital process, further research should be undertaken on the 
comparative structures of the underwriting industries in Canada and the United 
States. 

Economies of Scale in the Product Market 

Canada's product market is small compared to the United States (the "one-tenth" 
rule of thumb applies). This has important implications for the development of 
small firms. As the Premier's Council (Ontario, 1988,  Vol. 1, p. 171) stated, the 
smallness of the Canadian market can frequently mean that Canadian companies 
must begin exporting their product without the benefit of a solid domestic sales 

base." The U.S. market is sufficiently large that American firms do not suffer this 
disadvantage. This is yet another reason for believing that U.S. VCs should gener-
ate more profits than their Canadian counterparts. From a policy perspective, it 
stresses the need for openness in Canada's trade policy. Many small, technology-
based companies must tap into foreign markets to survive and grow. The door must 
be kept open for them. 

Tax Incentives 
A number of U.S. commentators have detailed various changes to the tax structure 
in the United States which gave an enormous impetus to the development of the 
venture capital industry in the late 1970s and early 1980s (Bygrave and 'Timmons, 
1 992, pp. 23-25; Gompers, 1994, pp. 10-13). The tax structure in the United States 
bas also affected the VC's choice of organizational form; 80 percent of venture capital 
firms are organized as limited partnerships.42  

Aside from research into the effects of Quebec's QSSP, little or no research 
bas been done in Canada on the effect of the tax structure on venture capital 
financing. Research is clearly warranted. 

The Supply of New Technologies 

Ves must necessarily rely on others to produce the ideas they fund. There is good 
reason to believe that the supply of new technologies has been greater in the United 
States than in Canada. Gompers (1994, p. 22) noted that Imiany technologies and 

mPanies have been spawned from large corporations as a by-product of government-
tunded research.... Spending on space and defense research created the electronics, 
Modern communication, and computer industries." 

Lacking major space or defence-related initiatives, spending on research and 
development (R & D) by the Canadian government has been much more modest 
(Ontario, 1988, Vol. 1, pp. 145-147) (although the government has provided gen-
en:xis tax incentives for R & D) (Kastner, 1995, p. 289). 

Moreover, even aside from space and defence-related expenditures, U.S. firms 
'lave historically done more R & D than Canadian firms (Ontario, 1988, Vol. 3, 
PP. 186-187, 191-193). Canada has a resource-based economy. While resource-based 
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firms may innovate in various ways to reduce their costs of production, a resource-
driven economy is likely to produce fewer innovations than an economy built on 
an industrial base. Further, Canada's economy has historically been a "branch 
plant" economy. R & D work has often been done by foreign parent corporations, 
rather than in Canada. The less abundant supply of new technologies has been a 
factor in the tendency of Canadian VCs to be generalists and not specialists. 

Government spending and tax incentives for R & D are not the only way  in  
which the government can influence the supply of new technologies. Experience 
suggests that there is an interaction between the entrepreneurial and venture capital 
communities in which each contributes to the growth of the other. Where there is 
an active venture capital community, entrepreneurs are encouraged to develop 
innovations, knowing that sources of funding are likely to be available. And VCs 
are likely to situate where there is a good supply of innovations. Innovators and 
VCs flourish together in symbiotic communities such as the Route 128 area in 
Boston, Silicon Valley in California and, in Canada, in the Ottawa-Carleton and 
Waterloo-Guelph areas. Such communities almost always centre around universi-
ties, which have proved a fertile source for many innovative ideas. The government 
should give further attention to the issue of how it can foster and promote the 
growth of symbiotic university-venture capitalist relationships, in order to foster the 
growth of more symbiotic high-technology communities in Canada. 

Regulatory Environment 
VCs are subject to a variety of regulations that affect the cost of carrying on busi-
ness.  Securities regulatory requirements, for example, have a significant impact on 
the cost of taking a firm public (Macintosh, 1994). Securities regulatory require' 
ments also affect other types of investors, such as angel and love capital investors 
(Macintosh, 1994). This has an indirect impact on VCs. If fledgling firms cannot 
surmount the seed and start-up stages because of an inability to tap love capital or angel 
investors, they may never get to the stage when a VC can provide further funding. 

There is some evidence that the regulatory environment in the United States 
is more accommodating to small firms than that in Canada (Macintosh, 1994). 
Further study should be undertaken of the impact of securities regulatory require' 
ments on small firms and on the venture capital community, in order to ensure that 
the regulatory burden is not excessive. 

Governance Structures of Venture Capital Funds 
Govemance structures of U.S. venture capital organizations have been extensivelY 
studied (Sahlman, 1990; Bygrave and 'Timmons, 1992). In general, there are three 
agency problems. The first arises from the relationship between fund investors and 
fund managers. The last two arise from the relationship between fund managers and 
entrepreneurs. As Sahlman pointed out, in some contexts the entrepreneur can be 
regarded as the agent and the VC as the principal. In others, the VC assumes tbe 
role of agent, and the entrepreneur that of principal. 
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There is little research into the governance structures of Canadian venture 
capital organizations, at any of these three levels. However, anecdotal evidence 
suggests that there may be differences between Canadian and U.S. funds in organi-
zational structures and compensation schedules for the venture capital managers. 
Both LSVCCs and government funds have unique governance structures. More 
research is clearly warranted. 

Secondary Market Liquidity and Institutional Investor Appetite 
for Small Firms 

The liquidity of secondary market trading is an important determinant of the abil-
ity of small firms to sell securities in the primary market. While the empirical record 
is slender, there is some reason to believe that secondary market trading mecha-
nisms offer investors in small firms greater liquidity in the United States than in 
Canada. This may result from differing appetites of institutional investors for small 
firms. Canadian institutions are often said to be more risk averse than U.S. institutions, 
and less predisposed either to buying small firm IPOs or to trading small firms in the 
secondary markets. 

Institutional trading creates a public good, in the sense that an institutional 
decision to buy or sell creates an opportunity for a trader on the other side of the 
Market. By creating liquidity, institutional activity in secondary markets also facilitates 
Public offerings by small firms. This emphasizes the importance of regulating insti-
tutional purchases in a manner which does not restrict the purchase of small firms.° 

It also suggests further avenues for research. Is it true that Canadian institutions 
have been more reluctant purchasers of small firm securities? To date, no analysis 
has been undertaken of the nature of institutional portfolios in Canada and the 
Comparative willingness of institutions in Canada and the United States to purchase 
shares in smaller firms. Nor has any analysis been undertaken of the comparable 
efficiency  and liquidity of the regional stock exchanges in the United States and 
Canada, and their ability to contribute to a low cost of capital for new issuers. 
Again, further research is warranted. 

ENDNOTES 

MacMillan et al. (1985, p. 126). Also divided the universe of VCs into three groups: 
«purposeful risk managers," "determined eclectics" and "parachutists." For the latter, the 
availability of a reliable exit mechanism was controlling. In the absence of liquidity, such 
investors would decline to invest in a particular project, p. 128. 
Carter and Van Auken, (1994, p. 60). See also Kahn (1987, p. 193); Bruno and Tyebjee, 
(1985, p. 61). 
The definitions that follow are reproduced verbatim from Macdonald & Associates 
(1992, pp. 8-9). These definitions are used both in Canada and the United States. See 
VE (1988, Appendix A). The use of the term "stage" may be somewhat misleading, in 
that acquisition or turnaround financing may be supplied at a variety of different stages 
in a company's development. 
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4 Amit et al. (this volume) make a similar finding. Between 1991 and 1995, seed capital 
investments constituted only about 2.5 percent of all venture capital investments. 

5 This growth is purely tax driven. Before the most recent federal budget, investors in 
LSVCCs received a 20 percent provincial plus a 20 percent federal tax credit on an 
investment of up to $5,000. Under the March 1996 federal budget, the government's tax 
credit is now 15 percent on a maximum investment of $3,500. 

6 I have also benefited greatly from Michel Poitevin's perceptive suggestions on the deter-
minants of venture capital exit strategies. 

7 These risks are described in Sahlman (1990); Macintosh (1994). 
8 Ontario Securities Commission Policy 9.1. These rules will apply to most venture' 

backed private companies. See Macintosh (1994, pp. 131-133). In this respect, the rules 
in the United States are typically less demanding. 

9 By contrast, the reverse takeover, a close cousin of the IPO, does not automatically result 
in the raising of new capital (although in practice a fresh infusion of capital will usually 
occur in connection with this type of transaction). 

10 Ritter (1991, p. 23). Loughran (1993) also found similar results for a sample of NASDAQ 
IP0s, in the six years following the offering. 

11 Ritter (1991); Levis (1993); Loughran and Ritter (1993); Loughran (1993); Jog, 
 "Climate" (this volume). The study by Loughran and Ritter, for example, found that 

between 1968 and 1987 1POs consistently underperformed the market, providing an 
average annual return of just 2 percent for investors in the five years following issuance . 

 Loughran and Ritter suggested that firms going public are able to time their market offer' 
ings near market peaks to maximize offering proceeds. Loughran et al. (1994) pooled  the  
results of studies done in different countries and found that long-term (three-year) over' 
pricing holds in Brazil, Finland, Germany, Singapore, United Kingdom and United 
States. There does not appear to be long-term overpricing in Japan, Korea or Sweden. 
The authors, however, cautioned that, except for studies in the United States art"  
United Kingdom, sample sizes for these studies are generally small. 

12 Loughran et al. (1994, p. 191). See also Lerner (1994, p. 293) who found that the nutty 
ber of 1P05, but not private financings, peak when equity values are at their maximum' 

13 See also Macintosh (1993, p. 371) who makes a similar speculation. 
14 This figure includes reverse takeovers (1 percent), which appear to be included in the 

IPO total from the U.S. example. 
15 There is other evidence suggesting that Canadian and American markets for smaller 

 firms are segmented. See Mittoo (1992, p. 2035), Jorion and Schwartz (1986, p. 603 ) .  
16 The QSSP was introduced by the Quebec government in 1979. See Jog and Riding 

(1990). 
17 In fact, as noted above, the U.S. study catalogues "liquidations" separately from  acquis' 

tions. If all those exits classified as liquidations were "acquisitions" within the meaning 

of the Canadian study, then 28 percent (rather than 22 percent) of all exits would have( 
 been effected via "acquisitions," resulting in a more pronounced difference in the use 

acquisition exits between Canada and the United States. However, the data on p r 
itability presented in Table 12 suggests that "liquidations" are more akin to write-en 

 than to acquisitions by a strategic buyer. 
18 VEC (1986, p. 10). Given that U.S. portfolio investments constituted one quarter of the 

 sample, this means repurchase exits were used at more than twice the rate for Canadian 
 than for U.S. investments. 
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1 9 The 1RR was calculated by treating the total amount invested by all VCs as if it were a 
single investment, and cakulating the IRR based on total exit price. 

20 This was followed by turnaround financing (23 percent), expansion financing (22 per-
cent), and seed/start-up financing (16 percent). VEC (1986, p. 13.) 

2 1 VEC (1986, p. 17) makes a similar observation in respect of the Canadian data: "The 
distribution of rates of return by exit mechanism ... confirm one of the basic expectations 
of venture capital investing.. ,  a small number of highly profitable investments can pro-
duce a superior rate of return overall. Only 15% of the exits generated annual returns of 
more than 50%. 'These investments clearly played a critical role in producing an average 
annual return of 23% across the total sample." With respect to U.S. data, see the VE 
(1988) study and Bygrave and Timmons (1992, p. 167). 

22  See also Wetzel (1983) Rev. 23 finding that rates of return required by angel investors 
decline with advancing stages of investment. 

23  VEC (1986, p. 6). The average investment was $999,000. 
24 Ibid. The average investment was $453,000. 
25 Ibid. The average investment was $700,000. 
26  Ibid. The average investment was $613,000. Note, however, that the large size of invest-

ments in firms that were eventually taken public almost certainly reflects the influence 
of acquisition investments. Acquisition investments tend to be larger on average than 
early stage, expansion stage or turnaround investments (VEC, 1986, p. 13). Such invest-
ments accounted for seven of the 26 Canadian investments that resulted in IPOs. The 
average acquisition investment was $1,098,000, vs. $545,000 for early stage investments, 
$707,000 for expansion stage investments and $879,000 for turnaround investments. 

27  The average IRR from 1975 to 1980 was 25.8 percent. From 1981 to 1983, it was 22.8 percent. 
In 1984, it was 14.1 percent, and in 1985, it was 23.9 percent. While the IRR in 1985 
alone is no lower than that for 1975 to 1983, combining 1984 and 1985 yields a lower 
'RR. Given that the average holding period for exits in 1984 and 1985 was 3.1 years and 
4.1 years respectively, many of the exits made in 1984 and 1985 were from investments 
made in 1981 and 1982 (VEC, 1986, p. 18). 

28  VEC (1988, p. 1). A new fund need not have inexperienced managers; it may be operated 
hY an experienced venture capital company or it may hire experienced managers. 
However, the flow of new funds into the venture capital industry in the early 1980s was 
so great that, inevitably, many of the newly formed funds employed managers lacking in 
experience. See Bygrave and Timmons (1992); Gompers (1994). 

29  The rapid influx of capital into the Canadian venture capital industry in the early 1980s 
is indicated by the ratio of new deals to exits in each year covered by the survey. This 
ratio jumped from 3:3 in 1980 to 25:8 in 1981. It fell to 8:9 in 1982 and to 3:7 in 1983. 
The only years (aside from 1981 and 1982) in which the ratio was above six were 1975 
(7:0) and 1976 (6:7). VEC (1986) at 4. 

jo  VEC (1987, Table 1; 1986, Table 1). Between 1984 and 1992, growth patterns in the two 
countries were broadly similar, with the Canadian industry growing somewhat more 

31 
 rapidly than the U.S. industry. See Macdonald & Associates (1994, p. 2). 

On the benefits of specialization, see Bygrave and Timmons, (1992). 
'2  VEC (1986, p. 7) commented: "It is important to note that writeoffs were expected to 

account for a high proportion of the exits at the outset, given the nature of the sample. 
Many of the reporting funds have been formed in the past three to five years, and these 
funds can legitimately be expected to have taken writeoffs by now without having realized 
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the gains on their more successful investments (which are still in their portfolio). If the 
sample included only those funds which have completed a full investment cycle, the pro-
portion of writeoffs would, in all likelihood, have been significantly lower." 

33 There is a slight timing mismatch between the aggregate data (which includes 1992 to 
1994, but not 1995) and the survey data (which extends from 1992 to 1995). 

34 Note that in the earlier Canadian sample, a number of large acquisition investments maY 
have accounted for the large size of investments exited by IPOs. This is clearly not the 
case with the current survey results. In the later Canadian survey, no acquisition invest-
ments were exited via IP0s, and only two of 36 turnaround investments were exited via 
IPOs. The balance were all investments in early and expansion stage financings. In the 
current U.S. survey, 29 of 30 IPO exits involved investments in the early or expansion 
stages. 

35 Unfortunately, in the aggregate industry data, figures on secondary sales are available 
only for 1993, and are pooled with secondary sales following IPOs (which, in the surveY 
data, were simply classified as IP0s). Thus, the aggregate data are not entirely comparable 
to the survey data. 

36 Macdonald & Associates, (1994, p. 3). See also Figure 1 on p. 2 (showing that the total 
capital under management was essentially unchanged between 1988 and 1992). 

37 Gompers (1994) made a similar argument. 
38 With respect to U.S. data, see e.g., Office of the Chief Economist, 1985. With respect to 

Canadian data, see Johnston and Pazderka (1993, p. 15); Giammarino (1995, p. 575). 
39 Macdonald &. Associates declined to break the survey data into fund types to determine 

profitability, indicating that in their view there were too few observations to lead to 
meaningful results. 

40 On the value of liquidity to investors, see, e.g., Amihud and Mendelson (1986, p. 223; 
1989, p. 479). 

41 See e.g., Ontario Securities Act, R.S.O. 1990, c. S.5 ("OSA"), s. 61. 
42 Gompers (1994). Non-tax reasons also exist for structuring venture capital funds as limited 

partnerships. See Sahlman (1990). 
43 Legal restraints on institutional investors have played an uncertain role in  institution

purchases of small firm stocks. Even restrictive "legal for life" statutes have "basket clauses' 
allowing purchases of risky small firrn shares, although recent federal adoption of "prudent 
person" investing standards may encourage more small firm investment. See generallY 
Gelfand (1993); Macintosh (1994, p. 19). 

BIBLIOGRAPHY 

Amihud, Yakov and Haim Mendelson. "Asset Pricing and the Bid-Ask Spread." Journal of 

Financial Economics. 15, (1986). 
—. "The Effects of Beta, Bid-Ask Spread, Residual Risk, and Size on Stock Returns." 

Journal of Finance. 44, (1989). 
Andrews, Michael. Initial Public Offerings by Canadicrn Grotuth Companies. Ottawa: The Conference  

Board of Canada, 1995. 
Bray,  Alors and Paul A. Gompers. "Myth or Reality? The Lang-Run Underperforrnance of Init1e0 

 Public Offerings: Evidence from Venture and Nonventure Capital-Backed Companies. 
Unpublished working paper, Harvard Business School, July 1995. 

354 



VENTURE CAPITAL EXITS IN CANADA AND THE UNITED STA'TES 

Bruno, A. and T. Tyebjee. 'The Entrepreneur's Search for Capital." Journal of Business 

Venturing. 1, (1985). 
EYgrave, William D. and J.A. Timmons. Venture Capital and the Crossroads. Boston: Harvard 

Business School Press, 1992. 
Carter, Richard B. and Howard E. Van Auken. "Venture Capital Firms' Preferences for Projects in 

Particular Stages of Development." Journal of Small Business Management. 32:1, (1994). 
Coffee, John C. "Shareholders Versus Managers: The Strain in the Corporate Web." Michigan 

Law Review. 85, (1986). 
Economic Council of Canada. Intervention and Efficiency. Ottawa: Economic Council of 

Canada, 1982. 
Gelfand, Brian Z. Regulation of Financial Institutions. Toronto: Carswell, 1993. 
Giammarino, Ronald M. "Patient Capital? R & D Investment in Canada." In Corporate 

Decision-Making in Canada. Edited by Ronald J. Daniels and Randall Morck. Calgary: 
University of Calgary Press, 1995. 

Gompers, Paul A. "The Rise and Fall of Venture Capital." Business and Economic History. 
23:2, (1994). 

Huntsman, B. and J. Hoban. "Investment in New Enterprise: Some Empirical Observations on 
Risk, Return, and Market Structure." Financial Management. (Summer 1980). 

Jensen, Michael C. "Agency Costs of Free Cash Flow, Corporate Finance and Takeovers." 
American Economic Review. 76, (1986). 

Jensen, Michael C. and Kevin J. Murphy. "Performance Pay and Top Management Incentives." 
Journal of Policy Economics. 98, (1990). 

J°g, V.M. and A.L. Riding. "Tax Assistance and the Performance of 1POs in Canada: The 
Case of the Quebec Stock Savings Plan (QSSP)." Paper presented at 1990 ENDEC 
World Conference, Singapore. 

Johnston, Lewis D. and Bokumir Pazderka. "Firm Value and Investment in R & D." Managerial 
and Decision Economics. 14, (1993). 

'lotion. P. and E. Schwartz. "Integration versus segmentation in the Canadian stock market." 
Journal of Finance. 41, (1986). 

r̀ ahn, A.M. "Assessing Venture Capital Investments with Non-Compensatory Behavioral 
Decision Models." Journal of Business Venturing. 2, (1987). 

&astner, Peter. "Tax Credit Aspects: Tax Climate for R & D: A Canadian Perspective." 
Canada-United States Law Journal. 21, (1995). 

'land,  H. and Pyle, D. "Information Asymmetries, Financial Structure and Financial 
, 	I ntermed ia tion." Journal of Finance. 32, (1977). 
Lerner, Joshua. "VCs and the Decision to Go Public." Journal of Financial Economics. 35, 

(1994). 
Levis, Mario. 'The Long-Run Performance of Initial Public Offerings: The UK Experience 
, 	1980-1988." Firurncial Management. 22, (1993). 
Loughran, T. "NYSE vs NASDAQ returns." Journal of Financial Economics. 33, (1993). 
Lughran, Tim and Jay Ritter. 'The Timing and Subsequent Performance of IPOs: Implications 
, 	for the Cost of Equity Capital." University of Illinois, April 27, 1993. 
"°ughran, Tim, Jay R. Ritter and Kristian Rydqvist. "Initial Public Offerings: International 

Insights." Pacific-Basin Finance Journal. 2, (1994). 
Inaodoriald & Associates. Venture Capital in Canada: A Guide and Sources. Toronto: Macdonald 

& Associates, 1992. 
The Venture Capital Market in Canada: An Analysis of 1993 Venture Capital Activity. 
Toronto: Macdonald & Associates, 1994. 

355 



MACINTOSH 

Macintosh,  Jeffrey G. 'The Role of Institutiortal and Retail Shareholders in Canadian 
Capital Markets." Osgoode Hall Law Journal. 31, (1993). 
"Legal and Institutional Barriers to Financing Innovative Enterprise in Canada." 

Discussion Paper 94-10, Government and Competitiveness Project, School of PolicY 
Studies, Queen's University, Summer 1994. 

—. "Venture Capital Exits in Canada and the U.S." Corporate Governance Project ,  

WPS#1-96, 1996. 
—. "Executive Compensation: The Importance of Context." Toronto: C.D. Howe Institute , 

 forthcoming. 
MacMillan, lan C., Robin Siegel and P.N. Subba Narashimha. "Criteria Used by VCs to 

Evaluate New Venture Proposals." Journal of Business Venturing. 1, (1985). 
McConnell, J.J. and H. Servaes. "Additional Evidence on Equity Ownership and Corporate 

Value." Journal of Financial Economics. 27, (1990). 
Mittoo, Usha R. "Additional Evidence on Integration in the Canadian Stock Market.°  

Journal of Finance. 47, (1992). 
Morck, Randall, Andrei Shliefer and Robert W. Vishney. "Management Ownership and 

Market Valuation." Journal of Financial Economics. 20, (1988). 
Northfield, Stephen. "Juniors gone wild." The Globe and Mad March 16, 1996, p. Bl. 
Office of the Chief Economist, Securities and Exchange Commission. "Institutional Ownership ,  

Tender Offers, and Long-Term Investments." April 19, 1985. 
Ontario. Competing in the New Global Economy. Report of the Premier's Council, Province 

of Ontario, 1988. 
Profit. "Top Brokers in Small-Cap IPO Market First-Half 1994." (Fall 1994). 
Ritter, J. "The Long-Run Performance of Initial Public Offerings." Journal of Finance. 46, (1991). 
Ruhnlca, J.C. and J.E. Young. "Risk in Venture Capital Investing." Journal of Business 

Venturing. 6, (1991). 
Sahlman, William A. "The structure and governance of venture-capital organizations. ° 

 Journal of Financial Economics. 27 (1990). 
Simon, Carol J. "The Effect of the 1933 Securities Act on Investor Information and the 

Performance of New Issues." American Economic Review. 79, (1989). 
VE (Venture Economics). Venture Capital Yearbook 1986. Wellesley: Venture Economics, 1986. 
—. Exiting Venture Capital Investments. Wellesley: Venture Economics, 1988. 
—. Venture Capital: 1995 Annual Review. Wellesley: Venture Economics, 1995. 
VEC (Venture Economics Canada). Exiting frcrm Venture Capital Investments: The Canadian  

Experience. Venture Economics Canada Limited, 1986. 
—. Unaudited Information Regarding the Investment Activities of the Association Membel s ' 

Association of Canadian Venture Capital  Companies (For the year ended December 31 ' 
1986). Toronto: Venture Economics Canada Limited, 1987. 

—. Unaudited Information Regarding the investment Activities of the Association Merribees ' 
Association of Canadian Venture Capital Companies (For the year ended December 3 1,  
1985). Toronto: Venture Economics Canada Limited, 1986. 

Wetzel, W.E. "Angels and Informal Risk Capital." Sloan Management Review. 24, (1983). 
Wruck, Karen Hopper. "Equity Ownership Concentration and Firm Value." Journal 0  

Financial Economics. 23, (1988). 

356 



Vijay M. Jog 
School of Business 
Carleton University 

The Climate for Canadian Initial 
Public Offerings 

INTRODUCTION 

PR AN ENTREPRENEURIAL FIRM, a public listing of its shares on a stock exchange 
s  often considered a major event. Going public through an initial public offer- 

ing (IP0) can be considered as the coming of age for a firm. 
This paper provides empirical evidence on four issues related to the process 

of going public based on Canadian IPOs from 1971 to 1994. More specifically, the 
Paper provides evidence on: underpricing of IP0s, the long-term stock market per-
formance of IP0s, the financial performance of firms in the post-IPO period com-
Pared to their pre-IPO period and the actual process of going public as seen from 
the viewpoint of individual firms. The evidence for the first three issues is based on 
secondary data available in the public domain; the evidence on the last issue comes 
fi t°n1 responses to questionnaires received from firms which went public during the 
late 1980s and early 1990s.' 

The next section provides an overall perspective on the importance of 
increasing knowledge of the IPO environment in Canada. This perspective reflects 
that of the government as well as the entrepreneur. The terms "entrepreneur" and 
'firm" are used interchangeably throughout the paper. The following section provides a 
vetY brief overview of the Canadian IPO market and institutional environment. 
Subsequent sections provide empirical evidence on the four main issues noted 
above. The paper ends with summary and conclusions. 

IMPORTANCE OF THE IPO ENVIRONMENT 

ACCESS TO EQUITY CAPITAL BY CANADIAN ENTREPRENEURIAL FIRMS has generated 
, considerable interest and debate, beginning with the Economic Council study 

1 982, and continuing up to the report produced by the Small Business Working 
"-°rnmittee (Industry Canada, 1994). The basic notion behind all the analysis and 
cencern with respect to the IPO environment is that, for a country like Canada to 
c'enPete effectively, Canadian capital markets must be efficient and effective in 
et°viding equity capital to entrepreneurial firms. 

8 
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If this access to equity capital is cost effective, both from a transaction and a 
pricing and valuation viewpoint, then Canadian firms will be able to create and 
sustain new innovations, create jobs, generate corporate and personal tax revenues, 
and compete internationally. 'Thus, from an economic perspective, it is clear that 
Canada must have a vibrant IPO market. 

There are important additional reasons for having a vibrant IPO environment. 
First, entrepreneurs are provided with an additional impetus to start a business and 
nurture it if they have a reasonable expectation that, if and when necessary, capi-
tal markets will provide them with monetary rewards by purchasing their equity in 
the firm at an attractive price. Second, a vibrant IPO market provides exit possi-
bilities for investors who provide private capital to a firm before it is ready for an 
IPO. These informal investors and venture capitalists can, therefore, provide seed 
capital without being overly concerned about locking in their investment for long 
periods. 

A third and even more important reason for having a vibrant IPO market is 
the contemporary structural change in the global business environment. It is unde-
niable that, to compete globally, Canada must change its focus from a bricks and 
mortar industrial base to a knowledge-based economy, where efficient access to 
external equity capital is even more important. Traditional sources of debt financing 
can effectively finance the purchase of assets that have high collateral value. These 
lenders are comfortable with the knowledge that, in a worst case scenario, they can 
find buyers for the underlying assets of the firm. In a knowledge economy, no such 
collateral exists. Assets walk out at 5 p.m.; they are not collateral if they don't come 
back the next day. Traditional sources of debt financing are not attracted to financing 
this sort of entrepreneurial firm. Worse still, even if lenders wanted to lend against 
these "soft" assets, the incentives necessary for a proper valuation may be absent in 
a lending environment where the up side returns are fixed, but the down side risk is 
not. Although there is no empirical evidence of the potential difficulty of  rai s
funds for these knowledge-based firms, it is fair to say that a strong IPO environment  
may be another necessity for a country attempting a shift to a knowledge-based 
economy. 

The benefits a strong IPO environment presents to entrepreneurs and fin° 
are easy to identify. Not only does the company receive equity financing when it 
goes public, but it also has easier access to equity capital in the post-IPO perit>d' 
Because it is evaluated more regularly by capital market participants, it can also be 
argued that going public potentially reduces the cost of equity capital for the fine 
since these investors hold diversified portfolios and require a risk premium for onlY 
the non-diversifiable portion of the firm risk. Some studies have indicated that 
typical venture capital firm expects to eam at least 25 percent (in inflation-adjusten  
terms) on its investment, whereas typical required rates of return demanded bY e  
capital market participant may be in the range of 15 percent to 19 percent. 2 Rais1ng  
equity capital also implies less reliance on bank debt financing. Additional inte," 
gible benefits may include increased credibility vis-à-vis lenders, suppliers ant' 
domestic and international buyers, an increased ability to attract key personnel ,  the 
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ability to provide stock options as a part of the compensation for key employees and 
a potential for improvement in a firm's operational and organizational structure due 
to increased scrutiny. 3  

Of course, along with the publicly traded status come some impediments and 
costs. These costs include the legal and underwriting expenses associated with the 
IPO and the subsequent ongoing expenses associated with filing requirements, 
information demands by inve,stors and analysts, more stringent and formal legal and 
corporate governance requirements, exchange listing requirements and filing 
needs, disclosure rules, etc. Clearly, a strong and vibrant IPO market can exist only 
if the benefits far outweigh the costs of going (and staying) public. 

HISTORICAL OVERVIEW AND INSTITUTIONAL 
CI-IA1RACTERISTICS 

G IVEN THE IMPORTANCE OF THE 1PO ENVIRONMENT, it is scarcely surprising that 
federal and provincial govemments have taken a variety of initiatives to foster 

an easier and more cost-effective environment for accessing external equity capital. 
While it is not possible to provide a complete review of these initiatives here, the 
following brief summary highlights some major initiatives and notes similarities and 
dissimilarities. While these initiatives do not directly affect the IPO environment, 
they  need to be considered in the context of the life cycle of a firm's quest for 
growth. This begins with raising capital from love money,4  then moving on to infor-
mal capital, then to venture capital, and finally culminating in an IPO. Each of 
these three early stages is important to a firm's growth and will influence the tim-
ing and decision of an IPO. 

In Canada, the interest of various levels of governments in the issue of access 
t° capital by entrepreneurial Canadian firms began mainly after the recession in the 
earlY 1980s. This interest resulted from the decreasing importance of traditional 
large firms in creating jobs and growth, and the emergence of a large number of 
small and medium-sized businesses. Access to various financing sources was 
extremely important if these firms were to grow and achieve some stability. 
e". 1 though they could rely on banks for traditional working capital and short-term 
f. inancing, there was a need for access to other sources for both debt and equity cap-
i tal. Consequently, many new initiatives were introduced by both the public and 
Private  sectors to fulfil these financing needs. 5  The result was the emergence of 
Provincially backed venture capital firms, less-stringent requirements for stock 
'change listing and increased access to various tax-based initiatives implemented 

oY the provinces, such as investment tax credits and higher depreciation rates for 
calculating provincial taxes. Although most of these initiatives were not directly 
targeted to IP0s, they did influence the growth of these firms, resulting in a larger 
number of firms with the potential to go public. 

The most direct incentive affecting a firm's decision to go public was intro-
I .luced in Quebec. The Quebec Stock Savings Plan (QSSP), introduced in 1979, 
ut  came more targeted to small and medium-sized businesses in the early 1980s. It 
Provided investors with tax assistance for their investment in newly issued common 
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equity by Quebec-based firms. At inception, this tax credit was available to  ai' 
 Quebec-based firms irrespective of size; later the program was (and is) primarily tar-

geted to smaller firms. This plan had two objectives: to furnish the equity capital 
required by Quebec-based small and medium-sized firms and to encourage individ-
uals to invest in the shares of these firms. By all standards, the QSSP has been a 
success in achieving its objectives. 6  

In a parallel development, the country's leading stock exchange, the Toronto 
Stock Exchange (TSE), introduced new initiatives to reduce the listing require-
ments and facilitate the going public process for small firms. 7  These measures , 

 coupled with the robust equity markets of the mid-1980s, encouraged many firms 
to go public. 

Although not exhaustive, the above discussion indicates that acce,ss to equiq 
financing for small firms has been a focus of continued interest in Canada. This 
focus has resulted in initiatives by both the public and private sector, to facilitate 
access to equity capital from a variety of sources. Many Canadian firms have taken 
advantage of these initiatives by raising equity capital through an IPO. 

It is in this context that empirical evidence on issues that arise in the ip0 
environment is provided here, beginning with the issue of underpricing of IPOs in 
Canada. 

UNDERPRICING OF CANADIAN IPOs 

ONE IMPORTANT ASPECT OF A FIRM'S DECISION TO GO PUBLIC is that of receiving 
a "proper" price for its common shares. Since the firm, by definition, is a pn' 

vate firm before going public, it must rely on investment bankers and underwriters 
 to provide recommendations on the reasonable price at which it can sell its shares 

to investors. It cannot judge the validity of these recommendations until the shares 
are priced, sold to investors and begin to be traded on the stock exchange. Idea 
the firm would like the price at which shares begin trading to be very close to the 
price at which the shares were sold to investors — the issuing price.s If the initial 
trading price is much higher than the issuing price, i.e., the shares are significare 
underpriced, then the firm will have received less financing than it could have for 

the same number of shares issued. This would also imply that the initial owners of 
the firm suffered a higher dilution of their holdings and the underpricing resulted 
in a much lower level of wealth for them. Thus, if on average, IPOs are significare 
underpriced, many eligible firms would become reluctant to choose an IPO as ° 
means of raising equity capital. On the other hand, if overpricing is seen as a note 
investors will be unwilling to buy IPOs at issuance, preferring to wait a day or re 
after the issue and buy the same share at a lower price. Thus, the degree of under  
(or over) pricing may have a significant influence on the overall IPO envirev 

 ment.9  
In this section, the evidence on the underpricing of Canadian IPOs during 

the last 20 years is reviewed. These results are from Jog and Srivastava (1994), 9ele  
updated the underpricing results provided by Jog and Riding (1987). Ac,cording t°  
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their results, based on the 1984 to 1992 period, the percentage of underpricing for 
Canadian IPOs is decreasing almost continuously, and is now significantly better 
than every other country except France. 1 ° 

EARLIER RESULTS 

IN THE EARLIER PAPER, jOG AND RIDING (1987) provided the first comprehensive 
evidence on underpricing in Canadian IPOs. 'Their results, based on a sample of 
100 IPOs between 1971 and 1983, indicated that the average degree of underpricing 
ranged from 9.5 percent to 11.0 percent. The degree of underpricing varied signif-
icantly across issues, and approximately 40 percent were overpriced.n 

In recent years, there has been a growing interest about the underpricing of 
IPOs in other countries. Table 1 summarizes the data for the 07 countries given by 
Loughran et al. (1994) who summarized international evidence on underpricing. 
According to their summary table, the average underpricing for U.S. IPOs is 15.3 
Percent. Underpricing ranges from a low of 4.2 percent in France to highs of 78.5 
Percent in Brazil and 166.6 percent in Malaysia. 12  The average underpricing in 
Europe  is 47.4 percent (11 countries, a total of 972 issues), 54.2 percent in South 
America (three countries, 118 issues) and 66.6 percent in Asia, including Australia 
and New Zealand (nine countries, 1,372 issues). Most of these results are based on 
evidence gathered during the 1970s and 1980s. 

['ABLE 1 

!VIDENCE ON UNDERPRICING IN G7 COUNTRIES 

Country 	 Sample 	 lime 	 Underpricing 

	

Size 	 Period 	 (9'o) 
- 	  

:anada 	 100 	 1971-1983 	 9.3 
rance 	 187 	 1983-1992 	 4.2 
lermany 	 172 	 1978-1992 	 11.1 
taly 	 75 	 1985-1991 	 27.1 
11,an 	 472 	 1970-1991 	 32.5 
Cnited Kingdom 	 2,133 	 1959-1990 	 12.0 
Inked States 	 10,626 	 1960-1992 	 15.3 

ource: Loughran et al. (1994). 

THE UPDATED RESULTS 

THE RESULTS BELOW ARE BASED ON THE EXTENSION of the 1987 Jog and Riding study 
IPOs  from 1984 to 1992 as reported by Jog and Srivastava (1994) and to 1993 

and 1 994 for this paper. The main source of data is the IPO listing provided by the 
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(TSE)." A total of 383 common equity IPOs were identified over this period, 100 
of which were from the Jog and Riding sample.' 4  Data on stock retums were 
obtained from the TSE-Western  Database. 

The IPOs covered in these listings include only those firms which raised equitY 
financing through the TSE. As the TSE is the largest stock exchange in Canada, 
the firms in the sample are also generally larger than those which have gone public 
on other exchanges. Consistent with the tradition in Canada, all these IPOs were 
issued on a best-efforts basis. To ensure consistency with previous results, compar-
isons are also provided between the updated results and those of Jog and Riding 
(1987). 15  

Table 2 shows summary statistics for the entire sample, from 1971 to 1994. Two 
major conclusions can be drawn from this table. First, the degree of underpricing is 
markedly lower from 1984 to 1994 than that reported for the earlier period. The aver-
age underpricing in the 1984 to 1994 period is 7.89 percent compared to 9.96 percent 
for the earlier period. Due to the very high dispersion in underpricing in the years 1971 
to 1983, this difference of 2.07 percent in underpricing is not statistically significant. 
However, the annual underpricing from 1984 to 1994 has stayed below 7 percent in 
most of the years, and has been exceeded only marginally in two of the 11 years. The 
average annual standard deviation is also significantly lower in the latter period, the 
difference being statistically significant at the 1 percent level. These results dearly 
indicate that the degree of underpricing in Canada was muc.h lower in the 1980s and 
the early 1990s than had been reported for previous periods. 16  Table 2 also indicates 
the nature of the overall market by showing the annual returns on the TSE 300 
Composite Index. Although not shown in the table, there is a positive relationshiP 
between the degree of underpricing and the state of the market. 17 'Thus, there is some 
evidence that IPOs issued in bull markets are, on average, more underpriced than 
those issued in bear markets. 

Figure 1 graphically shows the decline in the degree of underpricing as well 
as its extent during the last 20 years in Canada. Figure 2 shows the annual varie 
tion in the percentage of underpriced IPOs. Consistent with the results of Figure 1, 

the percentage of underpriced IPOs is also decreasing each year in Canada. From 
1971 to 1983, the percentage of all underpriced IPOs was 62.0 percent. The core' 
sponding number for the 1984 to 1994 period was less than 50 percent. 18  

SUMMARY 

THIS 23-YEAR PERSPECTIVE UPDATES THE EVIDENCE on underpricing in Canada, its 
cross-sectional variation and the percentage of IPOs which are underpriced each 
year. Based on the average degree of underpricing from 1984 to 1992, Canada now 
ranks as the second best (after France) among the 25 countries surveyed bY 
Loughran et al. (1994). These results indicate that Canadian capital markets ate 
doing a good job in allocating risk capital to entrepreneurs, and that Canadian 
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TABLE 2 

UNDERPRICING BY YEAR (1971 TO 1994) 

Year 	Average 	Standard 
Underpricing Deviation of 

(%) 	Underpricing 

(%) 

High Low 

(9b) 	(9b) 
Number TSE 

Total 

Returns 

(96) 

Jog and 	1971 	5.31 	19.62 	34.88 	-16.67 	8 	8.01 
Riding 	 1972 	12.36 	19.78 	80.00 -11.82 	22 	27.38 
( 1971-1983) 	1973 	3.87 	33.70 	80.00 -35.42 	17 	0.27 

1974 	28.54 	8535 	88.89 -31.82 	2 	-25.93 
1976 	25.00 	0.00 	25.00 	25.00 	1 	18.48 
1978 	18.48 	0.00 	18.48 	18.48 	1 	29.72 
1979 	9.05 	21.65 	27.78 	-20.97 	4 	44.77 
1980 	26.80 	39.87 	82.50 -13.89 	8 	30.13 
1981 	4.25 	20.77 	62.50 	-17.65 	17 	-10.25 
1982 	19.82 	32.12 	65.79 	-10.71 	5 	5.54 
1983 	6.21 	17.01 	43.85 	-21.05 	15 	35.49 
1971- 
1983 	9.96 	26.48 	88.89 -35.42 	100 

Jog  and 	1984 	3.80 	9.46 	32.00 	-3.75 	14 	-2.39 
Srivastava 	1985 	5.87 	6.02 	17.65 	0.00 	6 	25.07 
(1984-1992) 	1986 	7.11 	16.53 	74.24 	-15.67 	70 	8.95 

1987 	7.13 	18.58 	87.50 	-15.85 	30 	5.88 
1988 	1.33 	4.07 	8.11 	-2.78 	4 	11.08 
1989 	1.21 	7.02 	12.57 	-13.64 	10 	21.37 
1990 	-3.80 	5.70 	0.00 	-14.74 	5 	-14.80 
1991 	3.73 	7.84 	20.69 	-2.63 	5 	12.02 
1992 	5.26 	8.02 	20.63 	-3.03 	10 	-1.43 
1993 	14.03 	33.32 	200.00 -11.36 	77 	32.55 
1994 	5.44 	15.38 	80.00 	-16.13 	52 	0.18 

r.••••■ 

This paper 
 Jog  

(1993-1994) 

1984- 
1994 	7.89 	23.37 	200.00 -16.13 	283 
1971- 
1994 	8.43 	24.07 	200.00 -35.42 	383 

THE CLIMATE FOR CANADIAN INITIAL PUBLIC OFFERINGS 

e. ntrepreneurs and policy makers need not be too concerned about IPO underpric-
ing in Canada and its impact on the motivation to go public. The reasons for this declining  average underpricing are unclear and require further research. 
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LONG-TERM PERFORMANCE OF CANADIAN IPOs 

IN ADDITION TO EVALUATING THE UNDERPRICING OF IP0s, recent studies have 
examined the performance of 1POs in other countries including the United 

States.' 9  These studies document the existence of positive average initial returns 
followed by strongly negative returns over an extended period following the IPO. 
In this section, Canadian evidence on long-term IPO performance is reviewed 
based on the returns that an investor would eam from an IPO stock. The evidence 
is derived from a subset of 254 equity IP0s, between 1971 and 1992, used by Jog 
and Srivastava (1995). 

METHODOLOGY 

TYPICALLY, THE LONG-TERM PERFORMANCE OF A GROUP OF STOCKS is analysed bY 
investigating the returns earned by an investor whose investment strategy is to 
invest in each IPO as it lists on the stock exchange. However, since this perfor-
mance may be affected by the overall performance of the stock market, it is also 
necessary to analyse it on a relative basis by comparison with widely based stock 
market indices. Appendix A provides the details of the two methodologies used ro 
conduct this relative performance analysis. The first methodology provides ao 
estimation of relative abnormal returns eamed by IPOs over and above the benchmark 
portfolio.20  The second methodology measures the wealth creation or depletion 
(called residual cumulative wealth from now on, and explained in the appendix) 
which would have resulted from investing in a portfolio of sample IP0s, relative to 
an investment in a benchmark portfolio. This residual cumulative wealth repre' 
sents an investor's returns from an arbitrage strategy of investing in the sample IPO 
stocks who simultaneously holds a short position in the benchmark portfolio. A 
negative return on such a strategy implies that the investor would have done better 
by investing in the benchmark portfolio. 

Since the measurement of long-term performance may be sensitive to tile 
choice of benchmark, as suggested by Ritter (1991), Jog and Srivastava (1995) used 

 two benchmarks to evaluate abnormal performance for the sample stocks: the -rse 
300 Composite Index and the value-weighted index of TSE-Western Database .  
The analysis was conducted over a 72-month period in the post-IPO period. (The 

 first month begins on the 21st trading day following the IPO listing.) To be included 
in a particular year, the stock must have had return data in the data base for at least 
10 of the 12 months. Since the analysis was based on 72 months of post-IPO 
returns, the number in the sample decreases as the length of the period increases .  
For example, since return data ends in 1994, the 1992 1POs are included onlY 
the results for the first 24 months. This explains the declining number of stocks in 

Table 3. 
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TABLE 3 

CUMULATIVE ABNORMAL RESIDUALS (CAR), RESIDUAL CUMULATIVE 
WEALTH (RCW) 

- 	  

Month 	Number 	CAR wrt 	t-Statistic 	RCW 	wrt 	RCW 	wrt 

	

of Firms 	TSE 300 	 TSE 300 	VVV Index 

	

(%) 	 ($) 	($) 

	

1 	 149 	-0.19 	-0.13 	-0.23 	-0.54 

	

12 	 148 	-14.36 	-2.22 	-12.92 	-15.76 

	

24 	 150 	-31.99 	-3.49 	-30.83 	-37.28 

	

36 	 130 	-41.02 	-339 	-35.15 	-43.66 

	

48 	 117 	-4837 	-3.28 	-17.17 	-28.32 

	

60 	 98 	-35.28 	-1.96 	-15.26 	-29.82 

	

72 	 96 	-24.72 	-1.24 	-6.19 	-23.92 
-- 	  

	

Note: 	Wit with respect to. 

LONG-TERM PERFORMANCE RESULTS 

eIGURE 3 SHOWS MATCHED CUMULATIVE (UNADJUSTED) RETURNS for an average 
stock in the portfolio relative to cumulative returns on the two benchmarks used in 
the study, namely, the TSE 300 Composite Index, and the value-weighted TSE-
Western Database index. The latter two represent the investor's accrued returns 
from investing in benchmark portfolios instead of IPOs. As can be seen, over the 
72-month period, returns on an average stock fell significantly below the cumula-
tive return provided by either of the two benchmarks, the difference being in the 
°rder of 80 percent in month 47. From this point on, IPO returns seemed to exhibit 
an upward trend. However, for the overall period, it is evident that the portfolio of 
IPOs significantly underperformed the market for at least 72 months following the IPO 

Figure 4 provides evidence on relative performance with respect to the TSE 
3°0  index while Table 3 provides a summary of results with respect to both the 
benchmarks. It is clear from these results that an average IPO, as measured by 
cumulative abnormal residuals (CARs), underperformed the TSE 300 by close to 
. 1°.  percent over the first 49 months of trading, and this underperformance was 

ighly significant. From this point on, the underperformance, as well as its 
significance, dropped and by the end of 60 months, the underperformance was not 
St'atistically significant in relation to the benchmark. For the sake of brevity, the 
results with respect to the value-weighted benchmark are not reported since they 
ate  very similar to the reported results relative to the TSE 300 index. 

This arbitrage strategy of going long in the portfolio of IPO stocks and short 
the benchmark also seems to have resulted in substantially negative residual 

cumulative  wealth. Based on Table 3 results, a zero initial investment in the arbi- 
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trage portfolio would have resulted in a loss to the investor of $35.15 by the end af 
35 months in the post-IPO period with the benchmark being the TSE 300 index, 
or $43.66 if the benchmark used is the value-weighted index. While the arbitrage 
portfolio strategy shows a loss of only $6.19 by the end of 72 months, the value-
weighted index shows a much larger loss of $23.92. The upward trend in the CARS, 
as well as residual cumulative wealth with respect to either benchmark, may be the 
result of a survivorship bias. Clearly, those IPOs which continue to be listed for a 
long period provide returns similar to other companies on the stock market. 

DISTRIBUTION OF CARS  AND SAMPLE CHAFtACTERISTICS 

TABLE 4 PRESENTS THE DISTRIBUTION OF CARs and residual cumulative wealth for 
the full sample of IPOs at 12-month intervals using the TSE 300 Index as the benchmark. 
All CARs and proportions are statistically significant at the 5 percent level unless 
marked with an asterisk. Not only the overall performance is statistically significant. 
The proportion cf fimns showing negative CARs in eac.h of these intervals is significane 
greater statistically (at the 5 percent level) than the number of IPOs with positive 
CARS.  Clearly, an average 1PO stock exhibits statistically and economically significant 
negative abnormal returns over as long a period as 48 months. Similarly, the arbitrage 
strategy of taking a long position in the sample IPOs and a short one in the TSE 300  
benchmark returns a significant loss over the 72 months. However, the relationshiP 
exhibits a U-shaped character perhaps indicating a surv ivorship bias. 21  

Table 4 also presents the distribution of CARS for various subsamples. While 
all sample partitions exhibit statistically significant underperformance in the post' 
IPO period of 72 months after the issue, there is evidence of a statistically significan t 

 differential performance across individual subsample partitions. Using 1992 dollars' 
an average IPO priced below $10 produced a CAR by month 36 which was lower bY 
almost 13 percent than the average IPO priced at or above $10, the difference being,. 
statistically significant at the 5 percent level. This trend seems to reverse itselr 

beyond month 36, although the CARs for low-priced IPOs are all statisticallY 
insignificant beyond month 36. The difference in CARs between the two subsamPle  
partitions continues to be statistically significant to month 60 at the 5 percent level. 

While both overpriced and underpriced stocks underperform significantlY 
the after-market, overpriced stocks perform significantly worse than underPrice° 
stocks over the first 48 months. This is contrary to existing non-Canadian eV" 
dence, which indicates that underpriced stocks show a more negative long-tern' 

performance. Instead, in the sample of IP0s, stocks which are undervalued  
overpriced, by the market in relation to the underwriter's assessment at the time os 
issue underperform even more in the after-market. 

Issues with gross proceeds of $10 million or more (using 1992 dollars) perfore. 
significantly better than those under $10 million. The difference by month  48 ' 

close to 30 percent and is statistically significant at the 5 percent level. From thee  
on, neither the CARS  nor the differences in CARs across the two sample partition s  

are statistically significant. 
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TABLE 4 

SUBSAMPLE CHARACTERISTICS AND CARs 

	

_  Sample 	Month 12 Month 24 Month 36 Month 48 Month 60 Month 72 

Pull sample 	-14.36% 	-31.99% 	-41.02% 	-48.37% 	-35.28% 	-24.72%* 
CAR 	148 (54:94) 	150 (49:101) 	130 (37:93) 	117 (37:80) 	98 (36:62) 	96 (45:51)& 

Full sample 	-12.92 	-30.83 	-35.15 	-17.17 	-15.26 	-6.19 
cumulative 	148 	150 	130 	117 	98 	96 
wealth 

Price 	-13.61' 	-36.92 	-48.70 	-43.49' 	-22.49' 	4.45' 
<$10.00 	64 (24:40) 	66 (18:48) 	54 (12:42) 	48 (14:34) 	40 (14:26) 	38 (17:21) 6" 

Price 	-15.37 	-28.92 	-35.78 	-51.48 	-44.42 	-44.97 
k $10.00 	83(29:54) 	83 (30:53) 	76(25:51) 	69(23:46) 	58(22:36) 	58 (28:30)6" 

Overpriced 	-19.97' 	-43.13 	-56.33 	-64.32 	-39.40 	-41.20' 
50(13:37) 	51(14:37) 	44 (13:31) 	37(9:28) 	29 (9:20) 	28 (10:18) 6. 

Underpriced 	-11.62' 	-26.81 	-33.60 	-40.38 	-32.89 	-17.26' 
97(40:57) 	98 (34:64) 	86 (24:62) 	80 (28:52) 	69 (27:42) 	68 (35:33)& 

Proceeds 	-18.41 	-33.37 	-35.13 	-49.74 	-33.24' 	-15 . 10*  
> $10 M 	72 (22:50) 	71(22:49) 	61(21:40) 	55 (16:39) 	45 (15:30) 	45 (22:23)& 

Proceeds 	-7.50 	-41.16 	-75.12 	-80.29 	-50.67' 	-26.53' 

	

$10 M 	38 (15:23)& 	38 (9:29) 	32 (3:29) 	26(3:23) 	22(6:16) 	22 (8:14) '  

Bull market 	-8.95' 	-31.49' 	-41.88' 	-51.92' 	-35.01* 	-20.41' 
79 (35:44) 6. 	79 (31:48) 	71(21:50) 	63 (21:42) 	50(21:29)'  48 (26:22)'  

Bear market 	-20.42 	-32.50 	-39.94 	-44.33 	-35.74 	-2938' 
69 (19:50) 	71(18:53) 	59 (16:43) 	54 (16:38) 	48 (15:33) 	48 (19:29)& 

Industrials 	-17.21$ 	-34.99 	-43.39° 	-46.73$ 	-30.70"s 	-21.50• 
122 (42:80) 	122 (36:86) 	107 (29:78) 	97(28:69) 	85 (34:51) 	83 (40:43) '  

Mines 	I4.3P 	0.39' 	-38.69' 	-71.05' 	-100.17' 	-3.41' 
10 (5:5)' 	11(7:4)' 	9 (4:5)& 	7(3:4)' 	5 (1:4)& 	5 (3:2) '  

ell and gas 	-13.56' 	-32.82 	-26.21' 	-56.58 	-44.14' 	-79.52' 
15 (6:9) 6. 	16(5:11)' 	13 (4:9)& 	12(5:7)' 	7 (0:7) 	7(1:6)  

Notes: Each cell (other than the on 	with residual cumulative wealth) contains CAR percentage, 
number of sample (or subsample) firms and the number of positive CARs vs. negative CARs. 

• Not significant at 5 percent level of significance. 
• Not significantly different from the CAR of mining IPOs at 5 percent level of significance. 
$ Not significantly different from the CAR of oil and gas IPOs at 5 percent level of significance. 
6'. The proportion of negative CARs is not significantly greater statistically than that of pos-
itive CARs at 5 percent level of significance. 

.....-____ 
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In the sample segmented by whether the market was in the bull or bear market 
phase, the CARs for IPOs made during both phases are significantly different statis-
tically from zero through to month 48." From that point on, the underperformance 
is statistically insignificant. 

When the sample is segmented by sector, industrial IPOs exhibit statistically 
significant underperformance through to month 48. Mining IPOs exhibit  CARS  
which are not significantly different statistically from zero. Oil and gas IPOs do 
exhibit statistically significant underperformance at months 24 and 48. For these 
two sample partitions, the sample size is too small to make any reasonable para-
metric statistical inferences. If the relative performance of these sample partitions 
is analysed, industrial issues perform poorly relative to mining issues over the first 
24 months of market seasoning; but the trend reverses beyond that, with industrial 
issues performing better over the long haul. No such inference can be made with 
respect to oil and gas IPOs. 

Overall, these results clearly indicate that the long-term performance of the 
sample IPOs has not been stellar. Although, on an absolute basis, these IPOs gener-
ated positive returns to the investor in the first year, after holding them for over five 
years (see Figure 4), their relative performance was much worse. The decline in per-
formance seems to start approximately 10 months after the IPO and continues 
through to the end of the fourth year. The improvement in performance after the 
first four years may have more to do with survivorship bias and a reduced sample size 
than with any fundamental changes to the underlying characteristics of the sample 
firms. The various subsample results show that sample characteristics may have some 
influence on long-term performance; however, no firm conclusions can be reached 
using this univariate analysis. 

RELATIONSHIP BETWEEN UNDER-PERFORMANCE 
AND ISSUE-SPECIFIC FACTORS 

TO ASSESS THE RELATIONSHIP BETWEEN CARs and issue-specific factors in a multi' 
variate context, six ordinary least squares regressions were performed over the 72  
months at 12-month intervals. The regression equation has the following form: 

CAR, , = a+ a, UP,+a2PROC1+a3PRICE+a,MARKET,+a5INDUS,+e, 	(1) 

where s takes on a value of 12, 24, 36, 48, 60 or 72. UP, is the underpricing in stock 
i and PROC, is the inflation-adjusted gross proceeds in 1992 dollars. PRICE, is the 
issue price for stock i, and MARKET, is a dummy variable taking on a value of 1 lf 
the market is in a bull phase and 0 otherwise at the time the IPO was issued. 
INDUS, captures the industrial classification of the IPO and takes on a value of 1  
for mining issues, 2 for oil and gas and 3 for industrial issuers. 

Table 5 presents results from these six regressions. First, no obvious statisticallY 
significant relationship emerges which is stable over time. The cross-sectional reges" 
sions using CARs for up to 48 months show no statistically significant positive 
relationships between any of the variables and the respective CARs. The conclusion  
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is that although the proportions of firms with negative and positive CARs are 
different, the variations in performance are too large to be statistically significant. 
A somewhat stronger pattern can be observed for long-term performance (post 
48 months) between CARs and some of the variables. For example, in cross-sec-
tional regressions at months 60 and 72, the degree of underpricing is shown to have 
a statistically significant positive relationship with cross-sectional CARs, suggesting 
that larger underpricing implies better performance over the long haul. However, the 
overall strength of the specification is not very strong. 

SUMMARY 

THE MAGNITUDE OF UNDERPERFORMANCE in the Canadian IPO market is found to 
be similar to the results reported for other countries. In particular, the cumulative 
abnormal residual for the Canadian sample by month 36 is -41.02 percent compared 
to -29.13 percent for Ritter's (1991) IPOs in the United States. The sample IPOs 
in the  Canadian study continue to show statistically significant underperformance 
for four years after the issue date. 

An examination of the sample partitions of IPOs reveals some regularities. 
For example, irrespective of the type of sample segmentation, all subsamples show 
high underperformance over 72 months of market seasoning. Other regularities 
include the fact that low-priced stocks perform better than high-priced stocks over 
the long run, but the relative performance is period-dependent; overpriced stocks 
Perform significantly worse than underpriced stocks; larger issues perform signifi-
cantly better than smaller issues through 48 months; and industrial issues seem to 
Perform  better than either the mining issues or oil and gas issues. However, the lon-
gitudinal analysis of CARs fails to uncover any systematic relationships with some 
firm-specific factors that are stable over time. 

The evidence presented by Jog and Srivastava (1995) on long-term under-
Performance provides limited support for the hypothesis of Allen and Faulhaber 
( 1 989) and Welch (1989) who contended that issuers use underpricing to signal 
the quality of issue. As such, high-quality issuers who can afford to offer higher 
underpricing than low-quality issuers, will do so. This hypothesis predicts better 

perfoPerformance in the after-market by issues that have been more underpriced. While rmance 
 the underpriced and overpriced issues underperform the market over 72 

onths of market seasoning, the underpriced IPOs perform significantly better sta- 
tistically  than the overpriced IPOs by as much as 23 percent through 48 months of 
itiarket seasoning. 
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TABLE 5 

RELATIONSHIP OF CUMULATIVE ABNORMAL RESIDUAL WITH FIRM.SPECIFIC FACTORS 

Dependent 	 Independent Variables 	 f-Statistics 

Variable 	 Constant 	Underpricing 	Proceeds 	Price 	Bull/Bear 	Industry 

CAR (1,12) 	 69.672 	-0.024 	-0.116 	0.044 	0.066 	-0.135 	 0.773 

	

(0.47) 	(0.81) 	 (0.47) 	(0.78) 	(0.51) 	(0.18) 	 (0.57) 

CAR (1,24) 	 -151.126 	0.004 	 0.165 	-0.027 	-0.037 	-0.092 	 0.572 

	

(0.21) 	(0.97) 	 (031) 	(0.87) 	(0.71) 	(0.37) 	 (0.72) 

CAR (1,36) 	 -329.898 	-0.016 	 0320 	-0.021 	0.024 	-0.099 	 1.798 

	

(0.03) 	(0.88) 	 (0.08) 	(0.91) 	(0.82) 	(0.35) 	 (0.12) 

CAR (1,48) 	 -375.032 	0.026 	 0.288 	-0.025 	0.080 	-0.168 	 1.398 

	

(0.09) 	(0.83) 	 (0.15) 	(0.90) 	(0.48) 	(0.15) 	 (0.24) 

CAR (1,60) 	 -260.704 	0315 	 0.162 	0.124 	0.121 	0.001 	 1.666 

	

(0.21) 	(0.02) 	 (0.44) 	(0.55) 	(033) 	(0.99) 	 (0.16) 

CAR (1,72) 	 -124.218 	0322 	 0.079 	0.112 	0.108 	-0.204 	 2.142 

	

(0.61) 	(0.01) 	 (0.70) 	(0.56) 	(038) 	(0.11) 	 (0.07) 

Note The values in the bracket are the levels of significance, e.g., the value of (0.01) for the underpricing coefficient in the last row indicates that the coeffi-

\ 	
cient is significant at the 1 percent leveL 
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POST-IPO FINANCIAL PERFORMANCE 

AS NOTED ABOVE, THE EMPIRICAL EVIDENCE on the long-term performance of 
IP0s, from the viewpoint of shareholders, is not very attractive. It is possible 

that this disappointing performance is due to the high initial price paid by investors 
for the IPO and their subsequent disillusionment, leading to poor market perfor-
mance. However, this need not imply a disappointing economic performance by 
firms which raise equity financing from external investors. 

To shed further light on financial performance, accounting information was 
collected on a sample of firms which raised financing through an IPO on the TSE 
during the 1985 to 1992 period. The emphasis was on non-resource firms, since the 
Purpose of this part of the study was to analyse the financial performance of pre-
dominantly industrial and service sector companies. This required information on 
some relevant accounting variables from the prospectuses filed by these firms. The 
main objective was to compare their performance in the pre-IPO years with the 
immediate post-IPO years. 

DATA 

SINCE THERE IS NO READILY AVAILABLE DATA BASE IN CANADA ON IP0s, the required 
data were collected by searching the prospectuses of IPOs available in the Toronto 
Public Library, the main public source of such hard copy, inexpensive data in 
Canada. A total of 83 prospectuses were collected, and the relevant data identified 
for the tvvo years preceding the IPO year and tvvo years following the IPO year for 
5 4 of the firms. Of these, four firms were extremely large (Petto-Canada, Repap, 
Co-Steel and Quebecor) and were eliminated from further analysis because of the 
focus on the performance of smaller firms, which raised equity financing from the 
stock market as a logical consequence of their growth. Thus, the remainder of the 
analysis in this section concentrates on a 50-firm sample.23  It should be mentioned 
that this cannot be considered a random sample — it is a "convenience" sample. The 
ability to increase the sample size is constrained by two forces. First, not all firms 
rePort the pre-IPO performance; second, the available resources do not allow for 
contacting each firm and then coding the data manually. The hope is that others 
will provide comparable results using a much larger data set. 

The 50 sample firms came from a variety of industries. Table 6 shows their 
sectoral distribution. It should be noted that this sample does not necessarily rep-
resent the overall distribution of IPOs in that period; it is under-represented in the 
natural resource sector by design. The sample firms span 28 industry groupings with 
sc'ene concentration in the technology sectors. There are 12 firms which represent 
rile hardware, software and biotechnology sectors. 
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TABLE 6 

INDUSTRY DISTRIBUTION OF THE SAMPLE FIRMS 

Industry 	 Number 

Mining 	 1 
Oil and gas, mining and forest services 	 1 
Paper and forest products 	 3 
Building materials 	 2 
Autos and parts 
Breweries and beverages 	 2 
Food processing 	 1 
Household goods 	 5 
Biotechnology/pharmaceutical 	 3 
Hospitality 	 3 
Specialty stores 	 2 
Business services 	 2 
Chemicals and fertilizers 	 1 
Electrical and electronic products 	 1 
Fabricating and engineering 	 1 
Speciality industries 	 1 
Steel distributing and servicing 	 1 
Technology — hardware 	 6 
Technology — software 	 3 
Transportation and environmental services 	 2 
Telephone utilities 	 1 
Broadcasting 	 1 
Publishing and printing 	 1 
Real estate and construction 	 1 
Leasing, financing, mortgages 	 1 
Insu rance 	 2 
Conglomerates 	 1 

RESULTS 

TABLES 7 AND 8 PROVIDE THE MEAN AND MEDIAN VALUES for the 50 sample firms for 
all the accounting variables collected from their prospectuses and their annual reports 
following the IPO year. These variables include the standard accounting variables 
used in a typical corporate financial analysis, as well as some of the financial ratios 
that can provide indications of financial and operating performance. While more  
variables and details might be desirable, the necessary information is often unavait' 
able in the prospectuses which provide only the most aggregate information. These 

 two tables provide aggregate information on eight income statement variables, five  
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TABLE 7 

MEAN VALUE OF EACH VARIABLE OR RATIO FOR ANY GIVEN YEAR BETWEEN -2 AND +2 

-2 	 -1 
Year 

0 	 1 	 2 

Revenues 	 $44,411.29 	$85,877.78 	$100,598.12 	$125,263.04 	$127,828.70 

Depreciation 	 $2,639.10 	$3,976.19 	 $4,259.47 	 $5,770.82 	 $4,658.08 

Eamings before interest 	 $5,761.57 	$16,783.80 	$16,863.86 	$14,108.47 	$15,329.06 
and taxes 
Interest 	 $2,186.68 	$5,328.72 	 $4,13039 	 $4,560.90 	 $4,450.28 

_ 
Taxes 	 $96331 	 $2,625.96 	 $2,937.04 	 $4,552.29 	 $4,697.56 

Net income 	 $1,314.27 	$7,552.50 	 $9,337.18 	 $4,852.47 	 $7,493.72 

Div idends — preferred 	 $22.94 	 $26.81 	 $119.00 	 $274.27 	 $469.76 

Dividends — common 	 $29439 	 $624.49 	 $2,969.92 	 $2,482.02 	 $3,798.46 
Short-term debt 	 $2,319.16 	S8,807.51 	 $9,303.92 	 $8,943.63 	 $8,374.90 
Long-term debt 	 $19,566.69 	$31,802.59 	$42,411.02 	$37,933.20 	$51,666.80 

Preferred equity 	 $747.71 	 $1,442.67 	 $4,135.69 	 $4,943.10 	$6,806.40 
Net fixed assets 	 $43,119.57 	$61,184.58 	$73,395.57 	$75,015.59 	$93,368.72 
Total assets 	 $97,108.78 	$152,954.74 	$204,303.78 	$203,164.29 	$227,102.28 
Return on assets 	 0.057 	 0.083 	 0.063 	 0.006 	 -0.040 
Profit margin 	 -0.006 	 0.052 	 0.073 	 0.256 	 -0.131 
Payout 	 0.264 	 0.114 	 0.160 	 0355 	 0.104 
Debt-to-asset ratio 	 0.282 	 0.262 	 0.196 	 0.188 	 0.230 
Sales-to-asset ratio 	 1.527 	 1356 	 1.081 	 0.991 	 0.886 Co..1 
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TABLE 8 

MEDIAN VALUE OF EACH VARIABLE OR RATIO FOR ANY GIVEN YEAR BETWEEN -2 AND +2 

Year 

-2 	 -1 	 0 	 1 	 2 

Revenues 	 $22,685.00 	$23,348.00 	 $39,408.00 	 $48,009.00 	$47,864.00 

Depreciation 	 $752.00 	 $936.00 	 $1,287.00 	 $1,512.00 	 $1,095.00 

Earnings before interest 	 $2,575.00 	 $3,761.00 	 $6,497.00 	 $4,770.00 	 $2,190.50 
and taxes 

Interest 	 $501.00 	 $532.50 	 $470.00 	 $446.00 	 $410.50 

Taxes 	 $550.00 	 $1,083.00 	 $1,942.00 	 $1,824.00 	 $630.00 
Net income 	 $881.00 	 $1,491.00 	 $2,921.00 	 $2,217.00 	 $1,134.00 

Dividends — preferred 	 $0.00 	 $0.00 	 $0.00 	 $0.00 	 $0.00 

Dividends — common 	 $0.00 	 $0.00 	 $0.00 	 $0.00 	 $0.00 

Short-term debt 	 $899.50 	 $898.00 	 $629.00 	 $807.00 	 $1,520.00 

Long-term debt 	 $3,806.00 	 $3,083.00 	 $3,113.00 	 $3,312.00 	 $2,089.00 

Preferred equity 	 $0.00 	 $0.00 	 $0.00 	 $0.00 	 $0.00 

Net fixed assets 	 $3,779.00 	 $5,112.50 	 $9,062.00 	 $12,779.00 	 $8,851.00 

Total assets 	 $16,433.50 	$19,664.00 	 $34,117.00 	 $45,285.00 	$48,711.00 

Return on assets 	 0.055 	 0.057 	 0.058 	 0.040 	 0.033 
Profit margin 	 0.045 	 0.056 	 0.063 	 0.046 	 0.026 
Payout 	 0.000 	 0.000 	 0.000 	 0.000 	 0.000 
Debt-to-asset ratio 	 0.274 	 0.276 	 0.158 	 0.146 	 0.206 
Sales-to-asset ratio 	 1.401 	 1.210 	 0.954 	 1.038 	 0.882 
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balance sheet Variables and five ratios constructed from 13 accounting variables. It 
should also be noted that no attempt was made to express these in inflation-adjusted 
dollars. The analysis that follows provides a more detailed picture of performance. 

Although these two tables do not provide a firm by firm perspective, some 
general conclusions can still be made. First, it is clear that the asset base of the firm 
increases after the IPO since it now has a much higher level of equity capital. The 
results indicate that the primary result of an IPO is to increase the firm's working 
capital, since the net fixed assets seem to increase more slowly than the total assets. 
This is not surprising since many IPO firms raise equity financing to build inven-
tories or finance accounts receivable. This increase in asset base also implies the 
ability of the firm to increase sales in cases where assets had been the constraining 
factor. As can be seen, there is a corresponding increase in sales. For example, the 
mean and median value of sales show an increase of 25 percent in the year follow-
ing the IPO (year 1). Thus, it is clear that the IPO allows the firm to increase assets 
and have the necessary capital base to support higher levels of sales. As a consequence 
of the IPO, this increase in sales and assets can now be financed without increasing 
the firm's debt load. As can be seen, there is no discernable trend in interest 
expense or the levels of short and long-term debt. The debt-to-asset ratio (second 
last row) actually declines. Thus, the IPO has achieved one of its main functions, 
a reduction in the reliance on debt by the firm. 

Unfortunately, the mean and median values of performance indicators show 
that the growth in sales and assets comes at the expense of profitability and 
turnover. The sales-to-assets ratio (last row) declines significantly, indicating an 
inability to increase sales in proportion to the increase in assets. Also seen is a 
decline in the return on assets and profit margin in the years following the IPO. 
These aggregate numbers imply that a typical IPO firm may actually display a dete-
riorating performance once it raises external equity capital. 

These conclusions must be viewed with caution, because they are based on 
a.  egregate values and may be caused by a specific subset of the sample firms. To 
I nvestigate this possibility, tables 9 through 19 provide the distribution among firms 
of the various performance measures shown in tables 7 and 8. This distribution-
based analysis also allows us to make more precise conclusions about the sample 
firms.  

Table 9 provides the distribution in terms of the percentage change in total 
assets. The columns show the comparisons for the various post and pre-IPO years 
fOr total assets. For example, row one compares the total assets in year 0 (the year 
of the  IPO) with year -2 (two years before the IP0). It shows that in 5.1 percent of 
the sample firms, the total assets in year 0 declined by over 10 percent as compared 
t° Year -2. Similarly, in 87.2 percent of the cases (the last column value in the first 
t°1v), the total assets grew by at least 10 percent. The second row compares assets 
I n Year 0 with assets in year -1 and so forth, with the last row comparing assets in 
Year 2 with assets in year 1. Thus, all years are expressed in relation to the year of 

IPO which is designated as year 0. A similar format is followed in the rest of the 
tables, and a variety of conclusions emerge. 
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TABLE 9 

DISTRIBUTION OF IPO FIRMS IN TERMS OF PERCENTAGE CHANGE IN 
TOTAL ASSETS 

Year 	x < -10% -10% x < -5% -5% 5 x < 5% 5% 5 x <10% x k10% 
(%) 	(%) 	 (%) 	 (%) 	(%) 

5.1 
5.8 
2.6 
1.9 

15.4 
2.5 
0.0 
1.9 

17.0 

0.0 
1.9 
0.0 
0.0 
0.0 
0.0 
1.9 
5.7 
5.7 

0--2 	5.1 
O- -1 	5.8 
1 - -2 	2.6 
1 - -1 	5.8 
1 - 0 	11.5 
2 - -2 	17.5 
2 - -1 	18.9 
2 - 0 	24.5 
2 - 1 	24.5 

	

2.6 	87.2 

	

3.8 	82.7 

	

0.0 	94.9 

	

0.0 	923 

	

11.5 	61.5 

	

0.0 	80.0 

	

0.0 	79.2 

	

3.8 	64.2 

	

11.3 	41.5 

0.0 
4.0 
0.0 
0.0 
6.0 
2.5 
5.9 
2.0 
2.0 

7.7 
10.0 

5.1 
6.0 
8.0 
5.0 
2.0 
5.9 

14.0 

	

2.6 	76.9 

	

6.0 	66.0 

	

0.0 	87.2 

	

4.0 	82.0 

	

0.0 	84.0 

	

0.0 	65.0 

	

0.0 	70.6 

	

3.9 	66.7 

	

2.0 	60.0 

	

- -2 	12.8 

	

--1 	14.0 

	

1 - -2 	7.7 

	

1 - -1 	8.0 

	

1 - 0 	2.0 

	

2 - -2 	27.5 

	

2 - -1 	21.6 

	

2 - 0 	21.6 

	

2 - 1 	22.0 

JOG 

There is an overall increase in assets (Table 9) and a corresponding increase 
in the number of firms reporting increases in depreciation expenses (Table 10). 
This is not surprising since there is a large infusion of additional capital into the 
firm, some of which is used to increase the firm's net fixed assets. 

TABLE 10 

DISTRIBUTION OF IPO FIRMS IN TERMS OF PERCENTAGE CHANGE IN 
DEPRECIATION 

Year 	x  <-10% -10% 5. x < -5% -5% 5 x < 5% 5% < x <10% x ?_•109 6  

(%) 	(%) 	 (%) 	 (%) 	(%) 
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TABLE 11  

DISTRIBUTION OF IPO FIRMS IN TERMS OF PERCENTAGE CHANGE IN 
REVENUE 

Year 	x < -10% -10% 5_ x < -5% -5% 5 x < 5% 5% 5 x <10% x 10% 
(%) 	(%) 	 (%) 	 (%) 	(%) 

0--2 	4.4 	 0.0 	 2.2 	 0.0 	93.3 
0- -1 	13.2 	 0.0 	 7.5 	 3.8 	75.5 
1- -2 	2.2 	 2.2 	 2.2 	 2.2 	91.1 
1 - -1 	7.5 	 1.9 	 1.9 	 3.8 	84.9 
i-0 	9.6 	 3.8 	 11.5 	 1.9 	73.1 
2--2 	15.2 	 2.2 	 2.2 	 0.0 	80.4 
2- -1 	27.8 	 1.9 	 0.0 	 1.9 	68.5 
2 - 0 	24.5 	 5.7 	 3.8 	 1.9 	64.2 
2 -i 	26.4 	 1.9 	 15.1 	 11.3 	45.3 

TABLE 12 

DISTRIBUTION OF IPO FIRMS IN TERMS OF PERCENTAGE CHANGE IN 
DEBT-TO-ASSET RATIO 

x < - 10% -10% 5 x < -5% -59'o x < 596 5% 5 x <10% x •109'o 
(%) 	 (9'o) 	 (%) 	 (9'o) 	(%) 

ear 

62.8 	 2.3 	 7.0 	 27.9 	0.0 
62.7 	 3.9 	 2.0 	 0.0 	31.4 
71.4 	 4.8 	 4.8 	 2.4 	16.7 
66.7 	 2.0 	 2.0 	 5.9 	23.5 
47.9 	 4.2 	 83 	 2.1 	37.5 
53.5 	 7.0 	 23 	 2.3 	34.9 
48.1 	 3.8 	 5.8 	 1.9 	40.4 
38.8 	 2.0 	 8.2 	 2.0 	49.0 
31.9 	 4.3 	 14.9 	 2.1 	46.8 

0- .2 

0 - -1 
1 - _2 

1  - o 

2  - -I 
2 - 0 

2 _ i  

THE CLIMATE FOR CANADIAN INITIAL PUBLIC OFFERINGS 

Table 11 shows the changes in the revenues of sample firms. Given that the 
exte rnal equity financing was likely being raised to sustain growth, it is not surpris-
ing that a majority of the firms experienced high growth rates in the pre-IPO years. 
Similar high growth rates seem to continue in the post-IPO years, but at a declin-
ing rate. 
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TABLE 13 

DISTRIBUTION OF IPO FIRMS IN TERMS OF PERCENTAGE CHANGE IN 
COMMON DIVIDEND 

Year 	x < - 10% -10% x < -5% -5% x < 5% 5% x<10% x k10% 
(%) 	(90 	 (96) 	(%) 

	

- -2 	18.2 

	

- -1 	16.0 

	

1 - -2 	11.4 

	

1 - -1 	17.6 

	

1 - 0 	17.6 

	

2 - -2 	13.3 

	

2 - -1 	21.6 

	

2 - 0 	25.0 

	

2 - 1 	12.2 

0.0 	 70.5 	 0.0 	11.4 
0.0 	 66.0 	 0.0 	18.0 
0.0 	 68.2 	 0.0 	20.5 
3.9 	 60.8 	 0.0 	17.6 
0.0 	 58.8 	 0.0 	23.5 
0.0 	 68.9 	 0.0 	17.8 
2.0 	 58.8 	 0.0 	17.6 
0.0 	 57.7 	 0.0 	17.3 
0.0 	 73.5 	 2.0 	12.2 

TABLE 14 

DISTRIBUTION OF IPO FIRMS IN TERMS OF PERCENTAGE CHANGE IN 
PAYOUT RATIO 

0 - -2 	25.0 
0 - -1 	24.0 
1 - -2 	22.7 
1 - -1 	25.5 
1 - 0 	21.6 
2 - -2 	24.4 
2 - -1 	29.4 
2 - 0 	28.8 
2 - 1 	15.2 

0.0 	 68.2 	 0.0 	6.8 
0.0 	 64.0 	 0.0 	12.0 

2.3 	 68.2 	 0.0 	6.8 
0.0 	 60.8 	 0.0 	13.7 
0.0 	 60.8 	 2.0 	15.7  
0.0 	 66.7 	 0.0 	8.9 
0.0 	 60.8 	 0.0 	9.8 
0.0 	 59.6 	 0.0 	11.5 
0.0 	 69.6 	 0.0 	15.2 

Year 	x < -10% -10% 5 x < -5% -5% 5 x < 5% 5%  <x  <10%  X k10% 

(%) 	(%) 	 (%)  
----H 

JOG 

Although sample firms raise equity financing, their reliance on debt does not 
necessarily decrease: roughly as many firms showed an increase in the debt-to-assets 
ratio as those showing a decrease (Table 12). This indicates that, in over one-third 
of the sample firms, asset growth forced them to continue to rely on higher levels 
of debt. This may be more feasible due to their public status. 
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In contrast to the aggregate results shown in tables 7 and 8, Table 13 shows 
that there was no increase in common dividends in the post-IPO years; only one 
fifth of the firms showed an increase in dividends, and a majority of the firms 
showed no increase. Similar conclusions can be drawn from Table 14, which shows 
most firms maintaining their payout ratios, but with almost one fourth showing a 
decline. 

Next, attention focuses on performance measures. Tables 15 and 16 show the 
changes in the earnings before interest and taxes (EBIT) levels and the EBIT-to-sales 
ratio for the sample firms. Table 7 indicates that the level of EBIT had increased for 
all the firms in the years befote the IPO (year -1 and year 0 wmpared to the pteceding year). 
But as Table 15 shows, the actual number of firms with an increase in the level of 
EBIT in the post-IPO years was almost the same as the number of firms where the 
EB1T level decreased. Moreover, the comparison of the EBIT-to-sales ratio in Table 
16 indicates a more disappointing picture. In all post-IPO years, almost two thirds of 
the sample firms showed a decline in this ratio, thereby indicating woisening opetating mar-
gins. These results provide partial support to some recent work which contends that 
there may be a degree of earnings management by firms immediately before the IPO. 
This eamings management implies that one would expect to find a relative decline 
in reported eamings in the post-IPO years. 24 

Table 17 confirms this deterioration in performance, although the difference 
here is not as substantial as for the operating margins. Again, almost two thirds of the 
sample firms show a decline in the profit margin. Table 18 analyses the profitability 
Performance using the return on assets measure, which shows the productivity of 
the asset base. Here again, performance is disappointing:  or  two thirds of the sample firms 
showed a decline in their performance. 

TABLE 15 

DISTRIBUTION OF IPO FIRMS IN TERMS OF PERCENTAGE CHANGE IN 
EARNINGS BEFORE INTEREST ANI) TAXES 

Year 	x < -109'o -10% 5 x < -5% -59'o x < 5% 59'o 5 x <10% x 

(%) 	 (%) 	 (%) 	 (%) 	(%) 

0 - -2 	24.4 
0 - -1 	22.6 

28.9 
I - .1 	39.6 
1 - 0 	48.1 

43.5 
2.-1 	53.7 
2 - 0 	56.6 
2._I 	46.0 

0.0 	 4.4 	 2.2 	68.9 
1.9 	 7.5 	 1.9 	66.0 
0.0 	 4.4 	 2.2 	64.4 
0.0 	 5.7 	 0.0 	54.7 
0.0 	 5.8 	 3.8 	42.3 
0.0 	 43 	 0.0 	52.2 
0.0 	 1.9 	 3.7 	40.7 
0.0 	 0.0 	 1.9 	43.4 
2.0 	 4.0 	 2.0 	46.0 
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TABLE 16 

DISTRIBUTION OF IPO FIRMS IN TERMS OF PERCENTAGE CHANGE IN 
EARNINGS BEFORE INTEREST AND TAXES-TO-SALES RATIO 

Year 	x < -10% -10% 5. x < -5% -59'o 5 x < 5% 5% 5 x <10% x .10% 
(%) 	(%) 	 (%) 	 (9'o) 	(9'o) 

0 - -2 	42.2 	 0.0 	 6.7 	 2.2 	48.9 
0--1 	28.3 	 3.8 	 15.1 	 5.7 	47.2 
1 - -2 	51.1 	 6.7 	 15.6 	 0.0 	26.7 
1 - -1 	56.6 	 5.7 	 113 	 1.9 	24.5 
1 - 0 	61.5 	 3.8 	 173 	 1.9 	15.4 
2 - -2 	60.0 	 0.0 	 5.0 	 0.0 	35.0 
2 - -1 	63.8 	 4.3 	 43 	 2.1 	25.5 
2 - 0 	63.0 	 4.3 	 10.9 	 0.0 	21.7 
2- 1 	54.5 	 4.5 	 20.5 	 0.0 	20.5 

TABLE 17 

DISTRIBUTION OF IPO FIRMS IN TERMS OF PERCENTAGE CHANGE IN 
PROFIT MARGIN 

Year 	x < -10% -10%  <X  < -5% -5%  <X  < 5% 5% < x <10% x 1.10% 
(9'o) 	(%) 	 (%) 	 (%) 	(%) 

0--2 	44.4 
0--1 	37.7 
I - -2 	57.8 
1 - -1 	60.4 
1 - 0 	61.5 
2 - -2 	60.9 
2 - -1 	63.0 
2 - 0 	73.6 
2 - 1 	61.5 

0.0 	 4.4 	 2.2 	48.9 
1.9 	 7.5 	 3.8 	49.1 
4.4 	 4.4 	 0.0 	33.3 
1.9 	 3.8 	 0.0 	34.0 
1.9 	 3.8 	 1.9 	30.8 
4.3 	 0.0 	 2.2 	32.6 
0.0 	 1.9 	 1.9 	33.3 
0.0 	 1.9 	 3.8 	20.8 
3.8 	 5.8 	 1.9 	26.9 

JOG 

Table 19 uses the changes in turnover ratio as another indicator of performance .  
As this table shows, the sample firms were unable to generate an increasing level of 
sales per dollar of invested assets. More firms showed a decline in this performance 
ratio than showed an improvement. 
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Year 	x < -10% -10% x < -5% -5% 5. x < 5% 5% 5. x <10% x ?_109'o 

(%) 	 (%) 	 (%) 	 (%) 	(%) 

0  - -2 	55.6 
0  - -1 	52.8 
1  - -2 	62.2 
1 - .1 	67.9 
1  - 0 	57.7 
2  - -2 	71.7 
2  - -1 	70.4 
2 - 0 	69.8 
2-i 	63.5 

0.0 	 6.7 	 2.2 	35.6 
0.0 	 13.2 	 3.8 	30.2 
2.2 	 6.7 	 2.2 	26.7 
0.0 	 5.7 	 0.0 	26.4 
1.9 	 5.8 	 5.8 	28.8 
0.0 	 0.0 	 2.2 	26.1 
1.9 	 1.9 	 0.0 	25.9 
3.8 	 3.8 	 0.0 	22.6 
1.9 	 7.7 	 1.9 	25.0 

TABLE 18 

DISTRIBUTION OF IPO FIRMS IN TERMS OF PERCENTAGE CHANGE IN 
RETURN ON ASSETS 

TABLE 19 

DISTRIBUTION OF IPO FIRMS IN TERMS OF PERCENTAGE CHANGE IN 
SALES-T0.-ASSETS RATIO 

Year 	x < -10% -109'o x < -5% -5(Yo x < 5% 5% x<10% x.10% 

(%) 	 (%) 	 (9'o) 	 (%) 	(%) 

0_ 2 	43.6 	 5.1 	 17.9 	 5.1 	28.2 
46.2 	 7.7 	 23.1 	 1.9 	21.2 

1  --2 	46.2 	 15.4 	 103 	 7.7 	20.5 
50.0 	 1.9 	 15.4 	 11.5 	21.2 

1 - 0 	30.8 	 7.7 	 15.4 	 7.7 	38.5 
65.0 	 5.0 	 5.0 	 0.0 	25.0 

2  - -1 	58.5 	 13.2 	 7.5 	 1.9 	18.9 
2 - 0 45.3 	 7.5 	 7.5 	 3.8 	35.8 
2 -1 	39.2 	 11.8 	 13.7 	 7.8 	27.5 

THE CLIMA7E FOR CANADIAN INITIAL PUBLIC OFFERINGS 

SUMMARY 

13VP...ALL, THESE RESULTS INDICATE THAT THE SAMPLE FIRMS managed to increase 
their sales and assets and improve their working capital in the post-IPO years. They 
also managed to reduce their reliance on debt due to the infusion d the external equity cap-
i tal. No major changes were observed in their dividend payments or payout ratio, 
indicating  that there was no additional withdrawal of funds by shareholders. 
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However, the performance of these firms actually worsened. Almost two 
thirds showed a deterioration in the standard performance measures traditionally 
used in the corporate finance framework. Since the sample size was small and the 
distribution properties of the ratios not known, there is little possibility that sophis-
ticated statistical analysis can be conducted on this data. However, the distribution 
of firms is such that the overall deterioration in performance in the post-IPO years 
cannot be explained away as a statistical artifact. It should also be noted that even 
if the analysis is extended to more firms, there is little chance that these results will 
change significantly. Since these 50 firms were chosen simply on the basis of data 
availability, there is no reason to believe that another set of 50 firms would display 
radically different performance characteristics. These results also confirm the over-
all negative long-term performance of the IPO firms in the stock market. Similar 
results are presented by Jain and Kini (1994), who found a noticeable deterioration 
in operating performance in the post-IPO period for a much larger sample of U.S. 
firms. 

ENTREPRENEURS' VIEWS 

IN THE SECTIONS ABOVE, THE EMPHASIS WAS PLACED ON ISSUES related to pricing, 
valuation and performance of IPOs in Canada. The analysis was based on data 

available in the public domain. This section, however, assesses the issues that arise 
during the IPO process. The analysis is based on the results of a survey question-
naire sent to entrepreneurs who were instrumental in taking their firms public. 25  
The reason for this work was to obtain some direct evidence on the IPO process in 
Canada, rather than relying on secondary research on underpricing and stock mar-
ket or accounting-based performance. 

Five aspects of the IPO process were considered important: the decision to go 
public, contractual details of the IPO, IPO-specific aspects, the post-issuance 
process and the entrepreneurs' views on the reasons for underpricing IPOs. The 
individual questions were intended to solicit the detailed responses which are 
unavailable from secondary data sources. 

DATA 

THE QUESTIONNAIRES WERE SENT TO 140 POTENTIAL RESPONDENTS whose ll'Os coy' 
ered the years 1982 through 1993. Each questionnaire had a total of 105 questions.  
The 54 responses came predominantly from recent IP0s, with 29 from 1993, 10  
from 1988 to 1992 and 15 from the pre-1988 years. In terms of dollars raised by the 
sample firms, the smallest amount was $2 million (in 1993 dollars) and the largest 
was $565 million.26  Of the 47 respondents who indicated the amount raised,  fie 

 can be considered IPOs of very large established companies, which raised ove r  
$200 million each from the stock market." Since the sample is small, no attemPt 
was made to distinguish individual respondents representing large IPOs from the, 
of small IPOs. In most cases, little difference was found between the responses Or 
the large and small IPO firms. 
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RESULTS 

THE FIRST SET OF QUESTIONS REFERRED TO THE ISSUES surrounding the entrepreneur's 
(firm's) decision to go public. The questions were about the best time to go public, the 
reasons for going public, the intended use of the capital being raised, the importance 
of underwriters and the influence of venture capital financiers on the timing to go 
Public. As can be seen from Table 20, the timing of IPOs seems to be related to the 
need for external equity financing coupled with an inability to raise capital from 
other sources, e.g., private equity or debt, the state of the stock market, i.e., the 
bullishness sentiment, and the owners' need for liquidity. Although not shown 
here, capital raised though the IPO was used for financial restructuring (40 percent 
of the respondents), paying off the founding owners (25 percent), financing busi-
ness acquisition (24 percent) and purchasing equipment (22  percent).  28  Other uses 
mentioned include investing in research and development, retiring debt and general 
expansion of the business. 

Table 21 shows that the choice of underwriter was dependent mainly on reputation, 
quality of service, previous success in raising capital and institutional experience, 
rather than the location or size of the retail staff or even the history of under/over-
pricing. Not a single respondent mentioned the cost of service as the most important 
consideration. Thus, it seems that handholding experience and the ability to raise 
capital through institutional investors seem to be key factors that can be emphasized 
by underwriters in marketing their services to potential IPO clients. 

On the issue of venture capital influence on the IPO decision, only 11 IPOs 
had received financing from such firms. In four cases, these venture capitalists were 
instrumental in the firm's decision to go public. In half the cases, venture capital-
ists continued to maintain the same level of ownership even one year after the IPO. 
lius, the exit requirements of venture capital  financing were not a major aspect of 
the  IPO decision, at least for these sample firms. These results are not surprising 
given the much lower levels of involvement of venture capital in Canada than in 
the United States. 

The next section of the questionnaire focused on the costs of IPO issuance 
and the contractual obligations of the firm with its underwriter. Many of these 
agreements had either an over-allotment option or a compensation option. 29  

Thirty-three firms had granted their underwriters either an overallotment option 
k 20), or a compensation option (five) or both (eight). The overallotment option 
was in the range of an additional 10 percent to 15 percent of the initial issue, 
Whereas the compensation option was generally less than 10 percent of the initial 
issue. In both cases, the share price at which either of these options could be exer-
cised was the IPO price. Since compensation options allow an underwriter to buy 
shares during the subsequent 24 months, underwriters stand to benefit in addition 
t° the normal underwriting fees. 

In most cases, undenvriters who were granted either or both of these options 
eb>cercised them. The existence of these options was not restricted to small issuers only, 
ut were equally present among all issuers. In at least 50 percent of the cases, another 

15  Percent to 20 percent in additional shares were issued to the under-writing syn- 
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You felt ready 5 	6 	4 	15 

JOG 

dicate under these options. It is also interesting to note that of the 34 issuers whose 
shares were oversubscribed, only 10 had neither of these options. Of the remaining 
firms, 14 had one of the two options, and 10 had both options. These observations 
indicate that oversubscription may be a norm rather than an exception and that 
underwriters benefit further from these options if the oversubscription leads to 
higher prices in the immediate post-issuance period or if the stock price remains 
above the IPO price in the near term." 

'These observations indicate that, in addition to fixed undenviiting commissions, an 
underwriting syndicate can also benefit from the receipt and the subsequent exer-
cise of the overallotment and compensation options. If the stock price increases 
over the IPO price in subsequent periods, the underwriting syndicate can exercise 
either of the options and receive up to 20 percent in additional shares at the IPO 

TABLE 20 

DECISION THAT IT WAS BEST TIME TO GO PUBLIC 

Best 	Second Third 	Total 

Reason 	Best 	Best 

The business had an exceptionally good year 	1 	1 	3 	5 

The business had a well-defined business plan 

to expand 	 11 	11 	4 	26 

The current sources of financing were starting 
to dry out 	 7 	5 	7 	19 

The business wished to enter new markets 	 2 	8 	2 	12 

The business was looking at diversifying 	3 	0 	1 	4 

The stock market was favourable to high- 
priced issues 	 10 	7 	6 	23 

The owners wanted liquidity for their shares 	1 	8 	1 1 	20 

The owners wanted to sell a part of their 
ownership 	 6 	0 	3 	9 

The owners wanted the respect a public firm 
enjoys 

Others 

2 	0 	2 	4 

5 	2 	5 	12 
____, 
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price. The evidence in the previous sections indicates that IPO stock prices, on 
average, increase by 10 percent to 15 percent in absolute terms in the two years 
after the IPO issuance. This implies that the underwriters can ea rn  an additional 

1.5 percent to 2.5 percent of the IPO amount by exercising these options.n 
Another issue investigated in this questionnaire concerns the out-of-pocket 

costs associated with an IPO issuance process. It is well known that there are minimum 
fixed costs associated with the IPO process. These include the underwriting commis-
sion, and issuing and legal costs. Forty respondents provided information on these 
two categories of costs. Since the sample spans 10 years, these costs are reported in 
1993 dollars as well as in relation to the amount of financing raised through the IPO. 
In addition, due to the presence of a few large IP0s, the median results are reported 
wherever appropriate and exclude the large IPOs when drawing general conclusions. 
Expressed in 1993 dollars, the median (mean) levels of issuing expenses were 
$525,000 ($1 million) and $1.6 million ($2.8 million) for the underwriting commission for a 

TABLE 21 

CHOOSING AN UNDERWRITER FOR IPO 

Reason for Choosing 	Very High Average Low Very 	Most 

an Underwriter 	High 	 Low Important 

A good reputation 	 27 	23 	3 	0 	0 	11 

The quality of service 	 21 	26 	4 	1 	0 	10 

The cost of service 	 2 	13 	29 	7 	1 	0 

Proximity of underwriter's 

office 	 0 	3 	14 	16 	19 	1 

Underwriter's success with 

Previous issues 	 19 	25 	8 	1 	0 	20 

History of under/overpricing 
of issues 	 1 	14 	21 	13 	3 	2 

The size of the  retail sales 
staff 	 5 	11 	17 	13 	6 	1 

ExPerience with large 
institutional clients 	 14 	21 	15 	2 	1 	4 

Market share 	 4 	14 	23 	9 	2 	1 
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median (mean) IPO financing of $26 million ($69.5 million). Table 22 expresses 
these expenses as a percentage of the total financing raised through the correspond-
ing IPO. 

The issuing costs (legal, printing, travel, etc.) represent 2.3 percent, and the 
underwriting commission represents 6 percent of the IPO amount raised, bringing 
the total expense of a typical IPO to 8.3 percent of the amount raised. Obviously, 
these figures vary from issue to issue, and are partially dependent on the size of the 
1PO since there is a component of fixed and variable costs associated with an 
issue.32  The following regression equations show the nature of the relationshiP 
between expenses and IPO value, both expressed in 1993 dollars for IPO issues of 
under $60 million." 

Issuing expense = 167,806 + 0.02 x IK) value (R-squanzd = 031) 
Underwriting commission = 171,048 + 0.05 x IPO Value (R-squared = 0.81) 
Total expenses  = 338,854 + 0.069 x IPO Value (R-squared = 0.80) 

These results confirm the observations based on simple analysis: in a typical 
1PO issue, the fixed costs are about $300,000 to $400,000 in addition to the vari-
able costs of 6 percent to 8 percent of the IPO value. A further 1.5 percent to 2.5 
percent of the IPO value is also received by the underwriter through the exercise of 
the overallotment and compensation options. 

The next section of the questionnaire dealt with the process immediatelY 
surrounding the actual IPO issuance. In over 70 percent of the respondents, the final-
ization of the 1PO price seemed to take place two weeks before the offering date, 

TABLE 22 

ISSUING AND UNDERWRITING EXPENSES AS A PERCENTAGE OF EQUITY 
CAPITAL RAISED (NUMBER OF FIRMS) 

Percent 	 Issuing 	Underwriting 	Total 
Range 	 Expenses 	 Expenses 	Expenses 

0-1 	 8 	 2 	 1 
1-2 	 8 	 2 	 I 
2-3 	 7 
3-4 	 8 	 1 
4-5 	 3 	 4 	 1 
5-6 	 7 	 3 
6-7 	 I 	 15 	 6 
7-8 	 1 	 2 	 6 
8-9 	 4 

9-10 	 6 
10 and above 	 1 	 7 
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TABLE 23 

OPINIONS ABOUT UNDERWRITER SUPPORT IMMEDIATELY FOLLOWING 
IPO ISSUANCE 

	

Poor Below 	Average 	Above 	Excellent 

	

Average 	 Average 

Overall support 	 3 	19 	17 	11 
Quality of service 	 1 	15 	21 	14 
Retail market support 	 2 	8 	23 	15 	3 
I nstitutional support 	 2 	4 	13 	24 

THE CLIMATE FOR CANADIAN INITIAL PUBLIC OFFERINGS 

with another 16  percent fixing the offering price in the four weeks before the date. 
The influence of institutional investors was also quite apparent from the responses. 
On average, 60 percent of the shares were bought by institutional investors; in 20 
IP0s, institutional investors purchased over 75 percent of the shares offered. 
Moreover, the respondents also stated that, not only were the institutional investors 
important in the initial purchase, they continued to hold what they purchased. In 
over 50 percent of the cases, they bought more shares in the month following the 
IPO. Investors sold their shares soon after purchase; additional buying by these retail 
investors occurred in only 13 percent of the cases. These findings reinforce the 
importance IPO firms attach to the influence underwriters have with institutional 
investors. 

Given that one of the main functions of the underwriter is to provide service 
and support to the firm, it is interesting to note the respondents' opinions about the 
Post-issuance support they received. Table 23 shows the responses to four key questions 
about post-issuance support. As can be seen, the degree of underwriter support is said 
in most cases to be "above average" or "excellent." The perception is that under-
writers do a better job in providing the support required by institutions than by 
retail investors. When asked specifically about support provided by the underwriter 
in assigning an analyst and in providing the coverage and analysis required after the 
IPO, over 90 percent of the respondents indicated that the lead underwriter had 
assigned an analyst, and 60 percent were satisfied with the subsequent coverage and 
analysis provided to the firm. It is also interesting to note that, of the 18 respon-
dents who issued additional common shares, 14 of them used the services of the 
same underwriter. This observation indicates that, despite the less than excellent 
ratings they give their underwriters, firms continue to deal with their original 
underwriters for subsequent issues. This finding is also important given the fact that 

°nlY 40 percent of the respondents showed "above average" satisfaction with the 
price of their I PO and the current price of their common stock. 

Another important purpose of the questionnaire was to elicit response to the 
underpricing issue. As noted earlier, much of the literature provides theoretical 
justification for the existence of underpricing. However, there is little or no direct 
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t.0 TABLE 24 

UNDERPRICING EXISTS BECAUSE 

Agree 	Agree 	Indifferent 	Disagree 	Disagree 
Strongly 	Moderately 	 Moderately 	Strongly 

Investors require a discount for future 	 3 	 33 	 7 	 5 	 1 

uncertainty 

It reduces the possibility of undenvriters' 	 7 	 22 	 12 	 5 	 2 

losses due to undersubscription 

1POs are generally oversubscribed and 	 4 	 19 	 15 	 9 	 1 
demand exceeds supply 

Undenvriters do not want a legal suit 	 1 	 13 	 16 	 13 	 5 

Underwriters can benefit their preferred 	 4 	 20 	 6 	 14 	 4 
customers 

Undenvriters must leave something on 	 6 	 20 	 12 	 8 	 2 
the table 
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corroborative evidence on these competing theoretical hypotheses from the firms 
which actually raise the capital. Table 24 shows the responses to these competing 
hypotheses. The results partially corroborate all the theoretical hypotheses, with 
stronger corroboration for the discount based on future uncertainty as a major rea-
son for underpricing. Given the generally low levels of litigation in Canada, it is 
flot  surprising to find only weak support for the legal argument for underpricing; a 
similar question may result in stronger agreement in the United States. Moreover, 
although not reported here, none of these responses depend on the size of the issue; 
there is virtually no difference between responses by small issuers and those of large 
issuers to these and other questions in this section. 

SUMMARY 

THE MAIN REASON FOR FIRMS GOING PUBLIC is that other sources of financing can 
no longer satisfy their financing needs. This, coupled with the state of the stock 
market and the owner's need to seek liquidity, may result in a firm's decision to go 
Public. The underwriters who can get the IPO business will be those who have a 
good overall reputation, are known for their quality of service, can demonstrate 
their success in raising capital and can show their knowledge of institutional 
investors. The costs of raising external financing via an IPO are in the range of 
$300,000 to $400,000 plus another 6 percent to 7 percent in underwriting costs. 
In addition, underwriters are often allocated an overallotment or a compensation 
oPtion, bringing the total compensation of the underwriters to about 8 percent to 
1 0 percent of the amount raised. There is a general recognition of the fact that 
underpricing of an IPO can be justified in the context of uncertainty about the 
future price of the IPO and in order to ensure that the required financing is raised. 
111.  ese results also indicate that there are competing hypotheses for the underpric-
ing> and no one hypothesis can provide a complete explanation for the existence of 
underpricing in IPOs. 

CONCLUSIONS 

THIS PAPER EVALUATED THE ENVIRONMENT for Canadian initial public offerings 
based on historical evidence. The empirical evidence was in four areas: under- 

Pricing, long - term stock market performance, accounting-based performance in the 
e°st-IPO period and the IPO process as viewed by firms which went public in the 
nl.  id to late 1980s and early 1990s. All results in this paper are based on IPOs for 
firms that qualified for listing on the TSE. As a result, generalizations from this 
studY may apply to IPOs on other Canadian exchanges which cater to IPOs of 
smalle r  firms. 

The following major conclusions arise from this paper. First, the evidence 
;eviewed here reveals that the degree of underpricing of Canadian IPOs is much 
leSs than that reported in most other developed countries. Moreover, the degree of 
underpricing decreased in the 1980s compared to the 1970s. Thus, there is no rea-
enn to be concerned about the pricing mechanism for Canadian IPOs. As noted 
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above, the evidence is restricted to firms which qualified for listing on the TSE and 
may not be applicable to other stock exchanges where listing requirements are less 
restrictive. 

The results associated with the long-term performance of Canadian IPOs are 
disappointing and are similar to those reported for the United States. Although an 
investment in an average 1PO provides positive absolute returns, the returns that 
are adjusted for the underlying stock market performance reveal a high degree of 
negative returns. On a market-adjusted basis, an average 1PO shows a relative loss 
of 40 percent in four years. The performance is mostly negative beginning within a 
year of the 1PO, continuing through to the end of the fourth year and turning some-
what positive in the fifth and sixth years. This apparent improvement must be 
viewed with caution due to the small sample size and the obvious implication of the 
survivorship bias. 1POs which were overpriced perform even more negatively than 
those which were underpriced, an observation at odds with some U.S. results. 

A smaller and more recent sample of 1POs reveals that the post-IPO performance 
as revealed by standard accounting-based measures can be considered mediocre or 
worse. A majority of 1PO firms show decreased turnover and profitability. These 
results are consistent with the long-term performance results and further reinforce 
the view that 1P0s, from an investor viewpoint, may show disappointing perfor-
mance. There is no reason to believe that these results are specific to the samPle 
studied. They are consistent with some U.S. studies which show evidence of active 
earnings management in the pre-IPO period. 

In terms of some primary evidence about the IPO process as seen from the 
viewpoint of the firms, there is an overall degree of satisfaction about the support 
received from underwriters and about the pricing of the IPOs. The costs of a typical 
IPO seem to be in the range of $300,000 to $400,000 plus 6 percent to 7 percent of 
the IPO value. Underwriters also receive further compensation (2 percent to 3  per-
cent) due to compensation and overallotment options. The sample firms seem to be 
perfectly willing to live with some underpricing as a compensation to investors for 
the underlying uncertainty involved. No expression of dissatisfaction about the 
process was reported. 

From the viewpoint of an entrepreneur, the Canadian 1PO environment is all 
attractive one. The degree of underpricing is low; investors seem to buy all the 1P0s 
offered despite below-average returns and performance; there is no evidence of 
underallotment; and the support by underwriters seems to be satisfactory. 

From an investor's viewpoint, the results are quite disappointing. Although' 
on an absolute basis, there is no great loss from an initial investment, a typical IP° 
provides large negative returns when adjusted for the underlying market movement; 
This less than attractive performance is also confirmed by the accounting-basea  
analysis conducted for a small sample of recent IPO firms. 

The overall evidence presented here indicates that the Canadian capital mar' 
kets are doing a good job in allocating risk capital to entrepreneurs. It should also 
be noted that this evidence is based on sample firms from the TSE and may reflect  
the experience of somewhat larger firms. Also, by definition, the evidence reflec ts  
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those firms which have gone public; little is known about firms which tried to raise 
equity capital via an IPO but failed to get the necessary support. More research is 
certainly needed to explore these issues for other exchanges. 

Clearly, an improvement in underlying performance by IPO firms in post-
IPO years would be welcome news if Canadian investors were expected to channel 
their savings into IPOs. However, the managers of these newly public firms seem to 
be unable to perform according to initial expectations. The post-IPO performance 
is poor both on the basis of stock market performance and accounting-based per-
formance measures although the latter is based on a non-random small sample. No 
empirical evidence exists on the post-IPO governance characteristics of these IPO 
firms. Neither is there any evidence on the adequacy and ability of the management 
skills of these firms to manage in the new environment. The evidence presented 
here indicates that, if anything, these firms in their post-IPO period performed less 
than satisfactorily for their shareholders. 
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APPENDIX A 
METHODOLOGY FOR LONG-TERM PERFORMANCE ANALYSIS 

RITTER'S (1991) METHODOLOGY IS USED to evaluate how an average IPO stock 
performs over the 72 months following the IP0.34  A second methodology is 

used to measure the wealth creation or depletion (referred to as residual cumulative 
wealth and explained below) which would have resulted from investing in a port-
folio of sample IP0s, relative to an investment in a benchmark portfolio. This 
residual cumulative wealth represents retums from an arbitrage strategy to an 
investor who invests in the sample IPO stocks and simultaneously holds a short 
position in the benchmark portfolio. A negative return on such a strategy implies 
that the investor would have done better by investing in the benchmark portfolio. 

To ensure consistency with the Ritter results, monthly returns are defined as 
the 21-trading-day returns starting with the closing price on day 21 of trading in 
the post-IPO period. Month 1, therefore, consists of days 22 to 43, followed by 
month 2 including days 44 to 65, etc. Similarly, monthly residual returns are cal-
culated as the monthly raw return on a stock less that on the benchmark for the 
corresponding 21-day period. 

More specifically, the monthly abnormal return for stock i in month t with 
respect to the benchmark is defined as: 

AR,= R, - R„„ 	 (1) 

where R„ and R„,, are the return on stock i in month t and the return on the bench-
mark in month t. The average benchmark-adjusted abnormal return for month t is 
the equally weighted arithmetic average of the abnormal returns for individual 
stocks. 

AR, = kI AR, 

where n, is the number of stocks in the portfolio in month t and the summation is 
over 1 to n,. 

The cumulative benchmark adjusted abnormal return in the after-marke r 
 from month q to month s is the summation of the average benchmark adjusted 

abnormal returns for individual stocks over this period where the summation is 
done from month q to month s. 

CARes  = Es„,,ARL  

When a firm is delisted from the TSE-Western Database, the portfolio return for 
the next month is computed as an equally weighted average return of the surviving 
firms in the portfolio. The computation of CAR, therefore, requires monthly rebal' 
ancing, with the proceeds of a delisted firm equally allocated among the surviving 
members of the portfolio for each of the subsequent months. 

(2) 

(3) 
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For the second methodology, the residual cumulative wealth is computed as 
follows. Cumulative wealth from investing in stock i until month t, CW, is given as: 

The residual cumulative wealth, RCW„, for stock i until month t is given by: 

RCW, = 	CWn. 

where CW„.„ is the cumulative wealth accumulated by investing in the benchmark 
until month t. Then, the average cumulative residual wealth, ARCWL , until month 
t is computed as an equally weighted average of the residual cumulative wealth for 
all stocks which form part of the portfolio in month t." 

1 
ARCW = 	RCW„ (6) 

Since the measurement of long-term performance may be sensitive to the choice of 
benchmark, as suggested by Ritter (1991), two benchmarks to evaluate abnormal 
Performance for the sample stocks — the TSE 300 Composite Index and the value-
weighted index of the TSE-Western Database stocks — are used.36  

ENDNOTES 

(5) 

1 

2 

3 
4 

5 

These four issues are, of course, not the only ones that are associated with the IPO envi-
ronment. Various papers have covered other aspects of the IPO environment which are 
neither reviewed nor discussed here. See, for example, Drake and Vetsuypens (1993), 
Garfinkel (1993) and Krinsky and Rotenberg (1989). 
See Jog et al. (1991) for the expected returns required by venture capitalists. The 15 per-
cent to 19 percent range of required real returns for IPOs is an estimate based on the fact 
that historical average rates on a broad market index have been around 6 percent to 8 
Percent above the risk-free rate. Since one can conjecture that IPOs may be viewed as 
relatively risky, investors may demand an additional risk premium of 4 percent to 6 per-
cent. If the real risk-free rate is assumed to be 5 percent, then the cost of equity capital 
for an IPO can be estimated at between 17 percent and 22 percent. 
See Desroches and Jog (1991). 
Love money refers to the initial injection of capital from parents, relatives and friends of 
the entrepreneur. Informal investors include business associations or wealthy individuals 
who provide the next round of financing, followed by the more formal venture capital 
firms. 

It is beyond the scope of this report to review all these developments and specific leg-
islative changes. The purpose of this section is to provide an overall perspective on the 

environmental factors that have affected the financing of small and medium-sized busi-
nesses. For more details, see Jog (forthcoming). 
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6 This is not to say that investors received an above normal return or that the entrepre-

neurs received a higher than equilibrium price for their shares due to the tax incentive. 

For an analysis of the valuation and pricing of QSSP stock, see Jog and Riding (1990). 
Also see Suret and Cormier (this volume) for a more complete and up-to-date evidence. 

7 These initiatives include the Exchange Offering Prospectus and the Canadian over-the-
counter system. Also see Robinson (this volume) for an in-depth review of various 

provincial initiatives. 
8 It should be noted that the pricing of share issues does not necessarily relate to the proper 

valuation of an IPO. More specifically, one could argue that, in a risk-averse society, 
IPOs would be valued at a level lower than in a less risk-averse society. Thus, even 
though one may find a lower degree of underpricing, it need  flot  mean that IPOs are val-
ued correctly. Whether this argument holds in the context of Canada relative to the 
United States is anybody's guess. 

9 A variety of explanations are available about the existence of underpricing; none iS 

reviewed here. Interested readers can see Logue (1973), Smith (1986), Beatty and Ritter 

(1986) and Rock (1986), among others. For a more complete up-to-date review of this 
literature, see Robinson (this volume). 

10 Underpricing is measured as the difference between the closing price on the first day of 
trading and the initial offering price expressed as a percentage of the initial offering 
price. 

11 Another paper, Clarkson and Merkley (1993), using IPOs from 1984 to 1987 showed a 
similar degree of underpricing. 

12 The Malaysian results are based on a relatively small sample of 21 issues. The most 
exhaustive sample is from the United States — 10,626 issues. A casual glance at Table 1 
from Loughran et al. (1994) indicates that underpricing of over 20 percent can be found 
in 15 of the 25 countries reported. 

13 Details of the Canadian capital markets in relation to IPOs and the history of IPO under-
pricing is available in Jog and Riding (1987), and is not repeated here. There has been 
relatively little change in the institutional framework since their discussion. 

14 Closed-end funds, unit issues and issues involving both debt and equity were excluded 
from the sample. Some other Canadian studies seem to have included these IPOs in their 

sample, however. 
15 The IPOs in the 1984 to 1994 period had a higher representation of consumer and indus' 

trial  product IPOs compared to the sample of Jog and Riding (1987). In that sample , 
 resource sector industries were the dominant source of IP0s, representing well over 40 Pet' 

cent of the sample in value and numbers. This shift in the industrial composition of the 

sample corresponds to the shift in Canada from reliance on the resource sector to reliance 
on non-resource sectors of the economy. In the 1984 to 1994 period, the $10 to $20 price 
range dominated. This is also quite different from the finding of Jog and Riding (190, 
where the $5 to $10 price range dominated. This difference could simply be the result of 

inflation, or it could also represent the resource sector dominance in the earlier samPk 
which typically favours low price IPO offerings. 

16 The average underpricing is actually lower than these results indicate since one IPO 
1993 had a 200 percent underpricing, thereby affecting the overall results considerablY 
for that year. 
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17 A regression analysts between the average degree of underpricing and the TSE 300 total 
returns (excluding the years 1974, 1975 and 1978, which had less than  two IPOs each) shows 
that the slope coefficient is positive and the R-squared is 26 percent. No statistically 
meaningful relationship is found between the standard deviation and the TSE 300 returns. 

18 This percentage implies that the degree of underpricing (or overpricing) is almost ran-
dom and not systematic. 

19 See, for example, Ritter (1991), Levis (1993) and Aggarwal et al. (1993). 
20 Ideally, an equally weighted index or a control portfolio of matching firms needs to be 

used. The former, although available in Canada, is suspect due to some abnormally high 
returns exhibited by the series; the latter is not feasible given existing resources. 

21 FriedIan et al. (1994) studied the long-term underperformance of Canadian IPOs in the 
mid-1980s and concluded that the poor performance of their sample was not due to the 
poor performance of stocks that left the exchange. They concluded that stocks that were 
no longer traded included those that had done well as well as those that had done poorly. 

22 The market is defined as a bull (bear) market if the returns on the TSE 300 index are 
higher (lower) than the annual t-bill rate for that year. 

23 Over 50 percent of the IPO firms (26) raised funding in 1986, following the strong per-
formance of the stock market in 1985, followed by 1987 (eight), where before the 
October crash, the mood of the equity markets was buoyant. Since the post-IPO data 
were needed for comparison purposes, the firms which went public after 1992 were not 
selected. 

24 See, for example, Teoh et al. (1994). 
25 The questionnaires were sent to IPO firms in lare 1993 and early 1994. 
26 Unless otherwise stated, all dollar figures in this section are in 1993 dollars, using the 

consumer price index for adjustments. 
2 7 These five companies are: Quebcor, Petro-Canada, West Fraser Timber, Potash Corporation 

and Telemedia Inc. 
28 The  percentages add to more than 100 since multiple responses were allowed. 
29 In an overallotment option, the firm agrees to issue additional shares to the underwriter 

at a fixed price in case of oversubscription within 60 days of the IPO. Under a compen-
sation option, the firm grants the underwriters a long-term (up to 24 months) option to 
buy additional shares of the company at a predetermined exercise price. 

30 Unfortunately, no data are available in the public domain on the actual number of over-
subscribed shares. Neither the Ontario Securities Commission nor the TSE keeps such 
data. Attempts to get this type of data through this questionnaire also failed, since of the 
34 issuers reporting oversubscriptions, only 11 reported the actual number of oversub-
scribed shares. 

31  More specifically, this amount is estimated by multiplying the average increase in share 
price by the average percentage of shares received under either of the two options. 

32  The lowest (highest) issue expenses were reported as $30,000 ($14.5 million) and the 
lowest (highest) underwriting expenses were reported as $40,000 ($26.6 million). 

'

▪ 

 3  All coefficients are statistically significant. 
34  This 72-month period was chosen for convenience. It preserves the sample size and 

includes IPOs in the sample that were listed in the post-1986 period. 
35  The two methods provide a complementary perspective on the long-term performance 

of the sample IPOs. The first methodology is similar to an arithmetic average of abnor- 
, rnal returns whereas the second methodology corresponds to a geometric return. 
'6  See endnote 20. 
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Comments on Session II: 
Financing Constraints and Small Firms 

VENTURE CAPITAL FINANCING OF ENTREPRENEURSHIP 
IN CANADA 

Comment by Ralph A. Winter 
Department of Economics 
tiniversity of Toronto 

AMIT, BRANDER AND ZOTT OFFER A CAREFUL AND INSIGHTFUL description of an 
extraordinary data set on venture capital financing in Canada. The 

Macdonald data allow the authors to lay out basic facts of the market that were pre-
viously unavailable to academic researchers; and they do this in a very clear and 
interesting way. Not all of these facts are what we had expected. The authors offer 
an overview as well of the most prominent approach that economists have taken to 
understanding the venture capital market, the theory of imperfect information. 
TbeY sketch a model of asymmetric information with the aim of explaining particular 
features of the market. 

THE FACTUAL QUESTIONS 

LAYING OUT THE BASIC FACTS OF TILE VENTURE CAPITAL market is overdue. This 
PaPer will save academic researchers from spending years offering explanations of 
stYlized "facts" that are false. The first general question that one might want to ask 
about the paper is, how do the industry facts compare with the U.S. venture capital 
rnarket? In Canada, the size of the venture capital market, relative to the Canadian 
ecenomy, is of the same magnitude as in the United States where between $3 billion 
and $4 billion are invested annually. The rates of high success and of write-offs are 
vietY similar between the two countries.' The distribution of returns to ventures is 
skewed in the United States as well, according to the paper by Jeffrey Macintosh in 
idlis volume, i.e., there are a small number of big "hits." A striking difference 
l'etween the two venture capital markets is that more ventures end in insider buy-
°Juts in Canada than in the United States, again by comparison of this paper with 
'tle Macintosh results. 

The second factual question that one might ask about the paper concerns the 
ddi a tional stylized facts about the market that one might want to investigate, as the 
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authors pursue their project. One is more detail on the specific nature of the financ-
ing instruments and contracts between venture capitalists and entrepreneurs. The 
authors note that, in Canada, three quarters of venture capital financing is through 
equity. It would be interesting to know if convertible preferred equity is the domi-
nant form of financing, as in the United States.' How explicit are the obligations 
of entrepreneurs and venture capitalists in the contracts? This is a natural question 
because the focus of economic theory (contract theory) for problems like this has 
been on the form of the contracts. 

On another theme, the authors mention the difference in regional concen-
tration of venture capital activity relative to general economic activity. It would be 
interesting to know the extent to which this is due to different industrial patterns 
across regions and especially to the different govemment subsidies of small businesses, 
especially in the high-tech sector. Casual observations suggest that the latter is 
responsible for a large part of the relatively high venture capital activity in Quebec. 
The Quebec government has established a $300 million fund for high-tech firms, 
financing that could be complementary to private venture capital. As well, the first 
Canadian labour-sponsored venture capital corporation, Solidarité, was established 
in Quebec in 1983; these corporations receive large government subsidies through 
tax exemptions for investors. 

But analysis of this regional issue must first deal with a measurement problem' 
Figure 1 of the Amit et al. paper is interpreted as describing venture capital activitY. 
Actually, it describes the number of venture-backed firms, not the total investment ,  
My guess is that the average venture-backed company in Quebec is smaller than it 
is in Ontario. 

THE ACADEMIC QUESTION 

THE AUTHORS STATE THAT A THEORY OF THE VENTURE CAPITAL MARKET must  aCcoUnt 
for four empirical regularities. To what extent does the general theory that they offer 
— informational asymmetries between entrepreneurs and venture capitalists — 
explain these regularities? And to what extent does the specific structure they offer 
predict or account for these regularities? We consider the authors' stylized facts in 
sequence. 

The Existence of a Specialized Venture Capital Market 

This reflects more basic facts about the financing life cycle of a firm. When the firrn iS 

small, it receives capital (through debt and equity) from only a small number of investors' 
It is efficient for the market to channel investment through a small number of investors 
(say, one) because this saves any duplication of expenditure on information by the 

capital market participants. Incentives for information acquisition among caPiral 
 providers are efficient because the benefits from this acquisition are internalized in 

the single provider of capital. As a firm gets larger, this effect is offset by the advary 
tages to the firm of casting a wider net in raising financial capital, and the firm goes  
public. So at a general level, the venture capital market exists because of differences  
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in information within the economy and efficient incentives to acquire information. 
(Another aspect of the existence of the venture capital market is the specialization 
by commercial banks in less-risky lending than venture capitalists; regulatory 
restrictions on bank financing play some role in this specialization.) 

The existence of a specialized venture capital market can be explained, there-
fore, by the lack of perfect information on the part of the providers of capital. Is an 
asymmetry necessary for the explanation? The role of superiority of the entrepre-
neur's information is unclear. If entrepreneurs were simply individuals who came up 
with ideas, then got them funded by investors who are just as well informed, then 
a sPecialized venture capital market would still exist. 

The Emphasis on Development rather than Start-up 

It seems to me that if we did observe relatively high investment by venture capitalists 
at start-up, we would not reject the information asymmetry model. Information 
asYmmetries are at least as strong at start-up. The greater involvement by venture 
caPitalists at the development stage may reflect the fact that this is the point of 
greatest investment from all sources rather than an indication of information asymme-
tries. On the other hand, the emphasis on informational asymmetries is consistent 
with the typical provision of initial capital by the entrepreneur herself or himself, 
or through so-called love capital, which is provided by relatives, friends and business 
associates who have inside information on the integrity of the borrower. 

Insider Buyouts Dominate 

This  is a very interesting observation — one that has not been fully appreciated by the 
literature on venture capital, perhaps because the rate of insider buyouts is lower in 
the United States than in Canada. It supports the hypothesis of superior informa- 
tion on the part of insiders — whether the insider buyout is negotiated ex post or 
whether the option to buy back equity is included ex ante in the original contract. 

When buy backs are negotiated ex post, then the venture is being allocated to 
the  entrepreneurs. It is well-established that capital markets will allocate assets to the 
individuals who are best informed about the value of the assets. So this is consistent 
;vith hidden information on the part of entrepreneurs. Buy backs, like leveraged 
nnYouts, can be an efficient response to hidden action or moral hazard problems for 
a  corporation  that has enough internal capital or debt capacity to fund the buyout. 

The ex ante inclusion of an option for an agent to purchase more equity in a 
venture in the future is, I would conjecture, an optimal response to the type of 
agency problem that the authors analyse in the paper: limited liability with hidden 
action and information. The challenge facing the principal in this kind of agency 
Problem is to design a contract that balances the goals of attracting good projects 
and offering good incentives for the agent (through the offer of a high residual 
claim to the agent) with the extraction of a high proportion of the profits from the 
venture. (In agency problems with hidden information and limited liability, high- 
quality agents will be left with profits, termed "informational rents.") With straight 
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equity, options are a means of increasing the agent's share of residual claim (the 
marginal profit) under better states of the world; options come into the money at 
higher levels of profit. Why is this efficient? Let's consider the moral hazard aspect 
of the agency problem and identify the costs and benefits of raising the agent's 
residual claim over some small range of profit. The benefit is that this increases the 
agent's incentives, since a larger share of the marginal return to effort is captured 
by the agent. But the cost to the principal is the level of the share of profits to the 
agent for all higher realizations of profit; this increases the agent's share of profits. 
But this cost is smaller for higher realizations of profit than it is for poorer realiza-
tions; so it is optimal to offer the agent a share of marginal profits that is higher for 
higher levels of profits. (For some classes of agency problems, the agent gets the 

entire margin at the highest level of profits, and there is "no distortion at the top.") 
The role of options is to implement this pattern of residual claim. In short, the fre-
quent insider buy backs as a pattern of exit are consistent with the asymmetric 
information view of the venture capital market. 

One can also identify an adverse selection (or more precisely, a screening) 
explanation for options of this type, i.e., the marginal rate of substitution of options 
for equity increases with the quality of an asset; so the essential condition for a 
screening equilibrium (a condition referred to as the "single crossing property"3 ) is 
satisfied. By offering contracts with buy back options, not just retention of cent' 
to entrepreneurs, the venture capitalist will select higher-quality projects. 

This discussion is an example of looking to the form of the contracts to see 
whether they reflect the informational problems alleged. In discussing the adverse 
selection or, more precisely, the screening aspect of the problem, we should keep in 
mind that venture capitalists reject more than 95 percent of the projects  propose 
to them; the asymmetries in information that we analyse are among those projects 
that are accepted. 

The Skewed Pattern of Returns 
My reaction is that this observation is not a point in favour of the asymrnetric 

information model, at least not for the adverse selection hypothesis. In general' 
before considering informational asymmetries, we might expect investment returns 
to have approximately a lognormal distribution, like a lot of random variables in nape 
or in economics — the returns on securities or the six distribution of firms, for examPle .  

The lognormal is a skewed distribution. But the adverse selection perspective On 
the venture capital market (that Professor Amit has developed elsewhere as well?, 
would suggest that a greater proportion of those projects that are going to be "nits, 
are financed outside the venture capital market, with the entrepreneur's own caPita; 

or with debt. So the upper tail of the distribution of returns should be thinner, an °  
the thinner it is, the more important is adverse selection. In other words, asymmetric, 
information, of the type the authors consider, should decrease the skewedness 
distribution of returns, not increase it. 
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The Econometric Evidence 

Amit et al. present evidence of a negative correlation between performance of ventures 
and the share of equity owned by the venture capitalist. The authors note that this 
is consistent with a moral hazard hypothesis, since a higher share owned by outsiders 
diminishes the incentives for insiders. The negative correlation is also consistent 
with the hidden information or adverse selection aspect of their problem, since the 
higher share required by venture capitalists (in return for more investment or more 
managerial input) will deter the higher-quality ventures. The opposite correlation 
would be predicted by a model with hidden action or information on the part of the 
venture capitalists. The finding can, therefore, be interpreted as supporting the 
view that the entrepreneurs are the better-informed side of the market, or the 
agents whose incentive,s are most prone to moral hazard. 

As a final remark, I note that the authors do not analyse the normative economic 
issue of whether the equilibrium in a venture capital market under imperfect infor-
mation can be improved by government intervention — by an ideal, government 
agency motivated solely by aggregate economic efficiency. The authors do use the 
term "market failure," but they use it to mean that the market does not achieve the 
same performance as it would if agents had petfect information. Specifically, there 
is underfinancing in the sense that inherently viable projects do not attract finan-
cial capital. The modem use of the term, in the economic literature on markets under 
imperfect information, refers to the issue of whether a mechanism is available to a 
planner or perfectly motivated government that out petforms the market when the 
Planner has no more information than the market participants. More practically, 
we would not want to assume, in assessing the need for intervention, that govern-
ments  are better at picking winners than venture capitalists. Whether asymmetric 
information can justify or explain intervention in the form of government agencies 
that subsidize or guarantee financing to entrepreneurs, is a topic that the authors 
have wisely left for further research. 

ENDNOTES 

I This is based on a comparison of the figures reported in this paper with those reported in 
Perez (1986). 

2  Marx (1993) offers a number of references for this empirical regularity. 
3  See Andreu Mas-Colell et al. (1995), Chapter 13. 
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VENTURE CAPITAL EXITS IN CANADA AND THE 
UNITED STATES 

Comment by Michel Poitevin 
Deparonent of Economics 
Université de Montréal 

THIS PAPER SEEKS TO COMPARE VARIOUS EXIT TECHNIQUES USED by venture capitalists 
in the United States and Canada over two distinct periods. Ample data are pro-

vided and analysed. Venture capitalists (VCs) have used mainly six different means 
of exiting their investments. 

1. Initial public offerings (IPO) are a public sale of the assets owned by the 

VCs (and possibly some of the original owners) through a share offering. 

2. Exit by acquisition refers to the private sale of all the assets of the companY,  
those of the VC as well as those of the original owner, to a private party. 

3. A company buy back occurs when the financed firm reacquires the VC's 
share of the firm. 

4. A secondary sale involves the sale of only the VC's share of the firm w a 
private party. 

5. Liquidation refers to the sale of the dismantled assets of the firm. 

6. A write-off occurs when the financed firm goes bankrupt and no asset is 
worth liquidating. 

In this comment, I try to provide a theoretical framework for the analysis of exit 

which should help to identify the data that should be looked at and interpreted. 
The issue of exit is important because it influences initial financing terms, 

the govemance of the relationship between the firm and the VC, and the VC's 
returns. The first issue is whether exit should be made easy or difficult for the VC. 

The more liquid the investment, the easier it will be to exit when desired. Liquidity , 

 therefore, seems to be a desirable property of these types of financial investments . 
 'There is, however, a caveat. The relationship between a VC and a firm is not exactlY 

the same as the one between a shareholder and a large corporation. It is better char' 

acterized as an agency relationship in which the VC must provide the firm with 
incentives to perform and, in doing so, must monitor the firm's actions. The difference 
lies in the incentives to monitor: a VC has more incentives to monitor the firm and 
get involved in management than an ordinary shareholder of a large corporation .  

In a typical agency relationship, lengthening the horizon over which the relaen" 
ship takes place often has benefits for both parties as incentives are more efficieritlY 
provided when rewards and penalties can be spread out over time. It may then b e 

 argued that an easy exit by the VC may not provide the necessary commitment to 
exploit these long-term benefits. Furthermore, an easy exit may ençourage the VC 
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to consider only the short term in the choice of investment and technology by the firm. 
There is, then, a trade-off between liquidity of investment and the commitment 
necessary to reduce agency costs.' This issue has important policy implications 
when considering the relative efficiency of different means of exit. 

A second issue to consider before analysing means of exit is to determine why 
Ves exit at all. It is not sufficient to argue that they do so to focus on their core 
business of monitoring and managing small and risky projects, because they could 
still do so without exiting past projects by raising extemal capital to finance their 
risky  ventures. Exiting allows the VC to eam returns from a relatively small set of 
Projects. This imposes large risks on the VC, but these risks may be necessary to 
provide the incentive to monitor and manage new projects. Without such risks, 
diversification would turn VCs into "institutional investors" without much incen-
tive to invest in monitoring activities. The necessity for such risks can explain why 
large  financial institutions are not present in the venture capital industry. 

A VC's action of exiting from a firm can be analysed in the same way as an 
entrepreneur selling shares in his or her own firm. What does economic and finan-
cial theory have to say about such action? There are two important elements that 
should be considered when analysing the sale of financial assets by a VC. First, 
these assets are relatively risky despite the human capital investment already made 
hY the VC. Second, the VC, as well as the owner (insiders) of the firm, generally 
have superior information about the quality of these assets than do third parties. 
These elements can help in understanding the patterns of exit by VCs. 

When considering a risky asset, any buyer will take into account the size of the 
asset and its perceived underlying risk and how this fits his or her existing portfolio. 
For risk purposes, the important distinction is whether the sale is public or private. 
A Private sale of a risky asset imposes a large risk on the buyer while a public sale 
"Preads the risk across many buyers. Among the various means of exit, only IPOs 
Involve the sale of the assets to more than one buyer and, hence, can be considered 
as a public sale. When the proceeds of the sale are large enough that acquisition by 
a single buyer is too risky and many buyers would be necessary, IPOs should be used. 

le data reported by the author seem to indicate that this intuition is right. IPOs 

pave been used mainly to exit from large initial investments and investments in 
igh-technology industries. Although the proper criterion would be to relate the 

occurrence of IPOs with the proceeds of the sale (rather than the initial investment), 

rOe may conjecture that these two measures are positively correlated. IP0s, there-
re, diversify the risk associated with a single firm when no single buyer is large 

enough to be  willing to support it all. It is not surprising that IPOs are positively 
ccerelated with returns on initial investments. According to this theory, IPOs are 
,used because the initial investment has been profitable, instead of that investment 
° Iog profitable because the VC divested through an 1PO. Furthermore, this may 
,a lso explain why, in the early period, more IPOs were used in the United States. 
Investments in the United States were larger and more likely to be in high-technology 
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industries which have a large upside potential. This is also consistent with the fact 
that Canadian VCs exited their American investments in mull the same manner 
as their American counterparts. 

The second element of the sale of financial assets by VCs focuses on infor-
mational asymmetries between insiders (the owner and the VC) and external 
financial markets. Economic theories based on informational assumptions do not 
say much with respect to means of exit per se. They do say something, however, 
about how much to divest when one has privileged information. Theory predicts 
that a credible signal of asset value is the share of the firm withheld by the insider. 
This share should be increasing in the value of the firm. For example, if asymmetric 
information is important, one would expect both the owner and the VC to divest 
fully from a non-profitable firm. This divestiture is rationally interpreted by the 
buyer who then puts a low value on the assets. Acquisitions should then be corre-
lated with low returns following the sale of the assets. 2  Secondary sale may not be 
such an adverse signal as the owner is retaining his or her share of the firm. IPOs 
could be an intermediate case depending on the amount withheld by the VC and 
that required by law. For example, if the VC retains a larger share of the assets than 
what is prescribed by the law, then buyers rationally interpret that the assets have 
high value and price them accordingly. Company buy backs only involve the two 
informed agents, and theory does not say much about them. It may be argued that 
these are low-value assets the entrepreneur buys back because he or she attributes 
a personal value to the firm being kept alive. This theory implies that the retained 
share of the firm is the relevant variable to study not the type of exit per se. It also 
suggests an interesting research avenue if data are available. One could look for a 
correlation between the withheld share of the firm by the VC (and the owner) and 
the profitability of the firm following the sale of its financial assets. 

Finally, I have more specific comments. The author argues that the prof-
itability of Canadian VCs has decreased over time, from 23 percent in 1975 to 1985  
to 16 percent in 1992 to 1995. If these rates of return are in nominal terms, then 
this direct comparison is not appropriate. It should consider inflation, which Via5  
significantly di fferent between the two periods. During the 1975 to 1985 period, 
average inflation was 8.3 percent, while it was 1.4 percent from 1992 to 1995. 
Converting the nominal rates of returns to real rates of return yields 14.7 percent 
(23-8.3) for the earlier period and 14.6 percent (16-1.4) for the later period. This 
implies that profitability seems to have remained fairly constant over time. This 
argues for converting, when possible, nominal rates of return to real rates of return. 

The paper includes many comparisons of averages across different samples' 
Given that the samples are often small for some sub-categories, it would be helPhil 
to refine the statistical analysis to take into account standard deviations in each 
sample. Simple statistical tests exist to compare means of different samples' 
Otherwise, it is hard to see whether the stated differences are significant or not. 
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ENDNOTES 

On a more general note, this trade-off is central to the current debate as to whether the 
German and Japanese financial systems, based on long-term relationships between 
financiers and firms, are better performers than the U.S., Canadian and British systems 
which are based on more liquid and short-term relationships. 
Note that this theory implies that what is relevant are the expected returns of the sold 
assets, not those that the VC realized on the initial investment. 

THE CLIMATE FOR CANADIAN INITIAL PUBLIC OFFERINGS 

Comment by Elizabeth Mayries 
Schulich School of Business 
York University 

1-,  HIS PAPER PRE,SF_NTS EMPIRICAL EVIDENCE ON FOUR ASPECTS of taking a company 
public through an initial public offering (IP0): pricing the issue, long-run 

stock market performance of the issue, performance of the issuing firm, pre- and 
Post-IPO measured with accounting data and the process of going public from the 
Perspective of the issuer/entrepreneur. On the basis of the evidence reported, the 
study  concludes that for the entrepreneur, the Canadian IPO environment is 
attractive. However, from the investor's perspective, the poor long-run perfor-
mance of IPOs suggests that the investors do not do well by investing in IPOs. 

Before turning to the details of the paper, a few general comments are war-
ranted. First, the focus of the report is on successfully completed IPOs listed on the 
Toronto Stock Exchange (TSE). Although the TSE is Canada's largest exchange, 
lt is dangerous to assume that results drawn from it necessarily apply to the other 
Public equity markets. To assess the Canadian climate for IP0s, information on the 
43r1treal Exchange, the Vancouver Stock Exchange, the Alberta Stock Exchange 
and the Canadian Dealer Network (the over-the-counter market) is needed. What 
Percenta ge  of 1POs are completed in the various exchanges? Differences in both the 
fitrus seeking to list on various exchanges, and the listing requirements and other 
regulatory aspects of the various exchanges may affect the IPO process. For exam-
Pie, firm size may be smaller for some exchanges. So too may be the involvement 
cif institutional investors in some markets. It would be interesting to know whether 
underpricing and long-run performance results are similar for these other exchanges. 

A second feature of this report is its focus on successful IPOs. Little is known 
about companies that sought access to the public equity market but failed. Granted, 
iris  likely  more difficult to get access to information about such firms. However, the 
a nalysis of the Canadian IPO market is incomplete without it. 

For these reasons, I believe the report's very strong conclusion that the IPO 
environment is an attractive one for Canadian entrepreneurs may be premature. 
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Further research on the rest of the Canadian 1PO market is needed. I should add 
that the author is not responsible for the fact that insufficient research has been 
conducted on Canadian 1PO markets. The works of Michael Robinson and Jean-
Marc Suret and Elise Cormier in this volume are encouraging beginnings to the 
study of the other Canadian new public equity markets. 

Now I would like to make some comments on specific aspects of the report. 

POSSIBLE LINKAGES BETWEEN THE STUDIES 

THE PAPER CONSISTS OF FOUR DIFFERENT STUDIES OF THE IPO PROCESS. Each raises 
interesting questions about aspects of IPOs and provides useful information about 
the IPO process for firms seeking a listing on the TSE. However, I think the oppor-
tunity to link the studies has not been fully exploited. Some suggestions for further 
work are outlined below. 

The Role of Market Timing 

Table 2 of Jog's study clearly demonstrates that 1POs come in waves. Boom years 
were 1972 to 1973,1981,1983 to 1984 and 1986 to 1987. What drives these waves? 
The survey of entrepreneurs revealed that the second most important factor leading to 
a public offering was that "the stock market was favourable to high-pric,ed issues." Do 
the IPO waves bear this out? Are the boom years associated with bull markets? 

The evidence on the relationship between market conditions and IFOs 
reported by Jog is scattered and needs clarification. For example, in Table 4, which 
reports various long-run stock market performance data, the difference in long-run 
performance of issues made in bull and bear markets is examined. The difference in 
the long-run performance is reported to be statistically significant in all but month 
60, with issues made in bull markets experiencing less underperformance than 
those issued in bear markets. What is unusual is that only 19 issues are identified as 
bull market issues and 129 are bear market issues. This is in stark contrast to the 
entrepreneurs' high weight given to favourable market conditions. Furthermore , 

 endnote 23 refers to 26 issues in 1986 when the market rose significantly, suggesting 
to me that this might be considered a hot 1PO market. Clarification of the defini-
tion of market conditions is needed. It would seem reasonable to measure market 
conditions just before the decision to go public. Such a measure would imply that 
companies that decided to issue in July 1987 faced very different market conditions 
than those which decided to issue in November 1987, after the market crash of 
October 1987. 

The impact of market conditions is also considered in the underpricing studY 
where market condition is measured as the average annual return on the TSE 300  
total return index, reported in endnote 17. At a minimum, the impact of inflation 
should be considered. Furthermore, as with the long-run performance analysis, Pre" 
vailing market conditions at the time of the issue are a more relevant measure than 
an average annual return. 
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The study of long-run performance based on accounting data offers an oppor-
tunity to examine the relationship between market conditions, the financial health 
of a firm and the decision to go public. For example, are firms that go public in hot 
markets less in need of extemal financing than those which elect to go public in a 
cold market? 

What Causes the Negative Long-Run Performance of Stocks and Firms? 

Two of the studies deal with long run performance and both suggest that IPO firms, 
O n average, perforrn badly. It seems unfortunate that no link is made between the 
analysis of the accounting performance and the market performance. Do the firms 
with the most negative accounting performance also experience the most negative 
stock performance? 

The Role of Venture Capitalists 

C)nly limited information about venture capitalists was found through the survey of 
entltpreneurs. Surely, the 83 prospectuses contain information about the shareholders, 
including any venture capitalists. It would be interesting to use this information to 
see if the presence of a venture capitalist has any effect on the underpricing and 
1 °ng-run performance, measured both with market and accounting data. This might 
shed light on the interesting observation made in the paper that the evidence draws 
into question the adequacy of management skills of the firm after the IPO. Do firms 
with a relationship with a venture capitalist perform differently? 

STUDY-SPECIFIC ISSUES 

Underpricing 

The underpricing of IPOs is a well-established phenomenon. However, the evi-
dence of a decline in underpricing during the 1984 to 1992 period relative to the 
1972 to 1983 period is an interesting twist. Has the IPO boom of 1993 and 1994 
changed the result? 

What are the reasons for the decline in underpricing? For example, is this a 
reflection  of a change in the underwriters' ability to assess the market's reaction to 
1, 13°s? Could it be due to a shift in the type of firms coming to market on the TSE? 
4s it a reflection of the increasing importance of institutional investors? Are these 
results true for other stock exchanges in Canada? It would seem important to 
,e)<Plore the reasons for the change before drawing conclusions about the ability of 
`-anadian capital markets in allocating risks. 

14)ng-Run Performance 

e results of the poor long-run performance of IPOs are rather sobering, in light of all 
tne media hype about the initial stock run of companies such as Open Text and 
iS tar. In a related study by John Friedlan et al. (1994) poor long-run performance 
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was not due to the poor performance of stocks that subsequently left the exchange. 
Stocks that were no longer traded included both those that had done well and were 
purchased by another company and those that had failed. 

Table 4 of the Jog paper presents a number of different categorizations of the 
long-run performance data. It would be interesting to know the correlation between the 
categories. For example, drawing from the underpricing study, there would appear 
to be a correlation between degree of underpricing and whether the issue was made 
during a bull market. How correlated are the factors? If the independent variables 
are correlated, the statistical significance of the individual variables, reported in 
Table 5, will be lowered. 

Post-IPO Financial Performance 

Much more work can be done to relate the accounting performance data with both 
the degree of underpricing and the long-run stock market performance. For example, 
do firms that use the funds to increase assets rather than to reduce debt have dif-
ferent underpricing or long-run performance? As it stands, it is difficult to draw a 
conclusion on the basis of the information presented. 

Entrepreneurs' 'Views 

Surveying entrepreneurs' views on the process of going public is an interesting waY 
to collect information. Unfortunately, the survey leaves me with questions. For 
example, when choosing an underwriter, entrepreneurs were asked to assess the 
importance of reputation, quality of service, cost of service and previous success. 
Unfortunately, reputation would seem to me to depend on quality and cost of ser-
vice and previous success. Are these independent measures? How are entrepreneurs 
measuring quality? How did entrepreneurs gather information about underwriters ? 

 Did they approach several before selecting one? 
As far as motives for going public, I am curious to know the basis on which 

the conclusion is drawn that the "main reason for firms going public is that other 
sources of financing can no longer satisfy their financing needs." Table 20 of the Jog 
paper reports that the primary reason was the "business had a well-defined business 
plan to expand." It would seem to me that this does not necessarily imply that firms 
need new financing. Furthermore, the specific choice of "current sources of financ' 
ing were starting to dry out" was only the fourth choice overall. Again, I'm not sure 
how to interpret the data provided. 

SUMMARY AND CONCLUSION 

OVERALL, I FOUND THIS TO BE AN INTERESTING PAPER that raises many impnrt3nt  
issues. It seems clear that underpricing exists and has changed over time. Also, over 

the first four years, IPOs underperform various benchmark portfolio. Some evidenc e 
 indicates that the accounting performance of these firms deteriorates from the Pre' 

IPO period to the post-IPO period. The survey of entrepreneurs provides insight 
into the decision to go public but offers little information on either underpricing c't  
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long-run underperformance. Many questions remain, including explanations of the 
underpricing and the underperformance. The issue of market timing needs to be 
explored more fully. Can firms raise equity financing when they need it or are they 
forced to wait until market conditions are right? What can a firm needing equity 
financing do when the IPO market is not receptive to new issues? Furthermore, 
these results relate to companies which successfully list on the TSE. We still have 
much to learn about the other public equity markets and the firms which fail in 
their attempts to go public before we can conclude that Canada has a vibrant market 
for initial public offerings. 
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University of Toronto 

Reshaping Canada's Financial System: 
Who Wins, Who Loses? 

IT IS A VERY REAL PLEASURE FOR ME TO PARTICIPATE IN THIS CONFERENCE - a plea-
sure professionally and personally. My interest in Canada's financial system, its 

evolution and its functioning, goes back a number of years to the days when I was an 
academic  at the University of Toronto. At that time, there were not many academic 
researchers interested in the financial services sector, and it is most encouraging to 
see the increased interest today. I am greatly indebted to Harry Hassanwalia, Deputy 
Chief Economist, Royal Bank of Canada, for his assistance in the preparation of 
thi s paper.  

That sector, after all, is enormously important for the functioning of the Canadian 
economy. It is one that has been undergoing basic restructuring, both because of 
rnarket developments and because of legislative changes. There is much that should 
he analysed and appraised, particularly now that government is again contemplat-
,I ng important changes to the legislative framework of the financial services sector. 
I  would like to comment on the restructuring of the financial system, past, present 
and future. 

In 1992 we saw the introduction of major amendments to virtually all our 
fed.  eral financial legislation and, around about that time, to much provincial finan-
ci  tal services legislation as well. The process of review had been an extraordinary 
2ng and detailed one, beginning with the federal government green paper in 1986. 
'Ilere followed the Wyman report (deposit insurance), the Blenkarn report (House 
b°f  Commons Finance Committee), several Senate reports, the Estey report (failed 

anks) and a federal government white paper in December 1986 that recommended 
isubstantial services integration across the "four pillars" of the financial system — 
Danking, insurance, trust and investment. A series of legislation drafts relating to 

111,e Bank Act, and trust and loan, insurance and co-operative credit acts followed. 
r,tlave not even mentioned the provincial studies and reports such as the Ontario 
'-)eY report of the Ontario Securities Commission relating to the opening up of the 

Inclusri y-- and the Dupré report on financial services generally in Ontario. 

9 
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Now you might think that such an intensive review and such a blizzard of 
amendments would have sufficed for some time. Wrong. 'There was an undertaking 
in the new legislation to conduct a further review within five years, i.e., by 1997, 
instead of following the historical pattern of the decennial revision of the Bank Act. 
So there are now two broad legislative initiatives under way. One initiative deals 
with the supervisory and regulatory system for federal financial institutions, includ-
ing the powers of the Office of the Superintendent of Financial Institutions 
(OSFI), and the Canada Deposit Insurance Corporation (CDIC). The other deals 
with the powers and operations of the federal financial institutions themselves. I 
will come back to these two initiatives in a moment. 

Why all this frantic legislative activity over the last decade? There is really 
only one fundamental reason: legislators and regulators were and are trying desper-
ately to keep up with the restructuring going on in the marketplace in Canada and 
abroad. Historically, Canadian financial legislation was based on the separation of 
banking, insurance, trust and investment. In reality that separation was being eroded 
in the marketplace. 

Years ago, for example, trust companies began to go beyond their trust  powe r 
to engage in deposit banking; banks offered credit insurance and traded in a range 
of debt securities; life companies offered a variety of non-life products; investment 
dealers, in their commercial paper activities, were in the business of short-term cor-
porate lending in direct competition with the banks. New players, such as the con-
sumer loan and sales finance companies, and credit unions and caisses populaires 
emerged to provide various kinds of banking services, and leasing companies had,  
in a substantive way, become finance companies. In some respects, these newcomers 
had greater flexibility than the older institutions. 

In light of all this, what was the logic of trying to maintain walls between the 
players, old or new? V(That was the logic of trying to maintain a structure based  esse
tially on legislative rigidities and not market efficiencies that frustrated the emerging 
preferences of borrowers, lenders and investors? There really was very little left of 
the logic that had existed in the circumstances of earlier times. 

But to introduce legislative change is complicated by the fact that institw 
tions whose current operations rest even partially on existing legislative barriers to 
entry will, naturally, strongly oppose it. We witnessed this in events leading to the 
1992 amendments, and it is very much in evidence in the current review process., 

As an aside, let me say that this conference, because of the detachment ° I 
 many of its program participants and because of the technically difficult and important 

 subjects examined, can make a fine contribution to the development of policy that 
 is in the best interests of the country as a whole and not just individual p,ayers. 

The focus of the conference on the various aspects of the cost of capital anclf  
its implications was particularly welcome. I have read with great interest most °, 
the draft papers presented in this volume. 1 recall some years ago studying historice, 
differences between long-term interest rates in Canada and the United States an° 
puzzling over exactly why the cost of long-term capital, in real terms, appeared alwaYs  
to have been higher in Canada than in the United States. Theoretical possibilities  
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are easy to identify but empirical testing is another matter — as the current papers 
amply illustrate. What is clear is that the Canadian economy has always had a higher 
cost of capital than the United States and has developed in spite of it. 

In the absence of solid analysis of the kind that is emerging, there is a danger 
that facile conclusions will be drawn and used to introduce further legislative rigidities 
into the financial system. I am thinking, for example, of new controls on lending 
and schemes for the subsidization of some borrowers and issuers of equity capital 

through guarantees or tax preferences. Several papers in this volume are quite 
interesting on this point. One day I would dearly wish to know if the capital, in the 

aggregate, attracted by government subsidies, guarantees and tax preferences, 
subsequently achieved a competitive rate of return. There is also a danger that very 

exaggerated notions of Canada's actual ability to influence fundamentally the cost 

of capital in the short run will prevail and will influence policy. 
But I must resist going down the cost-of-capital path and return to the restruc-

turing  of the financial system. 
It would be a mistake to think that further restructuring of the Canadian 

financial system is needed because it, somehow, is lagging behind that of other 
industrial countries. In fact, one of the most remarkable aspects of our financial 
sYstem is how highly developed it has become. One way of measuring this is to trace 
th  t growth of financial intermediaries, e.g., banks, insurance companies, trust com-
Panies, mutual funds, etc., in relation to the growth of the Canadian economy. In 
1 870, financial intermediary assets amounted to only about 30 percent of gross 

domestic product (GDP). This rose steadily reaching 100 percent by 1930, 150 per-
cent by  1980 and in 1994 it stood at 218 percent — high by international standards. 
Generally, in terms of day-to-day servicing of clients and the cost of financial services, 
few countries are better served by their financial services industry than is Canada. 

So when we speak of restructuring our system, this refers to a system that, for 

any historical reasons, is already highly developed. In some areas, such as bank-
I. ng, it is a more mature system than in the United States. By the way, the rapid 
Increase of the intermediation ratio over the last two decades shows how misplaced 
has  been the fear of some intermediaries of a trend toward, what they call, "disin-
ermediation" — a phenomenon confined essentially to short-term corporate bank 

'ending. 
What la y  behind this rapid development of the financial system in Canada? 

The heritage of English and Scottish financial legislation gave the various sectors 
a remarkably good legislative framework from the beginning, and the decennial 

revision of the Bank Act ensured timely amendments in that sector. Several royal 
commissions that examined "skulduggery" in banking and insurance speeded the 
ercicess. Also, the major types of financial institutions appeared early on in Canada, 
and so the system has had many decades of evolution. 
. 	Fire and casualty insurance first appeared in 1809, chartered banks 1817, sav- 
ings banks 1819, building societies 1844, life insurance companies 1847, post office 
slayings bank 1867, government pension account 1870, trusteed pension plans 

874, trust companies 1882, caisses populaires and credit unions 1900, closed-end 
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investment trusts 1901, finance companies 1916, consumer loan companies 1928 
and mutual funds 1932 — not to mention the federal crown corporations that were 
formed along the way. 

But one of the most significant reasons for the highly developed nature of the 
Canadian financial system, even in comparison with that of the United States, is 
the absence, over the whole of its almost two centuries of development, of obsta-
cles to the development of national institutions. Whereas, for example, the U.S. 
banking system has been shaped, even contorted, by the existence of strong state 
legislation and limitations on branch banking, the Canadian system developed all 
across the country as fast as the banks could throw up branches in new communi-
ties. Economies of scale were never frustrated by legislative restrictions. 

Undemeath the aggregate numbers, to which I have referred, lies another sig-
nificant reason why the Canadian financial system is well developed. The reality is 
that the system has been remarkably flexible and change over time has inevitablY 
involved the disappearance of losers, the diminution of dominant players and the 
emergence of new winners. I will give you a few examples. 

In 1870, the chartered banks accounted for about 75 percent of financial 
intermediary assets. By 1940, this was down to 40 percent and it reached a post 
World War II low of 28 percent in about 1966. Banks had seen their intermediarY 
business invaded by the trust companies, credit unions and caisses populaires, sales 
finance and consumer loan companies, and they were missing out on the long-terrn 
investment market to the life companies, trusteed pension funds and closed-end 
and mutual investment funds. 

The winners by far in long-term investments up to the 1930s were the life 
insurance companies. They had only about 2 percent of financial intermediarY 
assets in 1870 but, by 1934, this had grown to a peak of 34 percent. They then 
entered a period of relative decline as Canadians began to shift away from whole 
life insurance into other forms of long-term investments. By 1980, life insurance 
companies accounted for less than 9 percent of financial intermediary assets. 

Mutual funds, which first emerged in Canada in 1932, only had assets of $4.6 billion 
even by 198D. Then they exploded. By 1990, their assets had grown to $35.2 billion and, lei 
1994, to $131.8 billion, of which $28.6 billion were in funds sponsored by the char' 
tered banks. This represented about 8 percent of total financial intermediary assets , 

 up from 1 percent in 1980. Such growth is spectacular. But again, historical 
spective is instructive. Life insurance companies moved from 13 percent of tote 
financial intermediary assets in 1920 to 26 percent in 1930, an even faster pace 
than mutual funds in the 1980s. They then began a very steep relative decline. 

How did the banks and the life insurance companies respond to  the"  
decades-long relative decline? The short answer is, "not quickly." 

Round about the mid-1960s the banks realized they had a problem. In face' 
their problem was a lack of innovation in savings and lending instruments — Parc h' 
because of legislative restraints but also because of rather rigid views as to what con' 
stituted banking. Recall that they had never asked for residential mortgage lending 
powers. These powers were handed to them by a govemment that wanted met  
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house financing. Also, only the Canadian Bank of Commerce, as it then was 
known, took advantage of a Bank Act loophole that enabled it to make small con-
sumer loans at rates above the interest ceiling. 

Things began to change in banking in the late 1960s. Legislative obstacles to 
banks engaging in Consumer and residential mortgage financing were removed in 
the  1967 revision of the Bank Act, including abolition of the interest rate ceiling, 
and the banks soon showed they could provide financing at lower cost to consumers 
than their competitors. 

The dominance of the consumer loan and sales finance companies soon faded 
and, by 1994, they accounted for only 1.5 percent of financial intermediary assets 
compared with almost 6 percent in the 1970s. Similar aggressiveness developed in 
mortgage financing, as the banks increased their role and provided competition for 
the traditional players in this area — the life insurance, trust and mortgage loan 
companies. Greater convenience and lower mortgage costs appear to have been the 
outcome  of that invasion. 

Very significant was the removal of the barriers separating commercial and 
investment banking in 1987 and the rapid takeover by the banks of a major part of 
the investment dealer industry. This was followed in the early 1990s by bank acqui-
sition  of the major trust companies and by a sharply accelerating bank role in the 
mutual fund business. 

The life insurance companies too bec2me much more aggressive in the long-term 
savings  business, particularly in annuities and, by 1994, held 10 percent to 11 per-
cent of financial intermediary assets, up from less than 9 percent. So, after several 
decades of relative decline, they were holding their own and a bit more. Indeed, in 
the last few years their assets have grown a bit faster than those of the banks. 

So what system restructuring remains to be accomplished in the period 
aillead, beginning with the upcoming legislation, and what principles should guide 
tnat restructuring? While policy changes must pay attention to achieving a smooth 
transition from the existing regime to an altered one, they should not be impeded 
bY the notion that change will hurt some and help others. The history of the evo-
lution  of the Canadian financial system is replete with examples of the rise and fall 
Of group s  of financial institutions and of individual ones — an essential reason, as 1 
have already noted, why the Canadian system is so highly developed. We have seen 
the rise and fall of building societies, private bankers, mortgage loan companies, 
sales finance and consumer loan companies, and the relative declines in the char-
tered banks, life insurance companies and trust companies. We have also seen a 
nlaior restructuring of the investment dealer industry and the trust companies, 
while the recent rising stars have been the mutual funds and trusteed pension funds. 
At the same time, and significantly, in almost all areas, a number of niche players 
exist that are nicely surviving the changes and operating profitably. 
. 	Indeed, apart from the need for further substantial changes in the insurance 
1.'11:lust-Ty and some in the leasing industry, institutional restructuring across the "pillars" 
IS  largely complete. Since World Warn, we have seen the joining of consumer and 
ccmtnercial bank lending and mortgage lending in the same institutions — contrary 
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to what had existed in preceding decades. We have seen the combining of invest-
ment and commercial banking, still absent in the United States and, after 1992, the 
banks, trust, investment and insurance companies have had the power to engage in 
each other's businesses, albeit only through separate subsidiaries. However, the two 
exceptions I noted — insurance and leasing — are not unimportant. In both, there 
would appear to be room for reduced distribution costs to consumers through addi-
tional restructuring. 

Even taking into account several recent failures and the merging of a few 
large companies, the insurance industry faces adjustment for two reasons. First, 
there has been relatively little consolidation within the industry. Contrary to what 
has happened over the years in banking and the investment business, there are 
almost 150 companies in the life and health insurance business, and none has more 
than 10 percent of the market. This is not the outcome of market forces but rather 
the outcome of decades of apparent bias against mergers on the part of former super-
intendents of insurance, and legislative restrictions in a complex industry with both 
mutual and stock companies. Emerging legislation should remove such restrictions 
for the sake of the future efficiency of the industry. 

The second reason for the likelihood of significant restructuring of the insur-
ance industry is the inevitability, sooner or later, of life insurance distribution 
through branches of all deposit-taking institutions as is currently the case in many 
other advanced industrial countries. 

Current legislation also prohibits financial institutions from engaging in car 
and household property leasing even though leasing, in many instances, has become 
a substitute form of financing. Since considerable international practice argues in 
favour of financial institutions engaging in such activity, this is likely to emerge as 
an important issue in the upcoming debate on new financial services legislation. 

While many of the major legislative barriers to integrating the pillars have 
been removed, some obstacles remain. Banks and federal trust companies cannot 
directly underwrite insurance risks in Canada or distribute insurance or annuities 
through their branches; insurance companies cannot directly take deposits or par' 
ticipate in the payments system; banks and insurance companies cannot directly acr 
as trustees; and financial institutions cannot engage in car leasing or even have car 
leasing subsidiaries. You see here the results of a nice political balance struck by the gov-
ernment in enacting the 1992 legislation, a balance that did not seem economical& 
logical in 1992 and seems even less so today. 

As in the past, the real world of the marketplace moves on in spite of legie 
lation. On January 23, 1996, the National Bank of Canada and the Metropolitan 
Life Insurance Co. announced that they were forming a joint venture whereby 3  
new company, called National Bank Financial Services Inc., would begin selling each 
other's products through agents reporting to regional offices in all parts of Canada. 
From an economic efficiency point of view, this is probably a second-best solution , 

 with the first-best solution probably being the one present in Europe, some states 
in the United States and some credit unions, and all the caisses populaires in 
Quebec, i.e., direct distribution of insurance through branches of deposit-takia 
financial institutions. Similar critical appraisal, of the other obstacles to integrade 
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to which I have referred, is also justified such as in house trust powers for insurance 
companies and banks, and deposit taking by insurance companies. So where is goverrunent 
policy now? I mentioned earlier that there were two broad legislative initiatives in 
Play at present — deposit insurance and regulatory and supervisory powers and pro-
cedures of the OSFI and CDIC, and amendments to the legislation outlining the 
Powers and operations of the financial institutions. 

In late 1992, there began a long parliamentary review of the first. The federal 
Department of Finance undertook a review of the deposit insurance system and 
related supervisory powers of the OSFI and the CDIC with the help of an advisory 
committee drawn from the public and private sectors. Work was completed in mid-
1994. House of Commons and Senate committees held hearings. The House of 
Commons Standing Committee on Finance examined and reported on deposit 
insurance following the failure of some trust companies. The Standing Senate 
Committee on Banking, Trade and Commerce, in April 1994, began to conduct a 
review of regulatory issues including deposit insurance and, by the end of the year, 
had come up with an influential report containing 42 recommendations. 

This laid the groundwork for a federal government policy paper issued by the 
Secretary of State for Finance, the Hon. Doug Peters, on February 9, 1995. It was 
entitled Enhancing the Safety and Soundness of the Canadian Financial System. Ignoring 
widespread advice, it argued against co-insurance to stieneen the deposit insurance system 
through making depositors more sensitive to where they put their money and con-
fined itself to reducing "stacking" of the $60,000 deposit limit. The paper favoured 
some form of risk premiums. So it appears that basic restructuring of deposit insur-
ance remains for another day. The hands of the OSFI and the CDIC were to be 
strengthened through permitting earlier and strong intervention in the affairs of 
troubled institutions, and a new entity was to be formed for insuring policy and 
annuity holders of insurance companies. 

In June 1995, the government introduced Bill C-109, later changed to Bill C-15, 
reflecting the Peters report, and sent it to the House of Commons Finance Cbmmittee, 
which reported on it in December 1995. The bill became law in June 1996. 

As for the second initiative, in 1995, the Senate Banking C,ommittee began 
r. 0 review issues relating to legislation governing federal financial institutions, and 
i nterested parties submitted briefs. The Department of Finance submitted a back-
ground paper entitled Developments in the Financial Services industry Since Financial 
Sector Legislative Reform. The Committee reported on the issues but did not make 
sPecific recommendations. The Department of Finance had preliminary discussions 
w"th the industry and invited briefs. It released a white paper on June 19, 1996. 
Unfortunately, the white paper did not deal with the major controversial issues, 
rieaving them for consideration by a task force and advisory committee. The task 
rc)rce has not yet been formed. In short, as of today we do not know what the gov-
ernment will propose in terms of further restructuring of the financial institutions. 
What should they propose? 
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Quite apart from having to deal with the exceedingly important questions of 
opening up insurance distribution, and car and household property leasing to all 
regulated financial institutions, there are other issues lurking around the review 
process which could affect the further restructuring of the system. These include 
the issues of concentration, real/financial mixing, wide ownership and the 10 percent 
rule, international reciprocity, access to the payments system, federal-provincial 
harmonization, corporate governance, unaffiliated directors' minority interest 
inve,stments, related party rules, privacy, consumer protection and holding companies. 

Let me reassure you immediately that I do not propose to comment on each 
of these matters — only on several of them. 

Concentration 
In the current process of legislative revisions, a ptominent issue is that of concentration. 
It is referred to, for example, by the life insurance industry as a major reason for 
opposing the entry of banks into the retail distribution of insurance through bank 
branches. There is need to take a very objective view on this matter. 

It is interesting and significant that while banks have branched out in their 
intermediary business in a remarkable way, their share of intermediary business 
today, at about 40 percent, is no higher than it was in 1980 or even 1940. And if 
you take the foreign banks out of that figure, it is 4 percentage points lower. 
Furthermore, after comparing such things as interest rate spreads and the share of 
market in individual product areas, such as deposits, mortgages, mutual funds and 
rates of return on equity, with those of other countries, it is difficult to make the 
case either for excessive concentration or lack of competition. 

Furthermore, the constant pressure of foreign competition in most areas of 
the financial system casts grave doubt on the usefulness of concepts of domestic 
concentration, not to mention the apparent reality coming out of research that 
competition is intense even when there are relatively few companies in individual 
industry sectors. I suspect that, before the decade is out, we will be discussing the 
need to increase the size of even the largest Canadian financial institutions, through 
mergers among them, in order for them to have a sufficiently large domestic base 
for surviving in the global financial system. This may well go to the point of ques' 
tioning the continued usefulness of the 10 percent individual shareholder owner' 
ship limitation for Schedule I chartered banks, even though I do not expect that ir 
will be an issue in the current revision. 

Mixing of Industrial and Financial Activity 

An important principle that has guided past banking legislation is the separation of 
real and financial activities. (Banks cannot own industrial companies, and industrial 
companies cannot own banks either directly or indirectly.) However, the princiPle 
has not held in the case of other financial institutions, such as trust companies, an 

 it is not observed in Europe. My own view is that the principle is a good one ano,  
where it has been applied, has served the system well. While Europe has permitted  
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such mixing, even in the case of the most prominent example of it, the Deutsche 
Bank, there have been questions concerning its desirability. A number of examples 
flow exist internationally where trouble in the industrial company has impaired the 
Position of the financial institution in the group. It seems that when push comes to 
shove, the financial institution in such a mixed group will not be shielded from 
trouble in the industrial affiliates. Certainly, regulating financial institutions is sim-
plified if mixing of real and financial activity is prohibited. 

Access to the Payments System 

One area where the Canadian financial system is lagging other industrialized countries 
is its payments clearing and settlement system. Alternative clearing mechanisms 
made possible by electronic transfer mechanisms, such as debt cards, underscore the 
need to restructure the system. One element of reform, the Large Value Transfer 
System, is being developed and may be introduced by the Canadian Payments 
Association next year. There is also increasing pressure from non-bank institutions, 
both financial and non-financial, to gain access to the payments system. The recent 
consent order filed by the director of the federal Bureau of Competition Policy with 
the Competition Tribunal requiring the opening up of the Interac system to other 
regulated financial institutions, is a straw in the wind. Not nearly enough work has 
been done on reforming the payments system to move forward on it. My own feel-
ing is that, with the rapidly changing character of many financial institutions, there 
is a need to examine the system in derail and codify preconditions, including regu-
latory and supervisory requirements, for ensuring the safety and soundness of the 
PaYments system. This could pave the way for entry into the system of any 
institutions that meet those requirements. The essential challenge is to have a system 
that leads to each player being prepared to accept the other's credit risk. 

One researcher who has studied the matter with some care, Professor Neil C. 
Quigley, has even concluded that the basic character of the payments system should 
be changed. He feels that the monopoly position of the Canadian Payments 
Association should be broken, and there should be no requirement that the char-
tered banks must be members of it. It will be very interesting to see how this part 
of the  financial system evolves. 

eederal -Provincial Harmonization of Regulation 

I noted earlier that one major reason why the Canadian financial system is highly 
efficient  is because there were no major obstacles to the development of national 
i nstitutions. We see this in all areas — banking, insurance, trust, investment and 

°sing. However, while the system permitted the realization of economies of scale, 
itne existence of joint federal-provincial jurisdictions in areas other than banking 
tlas  meant a proliferation of regulatory regimes. It is the existence of this unneces-
sarY regulatory burden that has stood in the way of achieving maximum economic 
efficiency  in the national financial system. 
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This has become increasingly recognized in recent years, and some attention 
has been paid to possible improvements. However, the results so far have been quite 
disappointing. Provinces began as early as 1988 to try to harmonize trust legislation 
but have still not succeeded. Nor is national harmonization much advanced in 
areas of insurance and securities legislation. The European C,ommunity is more 
advanced than the Canadian provinces with its principle that institutions regulated 
in their home jurisdiction have access to the whole of the Community. The federal 
govemment has made a proposal for a national securities regulator but no one 
should hold his or her breath on that possibility. 

You can guess from what I have already said that we are in for another interesting 
period of legislative restructuring with some important and controversial issues to 
be resolved. History makes it quite clear that the system can absorb substantial 
change without significant disruption, so we should not be phased by it. We must 
all hope that emerging government policy will lead to Canadian consumers being 
the winners, not the self-interested players. 
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ABSTRACT --1
, HIS STUDY EXAMINES THE STOCK PRICE EFFECT'S of the seasoned equity offerings 

by the Toronto Stock Exchange (TSE) 300 firms to identify the determinants 
of the cost of equity for Canadian firms. The results reveal that the issuing firms 
experience a significant drop in their share price around the announcement date. 
The  cross-sectional analysis shows that large firms experience a more pronounced 
negative reaction while issuers interlisted on both Canadian and U.S. stock 
exchanges have a less negative market reaction. The results suggest that the main 
determinants of the equity capital are related to the smaller size of the Canadian 
equity market. The findings of this study also confirm the previous evidence that 
the Canadian market is segmented from the U.S. equity market, and segmentation 
is more severe for the non-interlisted Canadian stocks. 

INTRODUCTION 

THE GLOBALIZATION OF CAPITAL MARKETS IN RECENT YEARS has created a world-
wide surge in cross-border security offerings and investments. Cross-border 

equity flows have increased rapidly in the last decade: one in five share trades fea-
tured a foreign investor or a foreign equity in 1992. Gross sales and purchases of 
bonds and equities by domestic and foreign residents in the United States rose from 
9  Percent of the American gross domestic product (GDP) in 1980 to 135 percent 
i n 1 993. The total cross-border ownership of securities that could be traded in 1992 
was estimated to be $2.5 trillion) 

Two recent trends in capital markets have accelerated the pace of cross-border 
trading and the globalization of markets. First, institutional investors have become 
nlaior players in the market place buoyed by the phenomenal growth in mutual and 
Pension funds. Institutional investors now manage almost two fifths of American 
'nuseholds' financial assets, up from one fifth in 1980. 2  In Canada, institutions, 
such as mutual and pension funds, and insurance companies, held 70 percent of the 
market  value by 1990 and about two thirds of the traded value on the TSE in 1991 .  3  

1 0 
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Second, the number of firms listing on foreign exchanges has increased dramati-

cally, making it easier for investors to buy the foreign stocks at home. For example, 

372 foreign firms were listed on the London Stock Exchange between 1987 and 

1992. The cross-exchange trading, buying and selling of foreign shares at home was 

$875 billion in 1990, nearly 40 percent of all international equity trades. 4  In 1994, 
the purchase and sale of foreign equities on the New York Stock Exchange (NYSE), 

the American Stock Exchange (AMEX) and the National Association of Security 

Dealers Automated Quotation (NASDAQ) reached $715 billion, and the volume 

of trading in foreign stocks accounted for about 10 percent of total trading. 5  
Availability of foreign stocks for trading on domestic exchanges has reduced the 

cost of acquiring and trading foreign securities. 

What implications do these trends have for Canadian investors and corporate 

managers? Cross-border investments serve to eliminate barriers to international 

investments across countries and to increase the integration of capital markets. In 

segmented capital markets, securities with the same risk earn differential rates of 

return. 'Thus, firms with similar risk characteristics may have different costs of capital'  

depending on the degree of segmentation and the special characteristics of the 

home country economy. Barriers to international capital flows can cause segmen-
tation in financial markets along national boundaries. These barriers can be legal 

ones that pertain to government restrictions on the flow of capital across countries. 
They can also be indirect barriers arising from investors' reluctance to invest in foreign 

securities because of difficulties in collecting information about, or transacting in , 
 foreign stocks. While most legal barriers have been either eliminated or consider-

ably reduced, the indirect barriers still remain strong. Cross-border listing allows 

firms to reduce indirect barriers to investment since foreign stocks listed on domestic 

exchanges are as easy to trade as domestic stocks. 

Many recent studies have investigated the integration of the Canadian and 

U.S. equity markets. These studies concluded that while Canadian markets had 

been segmented from U.S. equity markets, in recent years there has been a move 

toward integration. Also, Canadian stocks interlisted on U.S. stock markets are 

priced in a relatively integrated market compared to their domestic counterparts.' 

Segmentation of the Canadian and U.S. equity markets implies that the cost 

of equity capital for the Canadian firms depends largely on the demand and supplY 

of equity capital within Canada. Since the Canadian economy is small and resource 

based, many risk factors may be priced in the Canadian market that are diversified 

away in the larger U.S. economy. Consequently, Canadian firms are likely to face a 
higher cost of capital relative to their U.S. counterparts. In a survey of Canadian 

managers, Jog and Srivastava (1993) reported that all respondents believed the 

they had at least some cost of capital disadvantage over a comparable U.S. firm. 

Since a lower cost of capital is a major competitive advantage for firms in a globalized 

market economy, understanding the factors that determine the cost of capital for 

Canadian firms is important to reduce the negative effects of these factors. 
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The purpose of this paper is twofold: to identify factors that are likely to influ-
ence the cost of equity capital in Canada and to study the effect of interlisting on 
a firm's cost of capital. 'These issues are investigated by studying seasoned equity 
offerings in Canada — a relatively unexplored area of research. In efficient markets, 
market reaction at the time of the equity issuance provides information on the sig-
nificance of the factors that are relevant in determining the cost of equity. 

The next section discusses the potential determinants of the cost of equity for 
Canadian firms, followed by a description of the sample and methodology. The 
final sections include empirical results, a summary of the findings and a discussion 
Of the policy implications. 

DETERMINANTS OF THE CANADIAN COST OF EQUITY 

THE CAPITAL ASSET PRICING MODEL (CAPM) SPECIFIES that systematic risk or 
beta is the only determinant of risk that is relevant for pricing securities. This 

model is, however, based on the strong assumptions of perfect and frictionless capital 
markets that may be inadequate to capture the complexities of the marketplace. In 
Particular, Merton (1987) observed that the models developed in a perfect market 
setting rarely provide explicit and important roles for either financial institutions, 
complicated financial instruments and contracts, or regulatory constraints, despite 
their observed abundance in the real financial world. Merton developed a modd of 
capital market equilibrium under the more realistic assumptions that investors gen-
erally know about or are "aware" of only a subset of available securities and these 
subsets vary across investors depending on individual investors' degree of recogni-
tion of different securities. Under these assumptions, many risk factors are priced in 
addition to the market factor. The model predicts that expected returns increase 
with systematic risk, firm-specific risk and relative market value, and decrease with 
the  relative size of the firm's investor base. 

The risk factors relevant for asset pricing may vary greatly across countries 
clePending on the special characteristics and the institutional and capital market 
structure prevalent in different economies. Canadian markets have several unique 
features that may be relevant for security pricing. First, the Canadian market is 
snla11 and dominated by resource-based, and infrequently traded, stocks. As a result, 
risk factors, such as industry and stock liquidity, may be priced in the Canadian 
Market that are likely to be diversified away in the larger U.S. economy. Second, 
Canada  has a large number of securities that are interlisted on U.S. stock 
exchanges. The effects of interlisting on the cost of equity need to be explored fully. 
Third, institutional and regulatory differences between Canada and the United 
States may play a role in the demand and supply of Canadian stocks. These factors 
are  discussed below to identify the potential determinants of the demand or supply 
of equity capital in the Canadian market. 
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INDUSTRIAL STRUCTURE 

As MANY RECENT STUDIES HAVE DOCUMENTED, industry  is an important factor in 
asset pricing. King (1966) first identified the presence of an industry factor in addi-
tion to the market factor as a determinant of U.S. stock returns. Lessard (1974, 
1976) documented the importance of an industry factor for international stock 
retu rns. Roll (1992) showed that an industry factor is an important determinant of 
the differences in the correlations and of the volatility among country index 
retu rns. Griffin and Karolyi (1995) concluded that an industrial mix of the portfo-
lios affects the portfolio diversification benefits in an economically significant way, 
and Mittoo (1995) found that sensitivity to risk factors varies across industries in a 
matched sample of Australian, Canadian and U.S. stocks. 

The Canadian stock market is dominated by resource firms which are more 
volatile than non-resource firms. Although the percentage of resource firms has 
been decreasing over time, their concentration in Canada is still significant rela-
tive to their proportion in the United States. 7  Rao and Lee-Sing (1995) compared 
a sample distribution of Canadian and American firms by industry grouping and 
found that the U.S. sample had only 13 percent of the firms in mining and 
resource-intensive manufacturing compared to 30.7 percent in Canada. Thus, 
industry is likely to be a significant factor in the Canadian market, and Canadian 
investors may demand a higher risk premium for holding the resource stocks rela-
tive to the non-resource stocks. 

STOCK LIQUIDITY 

STOCK LIQUIDITY IS AN IMPORTANT ATTRIBUTE since highly liquid stocks can be 
bought and sold with minimal impact on the stock price. In contrast, an illiquid 
stock increases the overall cost of trading for investors because of the difficulty io 
trading in stock. Liquidity is also a determinant of the bid-ask spread, and less-liquid 
stocks have generally larger spreads. Investors are likely to require a higher expected 
return for holding an infrequently traded stock to compensate for its higher trading 
costs. Amibud and Mendelson (1986) developed a theoretical model in which 
expected returns are an increasing and concave function of liquidity. They provided 
evidence that, after controlling for differences in beta and firm size, differences in 
expected returns re fl ect differences in liquidity. 

Infrequent trading is a major problem in the Canadian stock market. Fowler 
et al. (1980) reported that out of the 1,800 securities listed on the TSE for at least 
12 months during the period January 1970 to December 1979, only 4.3 percent of 
the stocks traded on the last day of each month, only 37.5 percent exhibited at least 
one trade every month and the remaining 58 percent had at least one month in 
which no trade was recorded. In contrast, Foerster and Keim (1987) reported that 
in the 1972 to 1987 period, the percentage of stocks that did not trade on an aver' 
age day was 1.6 percent for all NYSE stocks and 15.9 percent for all AMEX stocks' 
Highly liquid stocks are particularly preferred by large institutional investors wie 
have become the dominant investors in the Canadian stock market in the 19905 ' 
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Thus, the demand for highly liquid Canadian stocks is likely to be greater than the 
supply  of such stocks, and investors may demand a higher risk premium for holding 
thinly  traded stocks. 

FIRM SIZE 

BANZ (1981) FIRST DOCUMENTED THE SIZE ANOMALY, i.e., the existence of a negative 
association between abnormal returns and firm size after controlling for the risk 
measured by beta. Banz reported that small firms, on average, eamed risk-adjusted 
returns of about 12 percent per annum in the 1926 to 1975 period. Many other 
studies have confirmed these findings, and the estimates of the size premium vary 
from 10 percent to 20 percent per annum. Moreover, empirical support for the asso-
ciation between size and average returns is about as strong as the association 
between beta and average returns. Thus, an alternative model based on size and 
expected return would seem to have as much empirical validity as the one based on 
beta and expected return (Schwert, 1983). Berk (1993) provided a theoretical 
framework in which the firm size is actually a measure of risk. 

Canadian firms are much smaller, on average, compared to U.S. firms. For 
example, only nine Canadian companies were included in the Fortune (1992) list 
of 500 largest industrial companies compared to 157 U.S. firms. Rao and Lee-Sing 
(1995) confirmed that Canadian firms were much smaller than their U.S. counter-
parts in their comparative sample of Canadian and U.S. firms. Small-firm stocks are 
also generally less liquid and trade infrequently — attributes that make these stocks 
unattractive for large institutional investors. Consequently, Canadian investors are 
likely  to demand a higher risk premium for holding small Canadian stocks relative 
to the large-firm stocks. 

CiWNERSHIP STRUCTURE 

OWNERSHIP STRUCTURE IS THE MOST STRIKING DIFFERENCE between Canadian and 
U.S. firms. Canadian firms, in general, are closely held, and many domestically 
°vened corporations have a control block of shareholders. Rao and Lee-Sing (1995) 
rePorted that, in more than three quarters of the Canadian corporations in their 
sample, at least one large blockholder controlled 20 percent or more of the voting 
shares and, in over half the firms, a single blockholder controlled more than 50 percent 
°f the voting shares. Differences in the ownership structure are more pronounced 
for the largest size category. Morck and Stangeland (1994) found that only 16 per-
cent of the 550 largest Canadian corporations are widely held in Canada. Thain 
and Leighton (1991) found that 73 percent of the top 100 corporations in the 
United States are widely held compared to only 15 percent in Canada. 

In widely held firms, each shareholder owns a small portion of the firm with 
n° effective control. In such firms, agency problems arise because managers may 
work in their own interest rather than in the interest of the shareholders. While 
c,nnflict of interest between managers and shareholders is reduced when a single 
snareholder has effective control of a firm, conflict of interest between majority and 
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minority shareholders may also emerge. Thus, two opposite effects can be attributed 
to the differences in the ownership structure of Canadian firms relative to their 
U.S. counterparts. First, in contrast to widely held firms, the agency costs that arise 
from the divergence between the interests of managers and shareholders are 
reduced in closely held firms. On the other hand, agency costs that stem from the 
conflict of interest between the dominant and other shareholders are likely to be 
higher in the closely held firms. Thus, the net effect of ownership structure on the 
cost of equity and on investors' demands for the stocks of closely held firms depends 
on which of the two effects dominates. 

DIVIDEND YIELD 

THE IMPACT OF DIFFERENTIAL TAXATION ON DIVIDENDS and capital gains on equity 
value has been the subject of considerable debate in Canada. In particular, non-
residents do not receive the dividend tax credit, and Canadians do not receive the 
dividend tax credit on dividend income from foreign investments. Booth (1987) 
argued that the dividend tax credit induces segmentation in the Canadian market 
by encouraging Canadians to invest in Canadian securities and provided evidence 
consistent with this hypothesis. McKenzie and Thompson (1995) found that taxes 
affect stock prices and that changes in the domestic taxation of dividends have 3 

differential impact on high and low-dividend-yield securities. The effect of stock 
dividend yield, however, is likely to be minimal in recent years because of tax 
reforms during the last two decades that have reduced the tax differential between 
dividends and capital gains considerably. 

CANADIAN INTERLISTED STOCKS 

THE CANADIAN SECURM MARKET HAS TWO DISTINCT SEGMENTS: interliste£1 securities 
that are listed on both U.S. and Canadian stock exchanges and purely domestic 
stocks that are listed only on their domestic stock exchanges. Until the early 1980s, 
very few Canadian firms listed on U.S. exchanges. For example, only 110 TSE firms 
were interlisted on U.S. exchanges in December 1986. Since then, the pace of U.S. 
listings has increased rapidly, spurred by the globalization of financial and product 
markets: 75 TSE firms were interlisted on U.S. exchanges between January 1987 
and December 1995. The interlisted securities form a significant portion of the 
Canadian market value, and their traded value comprises more than 50 percent of 
the total dollar traded value on the TSE. About half of the TSE 35 firms and about 
one third of the TSE 100 firms are interlisted on U.S. stock exchanges. 

BENEFITS AND COSTS OF INTERLISTING 

WHY DO CANADIAN FIRMS SEEK U.S. LISTINGS? In a survey of Canadian firms, man - 
agers cited various reasons (Mittoo, 19926): to access larger U.S. capital markets ,  
to broaden the shareholder base, to increase liquidity, to appeal to  institution
investors and to enhance visibility. Other reasons related to increasing the market-
ing efforts and the prestige and image of the company. 
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The major cost associated with the listing was the U.S. Securities and 
Exchange Commission's (SEC's) reporting and compliance requirements. Further, 
the costs of legal and accounting fees, and of staff involvement — factors related to 
the stringency of the reporting requirements — were considered more important 
than the listing fees. The survey also found that the perceptions of managers about 
the net benefits of interlisting were highly positively correlated with the trading 
volume of their firm's stock on U.S. exchanges. Also, firms that conducted a higher 
Percentage of business abroad and had issued securities in foreign markets had higher 
trading volumes on U.S. markets. Foerster and Karolyi (1993) and Mittoo (1996) 
also found that U.S. listings by TSE firms were accompanied by an increase in total 
trading volume and trading volume on domestic stock exchanges. The average 
trading volume in the interlisted stocks more than doubled in the months follow-
ing interlisting. 

CANADA-UNITED STATES MULTIJURISDICTIONAL 
DISCLOSURE SYSTEM AND INTERLISTING 

FOR YEARS, CANADIAN COMPANIES ISSUING SECURITIES in the United States have 
been required to meet that country's tougher requirements for disclosure and finan-
cial reporting. Canadian companies interlisted on U.S. exchanges had to produce 
lengthy filings such as 10-K and 10-Q reports and U.S. style proxy statements. 
Although the U.S. and Canadian securities regulations are similar, SEC regulations 
require extensive disclosure of proxy requests, executive compensation, the rela-
tionship between management and directors, and broader liability provisions than 
those required under Canadian regulations. These disclosure requirements are 
onerous and costly for many firms and deter Canadian companies from accessing 
U.S. capital markets. 

On July 1, 1991 Canada and United States implemented the Multijurisdictional 
Disclosure System (MJDS) that eliminates the need for interlisted public compa-
ties  to file two sets of documents and meet two sets of regulations. Under MJDS, 
Canadian companies are deemed to have met the U.S. requirements simply by fil-
ing Canadian documents with the SEC. The System has reduced the costs of 
interlisting considerably and represents a major step in the integration of Canadian 
and US. markets. The number of U.S. interlistings has grown rapidly since the 
i mplementation of the MJDS. Between July 1991 and December 1995, 54 TSE 
firms interlisted their securities on U.S. exchanges, up from 23 between January 
1987 and June 1991. 8  

Overall, interlisted Canadian firms may be preferred by Canadian investors 
fOr  their higher trading volumes, broader shareholder base and their easy access to 
U.S. markets, and investors may pay a premium for these stocks relative to their 
domestically listed counterparts. 
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DATA AND METHODOLOGY 

SAMPLE AND DATA DESCRIPTION 

THE SAMPLE ANALYSED IN THIS STUDY consists of seasoned equity issuances by the 
TSE 300 firms during the 1982 to 1993 period. The initial sample of equity offer-
ings was identified from Compact Disclosure, and the search for announcement 
dates of the offerings was done in Canadian Business and Current Affairs (CBCA) 
data base. To qualify for inclusion in the study, an equity issuance had to satisfy the 
following criteria. 

1.The firm issuing the equity was included in the TSE 300 index as of 
December 1993. 

2. The issue was a public seasoned offering made by a non-financial firm. 
Initial public offerings (IP0s) were excluded. 

3. The equity issue did not have any warrants or other sweeteners attached. 

4.The announcement date of the equity issue was available in The Globe  anti 
Mail or The Financial Post, and there was no other major firm-specific event 

on the announcement date. 

5. The daily stock returns for the security were available on the Canadian 
Financial Markets Research Centre (CFMRC) data base, and sufficient 
stock retums data were available around the offering announcement for 
empirical analysis. 

6. The information on firm-specific variables was available for the cross' 
sectional analysis. The data on firm-specific variables were collected from 
Compustat, Compact Disclosure, Toronto Stock Exchange Review and 7.11£ 

Financial Post data base. 

These selection criteria resulted in a sample of 106 equity offerings. 

METHODOLOGY 

THE STANDARD EVENT STUDY FRAMEWORK WAS USED with a two-step estimation 
procedure to test the significance of the specified factors. In the first step, the 

 abnormal returns to the announcements of the equity issuance by each firm wer e 
 estimated. In an efficient market, the stock market reaction at the time of the 

announcement will capture the effects of the equity offering on the firm value l'he  
second step involved a cross-sectional analysis of the relationship between stock 
price effects and determinants of the cost of equity. 

Research has shown that stock markets react negatively to announcements of 

seasoned equity issuances. According to these studies, seasoned equity offerings ar e 
 accompanied by a drop in the issuer firm's price, and larger equity issues have a 

more pronounced negative reaction.' A negative stock price  rection for large r 
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issues is consistent with the theoretical model developed by Myers and Majluf 
(1984) under the assumption that managers and investors have asymmetric infor-
mation about a firm's prospects. In their model, managers issue equity when the 
share price is too high relative to the managers' assessment of the share price based 
on the future cash flows to the firm. As a result, the equity issue signals bad news 
to the market. Jog and Schaller (1993) provided evidence in support of the asym-
metric  information  hypothesis in the Canadian market. Another explanation for 
the negative stock price reaction is the price pressure hypothesis which states that 
firms face a downward-sloping demand curve for their stock. The announcement of 
a new equity  issue results in an increase in the supply of a firm's stock and a decrease 
in the price of their equity. Based on these theories, the effect of larger issues needs 
to be controlled in the cross-sectional analysis. 

ESTIMATION OF ABNORMAL STOCK RETURNS 

THE DAILY ABNORMAL RE-TURNS FOR ANY STOCK ARE DEFINED as the difference 
between the observed returns and the expected returns predicted by a single factor 
market model of expected returns. The market model is specified as: 

where R„ is the rate of return on security j on day t, R, is the rate of return on the 
‘'alue-weighted market portfolio provided by CFMRC on day t and is the error 
term of security j on day t. 

Abnormal return for the common stock of firm j on day t is defined as 

/ 
AR.

Ii
=R.

t 
-(&.+gj R

Mt 	 p ), where â e are ordinary least squares estimates of firm j's  mar-
ket  model parameters. Event day 0 is defined as the day of the first announcement 
of the equity issue in a Canadian business newspaper. The parameters of the model 
are estimated from trading days -200 to -50 prior to the announcement day. For a 
sample of N firms, daily average abnormal return AR for each day t is obtained: 

AR, = (111■1)EN  AR. 	 (2) s 

The expected value of AR, in the absence of any abnormal returns is zero, and the 
difference from zero captures the abnormal returns due to the market reaction to 
the announcement. To examine whether the average daily abnormal return is dif-
ferent from zero, the average standardized abnormal return SAR, is calculated as: 

SAR = 1 v iv  AR  

N 	Se  

where S„ is the estimated residual standard deviation of firm j from the market 
Model regression. 

For calculating the significance of the abnormal retums, the following z-statistic 
is calculated for a portfolio of N securities for each day t: 

(3) 
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Assuming that the individual abnormal returns are normal and independent across 
securities, the z-statistic follows a unit-normal distribution and is used to test the 
hypothesis that the average standardized abnormal return equals zero. 

Since there may be a leakage of information before the publication date, the 
cumulative abnormal retu rns (CARs) are calculated for a two-day period (-1, 0) 
which includes the event day and the trading day before the publication date. 

CROSS-SECTIONAL REGRESSION 

THE FOLLOWING MULTIPLE REGRESSION MODEL IS ESTIMATED to examine the signifi-
cance of the hypothesized factors: 

SCAR = a o  + fl RESOURCE + /32TURNOVER + 13 3SIZE + P,OWNER 

+ (35DIVYLD + /361SSUESIZE + /37 INTERLST + 

where SCAR, is the two-day (-1, 0) standardized cumulative abnormal return, and 
the independent variables are the hypothesized determinants of the equity capital» 

RESOURCE is the proxy for the industry factor and is a dummy variable 
which takes the value one if the equity issuance is by a resource firm and zero otherwise. 
TURNOVER is the proxy for the stock liquidity and is the ratio of the number of 
a firm's shares traded to the average number of shares outstanding in the year prior 
to the equity issue. The data on number of shares traded on Canadian and  U.S  
stock markets were collected from various issues of the Toronto Stock Exchange 
Review. Stock liquidity is expected to be positively related to stock market reaction. 
The SIZE variable represents the firm size and is expected to be negatively related 
to the market reaction. SIZE is measured by the natural logarithm of the book value 
of the total assets of the firms in the year prior to the equity issue. (These data were 
collected from Compustat.) OWNER is the proxy for the ownership structure of a 
firm and is a dummy variable that takes the value one for firms that are closely held 
and zero otherwise. A firm in which a single shareholder owns more than 20  per-
cent of the voting shares outstanding is defined as a closely held firm. 10  The data 
on stock ownership are collected from various issues of The Financial Post. DIVYLD 
is the stock dividend yield in the year prior to the issue, and the data are collected 
from Compustat. INTERLST is a dummy variable which takes the value one if the  
firm issuing equity was interlisted on Canadian and U.S. stock exchanges and zer° 
otherwise. ISSUESIZE is a proxy for the size of offerings and is included to test the 

predictions of the price pressure and asymmetric information hypotheses. ISSUE; 
SIZE is measured as the ratio of the number of new shares offered to the number °I 
shares outstanding at the end of the year prior to the issue. 

The method of underwriting the equity issues also varies across offerings. 10  
recent years, a majority of Canadian issues have been done on a bought deal basis' 
In a bought deal, investment dealers buy an entire issue of shares with their o■er' 
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money and then resell it, usually in large blocks, to institutional investors. In the 
fully marketed method, the undetwriter brings the deal to the market and all 
investors participate in the deal. In a bought deal, the underwriter negotiates directly 
with large investors. As a result, the industry perception is that institutional investors 
have a better price that comes at a cost to the current shareholders. This results in 
a price decline and a loss by current shareholders." Schwartz (1994) examined 
these claims by studying the stock market reaction to two samples of equity offerings 
issued under different methods of underwriting: bought deals and fully marketed 
deals. He found that, contrary to industry perceptions, the bought deal sample of 
equity issues had a less negative market reaction compared to the fully marketed 
sample. To control for the method of underwriting, a dummy variable BOUGHT 
has been used. It takes the value one if the offering was made using the bought deal 
method and zero otherwise. 

EMPIRICAL RESULTS 

SAMPLE CHARACTERISTICS 

TABLE 1 PRESENTS THE FREQUENCY DISIRIBUTION of the sample offerings by the year 
of offering and the interlisting status. Most of the sample is concentrated in the 
1 991 to 1993 period where about 60 percent of the sample offerings occur. Equity 
offerings by the interlisted firms comprise 40.5 percent of the sample offerings. The 
sample equity issues by the interlisted and non-interlisted firms follow a similar dis-
tribution over time. The number of offerings by NASDAQ-listed firms is approxi-
mately the same as for NYSE-listed firms, and most of these offerings are in the 
1991 to 1993 period. In contrast, the number of offerings by AMEX-listed 
Canadian firms is much smaller, and most of these offerings occur before 1991. It 
may be relevant to note that most Canadian interlistings since 1991 were on the 
NYSE and NASDAQ. 

Table 1 also provides a breakdown of the sample offerings by the bought deal 
transactions. Forty-three of the 106 offerings were issued using the bought deal 
method of underwriting. A preponderance of bought deals also occurred in the 
1991 to 1993 period, a pattern that is consistent with the drastic increase in bought 
deal issues observed in this period. The concentration of the sample (1991 to 1993) 
coincides with a period when there were many security offerings in the Canadian 
markets. A record number of equity issues worth $20.85 billion occurred in 1993, 
uP from $12.04 billion in 1992. Loughran and Ritter (1995) found that seasoned 
equity  issues in the U.S. stock markets are associated with business cycles. The 
recent wave of seasoned equity issues in the Canadian market coincided with a 
buoyant stock market. Since there were many significant trends in the Canadian 
Market in the 1991 to 1993 period (including a surge in institutional investors and 
an increase in Canadian interlisted securities), this period needs closer examina-
tion to draw implications about the determinants of the cost of equity. 
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TABLE 1 

FREQUENCY DISTRIBUTION BY YEAR, BY BOUGHT DEAL 
TRANSACTIONS AND BY U.S. EXCHANGE OF LISTING OF THE SAMPLE 
OF SEASONED EQUITY OFFERINGS BY THE TSE 300 FIRMS (1982-1993) 

Year 	Total 	Bought Non-Interlisted Interlisted 	U.S. Exchange of Listing 
NYSE AMEX NASDAQ 

1982 	3 	0 	1 	 2 	2 	0 	0 
1983 	5 	0 	3 	 2 	1 	1 	0 
1984 	3 	0 	2 	 1 	0 	1 	0 
1985 	7 	0 	5 	 2 	0 	2 	0 
1986 	6 	0 	5 	 1 	1 	0 	0 
1987 	7 	3 	3 	 4 	0 	2 	2 
1988 	1 	0 	0 	 1 	0 	1 	0 
1989 	5 	5 	3 	 2 	1 	0 	1 
1990 	4 	2 	2 	 2 	1 	1 	0 
1991 	17 	10 	11 	 6 	3 	1 	2 
1992 	22 	8 	15 	 7 	3 	1 	3 
1993 	26 	15 	13 	 13 	5 	0 	8 

Total 	106 	43 	63 	43 	17 	10 	16 
Percentage 	100.0 	403 	59.5 	40.5 	16.0 	9.4 	15.1 

Table 2 provides summary statistics of issuers and characteristics of offerings 
with a breakdown between interlisted and non-interlisted firms. The average book 
value of the assets of the sample firms is $1,582.19 million. lnterlisted firms are 
larger in size compared to non-interlisted firms, but they also have higher standard 
deviations that may reflect the existence of a large number of NASDAQ-listed 
firms in the sample. On average, 7.3 million shares with an average dollar amount 
of $106.25 million per issue were offered. Although interlisted firms have large 
security offerings in terms of the number of shares and the dollar amount offered, 

 sample firms that are domestically listed have significantly larger issue sizes me' 
sured as a percentage of the number of shares outstanding. 

Table 2 reveals no significant differences between the interlisted and dome' 
tic samples in the ownership structure, dividend yield or percentage of bought 
deals. The major differences are in stock turnover and industry of the firms. The 
stock turnover for the interlisted sample firms is almost four times that of their 
domestic counterparts based on both U.S. and Canadian trading volumes. Using, 
only the trading volume on Canadian stock exchanges, the interlisted firms stil l  
have almost two times the turnover relative to that of the domestically listed fire' 
The interlisted sample is also dominated by resource firms. Given a preponderance  
of resource stocks among the interlisted securities, this is not surprising. 
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'TABLE  2 

DESCRIPTIVE STATISTICS OF ISSUER AND OFFERING CHARACTERISTICS BY INTERLISTENG STATUS 

Mean 	 Standard Deviation 

All 	Non-interlisted 	Interlisted 	All 	Non-interlisted 	Interlisted 

Total assets (book value)* (in millions) 	$1,582.19 	1,403.36 	1,844.21 	2,012.83 	1,697.67 	2,399.16 
Number of shares offered (in millions) 	 7.30 	6.04 	9.15 	10.20 	7.24 	13.29 
Issue sizeb 	 0.15 	0.163 	0.137 	0.11 	0.105 	0.113 
Estimated amount offered. (in millions) 	106.25 	87.70 	133.38 	103.66 	73.03 	133.13 
Dividend yield (percentage) 	 1.98 	2.07 	1.84 	 2.11 	2.16 	 2.05 

Stock turnover' 

Canadian markets* 	 030 	0.24 	0.40 	0.27 	0.21 	 035 
U.S. and Canadian markets ( 	 0.47 	0.24 	0.82 	0.54 	0.25 	 0.65 

Percentage of sample offerings 
By closely held firms 	 0.56 	0.63 	0.44 	0.50 	0.49 	 0.50 
By resource firms 	 0.38 	0.27 	0.53 	0.49 	0.45 	 0.50 
Bought deals 	 0.41 	0.40 	0.42 	0.49 	0.49 	 0.50 

Notes: 	• Average book value in the year prior ro the year 	of offerings. 
b Calculated as the number of shares issued divided by the number of shares outstanding in the year prior to the offe ring. 
. Based on the number of shares issued multiplied by the share price immediately prior to the issue. 
d Calculated as the ratio of the number of shares traded in the year prior to the issue to the average number of shares outstanding in the year prior to 
the issue. 
* Stock turnover based on the number of shares traded only on Canadian stock exchanges. 
( Stock turnover based on the number of shares traded on U.S. and Canadian stock exchanges. 
I A firm is defined as closely held if a single shareholder owns more than 20 percent of the voting shares. 
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ABNORMAL RETURNS 

TABLE 3 PRESENTS THE AVERAGE DAILY ABNORMAL RETURNS (AR) in the period -10 
to +10 days relative to the announcement day of the offerings. The first column 
presents the event day. Column 2 contains the average abnormal returns on each 

TABLE 3 

DAILY AVERAGE ABNORMAL RETURNS (AR), T-STATISTICS, Z-STA'TISTICS 
AND PROPORTION OF POSITIVE AND NEGATIVE Al3NORMAL RETURNS 
AROUND THE ANNOUNCEMENTS OF THE SEASONED EQUITY ISSUES BY THE 
TSE 300 FIRMS (1982-1993) 

Event Day 	AR 	t-Statistic 	z-Statistic 	Proportion 
(0 	(2) 	(3) 	 (4) 	Positive: Negative (5) 

	

-10 	 0.003 	1.48 	 1.50 	 60:40 

	

-9 	 0.004 	1.40 	 1.49 	 59:41 

	

-8 	-0.004 	-1.76 	 -1.11 	 41:59 

	

-7 	 0.0014 	0.37 	 1.10 	 53:47 

	

-6 	 0.0002 	0.08 	 0.35 	 45:55 

	

-5 	0.004 	1.51 	 2.12* 	 51:49 

	

-4 	0.0010 	0.36 	 1.22 	 46:54 

	

-3 	0.0007 	0.31 	 0.67 	 49:51 

	

-2 	-0.0002 	-0.11 	 0.00 	 46:54 

	

-1 	-0.0150 	-5.75** 	-8.69** 	 28:72 

	

0 	-0.0029 	-1.05 	 -2.55* 	 39:61 

	

+1 	0.0032 	2.18* 	 1.71 	 58:42 

	

+2 	0.0002 	0.086 	 -0.38 	 44:56 

	

+3 	 0.0003 	0.177 	 -0.36 	 43:57 

	

+4 	-0.005 	-2.60* 	 -1.92 	 36:64 

	

+5 	-0.004 	-2.14* 	 -2.13* 	 36:64 

	

+6 	 0.0015 	0.82 	 0.13 	 54:46 

	

+7 	 -0.003 	4 .46 	 -1.79 	 35:65 

	

+8 	-0.003 	1 .20 	 -1.50 	 37:63 

	

+9 	-0.0002 	-0.08 	 0.052 	 48:52 

	

+10 	0.0017 	0.90 	 0.52 	 47:53 

Notes: The average two-day (-1,0) cumulative abnormal return is -0.018 with t-statistic=-4. 99 . 
z-statistic= -7.97. 

The  z-value for the binomial sign test for the negative abnormal returns is -5.05 for day -1 

and -1.95 for day 0. 

The average two-day (-1,0) cumulative abnormal return for the interlisted equity issues is 

-0.00865 with z-statistic=-2.07. For the non-interlisted issues, it is -0.0238 with z-statistie 
-8.63. The z-statistic for the difference between the average two-day (-1,0) cumulative 

abnormal returns for the interlisted and non-interlisted firms is 3.90 and is significant at the 
0.01 level. 

* Significant at the 0.05 level. 
** Significant at the 0.01 level. 
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event day. The t-statistics for testing the significance of the average abnormal 
returns and z-statistics for testing the significance of the standardized average 
abnormal returns are given in the next two columns. The last column depicts the 
Proportion of positive and negative average abnormal returns. 

The evidence reveals that the stock market reaction is significantly negative 
to the announcement of the seasoned equity offerings, a finding that is consistent 
with most of the Previous evidence in the United States and Canada. The abnormal 
return on day -1 is -1.5 percent of the issuer firm's equity value with a z-statistic of 
-8.69 which is significant at less than the 0.001 level. The abnormal return on the 
announcement day is -0.29 percent and the z-statistic is significant at the 0.05 
level. The average two-day CAR for days -1 and 0 is -1.80 percent and is statisti-
cally significant at less than the 0.001 level. For most days before and after the 
event, there are no significant abnormal returns. This is consistent with market 
efficiency. 

Table 3 also reveals that the proportion of negative abnormal returns is much 
higher on the event days. The proportion of positive and negative abnormal returns 
is approximately the same on most non-event days. However, 72 percent of the 
abnormal returns on day -1 and 61 percent of the returns on day 0 are negative. A 
binomial sign test is used to determine the significance of the negative abnormal 
returns. The z-value for the number of negative abnormal returns is -5.05 for day -1 
and -1.95 for day 0. According to the evidence, the negative market reaction is not 
a result of a few extreme observations. 

'There appears to be significant cross-sectional variation in the market reaction 
across firms. For example, the average two-day CAR for the interlisted issues 
is -0.87 percent compared to -2.38 percent for the non-interlisted issues. The 
2-statistic to test the difference between the two is 3.85 which is significant at the 
0.01 level. The average two-day CAR for the bought deal issues is -2.1 percent 
compared to -1.5 percent for the non-bought deal issues. However, the difference 
between the two samples is not significant. The next section examines the potential 
determinants of the cross-sectional variation in market reaction. 

CROSS-SECTIONAL REGRESSION ANALYSIS 

TABLE 4 PROVIDES THE SUMMARY STATISTICS OF THE HYPOTHESIZED VARIABLES. 
Panel A presents the mean and standard deviation of the variables. Fifty-six per-
cent of the sample issues are by closely held firms and 38 percent are by resource 
firms. Bought deals comprise about 40.5 percent of the sample. Panel B presents the 
correlation coefficients among the variables. These are small with few exceptions. 
The  lovv correlation between SIZE and INTERLST reflects the large number of 
NASDAQ-listed firms in the sample that are much smaller in size than the NYSE-
listed firms. 

A few large correlation coefficients can also be observed among some of the 
variables, and these may present potential multicollinearity problems in the cross-
sectional regressions. In particular, the correlation between DIVYLD and SIZE is 
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TABLE 4 
SUMMARY STATISTICS OF THE HYPOTHESIZED DETERMINANTS OF THE COST OF EQUITY FOR CANADIAN FIRMS 

Panel A: Mean and Standard Deviation 
DIVYLD 	SIZE 	CDTURNOVER 	ISSUESIZE 	RESOURCE 	INTERLST 	OWNER 	SOUGHT 	USCDTURNOVER 

Mean 	 1.98 	20.38 	0.30 	0.15 	0.38 	0.406 	0.56 	0.406 	0.47 
Standard deviation 	2.11 	1.42 	0.27 	0.11 	0.49 	0.49 	0.50 	0.49 	0.54 

Panel B: Correlation Coefficients 
DIVYLD 	sirE 	CDTURNO  VER 	ISSUESIZE 	RESOURCE 	INTERLST 	OWNER 	BOUGHT 	USCDT'URNOVER 

DIVYLD 	 1.0 	0.47 	-0.19 	-0.172 	-0.144 	-0.054 	-0.153 	-0.12 	-0.206 
SIM 	 1.00 	-0.103 	-0.165 	0.093 	0.018 	-0.065 	-0.09 	-0.078 
CDTURNOVER 	 1.00 	0.002 	0.066 	0.29 	-0.31 	0.19 	0.78 
ISSUESIZE 	 1.00 	-0.064 	-0.116 	0.087 	0.0128 	-0.14 
RESOURCE 	 1.00 	0.268 	-0.245 	-0.088 	0.05 
INTERLST 	 1.00 	-0.191 	0.022 	0.53 
OWNER 	 1.00 	-0.11 	-0.16 
BOUGHT 	 1.0 	0.027 

Notes: 	RESOURCE is a durnmy variable which takes the value one for the resource firms and zero othenvise. 
CDTURNOVER is the ratio of the number of firms' shares traded on Canadian stock exchanges to the average number of shares outstanding in the year prior 
to the equity issue. 
USCDTURNOVER is the ratio of the number of firms' shares traded on Canadian and U.S. stock exchanges to the average number of shares outstanding in 
the year prior to the equity issue. 
sin is the natural logarithm of the book value of the total assets of the firms in the year prior to the equity issue. 
OWNER is a dummy variable that takes the value one for firms in which a single shareholder owns more than 20 percent of the voting shares outstanding. 
DIVYLD is the dividend yield in the year prior to the issue. 
ISSUESIZE is the ratio of the number of new shares offered to the number of shares outstanding at the end of the year prior to the issue. 
INTERLST is a dummy variable which takes the value one if the firrn issuing equity was interlisted on the Canadian and U.S. stock exchanges and zero 
otherwise. 
BOUGHT is a dummy variable which takes the value one if the seasoned equity was a bought deal and zero otherwise. 
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0.47 which indicates that large firms in the sample have higher dividend yields. 
The correlation between USCDTURNOVER and INTERLST is 0.53, which is not 
surprising because interlisted firms have much higher trading volumes than their 
domestic counterparts. To reduce the multicollinearity problem, an alternative 
measure of the stock turnover CDTURNOVER has been constructed using the 
trading volume only on the Canadian stock exchanges. This variable has a corre-
lation of 0.78 with  the  USCDTURNO  VER but has a much lower correlation with 
INTERLST The analysis has been conducted using both these variables to exam-
ine the robustness of the estimates. 

Table 5 presents the results for the cross-sectional regressions of the standatdized 
two-day cumulative abnormal returns (SCAR) on the potential determinants of 
the cost of equity for Canadian firms. Regressions (1) to (3) are estimated using 
CDTURNOVER while regressions (4) to (6) are estimated using USCD-
TURNOVER. Regressions (1) and (4) are estimated with all independent vari-
ables, regressions (2) and (5) exclude the BOUGHT variable, and regressions (3) 
and (6) exclude both the BOUGHT and DIVYLD variables to deal with the poten-
tial multicollinearity problem. 

The results strongly support that SIZE and INTERLST are the most significant 
determinants of stock market reaction to seasoned equity offerings. The coefficients 
of SIZE and INTERLST are significant at either the 0.05 or the 0.01 levels in all 
regressions. The coefficient of SIZE has a negative sign which implies that larger 
firms have a more pronounced negative reaction at the announcements of the equity 
issue. The coefficient of INTERLST is positive which suggests that investors prefer 
equity issues of the interlisted firms relative to those of the non-interlisted firms. 
None of the other variables, RESOURCE, OWNER, DIVYLD or TURNOVER, 
has significant coefficients at any conventional levels. The coefficient of BOUGHT 
1, 5  negative but not significant. Thus, the results in this study do not support the 
bYpothesis that bought deals result in larger losses to shareholders than their fully 
marketed counterparts. The results are similar whether the stock turnover is calcu-
lated using the trading volume on the Canadian markets or on both the U.S. and 
9anadian markets. The coefficients of 1NTERLST are, however, less significant 
in regressions (4) to (6) that use USCDNTURNOVER because of the multi-
col I ineari ty problem. 

As noted earlier, the period 1991 to 1993 was characterized by many signifi-
cant events and trends in Canadian markets that included the implementation of 
trie MJDS, a significant increase in the market power of institutional investors, an 
Increased incidence of interlistings on U.S. stock markets and a large number of 
bought deal issues. Also, Canadian markets were more segmented in the early 
1980s. Thus, it is reasonable to expect that the factors affecting the cost of equity 
nlaY have changed over time. To gain useful insights, samples of equity issues from 
1982 to 1987, 1988 to 1993 and 1991 to 1993 were examined. 
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TABLE 5 

ESTIMATES OF THE CROSS.SECTIONAL REGRESSIONS OF THE TWO.DAY 
STANDARDIZED CUMULATIVE ABNORMAL RETURNS SCAR (-1, 0) ON 
THE HYPOTHESIZED DETERMINANTS OF THE COST OF EQUITY FOR 
CANADIAN FIRMS (T-STATISTICS ARE IN PARENTHESES) 

Regression (1) 	(2) 	(3) 	(4) 	(5) 	(6) 

INTERCEPT 	 3.59 	3.53 	3.81 	3.61 	3.54 	3.80 
(1.72) 	(2.07)* 	(1.96) 	(1.74) 	(2.06)* 	(1.97) 

SITE 	 -0.21 	-0.21 	-0.23 	-0.21 	-0.21 	-0.23 
(-2.06)* 	(-2.07)* 	(-2.51)* 	(-2.07)* 	(-2.08)* 	(-2.55)* 

CDTURNOVER 	 0.19 	0.15 	0.19 
(0.34) 	(0.27) 	(0.37) 

USCDTURNOVER 	 0.11 	0.11 	0.141 
(0.30) 	(039) 	(0.50) 

ISSUESIZE 	 -0.78 	-0.87 	-0.81 	-0.72 	-0.80 	-0.73 
(-0.64) 	(-0.72) 	(-0.68) 	(-0.59) 	(-0.66) 	(-0.61) 

RESOURCE 	 -0.125 	-0.101 	-0.070 	-0.12 	-0.09 	-0.06 
(-0.43) 	(-0.35) 	(-0.26) 	(-0.39) 	(-031) 	(-0.22) 

INTERLST 	 0.74 	0.74 	0.74 	0.70 	0.69 	0.68 
(2.64)** 	(2.64)** 	(2.65)** 	(2.19)* 	(2.18)* 	(2.16)* 

OWNER 	 -0.11 	-0.09 	-0.06 	-0.13 	-0.10 	-0.078 
(0.29) 	(-0.31) 	(-0.22) 	(-0.46) 	(-037) 	(-0.30) 

DIVYLD 	 -0.034 	-0.031 	 -0.32 	-0.027 
(-0.61) 	(-0.40) 	 (-0.14) 	(-036) 

BOUGHT 	 -0.165 	 -0.15 

(-0.65) 	 (-0.56) 

R-SQUARED 	 0.147 	0.144 	0.142 	0.147 	0.144 	0.143 
---1 

Notes: RESOURCE is a dummy variable which takes the value one for the resource firms and zero 
otherwise. 
CDTURNOVER is the ratio of the number of firms' shares traded on Canadian stock exchanges 
to the average number of shares outstanding in the year prior to the equity issue. 
USCDTURNOVER is the ratio of the number of firms' shares traded on Canadian and U.S. stock 
exchanges to the average number of shares outstanding in the year prior to the equity issi:te* 
SIZE is the natural logarithm of the book value of the total assets of the firms in the year Pre' 
to the equity issue. 
OWNER is a dummy variable that takes the value one for firms in which a single shareholder 
owns more than 20 percent of the voting shares outstanding. 
DIVYLD is the dividend yield in the year prior to the issue. 
ISSUESIZE is the ratio of the number of new shares offered to the number of shares ourstand -
ing at the end of the year prior to the issue. 
INTERLST is a dummy variable which takes the value one if the firm issuing equitY 'vas 

 interlisted on the Canadian and U.S. stock exchanges and zero otherwise. 
BOUGHT is a dummy variable which takes the value one if the seasoned equity was a bought 
deal and zero otherwise. 

, * Significant at the 0.05 level. 
** Significant at the 0.01 level. 
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TABLE 6 

ESTIMATES OF THE CROSS-SECTIONAL REGRESSIONS OF THE TWO-DAY STANDARDIZED CUMULATIVE ABNORMAL 
RETURNS SCAR (-1, 0) ON THE HYPOTHESIZED DETERMINANTS OF THE COST OF EQUITY FOR CANADIAN FIRMS 
(T-STATISTICS ARE IN PARENTHESES) 

Regression 	 (1) 	 (2) 	 (3) 	 (4) 	 (5) 	 (6) 
Period 	 1982-1987 	1988-1993 	1991-1993 	1982-1987 	1988.1993 	1991-1993 

INTERCEPT 	 3.17 	 6.45 	 4.90 	 3.37 	 6.38 	 4.81 
(1.19) 	 (2.51)* 	(1.88) 	 (1.40) 	 (2.51)* 	(1.88) 

SIZE 	 -0.15 	 -0.40 	 -031 	 -0.16 	 -039 	 -031 
(-1.13) 	 (-3.19)** 	(-2.44)* 	(-1.54) 	 (-3.15)** 	(-2.42)* 

CDTURNOVER 	 -1.23 	 0.83 	 0.66 
(-1.86) 	 (1.33) 	 (1.02) 

USCDTURNOVER 	 -1.07 	 0.55 	 0.53 
(-2.43)* 	 (1.69) 	(1.63) 

1SSUESIZE 	 -6.430 	 0.95 	-0.05 	 -6.85 	 1.26 	 0.23 
(-2.63)** 	(0.70) 	(-0.04) 	 (-3.08)** 	(0.92) 	(0.15) 

RESOURCE 	 0.55 	 -0.108 	 -0.23 	 0.46 	 -0.081 	-0.20 
(1.44) 	 (-031) 	(-0.62) 	 (132) 	 (-0.23) 	(-0.54) 

INTERLST 	 033 	 0.87 	 1.02 	 0.78 	 0.66 	 0.79 
(0.71) 	 (2.67)** 	(2.99)** 	(1.65) 	 (1.80) 	(2.11)* 

OWNER 	 0.05 	 0.06 	 -0.101 	 0.12 	 -0.045 	-0.045 
(0.13) 	 (0.17) 	 (-0.27) 	 (036) 	 (-0.14) 	(-0.14) 

R-SQUARED 	 037 	 0.25 	 0.26 	 0.46 	 0.27 	 0.27 

(coned) 

cr, 

rri 

0 



e. 
tri 
cz) TABLE 6 (cont'd) 

Notes: RESOURCE is a dummy variable which takes the value one for the resource firms and zero othenvise. 
CDTURNOVER is the ratio of the number of firms' shares traded on Canadian stock exchanges to the average number of shares outstanding in the year prior 
to the equity issue. 
USCDTURNOVER is the ratio of the number of firms' shares traded on Canadian and U.S. stock  exchanges to the average number of shares outstanding in 
the year prior to the equity issue. 
SIZE is the natural logarithm of the book value of the total assets of the firms in the year prior to the equity issue. 
OWNER is a dummy variable that takes the value one for firms in which a single shareholder owns more than 20 percent of the voting shares out-
standing. 
ISSUESIZE is the ratio of the number of new shares offered to the number of shares outstanding at the end of the year prior to the issue. 
INTERLST is a dummy variable which takes the value one if the firm issuing equity was interlisted on Canadian and U.S. stock exchanges and zero 
otherwise. 
BOUGHT is a dummy variable which takes the value one if the seasoned equity was a bought deal and zero othenvise. 
* Significant at the 0.05 level. 
** Significant at the 0.01 level. 
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Table 6 presents the results of this analysis using two different measures of 
stock turnover for each period. The explanatory powers of regressions are much 
higher in each period compared to overall which suggests that there are significant 
differences across periods. 

From 1982 to 1987, ISSUESIZE is the most significant variable, and it has 
the predicted negative coefficient. The significance of ISSUESIZE is consistent 
with the price pressure and the asymmetric information hypotheses. Larger issues 
that could not be easily absorbed in the smaller Canadian market experienced more 
negative market reaction. The coefficient of the INTERLST variable is not signif-
icant in this period. This can be interpreted as consistent with segmentation of the 
Canadian equity market in the earlier period. However, since interlisted firms in 
this period had higher disclosure levels consistent with the SEC's requirements, the 
suPport for the asymmetric information hypothesis is weak. Also, the negative coef-
ficient of stock turnover in this period is puzzling. Overall, the evidence appears 
consistent with the price pressure hypothesis. 

The results from 1988 to 1993 and 1991 to 1993 are similar to those in the 
overall period. Both SIZE and INTERLST are significant at either the 0.05 or the 
0.01 level. According to these results, the higher trading volumes and broader 
shareholder base of the interlisted stocks make these stocks particularly attractive 
to Canadian institutional investors who comprised about 75 percent of the 
Canadian market in 1993. 

CONCLUSIONS AND POLICY IMPLICATIONS 

THIS STUDY PROVIDES EVIDENCE ON THE DETERMINANTS of the cost of equity for 
Canadian firms by conducting a cross-sectional analysis of the market reaction 

to the  announcements of the seasoned equity issues by the TSE 300 firms from 
1982 to 1993. Overall, the market reacts negatively to announcements of equity 
issuances. The larger firms experience a more pronounced negative reaction while 
interlisted firms have a more favourable market reaction. 

The findings confirm previous evidence that the Canadian market is seg-
mented from the U.S. equity market and that the segmentation is more severe for 
the non-interlisted stocks. These results suggest that the main determinants of 
equity  capital are related to the smaller size of the Canadian equity market. Larger 
non - interlisted firms appear to face a downward-sloping demand curve resulting in 
a larger drop in their share price at the time of new equity issues. Overall, the results 
suggest that large Canadian non-interlisted firms are likely to face a higher cost of 
eaPi ta I relative to their U.S. counterparts. 

Since most of the sample is from the 1988 to 1993 period, these findings 
should be interpreted in the context of recent trends in the Canadian and global 
equity markets. The number of cross-border offerings has been increasing at a rapid 
Pace in recent years, and this trend is likely to continue. Security offerings across 
different markets are likely to reduce a firm's cost of equity relative to offerings in 
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the domestic market. Since a firm's ability to raise capital at a lower cost is a major 
competitive advantage in the increasingly globalized capital markets, govemment 
policy should be aimed at reducing the impediments to cross-border offerings. 

One major impediment is that issuers have to comply with the requirements 
of multiple jurisdictions. The costs of meeting accounting and regulatory requirements 
of two jurisdictions can be very onerous, time consuming and costly for most firms. 
Until the early 1990s, the SEC's stringent reporting and compliance requirements 
were a major deterrent for many Canadian issuers in gaining access to the larger 
U.S. stock market. The recent Canada-United States MPS is a first step toward 
establishing a North American capital market. However, the MJDS was initially 
available only to "substantial" issuers of securities with a public float of US$150  
million for investment grade bonds and preferred shares, and of US$300 million for 
other securities. In November 1993, the SEC adopted a new set of measures and 
proposals to simplify the issue of securities by foreigners. 'These rules are designed 
to simplify the registration and reporting process for foreign issuers seeking access 
to U.S. capital markets, and to accommodate foreign market making and trading 
practices concerned with offerings in the United States. 12  These rules expand the 
availability of the MPS to more Canadian firms by eliminating the market capi-
talization requirement and establishing a minimum public float of US$75 million, 
reducing the reporting history requirement to 12 months and accepting ra tings 
organizations recognized by the Canadian regulators. 

Since the accounting and auditing practices of Canada are similar to those in 
the United States, the MJDS should be made available to more Canadian firms, 
and government policy should be aimed at persuading the SEC to move in that 
direction. Such a move would also make Canadian stocks accessible to foreign 
institutional investors who trade in the U.S. markets since the institutional portfo-
lio managers prefer to invest in foreign stocks with high liquidity and information 
availability. As Kang and Stu lz (1995) documented, foreign investors invest heav-
ily in those Japanese firms that disclose more information. 

This study has provided evidence that the factors determining the cost of 
equity capital in Canada are closely linked to the growth in institutional investors 
and interlistings observed in Canadian and worldwide markets during the 1990s. 
Future research should explore the relationship between these trends and the cost 
of capital more fully. 

ENDNOTES 

1 The Economist. October 7, 1995 and January 11, 1992 , 
2 The Economist. October 7, 1995. 
3 The Financial Post. November 17, 1992. 
4 The Economist. January  1 1,  1992. 
5 Cochrane et al. (1995). 
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6 Jorion and Schwartz (1986) found strong evidence, using the capital asset pricing model 
(CAPM) that Canadian stocks were priced in a segmented Canadian market rather than 
in an integrated market (the Canadian and U.S. stock markets) in the 1968 to 1982 period. 
Mittoo (1992a) confirmed their findings in the 1977 to 1981 period using both the 
CAPM and the arbitrage pricing theory (APT) but found that there was a move toward 
integration in the 1982 to 1986 period. Foerster and Karolyi (1993) and Mittoo (1992a) 
concluded that the pricing of Canadian stocks interlisted on U.S. stock markets is done 
in a relatively integrated market. Evidence by Booth and Johnston (1984) on ex-dividend 
day behaviour of stock prices also supports these findings. 

7 For example, in 1982, 122 firms in the TSE 300 index belonged to the resource sectors 
of metals and minerals, gold and silver, oil and gas, and paper and forest products with a 
relative weight of 33.2 percent. In contrast, the number of resource firms in the TSE 300 
index in 1992 declined to 98 with a relative weight of 25.3 percent. 

8 The U.S. stock exchanges also increased their marketing to attract Canadian listings, see 
for example, The Globe and Mail, August 12,1991, p. B5. 

9  See Jog and Schaller (1993) and Eckbo and Verma (1992) for Canadian evidence and 
Loderer et al. (1991), Lucas and McDonald (1990), Kalay and Shirmat (1987), Masulis 
and Korwar (1986), Asquith and Mullins (1986), Mikkelson and Partch (1986) and 
Smith (1986) for the U.S. evidence. 

1 0 A threshold of 20 percent is commonly used in Canadian studies to define closely held 
companies. See for example, Morck and Stangeland (1994). The Ontario Securities 
Commission also allows cumulative share acquisition up to 20 percent of votes before a 
takeover offer must be extended to all shareholders. 

1 1 See for example, The Globe and Mail, February 24, 1992, p. Bl. The Investment Dealers 
Association of Canada (IDA) wants to change the way bought deals are done and argues 
that the current practice favours large institutional investors. 

1 2 Euromoney, December 1993, p. 20. 
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The Evolving Capital Structure of 
Large Canadian Firms 

SUMMARY 

T I HS STUDY EXAMINES THE EVOLVING CAPITAL STRUCTURE of large Canadian firms 
from 1960 to 1994. It is divided into three parts: the first is devoted to trends 

in indebtedness, the second offers an aggregate analysis of financing choices, and 
the third examines econometric models used to explain corporate financing decisions. 

The first part of the study shows that a significant increase in the level of 
total corporate debt, as occurred in the United States, was not observed in Canada. 
The book value of total debt did rise from 1960 to 1982, but it then started to 
decline, reaching in 1994 a level 500 basis points above its 1960 level. If allowance 
is made for the market value of equity, however, total debt was actually lower in 
1994 than in 1960. The relative stability of total debt hides an increase in long-
term debt and a decline in corporate short-term liabilities. This means that the 
concerns expressed by U.S. authors about the rapid rise in corporate indebtedness 
are not applicable to Canada. Only long-term debt has increased in this country, a 
Phenomenon unconnected to developments in the United States. 

The second part of the study investigates the relationship between financing 
decisions and prevailing economic and market conditions. Financing decisions are 
measured by the proportion of total financial requirements (including depreciation 
and dividends) that are financed through the various sources of funds. Over the 
Period, cash flow was used to meet 61.2 percent of the financial requirements of 
growing firms, on average, while long-term debt covered 20 percent of needs. 
Equity issues accounted for only 9.8 percent of financial requirements, and dividend 
PaYments far exceeded the amounts raised through equity. The relatively limited 
use of equity issues is common to other industrialized countries, but again the phe-
n°menon is less pronounced in this country than in the United States, where net 
issues  became negative (because of stock repurchases) according to some recent 
s tudies. In Canada, there has been an increase recently in the proportion of financing 
raised through equity issues (22.1 percent of financial requirements in 1993). The 
relative importance of the various methods of financing appears to be strongly 
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influenced by economic conditions. Inflation and stock market levels are positively 
related to debt financing and equity issues, respectively. On the other hand, there 
appears to be no link between tax changes and the behaviour of firms in the aggre-
gate. For example, tax changes that made debt financing more attractive did not 
translate into an increase in indebtedness. Real interest rates are negatively related 
to long-term debt but do not appear to have any significant influence over total 
debt. Lastly, periods of recession generally coincide with debt financing, likely 
because of lower cash flows. The financing decisions of Canadian firms thus largelY 
depend on prevailing economic and financial conditions but do not seem to be 
affected by tax changes. 'There is significant variation at the firm level, however, a 
subject examined in the final part of this study. 

Four models help explain the relative use of the various financing methods at 
the firm level, and several estimation methods are applied to a sample of 7,833  
annual observations from 1963 to 1994. The results for profitability and growth are 
consistent with the behaviour predicted by the "pecking order" theory. The main 
determinants of financing decisions are profitability and growth. Internal financing 
is positively related to higher profitability and negatively related to growth. 
Dividend policy is perceived as a constraint. In our explanatory models, the variable 
for the relative size of non-debt tax shields has a positive sign — the opposite of what 
theory predicts. The most heavily indebted firms are also those eligible for non-debt 
tax shields. This appears to confirm the key role of profitability and collateral in 
explaining indebtedness. Finally, size is positively related to debt financing. The 
introduction of macro-economic variables into the models generally confirms the 
relationships observed at the aggregate level. However, the amount of tax gain asso' 
ciated with debt is significantly and negatively related to debt financing, which 
runs counter to expectations. One possible explanation for this result is that some 
of the tax changes coincided with an economic slowdown and with changes in the 
ownership structures of firms. 

In conclusion, we did not find significant long-run change in the debt levels 
of Canadian companies. Their financing decisions are influenced mainly by eco' 
nomic and market conditions. At the firm level, the two major factors explaining 
financing decisions are growth and profitability, and the tax system does not appear 
to affect these choices to any significant extent. 

INTRODUCTION 

IN THE UNITED STATES, SEVERAL AUTHORS (Bemanke and Campbell, 1988; Friedman,  
1986; Taggart, 1986) became concerned about the rapid rise in corporate debt 

levels during the 1980s, and the chairman of the Federal Reserve Board cited this 
trend among the factors explaining the slow economic recovery following the 
1990-1991 recession (Gertler and Hubbard, 1993). But other researchers have 
regarded these high debt levels as a positive factor that may help reduce the extent 
and frequency of suboptimal behaviour among managers (Jensen, 1986). The analysis 
and explanation of the changing structure of medium and long-term financing have 

 thus become a major focus of research. In Canada, however, virtually no work bas 
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been done in this area. The comparative data available tend to show that the 
indebtedness of Canadian companies was higher than that of U.S. firms in 1991, 
but that debt levels grew very little from 1982 to 1992 (Rajan and Zingales, 1995, 
tables II and III). According to Grant et al. (1990), indebtedness declined during 
the 1980s, contrary to what was observed in the United States. Finally, Fillion 
(1992, p. 5) reports that total debt followed an irregular and volatile pattern from 
1964 to 1990, based on the market value of equity. What is needed, therefore, is an 
in-depth study of firm indebtedness in Canada.  That  is our objective in the first 
part of the study, which seeks to describe how the capital structure of Canadian 
firms has evolved between 1960 and 1994. 

Trends in indebtedness identified in this section refute the hypothesis that 
changes in corporate debt in Canada have mirrored those in the United States, as 
well as the hypothesis that the capital structure of Canadian firms remained 
unchanged. The growth and subsequent fall in debt levels show that the relative 
importance of various sources used to finance growth fluctuated over the study period 
and vary from the estimates yielded by average debt levels. The obvious question 
is: What broad factors may explain the financing decisions of Canadian firms? In 
the second part of the study, we tackle this question by studying the linkages 
between financing decisions and economic and financial conditions. Flow models 
are then estimated using such dependent variables as the proportion of funds com-
ing from various sources for the purpose of financing growth. This work differs from 
conventional research on corporate financing in Canada and the United States, 
which has relied on cross-sectional models using debt levels at a particular point in 
time as the dependent variable. 2  

Moreover, under a given set of economic circumstances, the choices of firms 
aPPear to be tied to factors that are firm-specific. In the final section of the study, 
the fi nancing choices of each firm are explained by combining factors unique to the 
firm with factors related to market conditions. We then attempt to answer the fol-
lowing question: Can individual financing decisions made by Canadian firms be 
explained by their particular characteristics within the larger economic picture? 

LONG-TERM TRENDS IN INDEBTEDNESS 

PREVIOUS RESEARCH 

TRENDS IN INDEBTEDNESS HAVE BEEN STUDIED IN THE UNITED STATES since 1926 
(Taggart, 1985, 1986). The ratio of total debt to assets rose from 30 percent in 1945- 
1 946 to 55 percent in 1979 (Taggart, 1986, Table 1.1). After adjustment for the 
market value of capital stock and capital replacement costs, the increase in indebt-
edness is much smaller and appears to be concentrated in the 1970s. It accelerated 
during  the 1980s, however, as has been pointed out by several authors reporting 
generally similar results (Bernanke and Campbell, 1988; Friedman, 1986; Taggart, 
1986; Rajan and Zingales, 1995). From 1982 to 1992, the average debt-to-equity 
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ratio in a constant sample of firms rose from 0.32 to 0.46 in the United States 
(Rajan and Zingales, 1995, Table III). Such a rapid rise in indebtedness was not 
common to all industrialized countries, however. 

To our knowledge, there are no recent Canadian studies dealing with the cap-
ital structure of firms over long periods. Only Fillion (1992), in his analysis of 
financing costs, reported aggregate data for the period 1963 to 1990 (p. 58). The 
debt ratio measured at quasi-market value (market value of equity plus book value 
of total debt) increased from 0.37 in 1963 to a peak of 0.56 in 1982, then declined 
to 0.44 by 1990. Rajan and Zingales (1995)  provided data comparing trends in 
financing methods in Canada and in other G7 countries. There appears to be no 
significant difference among Canadian, U.S., French and Japanese firms in terms of 
debt levels, adjusted for accounting-system differences. Only Germany and the 
United Kingdom show lower debt levels. The average debt-to-equity ratio of 
Canadian firms would have fallen from 0.42 in 1982 to 0.40 in 1991. Grant et al. 
(1990) reported a significant decline in the indebtedness of Canadian companies 
between 1983 and 1989 but noted an increase in the United States over the same 
period. Ross et al. (1995, p. 469) suggested that tax differences were the likely 
cause. However, the period studied by Grant et al. is too short to draw definite con-
clusions, while the data from Statistics Canada, used in the Gagnon and Papillon 
study (1984), are for the period before 1980. 

A few cross-sectional studies have been done for Canada. Davis (1994) tested 
the tax substitution hypothesis of DeAngelo-Masulis (1980). Gagnon et al. (1987) 
found a significant inverse relationship between debt and profitability, but no sig-
nificant tax effect. On the other hand, Bartholdy et al. (1989) showed that corporate 
tax rates have a significant (and large) impact on the debt levels of Canadian firms. 
None of these studies covers a long period, except that of Mandron (1993). The 
author used data from 1967 to 1987, but relied on observational averages for each 
firm and for each period or subperiod. It should be noted that all these studies 
analyse debt levels rather than flows and none uses data later than 1987. The Pre' 
sent study is therefore justified by our limited knowledge of the financial behaviour 
of Canadian firms, and the lack of research on trends in corporate indebtedness and 
on how these trends are related to the broader economic and financial conditions .  

TRENDS IN INDEBTEDNESS IN CANADA 

THE DATA USED IN THE STUDY ARE DERIVED FROM THE 1991 VERSION of The Financial  
Post data base, which covers 30 years (1960 to 1990). They are supplemented bY 

data from Compustat to compensate for the major changes made by The Financial  
Post to the structure of the data base and to individual items. 4  The latter contains  
information on almost 1,000 stocks. Because of the length of the study period, hoe' 
ever, complete data for every year are available only for a subgroup of about 400  
companies. Excluding financial firms, the sample falls to about 350 stocks. Thus, ir 
is not possible to construct a sample from that data base comprising the same firms 

 year after year, and the results reported here are for all non-financial firms. 
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Using all the observations available for each year from 1963 to 1990, we cal-
culated the level of total book indebtedness (measured from balance sheet data 
only), for both short and long-term debt. Short-term debt is that normally reported 
on the balance sheet, while long-term debt excludes both deferred taxes and minor-
ity interests.' The portion of long-term debt maturing during the year was assigned 
to long-term debt. Each measure of debt was compared to total firm assets in order 
to calculate three ratios: the total debt ratio (short-term liabilities plus long-term 
debt divided by total assets), the short-term debt ratio (short-term liabilities divided 
by  total assets), and the long-term debt ratio (long-term debt divided by total 
assets). Total debt at market value was also estimated by dividing the book value of 
debt by the quasi-market value of assets, the latter obtained by summing the book 
value of debt and the market value of equity. The market value of equity was cal-
culated by multiplying the number of common shares issued by their closing price 
at fiscal year end. The value of preferred shares, if any, was measured in the same 
way. This measure does not take into account possible fluctuations in the market 
value of debt, which cannot be estimated in the absence of transactions. 

Figure 1 shows the various measurements of indebtedness for major Canadian 
firms from 1960 to 1994. The average numerical values are reported in Table 1. 
Long-term debt, which rose only very slightly from 1960 to 1979, increased rapidly 
from 1980 to 1982, hitting a peak of 25.1 percent before declining slightly. Total 
debt, measured by the book value of assets, rose from 1960 to 1981, reaching a peak 
of 47.8 percent. It then contracted slowly, reaching 43 percent by 1994.6  The rela-
tive proportions of short and long-term debt changed during the study period. The 
use of short-term debt (measured as the difference between the total debt ratio and 
the long-term debt ratio) grew substantially from 1960 (18.24 percent) to 1979 
(25.6 percent), but fell back to 19 percent by 1994. During the period 1960 to 
1 980, the increase in total debt primarily reflected an increase in short-term debt. 
The trend reversed afterward. When equity is measured by the market value of 
shares, the measure of total debt becomes more volatile, reflecting fluctuations in 
stock prices. On average, debt measured at book value remained roughly compara-
ble to debt measured by the market value of equity until 1980, as shown by the six-
Period moving average for the series. After 1980, debt measured by the market 
value of shares is lower. This phenomenon may be linked to the inflation of the 
1 980s and the fairly steady rise in stock prices since 1982. Figure 1 also shows a 
measure of debt corrected for cash flow. Total adjusted debt is measured as the ratio 
of debt net of cash flow (cash plus short-term investments) to the book value of 
assets. This measure of debt follows a trend similar to that noted above, but the 
decline in indebtedness since 1982 is sharper because of rising cash flows. In 1994, 
total adjusted debt was 31.8 percent, compared with 29.7 percent in 1960. 

461 



FIGURE 1 

INDEBTEDNESS OF LARGE CANADIAN FIRMS, 1960 TO 1994a 
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TABLE 1 

AVERAGE DEBT RATIOS, ALL LARGE CANADIAN FIRMS IN THE SAMPLE, 
1960 TO 1994° 

Long-Term 	Total Debt/ 	Total Debt/ 	Total Debt 
Debt/Assets at 	Assets at 	Assets at Quasi- 	Adjusted for 

Book Value 	Book Value 	Market Value 	Cash Flow/Assets 
at Book Value 

Year 

1960 
1 961 
1 962 
1 963 
1964 
1965 
1 966 
1967 
1968 
1969 
1970 
1971 
1972 

• 1973 
1974 
1975 
1976 
1977 
1978 
1979 

1 980 
1 981 
1 982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 

0.1965 	03789 	0.4125 
0.1913 	0.3749 	03941 
0.1939 	0.3824 	0.3872 
0.1821 	03785 	03849 
0.1894 	0.3892 	 0.3641 
0.1941 	0.4028 	0.3288 
0.1897 	0.4051 	 03828 
0.1998 	0.4095 	 0.4077 
0.2053 	0.4240 	0.4212 
0.2022 	0.4269 	0.4594 
0.2104 	0.4263 	 0.3808 
0.2037 	0.4150 	0.4251 
0.1987 	0.4197 	 0.4542 
0.1975 	0.4351 	 0.4150 
0.1992 	0.4537 	0.4701 
0.2086 	0.4500 	0.4965 
0.2075 	0.4480 	0.4941 
0.2129 	0.4493 	 0.3847 
0.2122 	0.4601 	 0.4231 
0.2009 	0.4569 	0.4417 
0.2069 	0.4602 	0.4861 
0.2351 	0.4780 	0.4338 
0.2512 	0.4717 	0.3970 
0.2467 	0.4626 	0.5093 
0.2383 	0.4559 	0.4374 
0.2367 	0.4523 	0.3927 
0.2438 	0.4506 	0.4280 
0.2244 	0.4284 	03057 
0.2356 	0.4439 	0.3926 
0.2435 	0.4452 	0.3828 
0.2502 	0.4479 	0.4259 
0.2418 	0.4238 	0.3940 
0.2350 	0.4214 	0.4537 
0.2209 	0.4191 	 03217 
0.2395 	0.4294 	0.3738 

0.2975 
0.2915 
03013 
0.2968 
0.3126 
0.3378 
03460 
0.3457 
0.3612 
03648 
0.3582 
0.3459 
03494 
0.3621 
0.3847 
03755 
0.3706 
0.3667 
03778 
0.3764 
0.3796 
0.4195 
0.4066 
0.3863 
03882 
0.3786 
0.3600 
03316 
0.3595 
0.3644 
03798 
03415 
0.3172 
0.3016 
0.3183 

1%lote. ' Sample size varies from 222 observations in 1960 to 448 observations in 1993. 
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Regardless of how it is measured, the debt of Canadian companies does not 
appear to have increased substantially, in contrast to what occurred in the United 
States. While short and long-term debt rose until the early 1980s, total debt ratios 
declined appreciably after that time and long-term debt rose significantly in the 
early 1980s, then remained relatively stable. Subtracting cash and short-term 
investments from debt, the total debt-to-assets ratio was virtually the same in 1994 
as in 1960, after hitting a peak in the early 1980s. Debt measured at market value 
also showed no sign of an upward trend. It fell from 41 percent in 1960 to approx-
imately 37 percent in 1994. These observations have a number of implications. 
First, the behaviour of Canadian firms appears to differ from that of U.S. firms. 
However, explaining that difference lies outside the scope of our study, despite its 
obvious interest. These differences in behaviour may be attributable to the owner' 
ship structures of firms in the two countries, or to the nature of growth, such as the 
significant use of debt to finance acquisitions. Second, the capital structure of 
Canadian companies cannot be considered constant over the study period. Thus, 
traditional cross-sectional models, which implicitly assume that firms have reached 
and maintained an optimal target level, are not applicable in the Canadian con-
text. Indeed, the structure of debt used to finance growth has changed over the 
years and even fluctuated during the period. Accordingly, what is important 1 5 

financing decisions, as reflected in annual changes in liabilities and shareholder 
equity. These choices likely depend both on overall economic conditions and  the 

 characteristics of the firm. In the rest of the study we examine the aggregate financing 
decisions of firms, followed by a study of decisions at the firm level. 

AGGREGATE FINANCING CHOICES IN CANADA: 
DESCRIPTION AND EXPLANATION 

PREVIOUS WORK 

MOST STUDIES INVESTIGATING CORPORATE CAPITAL STRUCTURE use models to explain 
debt levels at a particular point in time,' or a series of cross sections to capture some 
of the dynamics of the process (Homaifar et al., 1994). The general aim of these 
studies is to explain the level of debt relative to assets or equity. In contrast to this 
traditional approach, we are interested in how firms finance their growth. This requires 
a study of financing flows, which entails distinguishing between intemal and external 
flows, whether they arise from debt or equity issues. 

Accordingly, the study is in step with the few research projects conducted in 
the United States on financing decisions of non-financial corporations since World 
War 11 (MacKie-Mason, 1990b; Mayer, 1990; Taggart, 1985, 1986; Crabbe et al. ,  
1990). The results of these studies, which are generally consistent, can be  surale
rized as follows: internal financing was used systematically from 1946 to 1987,  an'  
earnings before dividends represented 97 percent of total financing. F,quity issu
covered about 5 percent of total financial requirements until the mid-1970s, bu t  
have shown a negative balance since. From 1984 to 1987, stock buy backs accounted  

for approximately 16 percent of financial requirements (MacKie-Mason, 19901)) .  
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Dividend ratios declined slightly but remained above 20 percent. Financing through 
Public bond issues provided about 10 percent of financing requirements. According 
to Linmer (1985, p. 75), `The agreement among all series in showing a massive increase 
in the relative use of debt over the last fifteen or twenty years is simply the most 
dramatic and best known of the instances of common broad movement." However, 
aggregate data (taken from the Federal Reserve Flow of Funds Accounts) p resented 
by Taggart differ markedly from those reported by MacKie-Mason, who used the same 
sources. For example, intemal financing represents 52 percent of financing require-
ments from 1970 to 1979 for Taggart, and about 75 percent for MacKie-Mason. 'These 
discrepancies may reflect differences in calculation methods. 

Results for long-term trends in indebtedness in Canada derive primarily from 
comparative studies. Mayer (1990) compared the financing methods used by firms 
in eight countries between 1970 and 1985 using disaggregated data from the 
Organization for Economic Co-operation and Development (OECD). He observed 
that retained earnings were by far the main source of funds, accounting for 76.4 per-
cent of financing in Canada, 85.9 percent in the United States and 102.4 percent 
in the United Kingdom. Over the same period, equity issues accounted for only 2.5 
Percent of financial requirements in Canada and 1.1 percent in the United States. 
Rajan and Zingales (1995) also noted that external financing in Canadian and U.S. 
firms  comes primarily from borrowing, a trend dating back to the early 1980s in the 
United States and to the mid-1980s in Canada. However, in the early 1980s, a sub-
stantial portion of extemal financing in Canadian firms came apparently from equity 
issues. Patry and Poitevin (1995) reported aggregate data constructed from OECD 
statistics for the period 1969 to 1992. The only distinction made in their study was 
between internal and external funds and the data did not take into account inter-
firin financial flows. The Canadian situation is examined in more detail in the 
remainder of this section. 

riATA 
UNDERSTANDING CORPORATE FINANCIAL DECISIONS and their determinants requires 
a.  stud y  of financing choices. 'These choices are expressed as percentages of total 
financial requirements. Since financial requirements may be positive or negative 
(the latter when assets shrink), the sample should be subdivided on that basis. The 
latter  part of the analysis focuses on cases showing an increase in gross asseto 
Table 2 reports growth-related financial requirements as a percentage of gross assets 
at the start of the period, for each year and each category of firm. 'These values are 
estimates of the growth rate of gross assets of firms for which data are available for 
two consecutive years. The inflation rate is also reported in order to assess the real 
gr°veth rate. On average, annual financial requirements represented 15.75 percent 
eif gross assets, and real average growth was about 10.5 percent. Expanding firms 
pcisted an average rate of growth of 17.4 percent, while declining firms showed an 
average rate  of growth of -11.9 percent. The proportion of firms with shrinking 
assets averaged 6.8 percent from 1960 to 1981. This proportion rose quickly after-
ward to reach 19.38 percent on average. This substantial gap and the faster rate of 
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Year 	Inflation 	Ntunber of 	Inflation 	Number of 	Growth Rate 	Number of 	Growth Rate 
Rate 	Observations 	Rate 	Observations 	 Observations 

All Observations Growing Firms 	 Declining Firms 

TABLE 2 

INFLATION AND GROWTH-RELATED FINANCIAL REQUIREMENTS, LARGE CANADIAN FIRMS, 1960 TO 1994e 

1960 	1.02 	 222 	 n.a. 	 197 	 n.a. 	 25 	 n.a. 
1961 	1.01 	 238 	 13.4 	 229 	 13.7 	 9 	 -6.1 
1962 	1.00 	 245 	 14.1 	 231 	 14.5 	 14 	 -5.0 
1963 	1.98 	 270 	 14.8 	 258 	 15.3 	 22 	 -5.0 
1964 	1.94 	 288 	 15.2 	 271 	 15.6 	 17 	 -5.2 
1965 	238 	 300 	 16.8 	 293 	 17.0 	 7 	 -2.6 
1966 	3.72 	 309 	 17.5 	 299 	 17.8 	 10 	 -8.7 
1967 	358 	 319 	 163 	 292 	 17.0 	 27 	 -53 
1968 	3.89 	 336 	 15.7 	 316 	 16.4 	 20 	 -8.2 
1969 	4.58 	 344 	 163 	 321 	 16.7 	 23 	 -73 
1970 	3.18 	 351 	 163 	 312 	 17.1 	 39 	 -7.7 
1971 	3.09 	 403 	 15.5 	 360 	 16.2 	 43 	 -5.7 
1972 	4.87 	 408 	 14.6 	 385 	 15.0 	 23 	 -3.7 
1973 	7.50 	 419 	 18.4 	 402 	 18.6 	 17 	 -73 
1974 	10.96 	 415 	 17.5 	 388 	 22.1 	 27 	 -4.1 
1975 	10.77 	 414 	 17.2 	 366 	 17.8 	 48 	 -6.6 
1976 	7.29 	 419 	 14.9 	 379 	 15.6 	 40 	 -143 
1977 	8.06 	 410 	 19.0 	 374 	 19.8 	 36 	 -6.8 
1978 	8.85 	 397 	 20.9 	 375 	 21.7 	 22 	 -11.9 
1979 	9.20 	 392 	 21.9 	 379 	 22.2 	 13 	 -21.2 
1980 	10.19 	 388 	 24.1 	 367 	 24.4 	 21 	 -13.4 

(cont'd) 
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TABLE 2 (coned) 

All Observations 	 Growing Firms 	 Declining Firms 

Year 	Inflation 	Number of 	Inflation 	Number of 	Growth Rate 	Number of. 	Growth 	Rate 

	

Rate 	Observations 	Rate 	Observations 	 Observations 

1981 	12.45 	 385 	 24.2 	 356 	 26.5 	 29 	 -22.2 
1982 	10.75 	 387 	 12.7 	 287 	 16.1 	 100 	 -9.1 
1983 	5.86 	 385 	 10.9 	 314 	 14.2 	 71 	 -15.8 
1984 	432 	 384 	 15.7 	 340 	 17.6 	 44 	 -19.8 
1985 	4.01 	 375 	 16.4 	 316 	 18.5 	 59 	 -9.5 
1986 	4.10 	 362 	 10.8 	 274 	 16.7 	 88 	 -12.1 
1987 	4.42 	 335 	 17.5 	 289 	 19.9 	 46 	 -11.2 
1988 	4.00 	 318 	 17.1 	 273 	 19.4 	 45 	 -12.4 
1989 	5.06 	 303 	 16.8 	 250 	 20.9 	 53 	 -14.3 
1990 	4.71 	 281 	 11.3 	 216 	 13.8 	 65 	 -13.2 
1991 	5.60 	 429 	 8.0 	 302 	 11.4 	 127 	 -9.4 
1992 	1.51 	 450 	 83 	 349 	 11.3 	 101 	 -9.8 
1993 	1.86 	 465 	 63 	 373 	 14.1 	 92 	 -16.1 
1994 	0.18 	 232 	 15.8 	 211 	 16.9 	 21 	 -73.0 

Average 	5.2 	 15.7 	 17.4 	 -11.9 

Note 	• Financial 	requirements are the increase in the gross value of assets plus paid dividends, for firms for which data were available for two consecutive years, 
expressed as a percentage of gross assets at the beginning of the period. Gross assets equal assets as per financial statements plus accumulated depreciation. 
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asset decline since 1980 suggest that a change occurred in the behaviour of Canadian 
firms. Growth was no longer a certainty, and almost one firm in five experienced a 

decline in its assets base from one year to the next. 

MEASURING FINANCING CHOICES 

THE STUDY OF FINANCING DECISIONS INVOLVES MEASURING how companies choose 
to meet their financial requirements in each period. 'Theoretically, the information 
needed to compute these estimates should be available in a firm's statement of 
change in financial position. However, this statement was made mandatory only in 
1985 and appeared in data bases, for all companies, starting in 1988. These data 

bases do not contain comparable data for previous years. It is also impossible to 
infer individual statement-of-change items from balance sheet and income state-
ment data for previous years, mainly because of data consolidations. 9  

For this study, we assumed that, in each period, a firm needs financing equal 
to the gross (before depreciation) growth of its total assetsw plus dividends. In this 

case, the financial requirements in year t are expressed as: 

13-1', = 	- PM) - (A,, - PN/1„) + Dept  + DIV1, - (Enc, - Enc,,) 

where 

BT,: 	Total financial requirements in year t. 
A,: 	Total assets in year t. 
PM,: 	Minority interests (from balance sheet). 
Depi : 	Depreciation (from income statement) in year t. 
DIVI,: Dividends on common and preferred equity paid in year t. 
Enct : 	Cash in year t. 

The following adjustments were made to changes in net assets. First, minori-
ty interests were excluded from assets, which were measured as if only the share of 

subsidiaries effectively held is consolidated. Second, depreciation was added to the 
change in net assets to approximate change in gross assets.n Third, dividends were 
added to financing requirements, as in Modigliani and Miller (1963). Net assets ae 
calculated without cash reserves, since the increase in cash does not represent 3  
true financial requirement. 

Total financial requirements (funds needed) are obtained from the following 
sources (SF,): change in short-term assets (APCT), change in long-term debt (AD12") ,  
change in equity capital (ACA) and cash flow (APAG). 

SF, = BT, = MGT, + ADLT, + ACA, + FAG, 	 (2) 

(1) 
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where 

APCT: Change in short-term liabilities, excluding the portion of long-term debt 
maturing during the year. An increase in short-term liabilities can legiti-
mately be considered a source of financing, because total financial requirements 
are considered, including those associated with an increase in short-term 
assets. 

ADLT: 

ACA: 

PAG 

Change in long-term debt, including the portion of long-term debt maturing 
in the year. The change in total debt is denoted ADTOT. 

Net change in outstanding equity capital. In the descriptive section, common 
shares and prefentel shares are treated separately; in the econometric models, 
common shares and preferred shares are lumped together. 

Cash flow is separated in two components: the reinvested portion, which 
comprises change in retained earnings (including deferred taxes) and 
depreciation, and the distributed portion, which comprises dividends (DIV1). 

For each firm and for each year, the variables APCT, ADLT, ACA and FAG 
( reinvested and distributed portions) were measured against total financial require-
ments for each firm. As a matter of convenience, the proportions are all expressed 
in the same way. Average yearly ratios are then calculated. The results are shown 
in Figure 2 and presented in tables 3, 4 and 5. 

RESULTS 

FIGURE 2 SHOWS THE RF_SULTS FOR F1RMS WITH POSITIVE GROWTH. The key role played 
bY internal resources in financing the growth of Canadian firms is apparent. On 
average, internal resources accounted for 64.7 percent (49.1 percent plus 15.6 percent; 
see Table 3) of financial requirements as defined in equation (1). However, the 
MIPortance of this source of funds varies, the lowest values being observed in 1981- 
1 982 and 1988-1989, which coincide approximately with periods of recession. Table 3 
Presents the proportion of financial requirements provided by the main funding 
sources , annually, for the entire sample. Tables 4 and 5 present the same information 
with firms split in two categories: those with positive vs. those with negative asset 
growth. 12  For expanding companies, reinvested earnings met 47 percent of gross 
financial requirements, on average, during the 34 years studied, while the proportion 
Paid out as dividends accounted for 14.2 percent of financial requirements. Long-
tterrn debt provided 20 percent of funds, compared with 9 percent for short-term 
°nrrowings. Issues of common shares represented 8.2 percent of requirements, com-
eared with 1.6 percent for preferred shares. The figures reported in Table 4 for firms 

ith expanding assets differ little, on average, from those for the overall sample. 
nowever, Table 5, which reports on firms with negative growth, shows some sur- 
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prising results. 13  Dividends account for 15.6 percent of the reduction in gross assets, 
while reinvested funds represent 31.6 percent. 'These firms even made equity offer-
ings representing 4 percent of the total decrease in assets. Companies experiencing 
negative growth represent a significant portion of Canadian firms, and would war-
rant a more in-depth study. 

On average, Canadian firms experiencing positive growth behave much like 
those in other major industrialized countries, particularly the United States. Internal 
resources are the most important source of funds, while equity issues are seldom used. 
There are significant variations over time, however. For example, common equitY 
issues represented 19.3 percent of financial requirements in 1983 and 22.1 percent 
in 1993. Long-term debt financed about 35 percent of requirements from 1987 to 
1991. A number of authors have suggested that these variations are linked to busi-
ness cycle fluctuations and prevailing conditions on financial markets. In the next 
section, we provide a summary analysis of these hypotheses, to which econometric 
tests are applied in the final section. 

FINANCIAL CHOICES, TAXES AND ECONOMIC CONDITIONS 

As NOTED BY NAKAMURA AND NAKAMURA (1982, note 31), the steady increase in 
indebtedness in the Unites States can be attributed largely to macro-economic factors. 
Among the many possible determinants of financing decisions suggested, the most 
important are probably taxes, inflation and relative financing costs as perceived bY 
managers. 

Taxes 

In the framework developed by Miller (1977), there is no optimal level of corpo-
rate debt, but rather an optimal level of debt for the economy. The tax savings asso-
ciated with indebtedness are expressed as the quantity G: 14  

(1  -t)  (1 - tc) 
G (I - 	  I B 	 (3) 

( 1 - to,) 

where to  is the individual tax rate on equity income, tc  is the corporate tax rate, and 
t is the individual tax rate on debt income or (in Canada) the personal tax rate ,  

Pb 
while B represents the market value of debt (after taxes on debt income). At the 
firm level, G can be negative, positive or nil depending on the tax status of sham' 
holders, a situation that can induce a "clientele effect." Economy-wide tax change 
that increase or decrease G should affect financing policies if firms make financing 
decisions on the basis of tax rules. DeAngelo and Masulis (1980) put forward the 
notion of non-debt tax shields (NDTS), which they suggested would act as a sub-
stitute for debt-related tax savings. In the United States, MacKie-Mason (1990a) 
and Givoly et al. (1992), who investigated the impact of the 1986 tax reforms , 

 found a weak sensitivity to tax changes among businesses.'s We have, therefore ,  
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FIGURE 2 

AGGREGATE FINANCIAL DECISIONS OF LARGE CANADIAN FIRMS, 1960 TO 1994a 
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Note: a For each year, we c.omputed the ratio of total amount raised from each funding source to total short and long-term financial requirements, 
including paid dividends. The sample includes all observations available from The Financial Post and COMPUSTAT data bases. 
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TABLE 3 

PROPORTION OF GROWTH-RELATED FINANCIAL REQUIREMENTS PROVIDED BY EACH FUNDING SOURCE, ALL 
CANADIAN FIRMS IN THE SAMPLE, 1960 TO 1994 

Proportion of Total Financial Requirements 

Year 	Short-Term 	Long-Term 	 Cash Flow 	 Conunon 	Preferred 	Total 	Number of 

Debt 	Debt 	Reinvested 	Distributed 	Stock 	Stock 	 Observations 
Issues 	Issues 

1960 	0.100 	0.136 	0.513 	0.204 	0.036 	0.011 	1 	 222 

1961 	0.029 	0.087 	0.526 	0.207 	0.140 	0.010 	1 	 238 
1962 	0.041 	0.109 	0.555 	0.201 	0.082 	0.012 	1 	 245 

1963 	0.067 	0.115 	0.527 	0.192 	0.078 	0.021 	1 	 270 
1964 	0.048 	0.147 	0.523 	0.192 	0.091 	-0.002 	1 	 288 
1965 	0.150 	0.136 	0.484 	0.181 	0.035 	0.014 	1 	 300 
1966 	0.105 	0.163 	0.465 	0.171 	0.073 	0.022 	1 	 309 
1967 	0.056 	0.247 	0.443 	0.179 	0.047 	0.028 	1 	 319 
1968 	0.082 	0.196 	0.491 	0.168 	0.047 	0.016 	1 	 336 
1969 	0.140 	0.202 	0.442 	0.154 	0.051 	0.011 	1 	 344 
1970 	0.092 	0.173 	0.491 	0.181 	0.043 	0.020 	1 	 351 
1971 	0.010 	0.221 	0.514 	0.172 	0.060 	0.023 	1 	 403 
1972 	0.005 	0.142 	0.614 	0.172 	0.052 	0.015 	1 	 408 
1973 	0.088 	0.121 	0.596 	0.136 	0.057 	0.002 	1 	 419 
1974 	0.258 	0.053 	0.551 	0.154 	-0.019 	0.003 	1 	 415 
1975 	-0.009 	0.226 	0.564 	0.154 	0.051 	0.014 	1 	 414 
1976 	0.029 	0.155 	0.580 	0.171 	0.036 	0.029 	1 	 419 
1977 	0.145 	0.171 	0.460 	0.136 	0.032 	0.055 	1 	 410 
1978 	0.179 	0.132 	0.460 	0.124 	0.062 	0.043 	1 	 397 
1979 	0.148 	0.159 	0.488 	0.122 	0.061 	0.023 	1 	 392 
1980 	0.147 	0.214 	0.436 	0.101 	0.056 	0.046 	1 	 388 

(cont'd) 
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1  TABLE 3 (cont'd) 

Proportion of Total Financial Requirements 

Year 	Short-Term 	Long-Term 	 Cash Flow 	 Common 	Preferred 	Total 	Number of 

Debt 	 Debt 	Reinvested 	Distributed 	Stock 	Stock 	 Observations 

Issues 	Issues 

1981 	0.094 	0.415 	0.334 	0.090 	0.047 	0.020 	1 	 385 

1982 	0.019 	0.250 	0.408 	0.157 	0.112 	0.053 	1 	 387 

1983 	-0.073 	0.033 	0.605 	0.180 	0.231 	0.024 	1 	 385 

1984 	0.092 	0.061 	0.590 	0.136 	0.095 	0.026 	1 	 384 

1985 	0.055 	0.166 	0.525 	0.131 	0.096 	0.027 	1 	 375 

1986 	-0.128 	0.230 	0.505 	0.197 	0.154 	0.042 	1 	 362 

1987 	0.096 	0.277 	0.418 	0.083 	0.144 	-0.019 	1 	 335 

1988 	0.172 	0.288 	0369 	0.126 	0.074 	-0.029 	1 	 318 

1989 	0.068 	0.420 	0340 	0.092 	0.067 	0.012 	1 	 303 

1990 	0.058 	0.334 	0.433 	0.135 	0.049 	0.009 	1 	 281 

1991 	-0.123 	0.470 	0.282 	0.194 	0.194 	-0.018 	1 	 410 

1992 	0.094 	0.103 	0.416 	0.158 	0.248 	-0.019 	1 	 431 

1993 	-0.072 	-0.247 	0.712 	0.230 	0.431 	-0.054 	1 	 448 
1994 	0.077 	0.159 	0.508 	0.088 	0.169 	-0.001 	1 	 226 

Average 	0.067 	0.179 	0.491 	0.156 	0.094 	0.013 	1 	 352 
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TABLE 4 

PROPORTION OF GROWTH-RELATED FINANCIAL REQUIREMENTS PROVIDED BY EACH FUNDING SOURCE, ALL 

CANADIAN FiRms wim PosrrivE GROWTH, 1960 TO 1994 

Proportion of Financial Requirements 
Year 	Short-Term 	Long-Term 	 Cash Flow 	 Cotnmon 	Preferred 	Total 	Number of 

Debt 	Debt 	Reinvested 	Distributed 	Stock 	Stock 	 Observations 
Issues 	Issues 

1960 	0.109 	0.144 	0.502 	0.198 	0.036 	0.011 	1 	 197 
1961 	0.039 	0.084 	0.523 	0.205 	0.139 	0.010 	1 	 229 
1962 	0.049 	0.112 	0.547 	0.199 	0.081 	0.012 	1 	 231 
1963 	0.081 	0.144 	0.491 	0.187 	0.076 	0.021 	1 	 249 
1964 	0.066 	0.147 	0.512 	0.187 	0.090 	-0.002 	1 	 271 
1965 	0.152 	0.138 	0.482 	0.181 	0.034 	0.014 	1 	 293 
1966 	0.107 	0.165 	0.465 	0.168 	0.073 	0.022 	1 	 299 
1967 	0.069 	0.245 	0.438 	0.174 	0.046 	0.028 	1 	 292 
1968 	0.088 	0.207 	0.482 	0.163 	0.044 	0.016 	1 	 316 
1969 	0.150 	0.202 	0.431 	0.153 	0.054 	0.011 	1 	 321 
1970 	0.103 	0.174 	0.484 	0.176 	0.043 	0.019 	I 	 312 
1971 	0.026 	0.218 	0.506 	0.168 	0.058 	0.023 	1 	 360 
1972 	0.009 	0.147 	0.608 	0.170 	0.051 	0.015 	1 	 385 
1973 	0.094 	0.124 	0.589 	0.135 	0.056 	0.003 	1 	 402 
1974 	0.216 	0.124 	0.498 	0.121 	0.024 	0.017 	1 	 388 
1975 	0.013 	0.224 	0.549 	0.150 	0.050 	0.014 	1 	 366 
1976 	0.042 	0.157 	0.572 	0.165 	0.036 	0.028 	1 	 379 
1977 	0.158 	0.172 	0.450 	0.134 	0.030 	0.056 	1 	 374 
1978 	0.187 	0.138 	0.451 	0.122 	0.060 	0.042 	1 	 375 
1979 	0.153 	0.160 	0.482 	0.121 	0.061 	0.022 	1 	 379 
1980 	0.151 	0.214 	0.433 	0.100 	0.055 	0.046 	1 	 367 

■ (coned) 
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f TABLE 4 (coned) 

Proportion of Financial Requirements 

Year 	Short-Term 	Long-Term 	Cash Flow 	 Common 	Preferred 	Total 	Number of 

Debt 	Debt 	Reinvested 	Distributed 	Stock 	Stock 	 Observations 
Issues 	Issues 

1981 	0.119 	0392 	0.341 	0.085 	0.044 	0.020 	1 	 356 

1982 	0.042 	0.264 	0.413 	0.135 	0.101 	0.046 	1 	 287 

1983 	-0.020 	0.079 	0.580 	0.151 	0.193 	0.017 	1 	 314 

1984 	0.098 	0.134 	0.539 	0.126 	0.079 	0.024 	1 	 340 

1985 	0.067 	0.199 	0.502 	0.120 	0.086 	0.026 	1 	 316 

1986 	0.001 	0.259 	0.439 	0.144 	0.131 	0.027 	1 	 274 

1987 	0.112 	0.302 	0.386 	0.077 	0.138 	-0.015 	1 	 289 

1988 	0.186 	0314 	0341 	0.116 	0.068 	-0.025 	1 	 273 

1989 	0.095 	0383 	0338 	0.079 	0.088 	0.017 	1 	 250 

1990 	0.086 	0337 	0.430 	0.112 	0.043 	0.007 	1 	 216 

1991 	0.049 	0358 	0323 	0.141 	0.128 	0.001 	1 	 289 

1992 	0.080 	0.168 	0.429 	0.122 	0.194 	0.006 	1 	 335 

1993 	0.070 	0.223 	0.406 	0.102 	0.221 	-0.021 	1 	 366 

1994 	0.116 	0.165 	0.478 	0.084 	0.160 	-0.001 	1 	 206 

Average 	0.090 	0.200 	0.470 	0.142 	0.082 	0.016 	1 	 311 
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TABLE 5 

PROPORTION OF GROWTH-RELATED FINANCIAL REQUIREMENTS PROVIDED BY EACH FUNDING SOURCE, ALL 
CANADIAN FIRMS WI-PH NEGATIVE GROWTH, 1960 TO 1994 

Proportion of Financial Requirements 
Year 	Short-Term 	Long-Term 	 Cash Flow 	 Common 	Preferred 	Total 	Number of 

Debt 	Debt 	Reinvested 	Distributed 	Stock 	Stock 	 Observations 
Issues 	Issues 

1960 	1.715 	 1.626 	-1.447 	-0.929 	-0.007 	0.042 	1 	 25 
1961 	1.133 	-0.356 	0.237 	-0.056 	0.038 	0.004 	1 	 9 
1962 	1.124 	0.686 	-0.723 	-0.053 	-0.006 	-0.028 	1 	 14 
1963 	1.578 	3.245 	-3321 	-0.322 	-0.188 	0.007 	1 	 21 
1964 	2.568 	0.111 	-1.067 	-0.603 	-0.012 	0.002 	1 	 17 
1965 	0.948 	 1.218 	-1.006 	-0.098 	-0.063 	0.001 	1 	 7 
1966 	0.395 	0.415 	0.417 	-0.272 	-0.001 	0.046 	1 	 10 
1967 	1.475 	0.021 	-0.046 	-0.373 	-0.113 	0.036 	1 	 27 
1968 	0.477 	0.919 	-0.101 	-0.169 	-0.151 	0.025 	1 	 20 
1969 	1.503 	0.200 	-1.078 	-0.083 	0391 	0.067 	1 	 23 
1970 	0.841 	0.234 	-0.016 	-0.129 	0.058 	0.012 	1 	 39 
1971 	1.234 	0.043 	-0.110 	-0.096 	-0.079 	0.009 	1 	 43 
1972 	0.646 	1.119 	-0.539 	-0.214 	-0.015 	0.003 	1 	 23 
1973 	1.831 	0.883 	-1.562 	-0.126 	-0.384 	0358 	1 	 17 
1974 	0.050 	0.405 	0.286 	-0.008 	0.196 	0.070 	1 	 27 
1975 	2.498 	-0.023 	-1.111 	-0.344 	-0.033 	0.012 	1 	 48 
1976 	0.596 	0.246 	0.170 	-0.079 	0.070 	-0.004 	1 	 40 
1977 	1396 	0.246 	-0.483 	-0.115 	-0.177 	0.133 	1 	 36 
1978 	0.765 	0.518 	-0.202 	-0.015 	-0.055 	-0.012 	1 	 22 
1979 	1.073 	0.462 	-0.467 	-0.049 	0.032 	-0.052 	1 	 13 
1980 	1368 	0316 	-0.465 	-0.173 	-0.048 	0.002 	1 	 21 

(cont'd) 
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I TABLE 5 (cont'd) 

Proportion of Financial Requirements 

Year 	Short-Term 	Long-Term 	 Cash Flow 	 Conunon 	Preferred 	Total 	Number of 

Debt 	 Debt 	Reinvested 	Distributed 	Stock 	Stock 	 Observations 

Issues 	Issues 

1981 	0.681 	-0.139 	0.502 	-0.044 	-0.023 	0.024 	1 	 29 

1982 	0.271 	 0.402 	0.465 	-0.091 	-0.020 	-0.027 	1 	 I(X) 

1983 	0.309 	0.361 	0.424 	-0.030 	-0.039 	-0.025 	1 	 71 

1984 	0.180 	 1.238 	-0.224 	-0.031 	-0.158 	-0.005 	1 	 44 

1985 	0330 	0.929 	-0.001 	-0.131 	-0.124 	-0.003 	1 	 59 

1986 	0.558 	0381 	0.155 	-0.086 	0.030 	-0.039 	1 	 88 

1987 	0.425 	0.807 	-0.250 	-0.051 	0.010 	0.058 	1 	 46 

1988 	0.465 	0.820 	-0.209 	-0.070 	-0.052 	0.046 	1 	 45 

1989 	0.365 	0.004 	0.318 	-0.052 	0.297 	0.068 	1 	 53 

1990 	0343 	0.360 	0.403 	-0.104 	-0.013 	0.012 	1 	 65 

1991 	0.958 	-0.234 	0.540 	-0.141 	-0.223 	0.101 	1 	 121 

1992 	-0.012 	0.611 	0320 	-0.123 	-0.173 	0.176 	1 	 96 

1993 	0.276 	0.907 	-0.039 	-0.085 	-0.085 	0.025 	I 	 82 

1994 	1.958 	0.477 	-1.016 	-0.132 	-0.276 	-0.008 	1 	 20 

Average 	0.923 	0.556 	-0.316 	-0.156 	-0.040 	0.032 	1 	 41 
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calculated the various tax rates and estimated G for each period. Appendix A, 
which reports the details of these calculations, shows that the value of G varied 
widely during the study period, particularly as a result of the 1972 tax reforms. The 
numerical values are close to those reported by Rajan and Zingales (1995). Two 
precautionary notes are in order here. First, the capital gains are overestimated 
because they are assumed to be paid immediately. Since the ownership period and 
the capital cost are constant, the overvaluation must be constant as well, although 
this should not adversely affect the estimations. These values are also estimated 
under the assumption that the marginal investor is an individual. However, when 
the shareholder is a Canadian corporation with the same marginal tax rate as the 
subsidiary, the numerical value of G is nil. In these cases, the changes in G are smaller 
than revealed by the estimations. Lastly, several finns in the study sample are transna-
tional companies that can use transfer prices to move their profits from one jurisdiction 
to another in order to alleviate the tax burden for the group as a whole. This source 
of noise — if not outright bias — may skew the statistical estimates of G. 16  A number 
of adjustments were also made to NDTS over the years, but their overall effect on 
firms is difficult to gauge, and the size of these tax credits varies from firm to firm 
(Givoly et al., 1992). They are thus introduced in the analysis at the firm l evel. 
Figure 3 shows changes in G over time. The maximum rate applicable to corpora-
tions is also shown, as well as the proportion of financing provided by short and 
long-term debt. A weak relationship appears to exist between the value of the gain 
associated with debt and the share of financing provided by long-term debt. The 
correlation coefficient between the two variables is -0.032. However, a stronger 
relationship is observed between total indebtedness and G, with a correlation coef' 
ficient of 0.355. Yet 1972, a year that saw a strong increase in debt-related gains, 
has the lowest incidence of debt financing. A similar phenomenon is apparent for 
1982, another year in which G rose. The association between taxes and the financing 
choices of firms will be examined in greater depth in the section dealing with the 
financing decisions of individual firms. 

Inflation 
Several theoretical studies have found a positive link between debt financing and 
inflation (Modigliani, 1982; Modigliani and Cohn, 1979; Prezas, 1991; Taggart, 1986) ,  

but this link generally operates through taxes and agency costs. Taggart (1985 ) 
undertook a complete analysis of the interaction between these potential determinant s  
of indebtedness and showed that, in the presence of agency costs, an anticipated 
increase in inflation triggers the replacement of equity by debt and pushes up the 

 equilibrium debt rate. Some evidence to support this hypothesis is provided bY 
Figure 4, which graphs inflation and the proportion of financial requirements sat' 
isfied by total debt and long-term debt. The correlation coefficient between long: 
term debt and the rate of inflation is 0.2376. When all forms of debt are considered,  

the correlation coefficient is 0.3312. 
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THE EVOLVING CAPITAL STRUCTURE OF LARGE CANADIAN FIRMS 

Financing Choices and Perceived Financing Costs 

The overall condition of the stock market is not usually considered a determinant 
of firms' financing choices. However, when managers are asked about the factors 
they take into account when making financing decisions, "capital markets are their 
primary concern, rather than clients or some market segments" (Norton, 1991, 
P. 438). In Canada also, the surveyed managers cited general market conditions as 
a major factor in financing decisions (Cheung et al., 1989). Researchers studying 
initial public offerings take it for granted that there are favourable periods, which 
they  call "hot issue markets" (Ritter, 1991), during which most issues are made and 
issuers receive, on average, higher amounts for comparable share offerings. 

Some studies have found a link between costs and financing decisions. Viswanath 
(1993) proposed a modified version of the "pedcing order" theory, establishing a 
link between interest rate expectations and equity issues. According to this theory, 
equity  issues tend to be larger when the term structure of interest rates is falling, 
which happens most often at business cycle peaks. This phenomenon was identified 
by Choe et al. (1989). Lastly, various studies on financing choices have underlined 
the significant role played by variables such as the "book-to-market ratio" (Rajan 
and Zingales, 1995; Homaifar et al., 1994) and the price/earnings ratio (Chung, 
1 993). These two ratios, which are considered estimators of the relative importance 
of future growth prospects, are negatively related to debt. However, these variables 
are also traditional estimators of financing costs (MacCauley and Zimmer, 1989), 
and one could argue that the use of external equity capital is more prevalent when 
these indicators are high, suggesting that equity financing is low cost. This is the 
view adopted by Singh (1995) who explained that firms in emerging markets derive 
most of their financing from equity issues because of the relatively low cost of equity 
financing, which reflects the rapid rise in stock indexes in emerging markets during 
the 1980s. The high price/eamings ratios seen in many emerging countries prompted 
firm s  to make numerous issues. Nakamura and Nakumura (1982) found that long-
term debt ratios are positively related to the cost of equity and negatively related to 
the cost of debt. Accordingly, there would appear to be a link between the relative 
level of stock indexes and financing choices, as confirmed by Figure 5 which shows 
Changes  over time in the average price/eamings ratio of sample firms. The pattern 
matches fairly well that of the Toronto Stock Exchange, as well as the proportion 
of financial requirements provided by equity issues. There is a strong relationship 
hetvveen the two series, with correlation reaching 56.6. Thus, it would appear that 
the general level of stock prices does influence firms' financing choices. 

In the same way, if managers take the real cost of debt financing into account, 
a relative decline in debt financing can be expected when real interest rates are 
high» Figure 6 shows that there is no such relationship between total debt financing 
and the real rate of interest. The correlation between these two series is -0.0347. 
On the other hand, the real long-term bond rate is negatively linked with the use 
ef.  long-term debt. In the latter case, the correlation is -0.274. 
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FIGURE 5 

AVERAGE PRICE/EARNINGS RATIO AND USE OF EQUITY FINANCING, CANADIAN FIRMS 
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FIGURE 6 

REAL LONG-TERM INTEREST RATE AND FINANCING REPRESENTED BY TOTAL DEBT AND LONG-TERM DEBT, 

CANADIAN FIRMS WITH POSITIVE GROWTH, 1960 TO  1994a  
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a The real interest rate is expressed as r = ((I+ / (I+ I) - I), where I-, is the promised rate on long-term bonds and 1 is the annual rate 
of inflation. The promised rate for a given year is the average of promised rates at the end of each month as per the Scotia-McLeod 
index for industrial bonds. The proportion of financial requirements provided by long-term debt is the ratio of the annual increase in 
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SURET & L'HER 

Financing and the Business Cycle 

Some studies have linked the financing decisions of firms to the business cycle (Seth, 
1992). Taggart (1986,  p.37)  suggested that the link between financing decisions and 
business cycles is negative because there is an inverse relationship between debt 
financing and the availability of internal funds. He argued that debt financing is likely 
to be used toward the end of expansionary periods and at the beginning of recessions, 
when large investment outlays coincide with a drop in cash flow. Figure 7 does not 
reveal any particularly strong relationship between long-term debt financing and 
the growth rate of industrial output, which is used here as an indicator of economic 
growth. The correlation coefficient is 0.12, and positive — contrary to expectations 
— but not significant. The use of total debt is negatively related to the output growth 
index, however. A large proportion of financial requirements was satisfied by borrow-
ings during the 1980 to 1982 and the 1986 recessions. The correlation coefficient 
between the two series is -0.378. 

There would thus appear to be strong linkages between the financing choices 
made by firms and economic and market conditions. This observation is not onlY 
intuitive, but is reflected in statements made by corporate managers. The descrip-
tive study presented here is somewhat superficial, however, as it does not take firm-
level behavioural differences into account. Moreover, the impact of variables has 
been considered individually. The remainder of this study is devoted to developing 
and testing financial decision models incorporating both economic conditions and 
firm characteristics. 

EXPLAINING CORPORATE FINANCING CHOICES 

MODELS AND DATA 

THE ANALYSES OUTLINED IN THE PREVIOUS SECTIONS showed significant variation 
over time in how firms use various sources of financing. These variations appear to 
be partially linked to economic fluctuations. A cross-sectional analysis also reveals 
significant variation among firms in financing choices made during a given period. 
In this final section, we try to determine whether these variations are random or 
whether they can be linked to firm characteristics. We then incorporate market and 
economic conditions into our analysis."' 

The econometric models used here serve to determine whether it is possible 
to explain the financial decisions of firms. This study consequently departs from 
many others that have attempted to explain debt levels (Titman and Wessels, 1988). 
The study closest in approach to ours is that of MacKie-Mason (1990b), carried out 
in the United States. The author used a nested probit model in which the depen-
dent variables are binary," following the "pecking order" theory, and in which a dis-
tinction is made between internal financing (reinvestment and borrowing) and 
external financing (public debt and equity issues). 72  However, MacKie-Mason 
acknowledges that the main problem with his model lies in the aggregation of re) 

 very different types of internal financing — reinvestments and bank borrowings .  
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FIGURE 7 

GROWTH RATE OF INDUSTRIAL OUTPUT AND FINANCING REPRF,SENTED BY TOTAL DEBT 

AND LONG-TERM DEBT, CANADIAN FIRMS WITH POSITIVE GROWTH, 1960 TO 1994a 

Nominal Growth of Industrial Output (CIPI) — Total Debt as a Percentage of Financial Requirements 
-et- Long-Term Debt as a Percentage of Financial Requirements 

Note: a  The growth rate is calculated from the successive values of the output index without adjustment for inflation. The proportion of financial 
requirements provided by total debt is the ratio of the annual increase in short-term liabilities plus long-term debt, for all firms, to the 
increase in gross assets plus dividends for the corresponding year. The ratio for long-term debt is calculated in the same way, except that 
the numerator is the percentage change in long-term debt. 
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SURET & L'HER 

That is why we have not used this method. For MacKie-Mason, the determinants 
of debt financing are taxes, the real costs of bankruptcy and agency costs. The financ-
ing decisions of firms can also be analysed with discrete choice models, where the 
binary dependent variable depends on the decision to issue bonds or shares (Marsh, 
1982; Bayless and Dilrz, 1994). That  method was not used here, for several reasons. 
First, it considers only external financing, which accounts for only a relatively modest 
part of total financing requirements. Second, bank loans and private bond issues are 
excluded from the analysis. Finally, reducing financial choices to a binary variable 
represents a loss of information, because large issues are treated in the same way as 
small issues and because years in which both types of issues occur have been excluded. 
While binary-type methodologies do allow two financing methods to be examined 
simultaneously, they do not account for the entire range of financing operations at 
a particular point in time. Accordingly, we opted for a series of models, each of which 
explains one aspect of financing. In the first round, these models are applied sequen-
tially instead of simultaneously in order to avoid specification problems.2 ' 

The purpose of this study is not to test any particular theory of corporate behav-
iour. As Myers (1994) noted, we are still lacking a consistent theory to explain firm 
behaviour. Our proposed model, like that of Rajan and Zingales (1995), relies on a 
synthesis of previous research to define variables that could explain financing deci-
sions. We agree with Harris and Raviv (1991, p. 334) that leverage increases with 
fixed assets, non-debt tax shields, growth opportunities and firm size, and decreases 
with volatility, advertising expenditures, research and development expenditures , 

 bankruptcy probability, profitability and uniqueness of the product. Rajan and Zingales 
selected four variables to explain indebtedness: an indicator of asset "tangibility" 
(ratio of fixed to total assets), a measure of growth expectations (market-to-book 
ratio), size and profitability (ratio of operating cash flow to book value of assets). 
The variables used here are slightly different, since we want to explain the use of 
various debt instruments and not the level of indebtedness. After describing and 
analysing the impact of firm-specific variables, we introduce into our model the major 
macro-economic indicators discussed above. Note that each financing method Win 
be analysed separately; in a future study, the coefficients of the various explanatorY 
variables will be estimated using a system of simultaneous equations. 

Because of the length of the study period, an important variable in financing 
decisions — the distribution of voting rights — was excluded. Accordingly, the conclu' 
sions apply primarily to large, widely held firms. At the firm level, the concentration 
of voting rights is relatively high in Canada, and principal shareholders are frequentlY 
other taxable Canadian corporations (Gadhoum, 1995). It is logical for these majoritY 
shareholders to prefer dividends over capital gains, because the latter are not sub' 
ject to income tax. Accordingly, these investors will use their influence to limit 
internal financing. In addition, when the shareholder corporation and its subsidiarY 
or affiliate face the same marginal tax rate, they will have no preference, from a tax 
standpoint, between debt or equity in intercompany financing operations. When 
managers are also major shareholders, debt ratios (Friend and Lang, 1988; Firth ,  
1995) and distribution ratios (Eckbo and Verma, 1994) should be lower than theY 
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would be otherwise. This behaviour, too, is logical: in order to retain control, these 
shareholders hold portfolios that are less diversified and, consequently, riskier.  They 

 may seek to offset this non-systematic risk — which diversification could have elim-
inated — by reducing the financial risk of the firm. In addition, reinvesting earnings 
allows them to be transformed into capital gains, thereby deferring income tax. 22  

Explaining the Percentage of Financing Requirements Provided by 
Internal Resources 

According to the "pecking order" theory, debt financing will increase with higher 
Profitability and slower growth. Asset growth (CROIS) and profitability (RENT) 
are thus the two main variables explaining the proportion of financial requirements 
met through reinvested ea rn ings. As in the Jensen et al. (1992) model, dividend 
Policy is considered here as an explanatory variable. It is measured by DIST, the 
ratio of paid dividends to eamings available to shareholders during the last three 
fiscal years. If dividend policy is a constraint, as previous work seems to indicate, 
the variable DIST should have a significant and negative coefficient when explain-
ing the proportion of internal financing. Finally, it seems impossible to treat, in the 
saine fashion, firms that incurred losses and firms that earned profits in previous fiscal 
Years. The former did not really have to make financing choices and the observed 
relationships might re fl ect a simple accounting calculus effect. 23  A binary variable 
8P was thus introduced in our model to capture loss. We also incorporated into the 
rnodel the proportion of fixed assets financed in year t, expressed in relation to 
financial requirements (A1). 24  Since fixed assets are used as collateral, they tend to 
reduce  the potential agency costs of creditors and facilitate access to borrowing. 13  
The proportion of internal financing should be negatively linked to this variable. 

In light of the aggregate results reported in the previous sections, we agree 
with Jalilvand and Harris (1984) and Homaifar et al. (1994) that stock market con-
ditions influence financing decisions. However, the stock market yield does not 
aPpear to be a good indicator of these conditions, because it can be especially high 
at the  beginning of a bull cycle, when company managers feel their shares are still 
undervalued by the market. The relative eamings/price ratio (EPRR) is used here 
as an indicator of relative stock prices. To account for changes in this indicator over 
time and among companies, the ratios were adjusted twice. The first adjustment is 
made in relation to the market and tfie second in relation to the historical trend of 
the  adjusted ratio. The resulting figure is commonly used by financial analysts to 
1. udge whether a stock is undervalued or not (Melkinof, 1988). A high value for this 
Indicator suggests that the stock is not highly valued by the market. In this case, a 
firm should rely more heavily on internal financing (and on debt), instead of issuing 
ecluitY. The model will thus take the following form: 

AAUTO, = cto  + a,CROIS, + a2RENT, + apIST„ + a413P1, + a5A1, + 

a6EPRR +  e 1 , 	 (MI) 
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DIST„ = 

E dividends, 

or 0 if E earnings  <0  (6) 

SURET & L'HER 

where 

AAUTO,: The share of financial requirements covered by internal financing for 

firm i in year t. It equals the increase in retained earnings plus deprecia-
tion, divided by financial requirements as given by equation (1), including 
dividends and depreciation. 

CROIS,: Annual average geometric growth rate of gross assets (book value of assets 
+ accumulated depreciation) during the last three fiscal years for firm i 
at time t. 

CROIS, = (ACTIF, / ACTIF,_) 1 /3  - 1 

RENTE,: 	Average return on assets before interests and taxes for firm i at time t. 
It is the average for the last three fiscal years. 

RENT, = E BAIL„ / E ACTIF„ 
s=t-2 	 s.t.2 

DIST,: 	Indicator of dividend policy. This is the ratio of paid dividends to earn- 
ings available to shareholders for the three fiscal years ending on the 
date of the analysis. When dividends are paid out in spite of losses, the 

indicator has a value of 0, and all earnings are considered to have been 

distributed. 

(4) 

(5) 

s=t-2 E net earnings ,  
s=a-2 

BP,: 	Binary variable that takes a value of 1 when total earnings over the lase 
three fiscal years are negative. 

BP„ = 1 if E earnings  <0 or 0 otherwise 	 (7) 
s=t-2 

Increase in the gross value of fixed assets as a proportion of the tote 
increase in gross assets (financial requirements). 
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EPRR„: 	Relative eamings/price ratio expressed in terms of its historical average. 
First, the earnings/price ratio is adjusted by the average distribution 
of the ratio for year t. The result is the ratio relative to the average, des-
ignated EPM,. This first step is necessary in order to handle the ratio's 
intertemporal fluctuations. 

EPM, = EP EP„„ 

The historical average of the ratio is then calculated for three fiscal years: t, t-1 and 
t -2. The quantity EPMH, indicates the usual position of the stock's ratio relative to 
the market, which allows possible size or sector-related effects to be accounted for. 

EPMH
a 
 . = --I E EPM. 
 3  s=t-2 

The relative earnings/price ratio is defined by equation (10). It indicates by how 
"Inch the stock's relative earnings/price ratio is above or below its historical aver-
age. This indicator is commonly used by financial analysts to determine whether a 
stock is over or undervalued. 

EPRR„ = EPM, EPM1-1, 	 (10) 

The macro-economic variables associated with this model are the rate of 
growth of economic activity (CIPI), the aggregate index of relative market value 
(earnings/market price: EPM), the rate of inflation (INF) and the long-term interest 
rate (OBLIG). 

Rxplaining the Percentage of Financing Requirements Provided by Debt 
13ebt is the next option when intemal financing possibilities have been exhausted 
( according to the "pecking order" theory). We have thus incorporated the explana-
torY variables from the MI model into the total debt financing model (M2a) and 
the long-term debt financing model (M2b). Previous work has identified two other 
variables  — taxes and size — that help determine indebtedness levels and likely play 

Part in explaining annual choices of financing instruments. Taxes exert their 
I nfluence  through non-debt tax shields (NDTS). The "Miller" type of tax gain does 
not come in to play at the individual level since, at any given time, firms are subject 
t°  the same tax rate, unless they have accumulated significant losses. In the absence 
c'f complete  data on stock ownership, we must assume also that shareholders are 
s ubject to the same tax rate, which suggests that gains associated with indebtedness 
vatY over time but not among firms. The variable RDF (ratio of tax deductions) 
tePresents the ratio of NDTS available in year t to the average cash flow for the last 

(8) 

(9)  
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three fiscal years. The calculation is very similar to that used by Davis (1994), and 
we expect to see an inverse relationship between debt financing and the variable 
RDF.26  

Lastly, relative size was entered into the model. In previous work, size gener-
ally had a positive link with indebtedness (Harris and Raviv, 1991; Rajan and 
Zingales, 1995), although no fully satisfactory explanation of this relationship has 
been offered. The two most frequently cited hypotheses are a negative link between 
sizt and bankruptcy costs, and the fact that larger firms have easier access to bond 
markets. 

The models explaining the share of financing provided by total debt (M2a) 
and long-term debt (M2b) are now as follows: 

ADT, = /30  + /31 CROIS, + P2RENT,+ (33DIST, + P4BP, + ps  AI, + 

	

(36EPRR„ + P7RDF„ + /35Taille, + e2, 	 (M2a) 

àDLT„ = po  + pi cRois„ + P,RENT„ + PpIST, + P4BP„ + p5  AI, + 

P5EPRR„ + P7RDF1, + 	+ e„ 	 (M2b) 

where, in addition to the variables previously defined, we have: 

ADT;t : Portion of financial requirements represented by the increase in all types 
of debt (short-term liabilities + long-term debt) 

ADLT,: Portion of financial requirements represented by the increase in long- terin 
debt. 

RDFÙ : Ratio of non-debt tax shields. This is the ratio of NDTS estimated for year 
t to the average cash flow over the last three years (CFM). This expression 
of relative tax credits is derived from that developed by Davis (1994) fe 
the Canadian tax system. It has been adapted to reflect the limit on the 
number of balance sheet items available in the data base. Details of the 
calculations are given in Appendix A. 

RDF„ = NDTS, / CFM 

Taille,: Total market valuation of equity divided by average market valuation for 
all observations in year t. An adjustment is required because of the length 
of the study period. 22  

The macro-economic variables associated with this model are the rate of inflate' 
(INF), the fixed long-term interest rate (OBL1G) and the tax advantage associated 

 with corporate debt (Miller's G). 

(1 1) 
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Explaining the Percentage of Financial Requirements Provided by Equity 
Issues 

The variables used earlier to explain debt financing can also be used (with reverse 
signs) to explain public equity issues — except for firm size and NDTS, which are 
generally not associated with equity financing. The M3 model takes the following 
form: 

ACA, = yo  + y,CROIS„ + yzRENT„ + y3DIST, + yeBP„ + y5EPRR, 

elt* 

where 

LICAk : Portion of financial requirements raised through equity issues. 

The macro-economic variables associated with this model are the index of 
change  in economic activity (CIPI), inflation (INF) and long-term interest rates 
(OBLIG). The first variable is an estimator of the relative cost of financing through 
equity issues. The other two variables are potential determinants of debt financing. 
High long-term interest rates should induce firms to issue equity, ceteris paribus. 28  

Conclusions 

Table 6 summarizes the models discussed and the expected signs of the variables. 

bESCRIPTION OF VARIABLES 

TABLE 7 SUMMARIZES THE MAIN DISTRIBUTION CHARACTERISTICS of the variables used 
in the various models. In order to limit the influence of extreme data in our estimates, 
values below the first percentile or above the last percentile were adjusted to the 
value of these percentiles. The average or median data for financing methods differ 
slightly from the overall averages reported in the first part of the study. This is because 
the firm-level analysis involves calculating ratio averages, while the aggregate analysis 
involves the calculation of average ratios. 

bependent Variables 
Interna l financing represented on average 74.3 percent of the funding sources used 
bY Canadian firms over the last 32 years. However, this distribution is strongly right 
asYmmetrical, with the median at 52 percent. This means that, for one firm in two, 
i nternal financing represents less than 52 percent of funding sources. This median 
value is close to the aggregate value computed earlier (47 percent). These extreme 
Positive values deserve some explanation. They represent situations where cash 
now exceeds financial requirements. This situation may arise when slow-growing 

(M3) 
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TABLE 6 (A MODEL SUMMARY) 
	 _ 

Models 	 M1 	M2a 	M2b 	M3 
Dependent Variables as a Proportion of 	AUTO 	ADT 	ADLT 	ACA 
Financial Requirements 

Code 	 Expected Signs 
	 - 

Firm-Specific Explanatory Variables 
CROIS 	Average growth rate 	 - 	+ 	+ 	+ 
RENT 	Average profitability 	 + 	- 	- 	- 
DIST 	Distribution ratio 	 - 	+ 	+ 	+ 
BP 	Binary variable related to losses 	- 	+ 	+ 	+ 
RDF 	Ratio of non-debt tax shields 	 - 	. 

AI 	Change in fixed assets as a 	 - 	+ 	+ 
proportion of total growth 

EPRR 	Earnings/price ratio based on the 	+ 	+ 	+ 	- 
historical trend in the ratio to 
market value 

Taille 	Size in terms of market capitalization, 	 + 	+ 
expressed in relation to the average 
size of sample firms 

	 -- 

Macro-Economic Variables 
CIPI 	Rate of change in industrial output 	+ 	- 	. 	+ 
INF 	Inflation rate 	 - 	+ 	+ 	- 
OBLIG 	Fixed rate of interest on long-term 	+ 	- 	- 	+ 

bonds 
G 	Tax gain on corporate debt (Miller's G) 	 + 	+ 
EPM 	Average earnings/price ratio for market 	+ 	 - 

_....-- 

firms with strong cash fl ows use them to pay down debt. It occurred mainly toward 
the end of the study period. The distribution has a high standard deviation, indi' 
cating major differences among firms or over time. 

The average share of debt financing (all forms) is negative (-3.9 percent), but 
the median is positive and close to the aggregate value measured (26.6 percent vs. 
29 percent for firms with positive growth, in Table 4). This strong asymmettY is 

 caused by approximately one one-hundredth of observations, for whic..11 the value 
was limited to -12.88. Once again, these are special situations, generally involving 
firms with modest financing requirements that use large equity issues or earnings Of 

 reduce their indebtedness. Long-term debt represents on average 531  percent °'  
financial requirements. For almost 3,800 observations, however, there is no varia'  
tion in long-term debt. Most often, this simply reflects the fact that firms did ne 
use this method of financing, which explains why the median of the distribution is 
close to zero. 
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We also assessed dividend payments in relation to total financial require-
ments. Over the period, they represent 17.3 percent of the total financial require-
ments of firms, a proportion fairly close to what was observed at the aggregate level. 
This result confirms that firms paid out more to shareholders than they received 
through equity issues. 

Explanatory Variables 
Among the sample firms, growth averaged 16.2 percent. The median lies at 11.6 per-
cent, however, reflecting the influence of a subgroup of observations with extremely 
strong growth. The picture for rates of return is basically similar: the growth distri-
bution is right asymmetrical, and the return on assets averaged 13.4 percent, while 
the median was 10.8 percent. The dividend-distribution ratio for the sample was on 
average 28.6 percent. 29  We noted that 3.5 percent of firms continued to pay dividends 
even when they suffered losses (on average) over the last three fiscal years, confirming 
the  constraining nature of dividend policies. The average and median for the relative 
earnings/price ratio are close to unity at 1.031 and 0.99. As well, 7.4 percent of 
firms e.xperienced losses, leading us to isolate this subgroup and consider a dichotomous 
variable, EPN. On average, the variation in gross fixed assets represents only 27.3 
Percent of financial requirements. This relatively low percentage reflects both how 
financing requirements were calculated and the fact that growth occurred through 
acquisitions in many cases. 

METHODOLOGY AND RESULTS 

IsilE FINANCING CHOICE EXPLANATORY MODELS ARE FIRST ESTIMATED using a two- 
s tage process. This involves estimating 32 cross-sectional regressions for each year 
from 1963 to 1994." The average coefficients are then computed.n Their dispersion 
is calculated in order to estimate the t values. This technique, used by Fama and French 
(,1992), allows for annual variations in the estimated parameters. However, while 
tnis method reveals the temporal instability of the estimated coefficients, it cannot 
ex"Plain the origin of these variations. In the second section, the models (M1 
111 ,,tenigh M3) are estimated in a single step using a "pooling" method. This method 
°nets more degrees of freedom, reduces the collinearity among explanatory variables 
and, thus, produces more efficient estimates. It also allows us to use more powerful 
tests and to incorporate macro-economic variables into the models that may have 
a  bea ri ng  on corporate financing choices. Introducing these variables also partially 
Corrects for the implicit assumption underlying this type of estimation — that the 
intercept and slopes associated with the various variables are stable over time." 
tacb of the models, therefore, is estimated using three different methods: the two-
Stage method, the pooling method with firm-specific variables only and the pooling 
,nlerhod with macro-economic variables. The parameters estimated with each of the 

ee methods and for each model are shown in Table 8 (equity models) and Table 9 
'debt models). 

493 



el>. 
to .; TABLE 7 

MAIN CHARACTERISTICS OF THE DISTRIBUTIONS OF VARIABLES USED IN EXPLANATORY MODELS OF FINANCING 
DECISIONS' 

Dependent Variables 	 Average 	Standard 	Maximum 	Minimum 	Median 

Deviation 

Internal financing as a percentage of financial requirements (AAUTO) 	0.743 	1.056 	7.610 	-237 	0.520 
Financing by total debt as a percentage of financial requirements (ADTOT) 	-0.039 	1356 	2.450 	-12.88 	0.266 
Financing by long-term debt as a percentage of financial requirements 

(ADTLT) 	 0.053 	0.623 	3.57 	-430 	0.001 
Financing by equity issues as a percentage of financial requirements (3,CA) 	0.109 	0.521 	10.734 	-8583 	0.000 
Distribution ratio (DIVI) 	 0.173 	0.270 	1.790 	0.000 	0.093 

Explanatory Variables 

Average return on assets (RENT) 	 0.134 	0388 	19.200 	-0.290 	0.108 
Average growth rate of gross assets (CROIS) 	 0.162 	0.193 	2.267 	0.445 	0.116 
Dividend distribution as a percentage of net earnings (DIST) 	 0.286 	0.426 	4.200 	0.000 	0.185 
Market capitalization relative to average size of sample firms (TAILLE) 	1.102 	2.001 	26.548 	0.005 	0354 
Earnings/price ratio relative to the market and to its historical value 

(EPRR) 	 1.031 	0.566 	3.000 	0.000 	0.990 
Proportion of financial requirements represented by fixed assets (AI) 	0.273 	0.581 	1.450 	-5.610 	0331 

Note • The sample includes 7,833 annual observations for the period 1963 to 1994. 

(I) 
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Model  Ml:  Share of Internal Financing in Total Financing Requirements 
The average coefficients and their significance levels for each estimation model 
aPpear in the first three columns of Table 8. The results for the annual regressions 
show that the coefficients have the expected signs for almost all the years studied. 
The  intercept is positive and highly significant, reflecting that intemal financing 
is, on average, one of the more important sources of funding for firms. The average 
Coefficients are also statistically different from 0, with the expected sign. 

The use of internal financing is inversely related to growth (the coefficient is 
-0 .884 and positively related to profitability, while the average coefficient is 1.222). 
These findings are consistent with a system of hierarchical ordering among financing 
choices. As expected, the coefficient associated with the DIST variable, which 
rePresents the distribution rate, is negative and significant (-0.493). Given equal 
Profitability and growth, the higher the dividend distribution ratio, the more difficult 
't is for a firm to rely on internal financing. This result suggests that firms take the 
PaYment of dividends as a constraint. According to our data, many firms simulta-
,°e. °Lisly pay dividends and issue equity. The average coefficient associated with the 
uunarY variable BP is negative and significant (-0.850), as expected. This reflects 
the fact that a firm incurring losses has limited internal financing capabilities. 

The variable EPRR, which indicates the degree to which the stock is over or 
undervalued, has a positive sign. This is in line with expectations. It is only logical 
1° see more reinvestment in periods when the company's stock is low. The coefficient 
f the variable Al is negative and statistically significant, indicating that the use of 

I nternal financing tends to increase when growth is not driven by the acquisition 
of tangible assets. 

The pooling estimation produces results that are very similar to the two-stage 
aeProach. The slopes associated with the variables explaining the shares of each 
,ruethod of financing firms' growth appear to be relatively stable over the study period. 

ne determination coefficient of the MI model is 22 percent. 
In the last estimation, we introduced four macro-economic variables that pre-

sinnahlY influence the share of intemal fi nancing.  They  are economic activity, measured b 
(1,,the variation in the industrial output index (CIPI); the annual rate of inflation 
8  le ), as reported by Statistics Canada; an aggregate indicator of the level of the 
te'ck market, calculated from the arithmetic average of the earnings/price ratios of th   

sample firms (EPM); and the long-run return on industrial bonds, measured by 
the 

 arithmetic mean of the fixed monthly rates offered (OBLIG). Except for the 
stock market level indicator, all indicators play a significant role in explaining the 
Proporti on  of internal financing. Internal financing falls in periods of economic 
agre,th. The coefficient is -0.008 and is statistically significant. Inflation is also neg-
trilvelY related to internal financing, reflecting the greater attractiveness of debt in 
nuationary  times. Lastly, variations in intemal financing levels do not seem related t  
° the earnings/price ratio for the market as a whole. 
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Cr■ TABLE 8 

COEFFICIENTS AND STATISTICAL TESTS OF TWO-STAGE AND POOLED ESTIMATES FROM THE VARIOUS EXPLANATORY 
MODELS OF E,QUITY-FINANCING DECISIONS 

MI: Internal Financing 	 M3: Equity Issue 

	

Two-Stage 	Pooled 	Pooled, Macro 	Two-Stage 	Pooled 	Pooled, Macro 

Specific Variables 
Intercept 	 0.730 	0.696 	0.624 	 0.112 	0.112 	0.186 

	

(13.52)* 	(24.20)* 	(733)* 	(4.07)* 	(7.15)* 	(4.10)* 
CROIS 	 -0.884 	-0.831 	-0.837 	 0.392 	0395 	0.383 

	

(-8.89)* 	(-12.94)* 	(-12.96)* 	(7.33)* 	(11.56)* 	(11.17)* 
RENT 	 1.122 	1.285 	1-344 	 -0325 	-0.578 	-0.469 

	

(5.23)* 	(9.71)* 	(9.93)* 	(-1.32) 	(-7.95)* 	(-6.33)* 
DIST 	 -0.493 	-0.472 	-0.476 	 -0.001 	0.002 	-0.007 

	

(-13.59)* 	(-17.79)* 	(-17.77)* 	(-0.09) 	(0.14) 	(-0.53) 
BP 	 -0.850 	-0.803 	-0.811 	 0.248 	0.298 	0.292 

	

(-12.08)* 	(-13.44)* 	(-13.56)* 	(3.41)* 	(9.09)* 	(8.19)* 
EPRR 	 0323 	0345 	0343 	 -0.012 	-0.005 	-0.008 

	

(11.45)* 	(18.50)* 	(1838)* 	(-0.83) 	(-0.58) 	(-0.83) 
AI 	 -0.627 	-0.629 	-0.630 

	

(-9.51)* 	(-3334)* 	(-3336)* 

Macro-Econotnk Variables 
CIPI 	 -0.008 	 -0.002 

	

(-3.22)* 	 (-1.77) 
INF 	 -0.027 	 -0.008 

	

(-332)* 	 (-1.76) 
OBL 	 0.020 	 0.007 

	

(2.64)* 	 (1.68) 
EPM 	 0.848 	 -1.067 

	

(1.27) 	 (-2.92)* 
R2 	 0.220 	0.222 	 0.031 	0.039 
F 	 369.519 	224.68 	 51.586 	36.64 

Significant at the 5 percent level. 
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THE EVOLVING CAPITAL STRUCTURE OF LARGE CANADIAN FIRMS 

Economic conditions thus appear to have an influence on financing decisions, 
but the very modest increase in the determination coefficient indicates that the 
addition of these macro-economic variables brings only minimal improvement to 
the econometric model. 

M3: Share of Equity Issues 
The right side of Table 8 shows the coefficients and tests associated with the M3 
model. For the two-stage estimation, the coefficients of the CROIS variable are 
Positive for 30 of the 31 estimations. Coefficients associated with the RENT variable 
are negative for 28 of the 32 years. On average (Table 8), these coefficients are sta-
tistically significant. Financing through equity issues thus tends to increase with 
'aPid growth and with lower profitability. The variable for average dividend distri-
bution policy plays no role, regardless of the estimation method used. However, the 
binary loss variable has a positive and statistically significant coefficient. Firms that 
finance a large part of their growth through equity issues are those that had no earnings 
I  n Previous fiscal years (the binary variable was assigned a value of 1 when the firm 
incurred a loss). It is not surprising, therefore, to find no relationship between the 
relative price indicator and the relative size of equity issues. The coefficient associated 
with EPRR is indeed negative, but not significant. 

The pooling estimation produces results similar to those obtained with the two-
shtage method. The only notable change is in the level of significance of the variable 
LItivT. None of the macro-economic variables appears to play an explanatory role 
e)(cept for the market-level indicator. The latter is negatively and significantly 
"elated to the proportion of financing provided by equity issues. Issues thus increase 
Linversely  with the price/eamings ratio, on average. This  reflects a positive relationship 
uetween the proportion of financing provided by equity and the price/eamings ratio. 

All the models used to explain the contribution of equity issues to financing 
r,. ecluirements have relatively low explanatory power. The determination coefficient 
'83 .9  percent in the best case. 

Models M2a and M2b: Share of Total Debt and Long-Term Debt 

The results of the debt financing models are reported in Table 9. Since they are similar 
'3" total debt and long-term debt, only the main differences are discussed. 

As expected, the average coefficient associated with the variable CROIS is 
eec'si tive and significant (0.486). The coefficient is positive for each of the annual 
Rshtimates. Also as expected, the average coefficient associated with the variable 

zw.r is negative and significant (-0.532). The coefficient of the variable DIST is 
weci.,si tive (0.131) and statistically significant. This indicates that, on average, firms 
fi  a generous dividend policy make greater use of debt financing than other 
, rns. Dividend policy would thus seem to be a constraint. The binary loss variable also  L 

I 	naS a positive and significant coefficient. Since a value of 1 is associated with 
ciss ' the positive relationship indicates that firms with very low profitability tend 

tO  use primarily  long-term debt financing. 
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The indicator of the relative value of non-debt tax shields (RDF) plays no role 
in explaining long-term debt and is linked positively and significantly to the propor' 
tion financed by total debt. This result is the opposite of what was expected (DeAngelo 
and Masulis, 1980). However, the estimation used here, which was developed by 
Davis, includes tax depreciation, which under Canadian law never expires. This 
means that the analyses based on U.S. regulations are not necessarily applicable to 
the Canadian economy and the results presented are plausible." 

The variable EPRR is negatively and significantly related to the proportion 
of debt financing, both long-term and total debt. This indicates that debt financing 
increases in importance as the price of the stock rises relative to its yield (after, 
adjustment). This finding runs counter to intuition, since high share values should 
encourage more equity issues. It is possible that this result reflects the influence of 
profitability. By making intemal financing easier, higher earnings may reduce the 
need to resort to debt financing. 

As expected, debt financing is associated with larger capital investment (Al) . 
 Size is positively linked with the use of long-term debt, but shows no relation to 

total debt. This result is consistent with easier access to the bond market (TAILLE) 
by large firms. 

The results are not much affected by the estimation method and by introducing 
macro-economic variables which marginally improve the models' explanatory powe r' 
Inflation is positively and significantly related to debt financing. Turning to the 
level of long-term interest rates, the coefficient for long-term debt is not signe 
cant. The coefficient for total debt, on the other hand, is negative and significant 

 at the 10 percent level. Economic growth is positively associated with an increase 
in total indebtedness, which may reflect the increase in short-term liabilities during 
an expansionary period. On the other hand, the link with long-term debt is negativ e  
and significant at the 10 percent level. 

Lastly, G, which represents the gain associated with the indebtedness of firms , 
 is negatively related to debt financing. The fact that the results are significant hu. r 

consistently at odds with theory is one of the major findings of this exercise. It i s 
 also one of the most puzzling aspects of our study, even taking into account  the 

reservations laid out in the section entitled Financial Choices, Taxes and Economic 
 Conditions. 

CONCLUSION 

THIS STUDY HAS EXAMINED THE CAPITAL STRUCTURE of large Canadian firms free  
1960 to 1994. It is divided into three parts with the first devoted to trends in 

 indebtedness, the second offering an aggregate analysis of financing choices and the  
third presenting econometric models to explain corporate financing decisions. f  

The first part of the study shows that a significant increase in the levelf 
total corporate debt has not been observed in Canada, as has been the case in te 

 United States. Total indebtedness rose from 1960 to 1982, but started declining 
afterward to reach, in 1994, a level 500 basis points above its 1960 level. If we ta,k,e  
into account the market value of equity, however, total indebtedness was actuar'Y 
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I TABLE 9 

COEFFICIENTS AND STATISTICAL TESTS OF TWO-STAGE AND POOLED ESTIMATES FROM THE VARIOUS EXPLANATORY 
MODELS OF DEBT-FINANCING DECISIONS 

M2a: Long-Term Debt 	 M2b: Total Debt 
Two-Stage 	Pooled 	Pooled, Macro 	Two-Stage 	Pooled 	Pooled, Macro 

Specific Variables 
Intercept 	 -0.0011 	0.0353 	0.009 	 -0.046 	-0.058 	-0.176 

(-0.02) 	(1.67) 	(0.24) 	 (-0.54) 	(-1.28) 	(-2.02)* 
CROIS 	 0.486 	0.436 	0.430 	 0.693 	0.548 	0.566 

(8.34)* 	(11.18)* 	(11.01)* 	(4.44)* 	(6.48)* 	(6.70)* 
RENT 	 -0.532 	-0.595 	-0.653 	 -1.410 	-1.195 	-1.385 

(4.15)* 	(-7.11)* 	(-7.73)* 	(4.87)* 	(-639)* 	(-737)* 
DIST 	 0.131 	0.112 	0.11 	 0.309 	0.288 	0.301 

(5.92)* 	(7.00)* 	(7.21)* 	(9.68)* 	(8.29)* 	(8.64)* 
BP 	 0.235 	0.214 	0.22 	 0.507 	0392 	0.413 

(3.67)* 	(5.94)* 	(6.11)* 	(5.46)* 	(5.02)* 	(5.29)* 
RDF 	 -0.006 	-0.006 	0.000 	 0.114 	0.137 	0.167 

(-0.24) 	(-0.35) 	(0.02) 	 (2.58)* 	(3.49)* 	(4.25)* 
EPRR 	 -0.114 	-0.132 	-0.12 	 -0301 	-0323 	-0314 

(-8.13)* 	(-11.60)* 	(-11.18)* 	(-8.96)* 	(-13.1)* 	(- 12.74)* AI 	 0.404 	0.408 	0.404 	 0.853 	0.925 	0.921 
(18.05)* 	(35.95)* 	(35.71)* 	(9.92)* 	(3736)* 	(37.55)* 

TAILLE 	 0.009 	0.008 	0.008 	 0.005 	0.006 	0.009 
(3.05)* 	(2.57)* 	(2.79)* 	(1.06) 	(0.93) 	(137) 

(cont'd) 
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`g TABLE 9 (cont'd) 

M2a: Long-Term Debt 	 M2b: Total Debt 
Two-Stage 	Pooled 	Pooled, Macro 	Two-Stage 	Pooled 	Pooled, Macro 

Macro-Economic Variables 

CIPI 	 -0.002 	 0.015 
(-1.72) 	 (4.50)* 

INF 	 0.008 	 0.041 
(2.80)* 	 (6.73)* 

OBL 	 0.000 	 -0.015 
(0.12) 	 (-1.72) 

G 	 -0.149 	 -0.327 
(-2.79)* 	 (-2.82)* 

R2 	 0.196 	0.198 	 0.199 	0.206 
F 	 240.186 	163 	 244.403 	170.94 

Note * Significant at the 5 percent level. 
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lower in 1994 than in 1960. The relative stability of total indebtedness is the result 
of an increase in long-term debt and a decline in corporate short-term liabilities. 
This means that the concerns expressed by some U.S. authors about the rapid rise 
in corporate indebtedness are not justified in the Canadian case. Only long-term 
debt has increased in this country, a phenomenon unrelated to developments in the 
United States. 

The second part of the study investigates the relationship between financing 
choices and prevailing economic and market conditions. Financing decisions are 
measured by the-proportion of total financial requirements (including depreciation 
and dividends) provided through various sources of funds. Over the period, cash 
flow was used to meet 61.2 percent of the financial requirements of growing firms, 
O n average, while long-term debt covered 20 percent of needs. Equity issues accounted 
for only 9.8 percent of financial requirements, while dividend payments far exceeded 
the amounts raised through equity. The relatively modest use made of equity is also 
observed in other industrialized countries, but again the phenomenon is less pro-
nounced in Canada than in the United States, where net issues became negative 
(because of stock buy backs) according to some recent studies. In Canada, there has 
been an increase recently in the proportion of financing raised through equity 
issues  (22.1 percent of financial requirements in 1993). The relative importance of 
the various methods of financing appears to be strongly influenced by economic 
Conditions. Inflation and stock market levels are positively related to debt financing 
and equity issues, respectively. On the other hand, there appears to be no link between 
tax changes and the aggregate behaviour of firms. For example, tax changes that 
inacle debt financing more attractive did not translate into an increase in indebt-
edness. The real interest rate is negatively related to long-term debt but does not 
aPPear to have any influence over total indebtedness. Lastly, periods of recession 
fe

i
enerally  coincide with debt financing, likely because of lower cash flows. The 
nancing choices of Canadian firms thus largely depend on prevailing economic 
iand financial conditions but do not seem to be significantly affected by tax changes. ,.r  

'nere are, however, important variations among firms, a subject we examined in 
the final part of the study. 

Four models were used to explain the relative importance of various sources 
Of  funds at the firm level, and several estimation methods are applied to a sample con-
taining 7,833 annual observations from 1963 to 1994. The results for profitability 
and growth are consistent with the behaviour predicted by the "pecking order" theory. l  
ntemal financing is positively related to higher profitability and negatively related 

t°  growth. Dividend policy is perceived as a constraint. In our debt explanation 

the
n'odels, the variable for the relative size of non-debt tax shields has a positive sign, 

oPPosite of what theory predicts. However, the measure used is essentially based 
nt,n  tax depreciation, and since this never expires (as it does in the United States), 
sne results remain plausible. The ratio of fixed to total assets is positively and very 

ignificantl y  related to the choice of debt financing, which confirms the important r 
cle of collateral in explaining the use of debt financing. Finally, size is positively r  
elated to debt financing. The introduction of macro-economic variables into the 
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models generally confirms the relationships observed at the aggregate level. However, 
the amount of tax gain associated with indebtedness is significantly and negatively 
related to debt financing, which runs counter to expectations. One possible explanation 
for this result is that some of the tax changes coincided with a period of economic 
slowdown and with changes in the ownership structure of firms. 

In conclusion, we did not find any significant change in the level of indebt-
edness of Canadian companies over the 35 years examined. The only significant 
development was an increase in debt level in 1981-1982. At the individual firm 
level, growth and profitability are the two main factors explaining financing choices , 

 while the tax structure does not appear to have any significant impact. This studY 
has a number of limitations, however, which open up several avenues for future 
research. The main shortcoming is clearly that the ownership structure of firms  15 

not taken into consideration. The type of shareholder appears to influence financing 
decisions (Israel, 1992;  Crier and Zychowicz, 1994), and the tax status of shareholders 
affects the tax advantage associated with debt financing (Gagnon et al., 1987). While 

 it is difficult to determine precise ownership structures when studying periods of 
30 years or more, this aspect will eventually need to be incorporated into the various 
explanatory models. Second, a number of sectoral factors appear to play a role in 
financing decisions, such as the nature of assets (Balakrishnan and Fox, 1993; Chung, 

 1993; Williamson, 1988). The available data for Canada do not permit an accurate 
assessment of the specificity of particular assets, mainly because of a lack of data on 
research and development activities. Finally, corporate financing choices cannot be 
fully predicted at the individual level. Thus it would be useful to do this exercise 
again using an estimation method based on simultaneous equations. It is an  aven
that we intend to pursue in future research. 

The results of this study have a number of implications for economic and tag  
policy. First, the increase in corporate debt levels, which has so alarmed U.S. researche rs  
and authorities, has  not  been observed in Canada, and so does not require ar'Y 
remedial action. Corporate debt levels rise in difficult economic times or when ee: 
porate profits decline. When profitability grows again, indebtedness declines. Secona' 
tax changes that might be expected to affect the behaviour of Canadian firms d° 
not appear to have the expected impact, and so it seems doubtful that the govern: 
ment can influence the financing choices of firms through tax incentives. Tbir°' 
internal financing is widely used by large Canadian firms, even when they stand r°  
benefit from external financing because of favourable economic conditions, such I s!  
a booming stock market. Therefore, there is no sign of dysfunction that might ea 
for government intervention. Finally, the large size of dividend payouts indicates 

 that firms have enjoyed ample cash flows. And despite these dividend distributionis; 
total indebtedness has fallen since 1982. Accordingly, it would seem very difficu 
to argue that these corporations were under some financing constraint during th e 

 study period. However, long-term debt has risen, a phenomenon that is difficult tels  
reconcile with the suggestion that firms experience difficulty using bond markets a  
a source of funds. 
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APPENDix A 
ORIGIN AND MEASUREMENT OF TAX PARAMETERS 

1"WO SETS OF TAX PARAMETERS ARE CALCULATED. The first concerns gains 
associated with debt as proposed by Miller (1977). This set produces estimates 

of variables that apply to firms in the aggregate; their values change as tax rules 
change. The second set of parameters refers to the concept of non-debt tax shields 
(NDTS). Their values are firm specific. 

DEBT-RELATED CREDITS 

GIVEN THE COMPLEXITY OF THE CANADIAN TAX SYSTEM and differences among 
Provinces, a number of simplifying assumption were made. 34  An Ontario taxpayer 
was used as the typical investor and Ontario tax parameters are applied to firms.35  

Personal Income Tax Rates 

The highest combined (federal and provincial) income tax rate for an Ontario res-

ident was used, as supplied by Revenue Canada (tax statistics, various years). The 

calculation is complicated by the surtaxes linked to certain tax brackets. We used 
the following equation: 

tt, = [te x (/+ 4)1 (/ + s) 

where tp , to., t and s are, respectively, the combined tax rate of an Ontario resident, 
tile Provincial' tax as a proportion of the federal tax, the maximum marginal tax rate 

Lat  the federal level and the maximum surtax. Before 1971, maximum rates went as 

.,uigh as 80 percent for taxpayers with taxable incomes of over $400,000. To avoid 
uistortion, we adjusted incomes for inflation in years before and after 1971, based 
°II a taxable income of $100,000 in that year. The tax rates used are those applicable 

in  each year to that taxable income after indexing. 

Tax Treatment of Dividends 
Let: 

*: Dividend credit factor, expressed as a percentage of dividends received (for cal-

culation purposes). 36  

'te.  Dividend gross-up, expressed as a percentage of dividends received. 
Pr Personal federal tax rate. t 

rersonal provincial tax for an Ontario taxpayer, expressed as a percentage of 

the federal tax. t • 
■-ombined personal tax rate. tw 
Combined personal tax rate on dividends. 
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Dn: Net dividends. 
D: Gross dividends. 

Net dividends are given by: 

Dn =  D - yDtef  - ap) - ( yDtef  - ap) 

Dn= D1. 1 - ( ytpf  + a? (1 + to)1 

and the tax rate on dividends is given by: 

= ( ytpf  + af) x (1 + to) 

For example, given a dividend of $1,000, a markup factor of 1.25 and the credit factor 
prescribed by the federal Income Tax Act of two thirds of the markup (i.e., 0.167 of 
the dividend received), then to  = 0.5.37  

Tax Treatment of Capital Gains 

The tax rate used is the combined federal and provincial tax rate multiplied by the 
proportion of taxable capital gains. 

Tax Treatment of Investment Income 

Because investment income has generally not been taxed at the same rate through' 
out the study period, the dividend distribution policies of firms must be taken ire° 
account. The average payout for each year was estimated by dividing the total 

amount of dividends paid by all firms, by earnings available to shareholders. The 
rate applicable to equity income (to) is the weighted average of the rates applicable t° 
dividends and to capital gains using the payout ratio as the weighting factor. Thus' 
our calculation implicitly assumes that the marginal taxpayer is an individual wh° 
is indifferent to ownership structure. 

Corporate Tax Rate 

The corporate tax rate is the maximum rate applicable to income from business 
activities other than manufacturing. The idea of categorizing firms according t° 
whether they were eligible for the reduced rate on manufacturing income was abarv 

doned, considering that most firms would not fall neatly into one category or the 
other because they receive income from several sources. Table Al summarizes rhe, 
values of the main tax parameters estimated and used in our study for the perise 
1960 to 1994. 
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NON-DEBT TAX SHIELDS 

NON-DEBT TAX SHIELDS (NDTS) ARE EXPRESSED AS TOTAL DEDUCTIONS divided by 
average earnings before deductions. The estimation is complicated by the fact that 
financial statements report either credits or deductions. We used the following formula: 

NDTS, 	 IR. 	APR. 	CNR. 
RDF. 

	

	 
— [AMORT„ + " + 	 + 	1/ CFM 

CFM 

Ratio of non-debt tax deductions. 

Non-debt tax shields (actually deductions). 

Average cash flow during the last three fiscal years; cash flow is 
obtained by adding taxes paid, depreciation and interest to net earnings 
(CF = BNET + taxes paid + interest + depreciation). Average cash flow 
is calculated for three fiscal years: t, t-1 and t-2. 

AMORT: Book depreciation according to income statements. 

Deferred taxes, primarily resulting from the difference between depre-
ciation for tax purposes and book depreciation. The quantity (AMORT 
+ IT / r) is thus an estimator of depreciation claimed for tax purposes. 

Adjustment to taxes as a result of loss carryover. Dividing this amount 
by the tax rate yields the amount deducted for loss carryover in the year 
considered. 

Credits not reported in income statement but mentioned in the notes 
to financial statements. Dividing them by the tax rate yields an esti-
mate of the amount claimed. 

The  quantity RDF thus represents the ratio of claimed deductions in year t to the 
average cash flow over the three years ending on the estimation date. A value of RDF 
ejual to or higher than unity would indicate a situation where the firm is capable 
L  40rally eliminating its taxable earnings. This is an imperfect measure. It would be 

s

7tter to have the cumulative amounts for, say, loss carryover. Unfortunately, this 
 nor possible with the data bases used here. 

wh ere  

RDF:  

NUTS: 

CFM :  

IR: 

APR, 

CNR: 
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TABLE Al 

MAIN TAX PARAMETERS USED TO DETERMINE THE GAIN FROM DEBT' 

Dividends Capital Gains Personal Income Corporate Income Average Dividend Investment Income Miller's 

Tax Rate 	Tax Rate 	Tax Rate 	Tax Rate 	 Payout 	Tax Rate 

1960 	0.520 	0.000 	 0.650 	 0.520 	 0.4720 	 0.245 	-0.0348 

1961 	0.520 	0.000 	 0.650 	 0.520 	 0.4720 	 0.245 	-0.0348 

1962 	0.520 	0.000 	 0.650 	 0.520 	 0.4720 	 0.245 	-0.0348 

1963 	0.520 	0.000 	 0.650 	 0.520 	 0.4720 	 0.245 	-0.0348 

1964 	0.520 	0.000 	 0.650 	 0.520 	 0.4252 	 0.221 	-0.0682 

1965 	0.520 	0.000 	 0.650 	 0.520 	 0.3975 	 0.207 	-0.0880 

1966 	0.520 	0.000 	 0.650 	 0.520 	 0.3565 	 0.185 	-0.1172 

1967 	0.520 	0.000 	 0.650 	 0.520 	 0.3919 	 0.204 	-0.0920 

1968 	0.520 	0.000 	 0.650 	 0.534 	 0.3833 	 0.199 	-0.0658 

1969 	0.520 	0.000 	 0.650 	 0.534 	 0.4014 	 0.209 	-0.0533 

1970 	0.520 	0.000 	0.650 	 0.534 	 0.4014 	 0.209 	-0.0533 

1971 	0.517 	0.000 	 0.647 	 0.487 	 0.3631 	 0.188 	-0.1792 

1972 	0.470 	0307 	 0.613 	 0.485 	 0.3174 	 0358 	 0.1461 

1973 	0.470 	0307 	 0.613 	 0.510 	 0.2690 	 0351 	 0.1770 

1974 	0.470 	0307 	 0.613 	 0.526 	 0.2419 	 0346 	 0.1984 

1975 	0.470 	0307 	 0.613 	 0.502 	 0.2468 	 0347 	 0.1589 

1976 	0.470 	0307 	 0.613 	 0.480 	 0.2380 	 0345 	 0.1198 

1977 	0.466 	0310 	0.619 	 0.480 	 0.2509 	 0.349 	 0.1107 

1978 	0389 	0310 	0.619 	 0.490 	 0.2463 	 0329 	 0.1015 

1979 	0389 	0310 	0.619 	 0.500 	 0.2121 	 0326 	 0.1155 

1980 	0389 	0310 	0.619 	 0.518 	 0.2019 	 0326 	 0.1464 

(coned) 
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TABLE  Al  (cont'd) 

Dividends Capital Gains Personal Income Corporate Income Average Dividend Investment Income 	Miller's 

Tax Rate 	Tax Rate 	Tax Rate 	Tax Rate 	 Payout 	 Tax Rate 

1981 	0.394 	0.314 	 0.628 	 0.518 	 0.2396 	 0.333 	 0.1364 
1982 	0.252 	0.252 	 0.503 	 0.518 	 0.2348 	 - 0.252 	 0.2739 
1983 	0.252 	0.252 	 0.503 	 0.518 	 0.2335 	 0.252 	 0.2739 
1984 	0.252 	0.252 	 0.503 	 0.510 	 0.2352 	 0.252 	 0.2618 
1985 	0.252 	0.252 	 0.503 	 0.510 	 0.2175 	 0.252 	 0.2618 
1986 	0.255 	0.255 	 0.510 	 0.515 	 0.2624 	 0.255 	 0.2626 
1987 	0347 	0.255 	 0.510 	 0.515 	 0.2277 	 0.276 	 0.2833 
1988 	0.312 	0.338 	 0.451 	 0.435 	 0.2915 	 0.331 	 03109 
1989 	0.314 	0.341 	 0.454 	 0.535 	 0.2611 	 0334 	 0.4324 
1990 	0320 	0347 	0.463 	 0.435 	 03454 	 0.338 	 03033 
1991 	0316 	0343 	 0.457 	 0.435 	 0.2152 	 0337 	 03101 
1992 	0.316 	0343 	 0.457 	 0.443 	 0.2805 	 0.335 	 03185 
1993 	0374 	0390 	0.521 	 0.435 	 0.1856 	 0.387 	 0.2780 
1994 	0395 	0.413 	 0350 	 0.435 	 0.1391 	 0.410 	 0.2592 

Note: • Combined tax rate (provincial and ferleral) of an Ontario taxpayer whose real income of $100,000 in 1970 remained the same throughout the study 
period. 

Source: The main sources used were Canadian Tax Foundation, The National Finance, various years, and C.C.H. Canadian Limited, Canadian Income Tax Guide, 
Don Mills, Ontario, various years. 
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ENDNOTES 

1 Centre interuniversitaire de recherche en analyse des organisations, 2020 UniversitY 
Street, 25th Floor, Montréal (Qc) H3A 2A5; tel. 514-985-4030; e-mail: SURETjecirano. 
umontreal.ca . 

2 These models are known as stock models rather than flow models. Analysing financing 
decisions through models that explain debt levels implicitly assumes that firms stay at 

their target debt level (MacKie-Mason, 19906, p. 92). The variability of debt levels makes 

this approach inappropriate for Canada. 
3 Rajan and Zingales used firm data from Global Vantage and compare them with data 

derived from OECD aggregated statistics. They found little difference between the tw° 
data sources, but pointed out the importance of considering the particular features of 
accounting systems in order to measure debt correctly. Singh (1995), however, reported 
significantly different results between "flow-of-funds" data from the OECD and the 

accounting data of firms. Our study relies on firm-level data. Mayer (1990) discussed the 
advantages and problems associated with the use of various types of data to study financing 
choices. 

4 Before merging the two data bases, we verified that the amounts reported for the sarne 
years, observations and items were roughly the same. 

5 Deferred taxes were integrated into equity. Minority interests were deducted from equitY 

but, in order to preserve balance sheet equilibrium, we proportionately reduced all items 
on the left side of the balance sheet. The values calculated in this way correspond to 

what would be obtained if the consolidation took into account the proportion of shares 

actually held and if the subsidiaries' books were structured in essentially the same waY as 
 those of the parent company. 

6 Trends observed from 1983 to 1989 match exactly those reported by Grant et al. (1990) * 
7 See Harris and Raviv (1991) for a survey of previous work, and Titman and Wessels 

(1988) and Rajan and Zingales (1995) for representative studies. 
8 Other researchers have simply excluded cases where assets declined (MacKie-Mas°n' 

19906). Such cases were retained in the first part of our study because they account for 
a fair share of observations, particularly after 1980, and because the behaviour of these 

 firms has certain interesting characteristics. 
9 When a firm acquires a subsidiary and proceeds to a consolidation, the investment 

 reported in the statement of changes corresponds to an increase in all items listed under 

assets, not simply an increase in capital assets. At best, where a service sector subsidiarY 

is acquired, inventory and accounts receivable items on the parent company's books ine 

increase, while fixed assets will remain unchanged if the subsidiary does not have much  

in the way of capital assets. The change in accounting method for investments could ale 

change the amount of capital assets without any additional investment. Attertes 
reconstruct financial statement items from balance sheets and income statements, where 

 available, have produced discrepancies as high as 100 percent. 
10 Contrary to Mayer (1990, p. 329), we do not take net financing flows into account.  

investment in a real asset is thus treated in the same way as an investment in a finale' 

asset. If that distinction were made, it would mean accounting for an investment in ia  

subsidiary that is consolidated (with, for example, 51 percent of shares) but not incite 
ing the same investment if it did not lead to a consolidation (e.g., 49 percent of shares). 

 It is true that taking into account long-term financial investments increases the uleasu.rei  
of investment, whereas the use of net flows serves to eliminate cases where finagle °  
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investrnent does  flot  lead to an increase in physical assets. In this study we are ulti-
mately interested in firms' individual behaviour and so treat identically an investment in 
real assets, the acquisition and consolidation of a subsidiary or the purchase of an interest 
in another company, all of which are different forms of growth. 
Treating change in accumulated depreciation as a financial requirement and annual 
depreciation as a source of financing has a significant impact on the estimation of financ-
ing choices. This is probably the reason behind the significant differences observed 
among studies using this type of data. The accompanying table illustrates these effects. 
Using the gross flows method, required funds are 200. They are met by an equity issue of 
100 and by internal financing (reinvestment of 50 and depreciation over the period of 
50). The internal financing ratio is thus 50 percent. Using the net flows method, 
required funds are 150, which is the change in book assets. The internal financing ratio 
(retained eamings/required funds) is thus 33 percent. 

Year 1 	Year 2 	Change 

Short-term assets 	 200 	 200 	 0 
Gross fixed assets 	 200 	 400 	 200 
Net fixed assets 	 100 	 250 	 150 

Assets (net value) 	 300 	 450 	 150 
Assets (gross value) 	 400 	 600 	 200 

Short-term liabilities 	 100 	 100 
Long-term debt 	 100 	 100 	 0 

Capital stock 	 100 	 200 	 100 
Retained earnings 	 0 	 50 	 50 

Equity and liabilities 	 300 	 450 	 150 

12  This distinction is important because of the way variables are calculated. A firm that 

reduces its assets because of a loss will have 100 percent entered into the reinvested earn-
ings column, just like a firm that financed its growth entirely out of earnings. Similar 

studies usually exclude firms with negative growth. They are retained here because of 
their relative importance. To be in this group, however, the firm only has to satisfy the 
following condition in any one year: a decline in assets adjusted for cash greater in 
absolute value than the sum of depreciation and dividends. Firms may remain in the neg-
ative growth category or move from one category to another in different years. This point 

13 
 merits further exploration. 

Since the denominator has a negative sign, a negative ratio indicates an increase in the 

14 
	of a financing source. 

4  Grier and Strebel (1983) used exactly the same measure, which they called the "net debt 
incentive ratio," to assess the sensitivity of U.S. firms to changes in tax parameters dur-
ing the period 1%4 to 1976. Their results were ambiguous and only supported in part 
Miller's hypothesis. 
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15 The U.S. reforms reduced non-debt tax shields, which made interest deductions more 
attractive, but simultaneously changed the taxation of corporations and individuals. Ar 
the aggregate level, the change in firms' indebtedness was minimal (0.007 according to 
Givoly et al.), but the adjustments at the firm level confirm the simultaneous impact of 
individual and corporate taxes on financing decisions. 

16 ThanIts to J.-M. Gagnon for these comments. 
17 Brick and Palmon (1992) established a link between debt and interest rate changes based 

on the concept of "tax-timing option," which would make debt issues more advantageous 
when rates are volatile. This variable was not retained here, however. 

18 The interaction between economic conditions and the characteristics of firms was nor 
taken into account in the first part of the study. 

19 The code "New shares" is given if the firm issues shares, no matter what other financing 
methods are used; the code "Bonds" is given if the firm is issuing bonds; the code "Private 
debt" is given if the firm borrows; and the code "Retained earnings" is given in all other 
cases. 

20 In this study, bond issues and external public financing are lumped together. Crabbe et  
al. (1990) observed that the amount of private bond investments exceeded public invest-
ments in 1988 and 1989. These private investments are made directly by institutional 
investors. 

21 See Jensen et al. (1992) for a partial explanatory model of capital structure based on a 
system of simultaneous equations. Their objective was different from that pursued here , 

 however. Jalilvand and Harris (1984) also used an equation system to explain financing 
decisions. 

22 Thanks to J.-M. Gagnon for these comments. 
23 See Allen (1993) for a discussion of these problems. Like him, we avoid them by explain' 

ing financing decisions in period t by variables measured ex ante. 
24 Since we are using a model to explain variations, it is the change in the gross value Of 

fixed assets that is related to the total increase in assets in year t. 
25 It might also be argued that the size of fixed assets is positively related to operating risk' 

which should in tum be inversely related to financial risk and thus to indebtedness. It iS  
also clear that fixed assets generate non-debt tax shields. Consequently, the size of fixe" 

 assets is once again negatively related to debt. See Balakrishnan and Fox (1993) for a dis' 
cussion of this problem. One likely solution is to measure the specificity of these asse ts, 
(Balakrishnan and Fox, 1993; Malin et al., 1989), something that is not possible witn 
the available data. 

26 The adjustment of NDTS according to cash flow is necessary because of differences 
firm size and the length of the study period. 

27 The choice of this measure might be questioned, over alternatives such as assets or sales' 
Tests were made using these other measures, and the results were essentially the sarneci 
While size undoubtedly does not play the same role in all sectors, the growth of file 

 assets likely captures part of this sectoral effect. 
28 Ceteris paribus here means, among other things, that the required stock market rates d° 

not adjust to reflect these high interest rates, leading to a fall in stock prices. Ideally, we 
 should use a measure of the difference between long-term financing costs, similar to tha t 

 proposed by Fillion (1992). Work is currently under way in this area. 
29 This ratio (DIST) is calculated with respect to available earnings, while the variab le  

DIVI is calculated with respect to financial requirements. This explains the difference in  
the average level of these two dividend policy indicators. 
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30  The loss in the first years of the study period stems from the calculation of certain vari-
ables, such as the rate of retum, over a three-year period. The year 1968 was also omit-
ted from the two-stage estimation because the binary loss variable for that year had only 
one value different from 0, giving the coefficient an extreme value. The observations for 
1968 are included in the pooling estimates, however. 

31  The average coefficients are estimated as follows: 

32 

= —
k idem for /3, y t 32  

L.1 

32  Note that the models presented here do flot  take into account the variability of slopes, 
but simply the variability of the intercept. 

33  Thanks to J.-M. Gagnon for these comments. 
34 A detailed analysis of the tax system and its impact on the financing behaviour of Canadian 

firms falls outside the scope of this study. More in-depth research, including work on various 
market defects, has been carried out by Bartholdy et al. (1986). See also Davis (1994), 
Gagnon and Suret (1988) and Suret and Gagnon (1989) for a discussion of the linkages 
between the tax regime and dividend policies. 

35  Davis, 1994. 
36  This factor is usually expressed relative to dividends received. To express it in terms of 

markup, it is divided by (y-1), where y is the markup factor. 
37  This particular example is supplied by Thornton, 1993, p. 106. 
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Comments on Session IV: 
Financing Constraints and Large Firms 

SEASONED EQUITY OFFERINGS AND THE COST OF EQUITY 
IN THE CANADIAN MARKET 

Comment by Andrew Karolyi 
Richard Ivey School of Business 
University of Western Ontario 

pROFESSOR Mr-TOO PRESENTS AN INTERESTING PERSPECTIVE on the costs of raising 

equity capital in the Canadian market. She studies a sample of 108 seasoned 

equity offerings between 1982 and 1993 by firms in the Toronto Stock Exchange 

(ISE) 300. Using an event-study methodology, significantly negative abnormal 
returns arise around the announcement date of these seasoned equity offerings and 

in second-pass cross-sectional regression tests, several interesting firm-specific char-

acteristics are shown to explain these abnormal returns. Specifically, size is posi-
tively related to the negative returns, and a dummy variable related to whether the 

TSE firm is cross-listed on a U.S. exchange is negatively related to the negative 

returns. That larger firms, which are not cross-listed in the United States, yield a 
more adverse reaction to the announcement of a seasoned equity offering likely 
reflects the limited shareholder base and lower trading volumes experienced in the 

Canadian market. 

This study contributes nicely to the growing literature on the global market.. 
Place  for security issuances and highlights factors uniquely featured in the global 
c.  ontext: the process ofliberalization in financial markets around the world, differences 

in share ownership and the role of large institutions in monitoring firms. Consider 

a few examples. Kim and Stulz (1992) showed that the positive stock price reactions 
earned by  American firms around their issuances of dollar-denominated convertible 
bonds in the off-shore Eurobond market dissipated following 1984 after U.S. tax 

xlaw' changes no longer required withholding 30 percent of interest due to foreign 
holders  of convertible bonds. Also, Kato and Schallheim (1995) and Kang and 

,Stulz (forthcoming) have shown that seasoned equity offerings and equity-linked 
000d issues by Japanese firms experience a non-negative share price reaction due, 

"n large part, to the ownership presence of banks, which provide an important mon-

itoring and certification role for investors at large. These same factors likely play an 
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important role in explaining the different price reactions to Canadian seasoned 
equity offerings for the interlisted and purely domestic firms studied by Mittoo. The 
certification role of the process of listing shares on the major American exchanges 
with the more intense scrutiny by the disclosure requirements of the Securities and 
Exchange Commission (SEC) lends some credence to their monitoring role for 
Canadian capital markets. Similarly, the rapid pace with which Canadian firms are 
choosing to list in the United States can be associated with regulatory changes, 
such as changes in the tax treatment of dividends in 1992 and the proposed recon-
ciliation in accounting standards addressed by the Multijurisdicational Disclosure 
System (MJDS) initiated in 1991. The current study lays the groundwork for inves-
tigations that will tighten the link between the interlisting process in Canada and 
security issuances. 

These studies on global security issues test the limits of existing theories based 
on adverse selection and moral hazard problems (Myers and Majluf, 1984; Lucas 
and McDonald, 1990) which have been traditionally employed to explain the short 
and long-run stock price dynamics. Adverse selection models argue that managers 
with inside information about the long-term prospects for the firm choose to issue 
the new stock when it is seen as "overvalued," and investors similarly take time to 
re-evaluate the firm with additional information as it arrives. 'These theories explain 
the short and long-term underperformance of equity issues, particularly in relation 
to preferred and bond issues. Mittoo's study provides an opportuniry to examine, in 
future work, other stylized facts related to security issues, such as the timing of these 
programs relative to the business cycle in Canada and the United States (Choe et al., 
1993), and the different reactions for preferred stock, convertible bonds and straight 
bond issues (Korajczyk et al., 1992) with their unique tax treatment in Canada. 

Finally, the choice of initiating a seasoned equity offering is identified in 
many surveys as the primary reason for listing a firm's shares in the United States 
(Mittoo, 1992). We need to reconcile whether the underperformance of Canadian 
firms on listing their shares in the United States (Foerster and Karolyi, 1993) is due 
to the fact that a disproportionately large number of these firms engage in seasoned 
equity offerings or whether there are unique features due to the segmentation of the 
two financial markets. It is also possible that the limited scope of the new investor 
base for purely domestic Canadian seasoned equity offerings uniquely explains the 
underperformance phenomenon. Disentangling these issues clearly has important 
implications for corporate policy with regards to measurement of the cost of caPiel  
and for regulatory policy with regards to expanding financial information disclosures .  
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THE EVOLVING CAPITAL STRUCTURE OF LARGE 
CANADIAN FIRMS 

C„ imunent by Jean-Marie Gagnon 
rrofessor of Financial Management 
Université Laval 

JEAN-MARC SURET AND JEAN-FRANÇOIS L'HER SET THEMSELVES TWO TASKS. First, 
they  analyse the indebtedness of large Canadian firms and how their capital struc- 

tures have changed over time. 'Then, they attempt to develop an empirical framework 
fUt explaining corporate financing decisions. At the firm level, they offer a statistical 
analysis of the relative proportion of capital provided by intemal financing, borrowing 
and equity issues. Their work is far-reaching in scope and represents a valuable con-
tribution to our knowledge of corporate financing decisions. 

The first part seems quite comprehensive and methodologically sound. My 
curnments on the second part fall into three categories: 

• the impact of the distribution of voting rights among shareholders; 

• taxation; and 

• the measurement of certain variables. 
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THE DISTRIBUTION OF VOTING RIGHTS 

THIS ISSUE, WHILE NOT ADDRESSED BY THE AUTHORS, is not trivial. Empirical studies 
have suggested two hypotheses in this regard. 

First, at the firm level, the concentration of voting rights is relatively high in 
Canada and the principal shareholder is frequently another taxable Canadian cor-
poration (Gadhoum, 1995). It is logical for these majority shareholders to prefer 
dividends over capital gains, because the former are not subject to income tax. 
Therefore, these investors will use their influence to limit intemal financing by the 
corporation. In addition, when the shareholder corporation and its subsidiary or 
satellite firm face the same marginal tax rate, it will have no preference, from a tax 
point of view, between intercompany borrowing and equity issues. 

Second, when managers are also major stockholders, debt ratios (Friend and 
Lang, 1988; Firth, 1995) and distribution ratios (Eckbo and Verma, 1994), should 
be lower than they would be otherwise. This behaviour is logical. In order to retain 
control, these shareholders hold portfolios that are less diversified and, conse-
quently, riskier. One way to compensate for this non-systematic risk, which diver-
sification would help eliminate, is to reduce the financial risk faced by the firm. In 
addition, the reinvestment of earnings allows their conversion into capital gains, 
thereby deferring income tax. 

These considerations suggest that it would be difficult to develop a statistical 
explanation of Canadian corporate capital structures without taking into account 
the distribution of voting rights. I would therefore suggest that the authors' analysis 
is only perfectly suited to large, widely held firms. 

TAXATION 

As THE AUTHORS ACKNOWLEDGE, THE FACT THAT MILLER'S G does not bear the 
expected sign is puzzling. The figures were carefully estimated, on the basis of rea-
sonable assumptions made at the outset. In addition, the authors' results are verY 
close to those of other researchers (Rajan and Zingales, 1995). 

The tax on capital gains is overestimated because it is assumed to be paid 
immediately. In addition, when the average holding period and the cost of capital 
remain constant, the overvaluation also remains constant and, consequendY,  
should not influence the estimated values. 

On the other hand, when the shareholder is a Canadian corporation facing 
the same marginal tax rate as the subsidiary or satellite firm, G is nil. In this case , 

 it may not have fluctuated as much as indicated in the authors' estimates. This 
could explain their results. 

It is likely that the authors' observations include several transnational corPo' 
rations. These firms can use transfer pricing to move profits from one country t° 
another to reduce the overall tax burden of the group. These observations will be a 
source of noise, or even bias, that could skew the statistical estimates. 

It is less surprising to note that non-debt related tax deductions have no sig' 
nificant impact on the results. After all, these factors only sporadically come ire' 
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Play — to be precise, when the probability of not being able to take advantage of 
them increases significantly. Yet the authors' estimates include primarily the capital 
cost allowance which, under Canadian tax law, never expires (the situation being 
different, of course, for commercial losses). In this case, analyses based on the 
statutes and regulations in force in the United States are not necessarily valid for 
the Canadian economy. That is why, in my opinion, the results presented here seem 
Plausible.  

THE ESTIMATION OF CERTAIN VARIABLES 

I WOULD LIKE TO MAKE A FEW SUGGESTIONS ABOUT THE MEASUREMENT of firm size, 
dividend distribution policy, the earnings/price ratio and firms in decline. Finally, I 
will raise some methodological questions. 

Firm Size 

Firm size is represented here by the total value of the firm's capital stock divided by 
market value. This choice is no doubt motivated by earlier works on the "size 
effect," a risk component that may not be captured by the capital assets pricing 
model (CAPM). Is this the appropriate measure? 1 do not think so. As defined, the 
"small enterprise" category includes both large, heavily indebted firms and small 
businesses with little debt. It is difficult to interpret results based on such hetero-
geneous observation classes. In my opinion, a less ambiguous measure, such as assets 
or sales, would make interpretation easier. 

I also find it risky to assume that size plays the same role in the primary, sec-
ondary  and tertiary sectors. For example, the assets of exploration companies or service 
firms do not lend themselves well to debt financing. Perhaps the authors believe 
that they have captured this effect in the variable used for fixed-asset growth. 

As the title of the study indicates, all the firms selected by the authors are rel-
atively large in size. While the size effect is undoubtedly significant, it cannot be as 
i mportant as it would be in a broader universe of observations. Hence, we should 
refrain from extrapolating these results to all Canadian firms. 

bividends 

The authors used two measures of the relative magnitude of cash dividends: their 
relationship to earnings — the distribution ratio (DIST) — and their relationship to 
financing  requirements (DIV1). The first measure, although frequently used in 
financial theory and analysis, seems problematic in this case given the volatility of 
Periodic earnings. I would suggest that the ratio of the dividend to the cumulated 
,value of earnings (i.e., adding a constant, to the book value of equity capital) would 

a more robust measure that would not require imposing limit values. 
Incidentally, with regard to this variable, I would like to point out what 

aPPears to be an inversion of the symbols and definitions in the Table 9 summary 
and in Table 6. This makes it hard to follow the reasoning. 
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Earnings/Price Ratio 

The variable, earnings/price ratio, also needs to be re-examined. It appears to me 
that, despite the statement to the contrary in the section where the results of the 
MI model are explained, the results presented in Table 8 are indeed consistent with 
the predictions listed in the summary diagram. The text seems to indicate that the 
authors actually calculated the price/eamings ratio, causing the results to be inverted. 

Methodology 

The authors quite naturally attempt to explain the proportions of financing coming 
from each source of funds. The sum is necessarily equal to one. Consequently, in 
the diagram summarizing the models, should the same explanatory variables not be 
found in each of the equations, but with opposite signs? Since this is not always the 
case, an explanation is clearly in order. It is also difficult to go along with the 
assumption that dividends "explain" intemal financing, because earnings are in 
effect a complement of internal financing and are already included among the 
explanatory variables. It may have been preferable to use a simultaneous equation 
system. 

Firms with Negative Growth 

The authors had the interesting idea to separate growing firms from those in 
decline. More information on this latter group would be useful. On what basis was 
membership in the group determined? It would appear that a firm was considered in 
decline when the decrease in its assets, adjusted for the variation in its cash position,  
was lower than the sum of book depreciation and dividends. Does this condition 
have to be satisfied repeatedly? Does a firm have to meet the condition only once 
in order to move from one category to the other? Are there some more or less "per-
manent" members of the group? 1 think that an explanatory paragraph or two would 
be very helpful to the reader. 

Sources of Funds 

In the section, Measuring Financing Choices, the estimation of financial require' 
ments is represented by equation (1). In my view, a parallel equation could be used 
to describe the estimation of funding sources. Then, the proportions appearing in 
the various tables could be determined using these two accounting equations. This , 

 again, would facilitate the reader's understanding. 

CONCLUSION 

AM SURE THAT THE AUTHORS ALREADY HAVE ANSWERS TO THE QUESTIONS I have 
raised. I am merely suggesting that they be incorporated into their well-conducted 
analysis. 
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Jean-Marc Suret 	& Élise Cormier 
CIRANO' 	 Université Laval 

The Quebec Stock Savings Plan: 
Overview and Assessment 

SUM/vtARY 

THE FOLLOWING DETAILED ASSESSMENT OF THE QUEBEC STOCK SAVINGS PLAN 

(QSSP) is based on an evaluation of its various components using different criteria, 
each corresponding to one of the stated objectives of the program. Originally designed 
tO lower income taxes for high-income individuals and to increase the proportion 
of savings held in the form of equity capital, the QSSP was revised several times in 
an effort to channel more funds toward small business. For the purposes of the study, 
we undertook a detailed survey of the information available on equity issues made 
bY companies with assets of under $1 billion. The performance of these shares and 
of the  issuing companies was tracked up to 1994. The main conclusions of the study 
are summarized below. 

SMALL BUSINESSES 

11\1  THE SHORT RUN, THE QSSP GENERATED A SIGNIFICANT NUMBER Of initial issues 
from small firms, particularly because it coincided with a relaxation in exchange 
l isting requirements. QSSP issues did not suffer from an initial undervaluation, as 
occurred with Ontario issues during the same period. This suggests that the issue 
Prices of QSSP-eligible shares were adjusted upward. As a general rule, these issues 
!lave performed very poorly. The number of issues in the small-business category 
"as  fallen sharply since 1987, ending up at more or less the same level as before the 
QSSP (although the Plan remains in force). A high proportion of small businesses 
that made initial public offerings under the Plan have now disappeared following a 
bankruptcy  or a takeover. Investors who participated in this aspect of the Plan have 
been extremely disappointed, and their opportunity loss amounts to several hundreds 
of millions of dollars. 

In addition, the impact on the capitalization of small firms was short-lived. 

9n average, these firms ended up, after two or three years, with the same debt load as 
°efore their equity issues. Some are actually deeper in debt, reflecting their stock's 

12 
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relatively poor performance. On average, these companies were significantly less 
profitable after making equity issues than before. 

Our analysis indicates that using fiscal measures to encourage stock listings 
has, in this case at least, been ineffectual. Moreover, the QSSP has probably been 
counter-productive by souring many investors on equity markets. 

MEDIUM-SIZED BUSINESSES 

MEDIUM-SIZED FIRMS MADE EXTENSIVE USE OF THE QSSP, some making several pub-
lic offerings under the Plan. Several participating companies recorded significant 
growth. However, it is not clear whether this growth can be attributed to the Plan, 
for a number of reasons. 1) These firms were often receiving large subsidies at the 
same time; 2) generally, their cash flow was adequate to finance their expansion 
needs; and 3) for several firms, a substantial portion of the funds collected under 
the Plan was paid out as dividends in the same period. Thus, new equity issues were 
not really needed. On average, the rate of return on the shares of companies in this 
category was better than that of small firms, but it was not exceptional. In fact, it 
compared to the rate of return on initial share offerings in Ontario during the same 
period. 

It is possible that the QSSP helped some businesses grow more quickly. However, 
it is difficult to show that the QSSP was a key factor in this growth, and a number 
of indicators suggest that it would have happened without this tax initiative. 

LARGE BUSINESSES 

ORIGINALLY, THE QSSP ALLOWED UNLIMITID ACQUISITION OF SHARES of large firms. 
Later, the deduction for this type of investment and the authorized amount were 
reduced. While the amounts of large-firm issues and the associated tax credits were 
significant, the impact on the capitalization of these firms, most of which had 3  
generous dividend policy, was negligible. Very large firms have an extensive capital 
base, and it is hard to find an economic rationale for offering them tax incentives 
for issuing shares. In this case, we considered the Plan's goals of lowering personal 
income tax rates and increasing stock ownership among investors. The first  objec-
tive  could have been achieved more easily by simply reducing the tax rate. And the 
economic significance of the second objective has yet to be demonstrated. 

The hundreds of millions of tax dollars spent on the Quebec Stock Savings 
Plan do not appear to have had the expected results, at least in terms of financingins all 

business. While the QSSP may have helped a few medium-sized firms, its overall 
impact was certainly not major. The part of the Plan aimed at large firms had no 
perceptible impact other than reducing the taxes paid by participating taxpayers. 

THE QUEBEC STOCK SAVINGS PLAN: OVERVIEW AND ASSESSMENT 

IN 1979, THE QUEBEC GOVERNMENT LAUNCHED THE QSSP. The Plan had three 
objectives: reducing the tax burden of high-income taxpayers, encouraging Quebe c 

 investors to acquire shares and fostering an increase in the permanent capital base 
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of firms. In the early years, the Plan benefited, almost exclusively, very large firms. 
Later, the government revised the Plan's rules in an effort to channel a significant 
Portion of the funds invested toward shares issued by medium-sized companies and, 
subsequently, toward those of small capitalization (small cap) firms. The QSSP 
became, in part, a business capitalization development program. 

Given the significant amounts allowed in tax credits, the virtual disappear-
ance of the Plan after several years of euphoria and the widespread disappointment 
of investors, a broad assessment of the QSSP is in order. That is the first aim of the 
Present study, which completes and updates the analyses undertaken by SECOR 
(1986), Lussier and Hawkins (1991) and Suret (1990, 1993). The study is divided 
into three parts. The first reviews the circumstances surrounding the creation and 
development of the Plan. It reports issued amounts by category and the total costs 
of the Plan. A classification of companies is also offered that will be used in the 
other two parts. 

The second part of the study examines the Plan from the standpoint of 
investors. First, the increase in the share of Quebec household savings held in the 
form of equity is examined. Next, the pattern of share issues over time is analysed 
by company size at the time of issue and by relative market performance up to 
December 31, 1994. A distinction is made between initial issues and subsequent 
offerings, and the opportunity gains and losses are evaluated for each of the business 
subgroups. 

In the small-business category, the value of issues declined by more than 40 percent. 
Tax credits partially offset this sharp drop in value, but investors suffered a significant 
oPPortunity loss. Few issues in this category produced gains, and more than 44 percent 
of the  shares issued are no longer traded or have extremely low market value. In the 
medium-sized business category, issues lost about 25 percent of their value, although 
tax credits allowed investors to recoup a small gain. The overall performance of 
QSSP issues has been disappointing. The return on small-firm issues has been much 
Poorer than that of corresponding Ontario stocks, while issues of medium-sized busi-
nesses have performed roughly the same as initial offerings made in Toronto. 

The third part of the study is devoted to the Plan's impact on businesses. First, 
we examine the overall impact — the definite but temporary increase in the number 
«first issues and the reduction in the cost of initial public offerings. The impact of 
the Plan on business financing structure, which became the main objective of the 
Plan following the 1983 reform, is then assessed for small businesses (assets under 
$25 million at time of issue) and for medium-sized businesses (assets of $25 million 
to $250 million). The temporary nature of the reduction in debt load and the steep 
and lasting decline in the profitability of issuing businesses are then examined. A 
detailed examination of companies that participated in the Plan on more than 
three occasions leads to the conclusion that, in most cases, it is difficult to show 
that the Plan had any significant impact on the growth of these businesses. 
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THE QSSP AND STOCK ISSUES 

THE QSSP 
CREATED IN 1979, THE QSSP UNDERWENT SO MANY MODIFICATIONS in terms of both 
its objectives and its rules that it is hard to regard it as a single program. Its main 
"constant" provision was that an individual residing in Quebec could claim an 
income tax deduction for part of the cost of acquiring "eligible shares" of "eligible 
corporations." To be eligible, a company had to have at least five full-time employees 
in the year preceding the share issue, and to have its head office in Quebec or paY 
more than half its wages in Quebec. Portfolio investments could not exceed 50 per-
cent of the assets of an eligible corporation. In addition, the company had to make 
a public issue of shares conferring at least one voting right. Restricted or subordi-
nate shares were permitted, but the deduction was usually smaller than for common 
stock. To enjoy the deduction, the investor had to hold the shares for two complete 
calendar years, although they could be replaced by other eligible shares. 

The various rules regarding eligible companies, deduction rates, limits and so 
on were adjusted so many times that it would be impractical to list them here. 2 Four 
main periods can be distinguished: program start-up (1979 to 1982), expansion 
(1983 to 1986), refocusing (1987 to 1988), and attempts at renewal (1989 to 1994). 

Start-up 

Initially, the QSSP offered the same deduction for all eligible shares, irrespective of 
the size of the issuing company. Consequently, from 1979 to 1982, investors con-
centrated their purchases on large companies with dividend reinvestment and stock 
purchase plans. Most of the tax credits claimed during that period were associated 
with these plans (Table 1). 

Expansion 

In his Budget speech of May 10, 1983, the Quebec finance minister reviewed the 
situation described above. He noted that the QSSP had not been as useful for 
businesses as it had for individuals, and that 10 or so large firms that did not reallY 
need the QSSP to sell their shares accounted for most stock issues, while small and 
medium-sized firms had not benefited as much from the Plan. Yet, the minister 
observed, undercapitalization was a more severe problem for the latter than for 
large banks and holdings such as Canadian Pacific Enterprises. 3  In order to chan' 
nel funds toward small businesses, firms were divided into categories according to 
the value of their assets or capital base. Those categories and the type of shares 
issued dictated the percentage of the acquisition cost that could be deducted; it was 
as high as 150 percent for developing businesses.4  The deduction for shares of large 
corporations — those with assets of over $1 billion — was limited to $1,000 per indi-
vidual. These changes to the Plan served to refocus investments toward shares d 
smaller companies. 
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TABLE I 

AMOUNTS ISSUED UNDER THE QSSP, BY CATEGORY OF BUSINESS AND METFIOD OF ISSUE, CATEGORY LIMITS 

AND DEDUCTION RATES, 1979 TO 1994' 

Year 	 Large Firms 	 Medium-Sized Firms 	Developing Firms 	Others 	Total 

%h 	Prospectus' 	Plansd 	Total 	% 	Prospectus 	Plans 	Total 	% 	$M 	% 	$M 	$M 

1979 	100 	55.41 	22.90 	78.31 	100 	17.23 	4.05 	21.28 	100 	0.00 	100 	9.40 	109.00 
1980 	100 	0.00 	51.43 	51.43 	100 	69.87 	10.83 	80.70 	100 	0.67 	100 	17.61 	150.41 
1981 	1(X) 	0.00 	15731 	15731 	100 	64.68 	6.58 	71.25 	100 	9.72 	100 	9.45 	247.73 
1982 	100 	47.08 	129.96 	177.04 	100 	27.09 	7.91 	34.99 	100 	0.00 	100 	2.05 	214.08 
1983 	100 	173.00 	44538 	618.38 	100 	74.36 	9.65 	84.01 	100 	63.15 	100 	0.00 	765.54 
1984 	75 	38.82 	475.97 	514.79 	100 	81.58 	12.00 	93.58 	150 	106.06 	100 	2.02 	716.45 
1985 	50 	243.94 	459.04 	702.97 	100 	267.70 	25.00 	292.70 	150 	261.52 	100 	15.59 	1,272.78 
1986 	50 	210.19 	192.06 	402.26 	75 	871.08 	22.00 	893.08 	100 	449.66 	75 	1.12 	1,746.12 
1987 	50 	24.14 	200.28 	224.42 	75 	104.28 	21.00 	125.28 	100 	197.03 	75 	6.44 	553.17 
1988 	50 	91.83 	n.a. 	91.83 	75 	0.00 	n.a. 	0.00 	100 	28.16 	n.a. 	0.00 	119.99 
1989 	50 	2431 	n.a. 	2431 	75 	1.80 	n.a. 	1.80 	100 	21.87 	n.a. 	0.00 	47.98 
1990 	50 	44.22 	n.a. 	44.22 	75 	4.12 	n.a. 	4.12 	100 	6.00 	n.a. 	0.00 	5434 
1991 	50 	63.79 	Ma. 	63.79 	75 	60.50 	n.a. 	60.50 	1 (X) 	35.00 	n.a. 	0.00 	159.29 
1992 	50 	209.17 	n.a. 	209.17 	75 	115.62 	n.a. 	115.62 	100 	40.86 	n.a. 	0.03 	365.65 
1993 	50 	0.00 	n.a. 	0.00 	75 	8335 	n.a. 	8335 	100 	37.98 	n.a. 	0.00 	12133 
1994 	50 	0.00 	n.a. 	0.00 	75 	0.00 	n.a. 	0.00 	100 	396.16 	n.a. 	0.00 	396.16 
Total 	 1,225.90 	 3,360.23 	1,843.24 	 1,962.26 	1,653.84 	63.68 	7,040.02 

Notes: 	' Only amounts of shares sold in Quebec are included. Data on amounts issued through dividend reinvestment and stock purchase plans are not available 

from 19:.: on. This table is based on the categories established by the QSSP. 
Percentage deduction for common shares in this category. 

' Total amount of issues offered by prospectus actually sold in Quebec, in millions of dollars. 
d  Amounts obtained through reinvesonent and share purchase plans. Because data are not available from 1988 on, the totals shown here are underestimated. 

Sources: Martin reports, 1979 and 1987; listing of issues published by the Montreal Exchange subsequendy. 
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SURET & CORMIER 

As shown in Table 1, the QSSP expanded rapidly over this period. Eligible issues 
reached $1.27 billion in 1985 and $1.75 billion the following year. Reinvestment 
plans of large corporations still accounted for the largest portion of deductions claimed 
during this period. Table 2 shows that the tax cost of the Plan exceeded $156 million 
in 1985 alone. 

Refocusing 

Several major changes were made to the Plan in 1986. These can be seen as a response 
not only to the burgeoning costs of the Plan, but also to some obvious operational 
problems. First, despite the lower deduction rates, large firms still attracted a sub-
stantial part of the funds collected under the Plan during the 1982 to 1986 period. 
Second, about 15 companies had to cancel their issues, and a number of others had 
to reduce their issue price or otherwise "sweeten" their offer with warrants. Third, 
many companies had issued restricted shares. In 1986, 36 issues — 45 percent of the 
value of QSSP issues sold in Quebec — consisted of restricted shares (Martin, 1987). 
Finally, several firms had apparently used part of the funds received from QSSP 
issues to repurchase their outstanding shares. 

In late 1986, major changes to the Plan's operating rules were announced in two 
minister's statements. The most important was a downward adjustment in the dividing 
line between large and medium-sized firms. Corporations with assets of between 
$250 million and $1 billion were now considered large businesses, which meant a 
lower deduction rate for their shares. Most importantly, a limit of $1,000 a year was 
imposed on the deduction allowed for those shares.5  From 1987 on, the focus of the 
Plan shifted to the shares of companies with assets of under $250 million. This was 
the situation when the October 1987 stock market crash occurred and the value of 
QSSP shares dropped suddenly, prompting widespread investor disenchantment 
with the Plan and, subsequently, attempts by the government to revitalize it. 

Attempts at Renewal 

As shown in Table 2, $487.36 million in deductions were claimed in 1986, while 
deduction claw backs were $24.24 million. 6  That year, 169,360 taxpayers partici-
pated in the Plan. In 1987, deductions amounted to only $181.65 million, while 
the amounts recovered totalled $60.02 million. This means that 29,760 taxpayers 
decided not to hold QSSP shares for the required minimum period. The decline 
continued in 1988, with deductions net of recoveries falling to $90.62 million. The 
number of issues under the Plan plummeted. 

In an effort to stop this trend, changes were adopted to ease the conditions 
imposed on investors and issuing firms. In 1988, the ceiling of $5,500 was removed, 

 leaving only the limit of 10 percent of total income. Investors also obtained the right 
to purchase shares in developing companies on the secondary market to replace 
shares acquired during the two previous tax years with no impact on their allowable 
tax deduction. Starting in 1989, the shares of developing companies and medium-
sized firms obtained on conversion of other securities became eligible for the Plan 
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f TABLE 2 

AMOUNTS DEDUCTED, NUMBER OF PARTICIPANTS, AMOUNTS OF TAX RECOVERED AND TAX CREDITS UNDER THE 
QSSP, 1979 TO 1994 

, 

Year 	 Claimed Deductions 	 Amounts Recovered on Earlier Deductions 

	

Amount 	 Taxpayers 	% of Taxpayers 	Amount 	Taxpayers 	 Tax Credits 
($M) 	 (thousands) 	 ($M) 	(thousands) 	(Cost of Plan) 

($M) 

1979 	 49.36 	 1435 	 0.43 	 n.a. 	 n.a. 	 14.66 
1980 	 103.94 	 28.39 	 0.83 	 1.00 	 0.59 	 30.68 
1981 	 12038 	 33.53 	 0.90 	 2.45 	 1.24 	 3530 
1982 	 176.68 	 44.16 	 1.19 	 536 	 2.98 	 51.74 
1983 	 493.58 	 108.56 	 2.89 	 6.96 	 3.60 	 135.28 
1984 	 531.44 	 121.71 	 3.15 	 13.10 	 630 	 160.41 
1985 	 706.02 	 155.98 	 3.98 	 14.75 	 8.25 	 156.54 
1986 	 487.36 	 16936 	 4.27 	 24.24 	13.85 	 120.87 
1987 	 181.65 	 10233 	 2.50 	 60.02 	29.76 	 30.41 
1988 	 11334 	 80.91 	 1.96 	 22.72 	 1557 	 22.66 
1989 	 12231 	 60.41 	 1.43 	 13.80 	12.61 	 27.13 
1990 	 57.74 	 43.42 	 0.99 	 10.27 	 8.77 	 11.87 
1991 	 5937 	 33.47 	 0.74 	 7.83 	 624 	 12.88 
1992 	 84.07 	 19.12 	 0.42 	 4.28 	 4.26 	 19.95 
1993 	 96.10 	 18.68 	 n.a. 	 4.47 	 3.42 	 22.91 
1994 	 53.56 	 10.69 	 n.a. 	 n.a. 	 n.a. 	 1339 
Total 	 3,436.90 	 191.25 	 866.88 

Note: 	' Average marginal tax rates were cakulated by weighting the maximum rates for each tax bracicet using the percentage of deductions claimed by tax- 
payers in the bracket After 1985, a uniform rate was used because of the levelling of the marginal tax rates for many nix brackets and of a lack of detailed 
data on the distribution of deductions among taxpayer categories. The tax rates used were as follows: 1979, 29.7%; 1980, 29.8%; 1981, 30.1%; 1982, 
30.2%; 1983, 27.8%; 1984, 30.2%; 1985, 27.4%; 1986, 26.1%; and 1987-1994, 25%. 

Sources: Portrait de la ftwalitd des particuliers au Québec,  Ministère du Revenu du Québec, 1979-1987; and Martin reports, Commission des valeurs mobilières du 
Québec, various years. When the two sources differ, the Ministry of Revenue data were used. Deduction amounts for 1988 to 1994 were obtained directly 
from the Quebec Ministry of Revenue. 
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SURET & CORMIER 

at the deduction rate specified for these shares. In 1990, the rules governing QSSP 
investment funds were also eased. Henceforth, if a fund invested at least 50 percent of 
the proceeds of its issues in developing businesse.s, it would enjoy an extra 12 months 
to invest the balance. In 1991, the deduction for medium-sized businesses was 
raised to 75 percent, and the $1,000 ceiling on the amount deductible for shares of 
these corporations was lifted. The deduction limit was raised to $2,500 for large 
corporations. Lastly, a temporary deduction was instituted for shares that were con-
vertible into QSSP-eligible shares (50 percent for shares of developing companies 
and 25 percent for shares of medium-sized firms). 

These measures seemed to have partially revitalized the Plan. In 1994, the so-called 
developing corporations issued almost $400 million in eligible shares. However, this 
amount largely re flects the activities of a handful of firms that made it in this categorY 
following the increase in the assets criterion (from $25 million to $250 million). 
These firms issued, on average, between $30 million and $40 million in shares. 
Thus, it is hard to conclude that the Plan was revitalized, since it continued to be 
used primarily by larger firms. 

OVERVIEW OF SHARE ISSUES 

TABLE 1 SUMMARIZES THE AMOUNTS ISSUED and the deduction allowed (in percentage) 
by category, for each year from 1979 to 1994. Over the period, the value of eligible 
issues invested in Quebec totalled more than $7 billion. Large firms accounted for the 
largest share  —$3.4 billion. Medium-sized firms represented almost $2 billion, while 
developing and other businesses were responsible for issues totalling $1.72 billion. 
The deduction percentages vary for each category. To assess more accurately the 
benefits of the Plan, the value of issues in each category was multiplied by the cor-
responding deduction rate. The amounts deducted for the three categories work out to 
$2.35 billion, $1.32 billion and $1.9 billion, respectively, for a total of $5.57 billion. 
At an average marginal tax rate of 25 percent, this amounts to almost $900 million 
in tax credits, an amount far in excess of the actual tax credits extended (Table 2). 
The discrepancy is due to the fact that institutional investors acquired eligible 
shares but were not allowed to claim the corresponding deduction. Other investors 
failed to hold the shares for the required two-year period and had to reimburse part of 
the tax credits they had received. Nevertheless, the main beneficiaries were investors 
who purchased shares of large corporations, even though the changes made may have 
altered the distribution of tax credits among categories. Table 1 shows the effect of 
these successive reforms as well as the impact of the 1987 stock market crash. 

From 1979 to 1982, investors purchased mainly shares of large corporations 
since the tax credit was the same as for small businesses which had very few issues. 
Large firms accounted for 64 percent of deductions claimed during the initial period. 1  
During the next period (1983 to 1986), the percentage of the acquisition cost a tax-
payer could deduct depended on the size category in which the firm was classified 
and on the type of shares issued.' In addition, the deduction for large-firm shares was 
limited to $1,000 per taxpayer. 'These changes were intended to redirect equity invest-
ments toward smaller businesses. Yet, during this period of expansion, a majority of 
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issues were still made by large corporations. The value of eligible issues of large firms 
accounted for 49.7 percent of the total, compared with 30.3 percent for medium-sized 
firms and 20 percent for developing businesses. During the reorientation period 
(1987 to 1988), the share of large-business issues remained fairly stable (47 per-
cent), even though these issues were only eligible for a 50 percent deduction. The 
value of issues peaked in 1986 at $1.7 billion. By 1989, the total value of eligible 
issues sold in Quebec was only $47.98 million. 

In 1986, the value of developing-business issues exceeded that of large firms. 
But over the next few years, the total value of issues fell sharply. Although the 
QSSP seemed to enjoy a recovery after 1989, the growth mainly reflected the activ-
ities of large and medium-sized businesses. Developing businesses collected only 
$103.7 million from 1989 to 1992 — 16.54 percent of the total value of issues, which 
exceeded $627 million. The QSSP had once again become a program aimed primarily 
at medium and large capitalization firms. 

Table 2 shows the actual tax credits used from 1979 to 1994. The data indicate 
that the QSSP cost the Quebec Treasury $866.88 million. The tax credits represent 
the  deductions claimed by taxpayers multiplied by the average marginal tax rate 
faced by taxpayers participating in the Plan. A breakdown of deductions claimed by 
taxpayer category, from 1979 to 1985 (Martin, various years), made it possible to 
calculate a weighted average marginal tax rate. Disaggregated data are not available 
after 1985, and we used an average rate of 25 percent. This is the maximum tax rate 
for a large portion of taxpayers as a result of the levelling of the tax structure. 
Martin (1987) used the same estimate. On the basis of the estimates presented in 
Table 1 and taking into account the differences in deduction rates, the share of tax 
credits associated with stock issues of very large corporations works out to 47 percent. 

CLASSIFICATION OF ISSUES 

IN THE FOLLOWING SECTION OF THE STUDY, ELIGIBLE ISSUES ARE DIVIDED into four 
categories. The QSSP's own classification system was not used for several reasons. 
First, the boundaries between categories were modified several times. For instance, 
a corporation with assets of $200 million was considered a medium-sized business until 
1 988, and a developing business afterward. Second, there appears to be numerous 
exceptions to the size and asset rules, yet the reasons for these exemptions are not 
clear. 9  Finally, it is difficult to define fixed-size categories over a long period char-
acterized by relatively high inflation rates. The classification used in the present 
study is as follows. Small businesses are those with assets of under $25 million (in 
$1986) at the time of issue; medium-sized businesses are those with assets of 
between $25 million and $250 million (in $1986); large businesses are those with 
assets of from $250 million to $1 billion (in $1986); and very large businesses are 
those with assets of more than $1 billion. The consumer price index was used to 
adjust these limits on an annual basis. 

Table 3 shows the distribution of issues by total assets of issuing companies for 
each of the groups defined above. 
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DISTRIBUTION OF ASSETS OF FIRMS ISSUING QSSF-ELIGIBLE SHARES, BY BUSINESS CATEGORY AS DEFINED IN THE STUDY 

Total Assets at 	Small Firms 	Medium-Sized Firms 	Large Firms 	 Very Large Firms 

Time of Issue 	Number 	Amount 	Number 	Amount 	Number 	Amount 	Number 	Amount 

($M) 	(% of issues) 	(% of gross 	(% of issues) 	(% of gross 	(9'o of issues) 	(% of gross) 	(% of issues) 	(% of gross 
proceeds) 	 proceeds) 	 proceeds) 	 proceeds) 

Less than 3.5 	41 	 153,670 
(22.04%) 	(12.23%) 

3.5 to 7 	42 	 207,807 
(22.58%) 	(16.54%) 

7 to 14 	 51 	 279,462 
(27.42%) 	(22.24%) 

14 to 25 	52 	 615,513 
(27.96%) 	(48.99%) 

25 to 50 	 40 	 475,627 
(41.24%) 	(33.07%) 

50 to 100 	 31 	 468,866 
(31.96%) 	(32.60%) 

100 to 250 	 26 	 493,954 
(26.80%) 	(34.34%) 

250 to 500 	 22 	 440,401 
(56.41%) 	(44.41%) 

500 to 1,000 	 15 	498,452 	1 	31,388 
(38.46%) 	(50.26%) 	(4%) 	(3.42%) 

1,000 and over 	 2 	 52,856 	24 	886,123 
(5.13%) 	(533%) 	(96%) 	(96.58%) 

Total 	 186 	1,256,452 	97 	 1,438,447 	39 	991,709 	25 	917,511 

Note: 	• We were unable to obtain information on the amounts representing shares sold in Quebec (gross proceeds) for 10 firms and on assets at time of issue 
for 34 other firms (for a total of 44 issues with missing data). 
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THE QUEBEC STOCK SAVINGS PLAN: OVERVIEW AND ASSESSMENT 

THE QSSP AND INVESTORS 

THE TWO BASIC AIMS OF THE QSSP WERE TO REDUCE THE TAXES PAID by high-
income taxpayers and to increase the proportion of equity shares held in the 

portfolios of Quebec households. The Plan's success in achieving these goals can be 
measured. As for the tax objective, the verdict is clear: the tax burden of individuals 
was reduced by close to $900 million. Breakdowns of this tax concession by tax-
payer categories are presented in the various Martin reports and are not repeated here. 
Changes in the stock ownership rate are examined in the next section. However, 
the Plan could only induce a permanent change in the behaviour of Quebec households 
if it is profitable to redirect savings from fixed-income instruments to equity shares. 
Thus, the gains and losses of QSSP investors need to be examined.'° This is done 
in the following sections, first for shares of small businesses and then for medium-sized 
businesses. 

OVEFtALL IMPACT 

As SHOWN IN TABLE 4, THE PROPORTION OF STOCKS in the total assets of Quebec 
households rose from 0.8 percent in 1977 to 2.3 percent in 1984. This figure compares 
with that observed for Canada as a whole. Over the same period, this ratio remained 
fairly stable in Ontario (rising from 2.6 percent to 2.7 percent). Hence, there is a 
possible link between the QSSP and the rapid increase in the stock ownership 
ratio. A similar trend can be seen in the proportion of stocks in financial assets, 
which rose from 3.8 percent to 9.2 percent in Quebec, while it declined in Ontario. 
It should be noted that the proportion of funds held in shares increased more in 
British Columbia than in Quebec, even though that province had no program like 
the QSSP The data presented here come from ad hoc surveys undertaken by 
Statistics Canada. There are no comparable data for more recent periods, and it is 
not possible to determine to what extent the increase in the proportion of stocks in 
total savings represents a lasting change. 

Table 5 shows the stock ownership rate in Quebec, Ontario, Canada and the 
United States. In 1977, 4.4 percent of Quebeckers owned shares, compared with 
11.4 percent of Ontarians. In 1986 and 1987, the stock ownership rate climbed to 
16 percent in Quebec and 20 percent in Ontario, and reached 18 percent for 
Canada as a whole. Thus, the QSSP coincided with an upsurge in stock ownership 
in Quebec that closely followed similar developments observed throughout the 
Country. But the share ownership rate dipped in Quebec during the period 1986 to 
1988, possibly reflecting investor disenchantment with the QSSP, although this 
cannot be verified with the data available. In terms of stock ownership, the Plan 
aPPears to have had the expected effect." 
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TABLE 4 

PERCENTAGE OF SHARES IN TOTAL ASSETS AND IN TOTAL FINANCIAL 
HOLDINGS OF HOUSEHOLDS, SELECTED PROVINCES AND CANADA, 
1977 AND 1984 

Region 	 Percentage of Shares 	Percentage of Shares in 
in Total Assets 	 Financial Holdings 

1977 	1984 	 1977 	1984 

Quebec 	 0.8 	2.3 	 3.8 	9.2 
Ontario 	 2.6 	2.7 	 12.7 	11.6 
British Columbia 	 1.5 	2.9 	 5.6 	13.8 
Canada 	 1.7 	2.2 	 8.5 	10.0 

Sources: 	Statistics Canada, The Distribution of Wealth in Canada, 1984; Income, Assets and Debts of 
Canadian Families, 1977. 

..) 

INVESTORS AND SMALL QSSP BUSINESSES 12  

BUSINESSES IN THIS CATEGORY HAD ASSETS OF UNDER $25 MILLION (in $1986) at the 

time of issue. This mainly includes firms classified under the Plan as "developing." 
A few companies below the minimum size requirement of $2 million in assets also 

issued shares under the Plan in the "other businesses" category. They are included 

in the small-business category for the purpose of this analysis. Starting in 1984, shares 

TABLE 5 

STOCK OWNERSHIP RATE IN QUEBEC, ONTARIO, CANADA AND THE 
UNITED STATES, 1977-1988, VARIOUS YEARS 

Region 	 Percentage of Shares 	Percentage of Shares in 
in Total Assets 	 Financial Holdings 

	

1977 	1983 	1984 	1985 	1986-87 	1988 

	

_ 	 

Quebec 	 4.4 	7.5 	9.6 	10.0 	16.0 	15.0 
Ontario 	 11.4 	12.3 	14.9 	 na. 	20.0 	na.  
Canada 	 8.5 	10.0 	12.0 	12.0 	18.0 	n.a. 
United States 	na. 	18.5 	19.6 	21.8 	n.a. 	na.  

Sources: Statistics Canada, The Distribution of Wealth in Canada, 1984; Income, Assets and Debts c 
Canadian Families, 1977; Toronto Stock Exchange, Canadian Shareowners, April 1984  an 

 December 1986; Martin, M., L'actionnarica  au  Québec en 1986, Commission des valeurs mobilière 
du Québec, August 1985 and May 1986; New York Stock Exchange, Shareowners hip Survey 85  
July 1985. 

- 
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of companies in this group offered a higher deduction than that of large businesses: 
100 percent to 150 percent for small firms vs. 75 percent in 1984 and 50 percent 
subsequently, for large firms. Here, the objective of the Plan was clearly to improve 
the capitalization of small businesses. It coincided with the Programme d'aide à la 
capitalisation des entreprises (PAC), which offered subsidies to cover part and 
sometimes all of the costs associated with initial public offerings. 

In most cases, small businesses made their initial public offering under the 
Plan. These QSSP issues can be divided as follows: 

Initial issues accompanied by a stock listing 	 154 
Issues subsequent to an initial QSSP issue 	 23 
Subsequent issues 	 11 
Total number of cases for which information is available" 	183 

Issues: Status and Trend 

Small businesses' equity issues that were followed by a stock listing, sold in Quebec,' 4  
totalled $1.252 billion. At the same time, corporations that remained closely held 
raised approximately $24.75 million, an amount that we did not include in our 
analysis (Table 6). The average issue raised $6.84 million. This rather modest value 
refl ects the size of the firms involved. On average, total assets at the time of issue 
stood at $12.74 million, although this value is strongly influenced by a few issues. 
Hence, the QSSP prompted very small businesses to undertake public issues. More 
than half of these issues originated in the service sector. This is a peculiar situation. 
Small capitalization stocks certainly exist elsewhere — many mining stocks traded 
on the Vancouver Stock Exchange fall into this category — but what is unique is the 
listing of a large number of small capitalization stocks associated with sectors that 
do not generally offer high yields. 

Between 1979 and 1994 inclusively, we were able to identify 217 issues in the 
small-business category, for a total value of $1.277 billion. Only 183 of these issues 
led to a listing and can be included in our analysis. Information on gross proceeds, 
issue price and deduction rate for each issue is talcen from the lists of the Commission 
des valeurs mobilières du Québec (Martin reports) and of the Montreal Exchange. 
The Montreal Exchange's daily newsletter was also consulted to track mergers, 
bankruptcies, acquisitions and name changes, and to obtain closing prices as of 
becember 31, 1994. 

Issues were grouped in a variety of ways, as described in Table 6, to calculate 
the market value of the increase in equity capital. One group consisted of 35 issues 
by companies that went bankrupt or whose shares were suspended from trading on 
the exchange following financial difficulties. These issues accounted for an oppor-
tunity loss of $186.87 million, which represents the value of these issues adjusted 
by the  rate of return of the Small Cap Index. 
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Co TABLE 6 

SUM/vIARY OF SMALL-BUSINESS ISSUES AS OF DECEMBER 31, 1994a  

Status of Issue as of 	Number 	Gross Proceeds 	Value of Issue at 	Net Outlay 	Accrued Value of 	Opporttmity 
December 31, 1994 	 (1) 	from Issue 	December 31, 1994 	by Investors 	Amount Invested 	Gain or Loss 

(2) 	 (3) 	 (4) 	 (5) 	 (3)-(5) 

Part A: Small businesses (assets under $25 million) 

Bankrupt 	 35 	170.42 	 0.00 	 121.05 	186.87 	-186.87 
Buy back, ARS >1). 	 11 	 54.72 	 132.62 	 38.18 	 62.87 	 69.74 
Buy back, 0.20 Pea > ARS > P. 	18 	 95.19 	 86.13 	 68.76 	105.71 	 -19.58 
Buy back, ARS <0.20  P., 	 5 	 28.09 	 5.40 	 18.64 	 40.10 	-34.70 
Traded, P > P. 	 27 	243.53 	 605.25 	 178.56 	234.28 	415.36 
Traded, 0720 P.> P.> P. 	 47 	372.09 	 225.94 	 267.71 	371.86 	-145.92 
Traded, P,,,  <0.20  P,,, 	 40 	287.99 	 34.12 	 215.08 	349.81 	-315.69 

Total, public issues 	 183 	1,252.03 	1,089.46 	 907.98 	1,351.50 	-217.66 
Closely-held corporations 	 34 	 24.75 	 n.a. 

Part B: Initial issues of small businesses (assets under $25 million) 

Bankrupt 	 28 	109.62 	 0.00 	 79.88 	116.80 	-116.80 
Buy back, ARS > P., 	 8 	 31.51 	 90.98 	 21.32 	 38.23 	 52.75 
Buy back, 0.20 P.> ARS > P. 	17 	 90.26 	 82.58 	 64.76 	101.06 	 -18.48 
Buy back, ARS < 0.20 P. 	 4 	 17.29 	 4.03 	 12.35 	 25.64 	-21.61 
Traded,  P>  P. 	 24 	191.38 	 585.00 	 139.50 	180.21 	404.79 
Traded, 0720 P,„ > P,,,> P

*s 	
42 	342.76 	 208.02 	 246.00 	339.77 	-131.74 

Traded, P„,  <0.20  P,,, 	 31 	185.26 	 27.15 	 138.70 	208.02 	-180.87 

Total, public issues 	 154 	968.08 	 997.76 	 702.51 	1,009.73 	 -11.96 

(coned) 
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( TABLE 6 (cont'd) 

Notes: 'Sample of businesses with total assets of under $25 million ($1986) at time of issue (Part A); initial issues only are shown in Part B. 

P.: closing share price on December 31, 1994. 
P.: gross issue price, adjusted for changes in the Small Cap Index from issue date to December 31, 1994, (valuation date). 

ARS: amount received by shareholders at merger or acquisition, accrued based on changes in the Small Cap Index. 

The classification of shares does not take into account tax credits. Gross proceeds equal the number of shares times the issue price. The value of the issue 

at December 31, 1994 is zero for companies that have been delisted or gone bankrupt. For shares still t-raded, it equals the market closing price P. times 

the number of shares. In the case of a merger or acquisition, the ARS is multiplied by the number of shares. The net outlay from investors is the issue 

price net of tax credits multiplied by the number of shares. Adjusting this amount with the index's rate of return gives the accrued value, which is the 

wealth investors would have accumulated by leaving the funds in an indexed portfolio since the issue date. The opportunity loss or gain is the difference 

between the value of the issue on December 31, 1994 and the accrued value. This  calculation does take the tax credit into account. 
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SURET & CORMIER 

For corporations which were acquired and whose shares are still traded, an 
arbitrary classification was established. It is based on the issue price adjusted for 
changes in the Small Cap Index, or P.  P. is calculated using the following formula 
when the shares were still traded as of December 31, 1994: 

Small Cap Index as of December 31, 1994 P.= Pe  
Small Cap Index on the day of issue 

P. is the accrued value on December 31, 1994 of the gross issue price P , using 
the rate of return of the Small Cap Index. The total performance index was used, 
since no business in this category paid dividends. 15  

When the shares were still being traded, a simple comparison of the market 
closing price and the P ea  of the shares provided an assessment of its performance 
relative to the index. In cases where the shares were redeemed during the study 
period, the amount received by shareholders (ARS) at the time of the transaction 
was adjusted by the index's rate of return, on the assumption that shareholders rein-
vested the proceeds at the market rate associated with that particular risk category. 
This produces the adjusted ARS. 

The issue is considered a success if shares were trading higher than P. or if 
the ARS was higher than  P. The issue is considered a failure if its closing price on 
December 31, 1994 (or the ARS) was below 20 percent of P..1617 

In total, 34 share issues made under the QSSP were redeemed, merged or exchanged. 
In 11 cases, the amount received by shareholders was higher than P., and these share-
holders made an opportunity gain of $69.74 million. In all other cases, the redemption 
resulted in an opportunity loss, estimated at $54.28 million. 

The 114 issues still being traded on December 31, 1994 include 27 "successes," 
which together produced an opportunity gain of $415.36 million. However, this amount 
is heavily weighted by a handful of observations. Cott Beverages ($68.4 million) ,  
IAF Biochem ($76.4 million) and Mux Lab ($44.5 million) together generated a gain 
of $189.3 million for investors — 45.5 percent of the total gains registered. In the 
redemption category, Aligro alone accounted for $22.3 million of the $69.74 million 
in gains. 

Only 20.7 percent of issues can be considered a success, with returns exceeding 
the index. As of December 31, 1994, 21.9 percent of QSSP securities were trading 
at prices below 20 percent of their issue price. Altogether, issues in this categorY 
produced opportunity Icxsses estimated at $217.66 million. At the time of our assessment ,  
45 issues were trading (or had been repurchased) at prices below 20 percent of Pea . 

The above analysis does not give an accurate picture of the true performance 
of the QSSP share issues because it does not account for the tax credit. If the credit is 
ignored, the opportunity loss amounts to $745.79 million for all issues in this categorY,  
with an accrued value of gross receipts equal to $1.894 billion on December 31 , 

 1994. These issues were thus trading at 59.57 percent of their initial value after a 
period of time ranging from four to twelve months. 
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Relatively mediocre returns on initial issues during the first three to five years 
is not a feature restricted to QSSP issues. In several countries, including the United 
States, portfolios of initial issues have, on average, offered significantly lower returns 
than portfolios of equivalent stocks (Loughram and Ritter, 1995). Jog and Srivastava 
(1995) showed that this holds for Canada as well. The return on initial issues listed on 
the Toronto Stock Exchange (TSE) from 1984 to 1992 was -52.24 percent after four years, 
while the TSE 300 advanced by 28.05 percent. After 72 months, the cumulated return 
on initial issues was 14.18 percent, while the index had a total return of 40.71 percent. 
The excess cumulative return was approximately 24.72 percent after 72 months. 
QSSP issues, therefore, seem to have performed even worse than similar Ontario issues. 
However, initial issues must be singled out in order to make a valid comparison. 

Initial Issues of Small Businesses 

Initial issues have generated average proceeds of $6.28 million. 18  This is very small 
by North American standards. In the United States, the 1798 initial issues made 
from 1983 to 1985 brought in an average of US$13.94 million (Young and Zaima, 
1 988). In Ontario, the average value of the 154 initial issues made during the 1984 
to 1992 period and examined by Jog and Srivastava (1995) was $36.9 million. 

The results of our analysis of initial issues are presented in Part B of Table 6. 
It is surprising to note that, on average, initial issues out performed secondary issues 
of similar size. Altogether, the 154 initial issues produced an opportunity loss of 
$11.96 million when the tax credit is factored in. However, if we exclude the tax 
credit, the opportunity loss reaches $416.21 million or 43 percent of the gross proceeds 
of these issues. The excess cumulative return over the period is around -43 percent. 
Although the indexes and periods used for calculating returns in the two studies do 
not match perfectly, it appears that returns on new QSSP issues were substantially 
Poorer than returns on similar Ontario issues. The tax credit partially offset this 
Poor performance, but investors still suffered a significant opportunity loss. 

INVESTORS AND MEDIUM-SIZED BUSINESSES 

WE CARRIED OUT THE SAME CLASSIFICATION FOR MEDIUM-SIZED BUSINESSES. The 
results are shown in Part A of Table 7. Whether or not the shares were bought or 
traded at a price higher than the issue price, adjusted for changes in the index was 
used as the criterion for success. On this basis, 30 of the 93 issues (32 percent) can 
be considered a success. The group of companies whose shares were being traded at 
a Price higher than P. produced gains of $380.98 million. To a large extent, these gains 
come from a handful of firms: Vidéotron ($59.3 million), Québécor ($102.86 million), 
/vlémotec Data ($36.2 million) and Télé-Capitale ($33.7 million). These four corpo-
rations alone accounted for $232.06 million in gains. The situation is thus identical to 
that of small businesses and, again, suggests caution in using or interpreting average 
values. While, on the whole, issues in this category produced gains estimated at 
$116,49 million, no less than two thirds of investors who purchased shares of these 
corporations sustained opportunity losses. 
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TABLE 7 

SUMMARY OF MEDIUM-SUED-BUSINESS ISSUES AS OF DECEMBER 31, 1994' 

Status of Issue as of 	Number 	Gross Proceeds 	Value of Issue at 	Net Outlay 	Accrued Value of 	Opportunity 
December 31, 1994 	 (1) 	from Issue 	December 31, 	1994 	by Investors 	Amount Invested 	Gain or Loss 

(2) 	 (3) 	 (4) 	 (5) 	 (3)-(5) 

Part A: Medium-sized businesses (assets between $25 million and $250 million) 

Bankrupt 	 7 	 46.51 	 0.00 	 36.27 	 58.90 	-58.90 
Buy back, ARS > P. 	 7 	112.93 	 226.82 	 87.73 	140.09 	 98.72 
Buy back, 0.20  P,, >  ARS > P. 	10 	112.24 	 123.50 	 82.74 	134.16 	10.66 
Buy back, ARS <«'0.20 P. 	 0 	 0.00 	 0.00 	 0.00 	 0.00 	 0.00 
Traded, P.> P. 	 23 	481.11 	 952.33 	 391.07 	57135 	380.98 
Traded, 0.20 P. > P.> P. 	 33 	504.71 	 420.44 	383.76 	522.12 	-101.68 
Traded, P„, < 0.20 P.. 	 13 	173.76 	 32.72 	 134.91 	224.69 	191.97 

Total for all issues 	 93 	1,431.26 	1,755.81 	1,116.48 	1,65131 	116.49 

Part B: Initial issues of medium-sized businesses (assets between $25 million and $250 million) 

Bankrupt 	 5 	 29.63 	 0.00 	 26.86 	 34.78 	-34.78 
Buy back, ARS > P. 	 6 	 90.44 	 18430 	 68.17 	111.45 	 84.84 
Buy back, 0.20 P. > ARS > P. 	7 	 90.07 	 96.64 	 66.07 	104.09 	 -7.44 
Buy back, ARS < 0.20 P. 	 0 	 0.00 	 0.00 	 0.00 	 0.00 	 0.00 
Traded, P.> P. 	 9 	225.64 	 424.92 	 184.52 	267.27 	157.65 
Traded, 0.20 P. > P.> P. 	14 	201.21 	 160.70 	 151.19 	206.63 	-45.93 
Traded, P.,  <0.20  P. 	 5 	 54.91 	 9.25 	 44.00 	 71.91 	-62.65 

Total for initial issues 	 46 	691.9 	 875.81 	 540.81 	796.13 	 91.69 

\ 	
(cont'd) 
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TABLE 7 (cont'd) 

Notes: 	Sample of firms with total assets of between $25 million and $250 million ($1986) at time of issue (Part A); initial issues only are shown in Part B. 
P.: closing stock price on December 31, 1994. 
P.: gross issue price, adjusted for changes in the Small Cap Index from issue date to December 31, 1994 (valuation date). 
ARS: amount received by shareholders au merger or acquisition, accrued based on changes in the Small Cap Index. 
The classification of shares does not take into account tax credits. Gross proceeds equal the number of shares times the issue price. The value of the issue 
at December 31, 1994 is zero for companies that have been delisted or gone bankrupt. For shares still being traded, it equals the market closing price P. 
times the number of shares. In the case of a merger or acquisition, the ARS is multiplied by the number of shares. The net outlay by investors is the issue 
price net of tax credits multiplied by the number of shares. Adjusting this amount with the index's rate of return gives the accrued value, which is the 
wealth investors would have accumulated by leaving the funds in an indexed portfolio since the issue date. The opportunity loss or gain is the difference 
between the issue value at December 31, 1994 and the accrued value. This calculation does take the tax credit into account. 
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SURET & CORMIER 

It should be noted that the gain comes entirely from the tax credit. Excluding 
the tax credit, the investors' opportunity loss is estimated at $358.61 million, the gross 
value of issues accrued at the rate of retum of the Small Cap Index is $2.131 billion, 
while the value of issues as of December 31, 1994 was only $1.756 billion. The excess 
cumulative retu rn  on this group of issues is approximately -25 percent, which is fairly 
close to the return of -24.72 percent measured by Jog and Srivastava (1995). 

Here again, the sample includes both initial issues and subsequent public offerings. 
Part B of Table 7 presents similar information but only for initial issues of medium-
sized businesses. These 46 initial issues raised an average amount (in Quebec) of 
$15.04 million. Overall, they produced an opportunity gain of $91.69 million, taking 
the tax credit into account. As with small firms, initial issues performed better, on 
average, than subsequent issues. But when the tax credit is omitted from the assessment 
of the real performance of these shares, the opportunity loss rises to $141.74 million, 
or 20.49 percent of the original value. Hence, as a group, these initial issues recorded 
a slightly better performance than their Ontario counterparts. 

CONCLUSION 

OVERALL, THE QUALITY OF TI1E SFIARES ISSUED UNDER THE QSSP would appear to be poor. 
Excluding the tax credits received by investors, small-business issues generated losses 
equal to 59.57 percent of the amounts initially collected, and in the case of issues 
made by companies with assets of between $25 million and $250 million, the loss was 
25 percent. The tax credit partially offset this negative return for small firms, while in 
the case of medium-sized firms it produced a minimal gain. However, a very small sub-
group of firms was responsible for the larger part of these gains, and it is probable that the 
vast majority of investors attracted by the QSSP, who were unable to diversify ade-
quately their portfolios under the Plan rules, incurred significant losses. 'These losses 
probably explain why taxpayers became disenchanted with the Plan, leading to a decline 
in both the amount claimed in deduction and in the number of eligible issues. 

The poor performance of small stock issues is not unique to the QSSP. Loughram 
and Ritter (1995) showed that initial public offerings in the United States also 
turned in disappointing returns. Table 1 shows that issues made from 1983 to 1987 
have a relative wealth index of 85.5 after three years and 82.1 after five years. The 
opportunity loss after five years is thus close to 20 percent, while the drop in value 
of small QSSP issues is around 45 percent.I 9  

A number of factors may explain the mediocre quality of small capitalization 
stocks issued under the Plan. Investors may have been blinded by the tax credit and 
failed to analyse thoroughly the prospectuses and other available information , 

 paving the way for issues that would never have occurred outside of the Plan. It is 
also possible that, faced with a strong demand for eligible shares and finding them-
selves in a position to float issues quickly, investment dealers relaxed their scrutiny. 
Finally, some companies may have perceived the QSSP as a convenient source of chee 
financing, even though they had no viable projects or lacked the management 
know-how required to handle rapid growth properly. 
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THE QSSP AND BUSINESSES 

WHAT HAS GRADUALLY EMERGED FROM THE VARIOUS STATEMENTS and program 
reforms is the goal of business capitalization (i.e., increasing the share of equity 

capital in the financial structure of corporations). According to Delisle (1985), adequate 
capitalization is a necessary but not sufficient condition to ensure the growth and 
restructuring of the Quebec economy, through investments, the integration of new 
and more efficient technologies, the penetration of new markets and the expansion 
of businesses. The high cost of capital is responsible for the undercapitalization of 
small and medium-sized businesses. In the life cycle of a firm, there are two critical 
stages (aside from start-up) where the high cost of external equity financing may be 
problematic: the first attempt to attract private capital and the first public equity 
offering (Budget, 1985-1986, p. A-32). As noted in the 1983-1984 Budget speech, 
the  undercapitalization of the business sector is an endemic problem. It is obvious 
that businesses must be encouraged to increase their equity capital, and that indi-
viduals must be encouraged to purchase equity shares (p. 22). 

To achieve this goal, the Quebec government has launched a capitalization 
assistance program (PAC), which we do not examine here. Its aim is to subsidize 
equity issues by funding all or part of the direct costs of the issue, including brokers' 
Commissions, prospectuses, etc. The government also created the QSSP, which 
seeks to lower the rate of return required by investors and, therefore, the cost of 
funds for businesses. 

There are several ways to assess how well the Plan has met its objectives in 
this regard. One way is to evaluate how much the cost of initial issues was reduced 
for corporations and how much initial public offerings increased in number and 
size. That is what we attempt to do in the first section. Another approach would be 
ro measure directly the impact of the Plan on the financial structure of businesses. 
This aspect is examined in the second section. Finally, case studies could be used to 
establish a link between the amounts raised under the Plan and the expansion of 
businesses, which is what we have done in the third and final section. 

OVERVIEW 

Reduction in Issue Costs 

One reason mentioned for the introduction of the QSSP was the high cost of initial 
Public offerings. There are three components to this cost: brokers' commissions, 
incidental costs (analyses, prospectuses, etc.) and the initial undervaluation of the 
share price. The undervaluation phenomenon has been observed in most countries. 
It is reflected in the upward adjustment of share prices during the first few weeks of 
trading and is seen as a cost to the issuing firm, since it does not receive the full value 
Of the shares as determined by the market. Table 8 compares the various components 
of issue costs for selected initial issues carried out from 1979 to 1985 in Ontario and 
under the QSSP. The average cost is broken down by firm size, since this variable 
is an important determinant of the issue cost. 2° 
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As Table 8 indicates, the QSSP did not have an appreciable impact on commis-
sions or incidental costs, which remain similar in Quebec and Ontario. However, 
the initial undervaluation disappeared entirely for Quebec issues valued at over 
$5 million. Moreover, the largest issues appear to have carried a premium of 4 percent 
to 6 percent. In Ontario, on the other hand, undervaluation persisted. The gap 
between the two provinces is pa rticularly obvious for issues with a value of between 
$1 million and $2 million. In Ontario, there was an average undervaluation of 30 per-
cent, which was not observed under the QSSP. On the whole, the undervaluation 
disappeared in Quebec but stood at around 12.66 percent in Ontario. 2' This situation 
likely helped increase the number of initial equity offerings. 

Increase in the Number of Initial Issues 

As Table 9 shows, the QSSP seems to have prompted a temporary, but real, increase 
in initial issues and exchange listings. Forty new corporations were listed on the 
Montreal Exchange between 1979 and 1982, while the corresponding figure for the 
Toronto Stock Exchange over the same period was 175 — a ratio of 23 percent. From 
1983 ro 1987, when the Plan was expanding, the ratio of new listings in Montreal 
vs. Toronto rose to 75 percent but, after 1987, fell back to 36 percent. A similar pat-
tem emerges for initial issues, which increased from one or two a year between 1979 
and 1982 to 8.3 in 1986 alone. There were twice as many new issues in Quebec as 
in Ontario in 1985. However, this flood of  new  issues was temporary. Only 32 ini-
tial public offerings were made under the Plan from 1989 to 1992. One of them was 
Air Canada's initial issue, and another came from a QSSP investment fund. In 
terms of increasing equity financing for small businesses, therefore, the QSSP had 
only a temporary effect. The poor performance of a large number of stock issues in 
the developing-firm category probably accounts for the current scarcity of neve 
issues.n 

THE USE OF FUNDS 

FOR SMALL AND MEDIUM-SIZED BUSINESSES, THE MAIN AND EXPLICIT AIM of the QSSP 
was to increase permanent capital. There are two ways to measure its success in 
meeting this objective: by examining how the net proceeds of an issue were used, 
as disclosed in the prospectus, and by analysing the characteristics of the firms 
before and after an issue. Both these methods  are  used below. 

Use of the Proceeds of an Issue 

Part of the funds raised under the QSSP went to financial intermediaries. A previous 
study (Suret et al., 1990) showed that expenses and brokers' commissions 'absorbed 
about 10.64 percent of gross issue proceeds. 

The average breakdown of net proceeds as reported by issuers is shown belowe 
More than a third of the funds were used to pay off debt. The probable immediate 
effect was an improvement in capitalization. 24  Only 32.5 percent of the funds were 
directly invested. If research and development expenditures are included, the figure 
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'TABLE  8 

COMPARISON OF ISSUE COSTS IN ONTARIO AND QUEBEC, 1979 TO 1985 

	

Quebec (QSSP) 	 Ontario 

Size of issue 	Number of 	Other 	Fees and 	Initial 	Number of 	Other 	Fees and 	Initial 
($M) 	Observations 	Charges 	Commissions 	Undervaluation 	Observations 	Charges 	Commissions 	Undervaluation 

	

(%) 	(%) 	(%) 	 (%) 	(%) 	 (%) 

Less than 0.50 	 3 	6.49 	11.13 	19.93 
0.50 to 0.99 	 1 	238 	10.00 	22.57 	 7 	6.76 	8.10 	2831 
1.00 to 1.99 	 4 	7.19 	8.52 	-1.98 	 10 	3.76 	8.93 	30.24 
2.00 to 4.99 	 21 	5.32 	7.62 	 6.06 	 15 	4.87 	7.47 	18.42 
500 to 9.99 	 15 	2.86 	6.84 	-0.46 	 14 	2.58 	6.94 	 5.11 
10.00 to 19.99 	 9 	1.29 	6.55 	-6.33 	 18 	2.00 	6.32 	 5.62 
20.00 to 49.99 	 9 	1.29 	5.98 	-4.23 	 10 	0.91 	6.05 	 2.79 
50.00 to 99.99 	 5 	056 	5.80 	 -3.46 
100.00 and over 	 4 	0.20 	4.81 	 -1.63 
Average 	 3.57 	7.07 	-0.32 	 3.07 	7.11 	 12.66 

Notes: 

	

	Costa  were measured as follows: The initial undervaluation (IUV) is adjusted to take into account market fluctuations between the date on which the 
price was set and the first days of trading: 

1(1V- 
 P., - P, 	M, - M, 

/3 	 
P. 	

, 	

M,, 
P..: Observed market price, measured as the average closing price of the first five days of trading. 
P.: Issue price disclosed in the official prospectus. 
ji: Systernatic risk of finnj, cakulated from weekly returns following the issue, assuming that investors are generally able to accurately assess the systematic 
ilsk associated with the share issue from the data available at the time of issue 
M,: Market index (XXM or TSE) in the first days of trading of stock j. 
M:  Market index on the date of the official prospectus, which is the time at which the issue price was set. 
dher charges and brokers' commissions are taken from prospectuses and expressed as a percentage of gross issue proceeds. 
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TABLE 9 

NEW EXCHANGE LISTINGS AND NEW ISSUES, TORONTO AND MONTREAL, 1979 TO 1994 

Year 	 Number of 	New Listings 	 Number of First Share Issues on the Exchange 
Montreal 	Toronto 	Montreal/Toronto 	Montreal 	Toronto 	Montreal/Toronto 

1979 	 5 	 29 	 0.17 	 0 	 n.a. 
1980 	 16 	 39 	 0.41 	 1 	 6 	 0.17 
1981 	 13 	 73 	 0.18 	 2 	 23 	 0.09 
1982 	 6 	 34 	 0.18 	 1 	 8 	 0.13 
1983 	 38 	 96 	 0.40 	 8 	 48 	 0.17 
1984 	 52 	 100 	 0.52 	 17 	 25 	 0.68 
1985 	 71 	 73 	 0.97 	 41 	 21 	 1.95 
1986 	 177 	 165 	 1.07 	 83 	 70 	 1.19 
1987 	 123 	 180 	 0.68 	 29 	 30 	 0.97 
1988 	 52 	 87 	 0.60 	 30 	 4 	 7.50 
1989 	 30 	 72 	 0.42 	 10 	 10 	 1.00 
1990 	 17 	 49 	 0.35 	 2 	 14 	 0.14 
1991 	 18 	 35 	 0.51 	 11 	 17 	 0.65 
1992 	 22 	 62 	 0.35 	 9 	 27 	 0.33 
1993 	 38 	 153 	 0.25 	 31 	 89 	 0.35 
1994 	 42 	 143 	 0.29 	 17 	 63 	 0.27 
Total 	 720 	 1,390 	 0.52 	 292 	 455 	 0.64 

Analysis by sub-period 

1979-82 	 40 	 175 	 0.23 	 4 	 37 	 0.11 
1983-87 	461 	 614 	 0.75 	 178 	 194 	 0.92 
1988-94 	219 	 601 	 0.36 	 110 	 224 	 0.49 

Note: 	• For the period 	1986 to 1990, data on 	Ontario issues are taken from Jog and Srivastava (1995). They do not include complex issues or issues made by 
investment funds. The total number of issues in Ontario during this period is thus underestimated. 

Sources: 	Statistiques, recherche et information  sur le marché, Bourse de Montréal, 1986-1992; and Toronto Stock Exchange Review, 1986-1994. 
\. 
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THE QUEBEC STOCK SAVINGS PLAN: OVERVIEW AND ASSESSMENT 

TABLE 10 

PERCENTAGE BREAKDOWN OF FUNDS RECEIVED BY SMALL BUSINESSES 
UNDER THE QSSP 

Investment 	 35.24 
Research and development 	 7.65 
Loan reimbursement 	 34.38 
Share repurchase 	 2.48 
Working capital 	 20.45 

riSeS to 42.9 percent. The proportion of funds used to buy back outstanding shares is 
minimal, which is partly attributable to the fact that this practice was severely limited 
by the government from 1987 on. 

A priori, then, QSSP issues should have translated into a significant improvement 
in the capitalization of small businesses which had issued equities. What remains to 
be determined is how permanent this change was. 

IMPROVEMENT IN THE CAPITALIZATION OF BUSINESSES 

AN EARLIER STUDY (ST-PIERRE AND BEAUDOIN, 1996) F.XAMINED DIFFERENCES in the 
debt structure of Quebec businesses at the time of an initial public offering. It 
showed that after two years, the debt-to-assets ratio had returned to its previous 
level. Short-term liabilities also fell at the time of issue and then increased, but did 
flot  return to their original level. Overall, the impact of initial issues on the debt 
structure was small. The same study revealed a significant decrease in average and 
median profitability ratios after the initial issue. The analysis presented here differs 
from the that study in several respects. First, we are interested in all QSSP issues, 
flot  only initial issues. A firm that made several issues will appear in the sample 
more than once." Second, the number of observations was kept constant to avoid 
any survival bias. 26  Third, the follow-up analysis was done four years after the issue 
to assess the medium-term effects. Finally, we used non-parametric statistical tests 
to compare the frequency distributions of the main variables before and after the 
issue.  

. 	For each issue, the main accounting data were extracted from prospectuses, 
financial statements and, for some firms, the CANCORP and Stock Guide data 
bases. 27 The main items appearing on the balance sheet and the income statement 
were compiled and standardized. Four ratios were used: the ratio of long-term debt 
to total assets (long-term debt ratio), the ratio of total debt to total assets (total-
debt ratio), the rate of return on shareholders' equity (ROE) and the rate of return 
O  n assets (ROA). These ratios were computed for fiscal years -1 to +4, year 1 being 
the year in which the amounts received from the issue were integrated into the bal-
ance sheet. Year 0 is the last fiscal year before the issue. The number of available 
Observations decreases in later years, for several reasons. Many firms are no longer 
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listed on the exchange because of financial difficulties, while others have become 
privately owned corporations following the repurchase of their shares or an acquisition. 
Finally, it is impossible to assess medium-term trends for the most recent issues. 
While the survey included 268 issues, only 147 could be analysed for four consecu-
tive fiscal years, 173 could be studied until fiscal year +3 and 192 could be tracked 
until year +2. The analysis is essentially based on this latter sample, but comparable 
results are presented for the two other samples. In fact, it is important to assess the 
impact on the results of firms whose shares are delisted shortly after a share issue. 

Indebtedness 

Table 11 shows the main characteristics of the distributions of the four ratios 
calculated for each of the years surrounding the issue and for each of the samples.e 
Part A presents the results for the largest sample, whose observation period is limited 
to one year following the year in which the issue appeared in the firm's financial 
statements. Equity issues clearly helped reduce debt ratios, as the median fell from 
0.63 to 0.49. The long-term debt ratio also fell, from 0.17 to 0.14. However, both 
ratios began to climb in year +2, with the total-debt ratio reaching 0.53 and the 
long-term debt ratio rising above its pre-issue level. 

Part B, which shows the results for the sample of 173 observations tracked 
over five years, confirms the growing indebtedness following equity issues, at a rate 
comparable to that observed for initial public offerings by St-Pierre and Beaudoin 
(1996). The choice of sample does not affect the median or average ratios. Excluding 
firms that were delisted from the exchange does not appear to have a significant 
impact on the results. 

The ratios presented in Part C confirm the slow but steady growth of average and 
median indebtedness among issuing firms. In particular, long-term debt is substan' 
tially higher after an issue than before. Its median value is 21 percent, compared 
with 17 percent prior to the issue. The average values are 34 percent and 20 percent 
respectively. Note that these figures are influenced by a few extreme observations. 

The presence of extreme values calls for an analysis of distributions, which is 
presented in Table 12. It shows changes in the frequency distribution of the total-
debt ratio over the six fiscal years surrounding the issue. In year 1, there is a shift 
in the distribution toward lower values. Then, increased indebtedness pushes the 
distribution back toward its pre-issue level, although a difference appears to persist 
between the distributions of year 4 and year 0. A difference test conducted on these 
two distributions (after combining classes with too few observations) yielded a chi' 
squared value of 14.17 with nine degrees of freedom. The similarity hypothesis 
between the two distributions cannot be rejected at the usual 5 percent significance 
level; it can only be rejected at about the 10 percent level. 

Distributions for year 5, which we have not reported here because of the large droP 
in the number of observations, indicate that by then, any statistical difference between 
the distributions of the total-debt ratios before and after the issue has disappeared. 
QSSP issues have therefore had a real, but temporary, impact on the capitalization 
of small and medium-sized businesses (assets of under $250 million). 'Three years 
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DISTRIBUTION STATISTICS FOR TOTAL-DEBT RATIOS, LONG-TERM DEBT RATIOS, RATE OF RETURN ON EQUITY 
AND RATE OF  RETURN ON ASSETS, BY YEAR, FOR SELECTED SAMPLES OF ISSUES' 

Total-Debt/Assets Ratio 	 Long-term Debt/Assets Ratio 
Year 	-1 	0 	1 	2 	3 	4 	-1 	0 	1 	2 	3 	4 

Part A: Sample of 192 observations to fiscal year 2 

Average 	0.65 	0.62 	0.47 	0.54 	 0.21 	0.21 	0.17 	0.21 
Med ian 	0.65 	0.63 	0.49 	0.53 	 0.17 	0.17 	0.14 	0.18 
STD 	0.26 	0.24 	0.22 	0.24 	 0.24 	0.20 	0.17 	0.17 
Range 	2.8 	2.3 	1.1 	1.5 	 2.6 	1.8 	1.0 	1.0 
Minimum 	0.0 	0.0 	0.0 	0.0 	 0.0 	0.0 	0.0 	0.0 
Maximum 	2.8 	23 	1.1 	1.5 	 2.6 	1.8 	1.0 	1.0 

Part B: Sample of 173 observations to fiscal year 3 

Average 	0.65 	0.62 	0.47 	0.55 	0.70 	 0.21 	0.21 	0.17 	0.21 	0.27 
Median 	0.66 	0.62 	0.49 	0.53 	0.56 	 0.17 	0.17 	0.14 	0.19 	0.21 
STD 	0.27 	0.24 	0.22 	0.24 	139 	 0.24 	0.20 	0.17 	0.17 	039 
Range 	2.8 	23 	1.1 	1.5 	17.9 	 2.6 	1.8 	1.0 	1.0 	4.4 Minimum 	0.0 	0.0 	0.0 	0.0 	0.0 	 0.0 	0.0 	0.0 	0.0 	0.0 
Maximum 	2.8 	23 	1.1 	1.5 	17.9 	 2.6 	1.8 	1.0 	1.0 	4.4 _ 	  
Part C: Sample of 147 observations to fiscal year 4 

Average 	0.65 	0.62 	0.47 	0.55 	038 	0.68 	0.20 	0.20 	0.17 	0.21 	0.25 	034 Med ian 	0.67 	0.62 	0.49 	0.53 	0.55 	0.57 	0.17 	0.17 	0.15 	0.19 	0.21 	0.21 STD 	0.28 	0.25 	0.22 	0.23 	0.47 	1.24 	0.25 	0.20 	0.15 	0.15 	039 	1.18 Range 	2.8 	23 	1.1 	13 	5.5 	15.2 	2.6 	1.8 	1.0 	0.7 	4.4 	14.4 Minimum 	0.0 	0.0 	0.0 	0.0 	0.0 	0.0 	0.0 	0.0 	0.0 	0.0 	0.0 	0.0 Maximum 	2.8 	23 	1.1 	13 	5.5 	15.2 	2.6 	1.8 	1.0 	0.7 	4.4 	14.4 
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Year 	 -1 
Rate of Return on Shareholders' Equity 

0 	1 	2 	3 4 -1 

-0.42 
0.10 
4.93 

75.1 
-64.9 
10.2 

-0.01 
0.04 
0.22 
2.0 

-1.7 
0.4 

0.03 
0.06 
0.14 
1.2 

-1.0 
0.2 

0.08 
0.07 
0.15 
2.4 

-1.2 
1.1 

0.08 
0.07 
0.19 
2.8 

-1.7 
1.1 

0.50 
0.22 
1.96 

21.7 
-33 
18.5 

-0.46 
0.10 
5.19 

75.1 
-64.9 
10.2 

-0.60 
0.12 
6.43 

65.4 
-64.9 

0.5 

0.40 
0.25 
1.91 

27.1 
-2.0 
25.1 

-0.27 
0.08 
2.90 

133.4 
-35.0 
356.0 

-0.12 
0.03 
1.04 

17.9 
0.0 

17.9 

-0.01 
0.04 
0.22 
2.0 

-1.7 
0.4 

0.03 
0.06 
0.15 
1.2 

-1.0 
0.2 

0.08 
0.07 
0.16 
2.4 

-1.2 
1.1 

0.07 
0.07 
0.20 
2.8 

-1.7 
1.1 

0.04 
0.06 
0.14 
1.2 

-1.0 
0.2 

0.00 
0.05 
0.19 
1.2 

-1.0 
0.2 

-0.07 
0.04 
0.77 
9.1 

-8.9 
0.1 

-0.02 
0.02 
0.23 
2.6 

-23 
03 

TABLE  11  (cont'd) 
cri 

Rate of Return on Assets 

0 	1 	2 3 	4 

Part A: Sample of 192 observations to fiscal year 2 

Average 	0.48 	038 	-0.53 
Med ian 	0.22 	0.23 	0.11 
STD 	 1.86 	1.82 	6.11 
Range 	21.7 	27.1 	65.4 
Minimum 	-3.3 	-2.0 	-64.9 
Maximum 	18.5 	25.1 	0.5 

Part B: Sample of 173 

Average 
Med ian 
SID 
Range 
Minimum 
Maximum  

observations to fiscal year 3 

Part C: Sample of 147 observations to fiscal year 4 

Average 
Med ian 
STD 
Range 
Minimum 
Maximum  

0.53 	0.42 	-035 	-0.52 	0.01 	0.01 	0.09 	0.08 

0.24 	0.25 	0.12 	0.11 	0.09 	0.06 	0.07 	0.07 

2.10 	2.08 	536 	5.60 	0.71 	1.44 	0.16 	0.16 

21.7 	27.1 	65.4 	75.1 	9.7 	22.8 	2.4 	2.4 

-3.3 	-2.0 	-64.9 	-64.9 	-6.2 	-13.4 	-1.2 	-1.2 

18.5 	25.1 	0.5 	10.2 	356.0 	9.4 	1.1 	1.1 

Note: ' Sample composition reflects availability of data after issue. Year 0 is the last year before the issue. Shareholders' equity does not include the proceeds 

from  this  issue, which does not affect the ratios until year 1. 
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THE QUEBEC STOCK SAVINGS PLAN: OVERVIEW AND ASSESSMENT 

after an issue, there is no longer any statistical difference (at the usual 5 percent 
level) between the debt ratios of the 147 available observations. 29  The slow rise in 
indebtedness likely reflects the poor profitability of firms, a factor we consider in 
the next section. In Canada, there is a significant inverse relationship between 
profitability and the amount of debt financing (Suret and 1."1-ler, 1997). While this 
relationship has been identified primarily in large-firm samples, it also exists for 
small businesses, as shown by Suret (1984) and Suret and Arnoux (1996). This 
hypothesis leads us quite naturally to examine the profitability of issuing firms. 

Profitability 

The most obvious effect of QSSP issues on firms is undoubtedly the significant and 
lasting reduction in the retu rns on equity and assets. Looking again at the right side 
of Table 11 (in Part C), we can see that the median ROE falls from 25 percent in 
period 0 to 12 percent once the issue is integrated into the firm's financial state-
ments. This is not simply an arithmetic consequence of the increase in equity capital. 
Indeed, the median ROE continues to decline, reaching 9 percent by year 4. A similar 
pattern emerges from Part A and Part B, so the drop in the profitability of issuing 
firms cannot be attributed to the sample. It should be noted that the least profitable 
firms generally disappear three years after issue. The pattern of ROA values is also 
quite clear: the median falls from 7 percent prior to issue to 2 percent in year 4." 

Part B of Table 12 shows the distribution of ROE values over time. Prior to 
issue, less than 10 percent of firms had negative rates of return, which would indi-
cate losses. The proportion rises to 28.57 percent by year 4. At the other end of the 
distribution, the percentage of firms reporting a ROE above 30 percent fell from 
40.8 percent prior to issue to 5.4 percent by year 4. Combining distribution cate-
gories, we obtain a chi-square value (90.89, with nine degrees of freedom) that 
allows us to reject the hypothesis of equal distributions in periods -1 and +4 at a 
confidence level of 1 percent. Clearly, the distribution of rates of return exhibits no 
sign of a recovery that might indicate a temporary disequilibrium linked to equity 
issues. The lower leverage may partly explain this decline, but the real reason lies 
elsewhere. As the reduction in indebtedness is temporary and relatively minor in 
the medium run, it cannot account for the decline in the ROA. The most likely 
explanation for the significant and lasting decline in the rate of return is that the 
Projects contemplated by issuing firms did not offer a rate of return higher than the 
cost of capital. Hence, these firms were not truly facing a financing problem, 
defined as an inability to fund profitable projects. This is a potentially important 
finding. It suggests that the QSSP did not channel funds toward profitable activities, 
but rath er toward projects with such low rates of return that they did not warrant 
financing. 
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cn cn TABLE 12 

DISTRIBUTIONS OF ABSOLUTE AND RELATIVE FREQUENCIES OF TOTAL-DEBT RATIOS AND RATES OF RETURN ON 
EQUITY FOR A CONSTANT SAMPLE OF 142 ISSUES MADE UNDER THE QSSP BY COMPANIES WITH AseTs OF UNDER 
$250 MILLION AT TIME OF ISSUE 

Year -1 	 Year 0 	 Year 1 	 Year 2 	 Year 3 	Year 4 
A 	R 	A 	R 	A 	R 	A 	R 	A 	R 	A R 

(%) 	 (%) 	 (%) 	 (%) 	 (%) 	 (%) 

Part A: Total-debt/assets ratio 

Less than 0.1 	4 	2.72 	2 	136 	5 	3.40 	5 	3.40 	3 	2.04 	4 	2.72 
0.1 to 0.2 	4 	2.72 	6 	4.08 	13 	8.84 	9 	6.12 	7 	4.76 	6 	4.08 
0.2 to 0.3 	3 	2.04 	8 	5.44 	14 	9.52 	5 	3.40 	6 	4.08 	10 	6.80 
03 to 0.4 	8 	5.44 	7 	4.76 	23 	15.65 	19 	12.93 	21 	14.29 	13 	8.84 
0.4 to 0.5 	13 	8.84 	16 	10.88 	20 	13.61 	24 	1633 	28 	19.05 	20 	13.61 
0.5 to 0.6 	22 	14.97 	29 	19.73 	38 	25.85 	33 	22.45 	32 	21.77 	34 	23.13 
0.6 to 0.7 	31 	21.09 	28 	19.05 	20 	13.61 	21 	14.29 	17 	11.56 	24 	16.33 
0.7 to 0.8 	36 	24.49 	28 	19.05 	4 	2.72 	14 	9.52 	15 	10.20 	13 	8.84 
0.8 to 0.9 	17 	11.56 	13 	8.84 	5 	3.40 	9 	6.12 	5 	3.40 	8 	5.44 
0.9 to 1.0 	4 	2.72 	7 	4.76 	2 	136 	5 	3.40 	7 	4.76 	5 	3.40 
1.0 to 1.1 	3 	2.04 	1 	0.68 	2 	136 	1 	0.68 	3 	2.04 	6 	4.08 
Over 1.1 	2 	136 	2 	136 	1 	0.68 	2 	136 	3 	2.04 	4 	2.72 

(cont'd) 
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TABLE 12 (cont'd) 

Year -1 	Year 0 	 Year 1 	 Year 2 	 Year 3 	Year 4 
A 	R 	A 	R 	A 	R 	A 	R 	A 	R 	A 	R 

	

(%) 	 (%) 	 (%) 	 (%) 	 (%) 	 (%) 

Part B: Rate of return on equity (ROE) 

Less than -0.1 	4 	2.72 	7 	4.76 	7 	4.76 	16 	10.88 	21 	14.29 	27 	1837 
-0.1 ta -0.05 	3 	2.04 	1 	0.68 	1 	0.68 	6 	4.08 	7 	4.76 	4 	2.72 
-0.05 to 0 	6 	4.08 	6 	4.08 	11 	7.48 	10 	6.80 	11 	7.48 	11 	7.48 
0 to 0.05 	3 	2.04 	5 	3.40 	14 	9.52 	12 	8.16 	14 	9.52 	23 	15.65 
0.05 to 0.1 	12 	8.16 	14 	9.52 	28 	19.05 	29 	19.73 	28 	19.05 	27 	18.37 
0.1 to 0.15 	16 	10.88 	14 	9.52 	34 	23.13 	29 	19.73 	33 	22.45 	24 	1633 
0.15 to 0.2 	16 	10.88 	17 	11.56 	32 	21.77 	21 	14.29 	15 	10.20 	12 	8.16 
0.2 to 0.25 	17 	11.56 	9 	6.12 	11 	7.48 	17 	1156 	9 	6.12 	9 	6.12 
0.25 to 03 	9 	6.12 	14 	9.52 	5 	3.40 	5 	3.40 	3 	2.04 	2 	136 
03 to 035 	15 	10.20 	18 	12.24 	2 	1.36 	0 	0.00 	2 	136 	0 	0.00 
035 to 0.4 	12 	8.16 	6 	4.08 	0 	0.00 	1 	0.68 	0 	0.00 	0 	0.00 
0.4 to 0.45 	6 	4.08 	6 	4.08 	0 	0.00 	0 	0.00 	0 	0.00 	1 	0.68 
0.45 to 05 	3 	2.04 	9 	6.12 	1 	0.68 	0 	0.00 	0 	0.00 	0 	0.00 
0.5 to 055 	4 	2.72 	3 	2.04 	1 	0.68 	0 	0.00 	0 	0.00 	1 	0.68 
Over 0.55 	21 	14.29 	18 	12.24 	0 	0.00 	1 	0.68 	4 	2.72 	6 	4.08 

Note: 	• A: absolute frequency; R: relative frequency. 
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SURET & CORMIER 

CASE-BY-CASE ANALYSIS 

IN THE FOREGOING ANALYSIS, WE ONLY CONSIDERED FIRMS WITH ASSETS of under 
$250 million. While the analysis sheds some light on equity issues generally, it conceals 
important disparities. It is also limited by the fact that, during the study period, several 
firms crossed the limits arbitrarily set between categories. Also, a separate analysis 
gets more complicated as firms proceed to three, four or five successive equity 
issues. These considerations have led us to conduct a case-by-case study of the large 
and medium-sized businesses that have used the Plan most often. This group con-
sisted of 10 Quebec corporations, listed in Table 13, whose combined assets rose 
over the period from $1.7 billion to $14.9 billion. The criterion for inclusion was 
that they issued shares under the QSSP at least three times. These issues totalled 
more than $1.22 billion, but the amount invested in Quebec was $752 million. 
Whether the funds collected had a significant impact of the growth of these firms 
remains to be determined. 

The main data on these firms come from their prospectuses and annual reports, 
and are summarized in Table 13, which shows assets and equity at the beginning 
and end of the study period, changes in equity and dividends paid on common 
shares. The ratio of funds obtained through QSSP issues to changes in equity was 
calculated, as well as the ratio of dividends to funds raised under the Plan. 

Table 13 illustrates the wide variety of conditions facing the sample firms, 
which can be divided into two groups. The first group includes firms that paid out, 
in dividends, amounts close to or exceeding the funds raised from QSSP issues. These 
firms are: Donohue, with dividends of 194.38 percent of QSSP funds collected in 
Quebec, Bombardier (126.21 percent), UAP (121.11 percent), Québécor (78.76 per-
cent), and Mémotec Data-Téléglobe (55.72 percent). Altogether, these companies paid 
$410.8 million in dividends, while they issued $338 million of tax-credit-eligible 
shares. Therefore, it seems difficult to suggest that the Plan played a significant role 
in the growth of these firms. Had the Plan not existed, the funds needed to finance their 
growth could have been freed up by reducing the amounts paid out in dividends. 

In the second group, we find corporations that paid relatively low dividends 
and seemed to have used the funds raised to strengthen their capital base. They are: 
Cascades, Gaz Métropolitain, Groupe Transcontinental GTC, Métro-Richelieu 
and Tembec. The suggestion that the Plan had an impact on the growth of partic-
ipating firms is only valid for this subsample. This impact can be measured by 
expressing the funds collected through QSSP issues as a percentage of the net  
change in equity. This provides an estimate of the relative contribution of QSSP 
issues to the increase in these companies' capital base. The percentage ranges from 
10.37 percent for Québécor to 42.29 percent for Métro-Richelieu. 

This brief analysis reveals that the relationship between large businesses and 
the QSSP varies widely. While it is difficult to draw any general conclusions from 
this exercise, it seems clear that the Plan was of little use for the majority of firms 
studied, since they were able to pay shareholders more than they collected in 
Quebec under the Plan. For three of the firms that paid relatively low dividends on 
ordinary shares, the funds raised through QSSP issues accounted for 20 percent of 
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' TABLE 13 

TOTAL AMOUNTS COLLECTED UNDER THE QSSP, CHANGES IN ASSETS AND SHAREHOLDERS' EQUITY, AND 
AMOUNTS PAID OUT AS DIVIDENDS BETWEEN THE FIRST QSSP ISSUE AND 1993, MEDIUM-SIZED BUSINESSES THAT 
MADE AT LEAST THREE ISSUES 

Issues 	 Total Assets 	 EquitY 	Increase 	Dividends 	QSSP 	Dividends 
Capital 	 in 	 Funds 	as % of 

	

Capital 	 as % of 	QSSP 

	

Increase 	Funds 
in Capital 

	

br 	Gross Proceeds 	At Time of 	In 1993 	At Time of 	In 1993 
First Issue 	 First Issue 
(1979-86) 	 (1979-86) 

Total 	Sold in 
Quebec 

Bombardier 	 4 	247.2 	103.4 	277.4 	4,270.0 	98.3 	984.1 	885.8 	130.5 	11.67 	126.21 
Cascades Inc. 	4 	65.7 	64.1 	24.4 	1,400.9 	6.3 	383.7 	376.9 	0.2 	17.01 	0.27 
Donohue 	 3 	119.2 	61.5 	570.4 	766.2 	121.3 	379.6 	2583 	119.6 	23.82 	19438 
Gaz Métropolitainb 	5 	170.2 	126.4 	304.8 	1,204.4 	107.8 	430.6 	322.8 	39.2 	39.15 	31.05 
Groupe G.T.C. 	3 	573 	48.2 	32.9 	616.1 	5.7 	247.7 	242.0 	53 	19.92 	10.97 
Mémotec Data 	5 	221.7 	120.9 	4.5 	1,768.2 	1.0 	701.4 	700.4 	67.4 	17.26 	55.72 

(Téléglobe) 
Métro-Richelieu 	3 	84.0 	84.0 	257.5 	587.4 	43.1 	241.6 	198.5 	0.0 	42.29 	0.00 
Québécor 	 3 	116.7 	73.4 	75.8 	2,986.6 	34.5 	7423 	707.9 	57.8 	1037 	78.76 
Tembec 	 4 	113.6 	40.9 	130.4 	974.7 	35.4 	234.2 	198.7 	0.0 	20.58 	0.00 
U.A.P. 	 3 	31.9 	29.3 	73.6 	306.2 	22.8 	165.1 	142.4 	35.5 	20.56 	121.11 
Total 	 37 	1,2273 	752.0 	1,751.6 	14,880.7 	476.2 	4,5103 	4,034.1 	455.4 	18.64 	60.56 

Notes: 	' Total number of issues made under the Plan, all categories combined. 
b  Data for this company are incomplete. Assets in last fiscal year before buy back of issued shares are for 1991. Data on dividends cover only the period 
1979 to 1982. Dividends were paired to the amount of issues placed in Quebec for the corresponding period. Data taken mainly from the CANCORP 
data base. 
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SURET & CORMIER 

the increase in equity. In only one case (Métro-Richelieu) did QSSP funds repre-
sent a significant portion of the change in equity capital (42.29 percent). However, 
the relatively modest increase in equity capital in that case was associated with low 
profits during the period 1986 to 1990 ($1.69 million a year on average). 

Our study of firms that benefited most from the QSSP fails to demonstrate 
that the Plan provided critical support for financing their growth. While it might 
have had a significant impact on a few firms, the majority of those examined could 
have obtained the required funds simply by reducing dividends. 'These findings are 
consistent with the results from a questionnaire survey of executives of firms with 
assets exceeding $25 million undertaken by SECOR (1986). Sixty-seven percent of 
respondents indicated that without the QSSP their company's growth would have 

been the same or only slightly different. Only 22 percent of respondents said their 
firm's growth would have been stalled or seriously hampered. 

The case study approach should be pursued further as several questions have 
not yet been addressed. For instance, it seems that funds raised from QSSP issues 
may have been used by some firms to finance foreign investments or modernization 
projects that had no positive impact on employment in Quebec. Another factor to 

take into account is gove rnment intervention in its various forms during this period, for 
example subsidies and tax credits that were made available to businesses. However, 
these questions lie outside the scope of our study. 

VERY LARGE BUSINESSES 

ALTHOUGH THEY ACCOUNT FOR A VERY LARGE PART OF TAX CREDITS offered under the 
QSSP, we did not pay particular attention to very large firms in this study. The market 
capitalization of most of these firms exceeded $1 billion toward the middle of the 
period reviewed. 31  Financing problems cannot be claimed in their case, and trying to 
assess the impact of the Plan on their indebtedness would have little significance. 
The only purpose in making their shares eligible for the Plan was to reduce the ta" 
burden of individuals and to increase the proportion of savings held in the form Of 

equity capital. We have already discussed the extent to which these two objectives 
were met. 

CONCLUSION 

SEVERAL OBJECTIVES WERE PURSUED THROUGH THE QSSP and at least one of then 

was met. That objective was to reduce the tax burden, and taxpayers did receive 
tax credits estimated at close to $900 million. It could be argued, however, that 
there are less complicated ways to reduce personal income taxes. Quebeckers' stock 

ownership also increased, but given the questionable quality of some of the shares 

issued under the Plan and the losses incurred by a large number of taxpayers, this 
increase may prove to be temporary, as it was for initial issues. These issues, like new 

exchange listings, have fallen back to the level (relative to the Toronto Stock 
Exchange) at which they stood before the Plan was put in place. 
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Efforts to use tax credits to encourage small firms to list their shares on the 
stock exchange seemed to have failed. Using a performance superior to the index 
as a benchmark, only a very small proportion of firms that made equity issues under 
the Plan were successful. Bankruptcies and large drops in value were particularly 
common among small businesses, whose issues lost more than 40 percent of their 
initial value. An analysis of firms' indebtedness shows that the improvement in 
their capital base was temporary. After three years, the debt-ratio distribution of 
firms with assets of under $250 million at the time of issue was statistically identical 
to that observed prior to the issue. The most troubling observation is probably the 
significant decline in the retu rn  on assets and the return on equity of issuing firms, 
a phenomenon that persists three years after the issue. The most likely explanation 
is that these firms did not have profitable projects to finance with the funds raised 
through the QSSP. A detailed study of a few larger firms that used the QSSP on more 
than one occasion showed that many were able to pay their shareholders dividends 
equal to or greater than the amounts collected under the Plan. 

It would seem difficult to argue that the QSSP had a lasting impact on the 
capitalization of businesses. Instead, it made it easier for firms to list their shares on 
the  stock exchange without projects offering returns at least equal to their financ-
ing costs. Without the Plan, it would have been difficult for these firms to find 
funds for their projects — and rightly so. It was government intervention that made it 
Possible. The end result is that firms that survived show accounting rates of return 
that are very low and significantly below pre-issue rates of return. Low returns 
translate into disappointing market performance for investors. 

Of course, there are exceptions. Some small firms may have turned into world-
class businesses thanks to the QSSP. As well, some investors made healthy gains. 
Nonetheless, after examining all the equity issues made by firms with assets of 
under $1 billion and tracking the performance of all eligible firms after their initial 
equity issue under the Plan, we find ourselves unable to conclude that the QSSP 
had a significant impact on the capitalization and growth of Quebec businesses. 
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APPENDIX 1 
MAJOR CHANGES TO THE QUEBEC STOCK SAVINGS PLAN, 
1979-94 

THE MAIN STAGES IN THE EVOLUTION OF THE QUEBEC STOCK SAVINGS PLAN are 

described below. 

June 22, 1979: Creation of the Quebec Stock Savings Plan. 

Budget of May 10, 1983: New direction given to the Quebec Stock Savings Plan 
to improve access to small and medium-sized businesses. 

1) Introduction of the concept of a "developing business," i.e., a firm with 
assets of between $2 million and $25 million or with net shareholders' 
equity of $750,000 to $10 million. Shares of these corporations eligible to 
a deduction equal to 150 percent of their acquisition cost. 

2) Henceforth, only ordinary shares with full voting rights (or preferred shares 
convertible into ordinary shares) are eligible. 

Minister's statement of May 3, 1994: Restricted shares with voting rights become 
eligible. 

Budget of April 23, 1985 

1) Changes to deduction rates effective January 1, 1986: 
Developing businesses: rate lowered from 150 percent to 100 percent for 
ordinary shares, and from 100 percent to 75 percent for restricted shares. 
Medium-sized businesses: rate lowered from 100 percent to 75 percent for 
ordinary shares, and from 75 percent to 50 percent for restricted shares. 
Large businesses: rate maintained at 50 percent; maximum annual deduction 
of $1,000. 

2) Maximum annual deduction: the lower of 20 percent of total income or 

$20,000. 
3) Reduction in $20,000 ceiling to $12,000 announced in 1986. 
4) Govemment announces that it will be possible to create QSSP invest-

ment corporations and QSSP investment funds (FIR) effective April 24, 
1985. A FIR must commit to invest all or part of the funds collected in 

QSSP-eligible shares, receiving in return deductions comparable to those 
granted for the direct acquisition of QSSP shares. 

Budget of May 1, 1986 and Minister% statement of May 29, 1986: Announcement ci 
measures contained in Bill 120. 
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November 11, 1986: Tabling of Bill 120 (modifying various tax-related statutory 
Provisions) and Minister's statement. 

1) Rules to limit share buy back with funds raised through an eligible issue. 
2) The deduction ceiling of $1,000 for large-business shares is extended to 

shares of firms with assets of over $250 million; the minimum asset level 
for this category is lowered, thereby modifying the deduction rates. 

3) The deduction rate for restricted shares is set at 50 percent. 

December 11, 1986: Minister's statement 

1) Creation of a new type of eligible business: regional venture capital cor-
porations. 

2) Listing on exchange: To be eligible for the purposes of the Plan, firms (except 
regional venture capital corporations) must have their QSSP-eligible 
shares listed on the Montreal Exchange within 60 days of the issue date. 

3) New restrictions imposed on the repurchase of shares with the proceeds 
of an issue. 

1987 Budget: Announcement of a reduction in the allowable deduction from 
$12,000 to $5,500 effective in 1987. 

Budget of May 12, 1988 

1) The maximum amount that an individual may deduct in one year is limited 
to 10 percent of his total income. The ceiling of $5,500 is abolished. 

2) The category "developing businesses" is expanded to include firms with 
assets of between $2 million and $50 million or with a net equity of 
$750,000 to $20 million. 

3) New measures designed to stimulate the secondary market: investors will 
now be able to purchase shares of developing businesses on the secondary 
market to replace shares acquired during the previous two tax years without 
any tax consequences. 

Budget of May 16, 1989 

-ro revitalize the QSSP, shares otherwise eligible that are acquired by an individual 
through the conversion of debentures or convertible preferred shares of corporations 
with assets of under $250 million (i.e., medium-sized and developing businesses) 
are made eligible for the purposes of the Plan, at the applicable deduction rate. 
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Budget of April 26, 1990 

Regulations governing FIRs are relaxed. As long as these funds invest at least 50 percent 
of receipts from their QSSP issues in developing businesses, they have an additional 
12 months to invest the balance in QSSP-eligible shares. 

Budget of May 1991 

1) Change in categories and deduction rates, as follows: 
Developing businesses: Assets of between $2 million and $250 million; 
net equity requirement dropped, deduction rate remains at 100 percent. , 
Medium-sized businesses: Assets of between $250 million and $1 billion; 
deduction rate raised to 75 percent, deduction ceiling of $1,000 dropped. 
Large businesses: Assets of between $1 billion and $2.5 billion; deduction 
rate remains at 50 percent, $1,000 ceiling raised to $2,500 for 1991 and 
1992. 

2) Changes in deduction rate for convertible shares: temporary deduction on 
convertible shares of 50 percent (developing businesses) and 25 percent 
(medium-sized businesses); no longer necessary to wait for conversion to 
use the tax deduction. 

3) Following the Montreal Exchange decision to eliminate restricted shares, 
this category is removed. 

1992 Budget: No changes. 
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TABLE  A l  

MAJOR CHANGES TO THE QUEBEC STOCK SAVINGS PLAN, 1983 TO 1991 

	

1983 	1984 	1985 	1986 	1987 	 1988 	1989g 	1990 	1991 	1992 	1993 	1994 

Large businesses 

Size limit, assets 	 over $1 	billion 	 over $250 million 	 $1 to $2.5 billion 
Deduction for ordinary 	100 	75 	50 	50 	 50 	 50 	50 	50 	50 	50 	50 	50 

shares (%) 
Deduction for restricted 	n.a. 	75 	50 	50 	 50 	 50 	50 	50 	n.a. 	n.a. 	n.a. 	n.a 

shares (%) 

Medium-sized businesses 

Size limit, assets 	 $25 	million 	to $1 billion 	$25 to $250 	million 	 $50 	to $250 	million 	$250 	million 	to $1 	billion 
Deduction for ordinary 	100 	100 	100 	75 	 75 	 75 	75 	75 	75 	75 	75 	75 

shares (%) 
Deduction for restricted 	n.a. 	75 	75 	50 	 50 	 50 	50 	50 	n.a. 	n.a. 	n.a. 	n.a. 

shares (%) 
Deduction for convertible 	n.a. 	n.a. 	na. 	n.a. 	 n.a. 	 n.a. 	n.a. 	n.a. 	25 	25 	25 	25 

shares (%) 
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1983 	1984 	1985 	1986 	1987 	 1988 	1989. 	1990 	1991 	1992 	1993 	1994 

Developing businesses 

Size limit, assets 	 $2 to $25 million or equity 	$2 to $25 million or equity 	$2 to $50 million or equity 	$2 to $250 million 

of $750,000 to $1 million 	of $750,000 to $1 million 	of $750,0100 to $1 million 

Deduction for 	 150 	150 	150 	100 	 100 	 100 	100 	100 	100 	100 	100 	100 

ordinary shares (%) 
Deduction for 	 n.a. 	100 	100 	75 	 75/50b 	 75/50 	75/50 	75/50 	n.a. 	n.a. 	n.a. 	n.a. 

restricted shares (%) 
Deduction for 	 n.a. 	n.a. 	n.a. 	n.a. 	 0.3. 	 n.a. 	n.a. 	n.a. 	50 	50 	50 	50 

convertible shares (%) 

Other businesses 

100 	100 	100 	75 	 75 	 75 	75 	n.a. 	n.a. 	n.a. 	n.a. 	n.a. 

Notes: 	• As of 1989, shares of developing businesses and medium-sized businesses acquired by conversion are eligible at the applicable deduction rate. 

b  As of 1987, restricted shares of developing businesses are eligible for a 75 percent deduction if they carry more than 1/10 of an ordinary share vote and 
for a 50 percent deduction if they carry less than 1/10 of an ordinary share vote. 
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ENDNOTES 

1 Centre interuniversitaire de recherche en analyse des organisations, 2020 University 
Street, 25th floor, Montreal, Quebec H3A 2A5, Tel: (514) 985-4030, e-mail: 
SURETJecirano.umontreal.ca . This study was carried out as part of a research program 
on the financing of Canadian businesses, undertaken by CIRANO with the support of 
Industry Canada. We wish to thank Isabelle Côté and Patrick Chamberland for their 
assistance with the collection and verification of the basic data used in the study. 

2 See Lacroix (1987a) for a detailed analysis of the Plan's operation in 1986, and the var-
ious Martin reports for details on the adjustments made over the years. A summary of the 
main changes is presented in Appendix 1. 

3 Quebec, Ministry of Finance, Budget Speech, May 10, 1983. 
4 There were four categories of businesses: large, medium-sized, developing and other, and 

two types of shares: ordinary and restricted. 
5 See Appendix 1 for a summary of other changes made on this occasion. 
6 A tax recovery is imposed on taxpayers who fail to hold the shares for two calendar years 

after their acquisition. 
7 Tables 1 and 2 are based mainly on estimates. There has been no official source of infor-

mation on the Plan since the Quebec Securities Commission stopped publishing its 
reports in 1988. Tax statistics provide no details on claimed deductions since 1989. 
'Therefore, the scope and cost of the Plan cannot be established with any accuracy. In 
particular, estimates of the distribution of tax credits by category of companies are based 
on the unverifiable assumption that the ratio of investment to deductions is the same for 
all categories of firm. The percentage of deductions linked to each category was estimated 
by adjusting the total value of issues for the year by the applicable deduction rate. 

8 Information on the limits set to define categories and the applicable deduction rates by 
year, category of firm and type of shares is presented in Appendix  I. 

9 For example, IAF Biochem, with assets of $1.9 million, was classified as a medium-sized 
business even though the minimum threshold for this category was $25 million. There 
are six other cases where small firms were assigned to the medium-sized business category. 
'These classifications may reflect certain anti-avoidance rules or special conditions regarding 
the measurement of equity and assets, but the prospectuses do not make this clear. 

10  The concepts of gain and loss were used in the study because reliable stock market data 
were not available (thus limiting the calculation of rates of return) and because stocks 
were held for varying periods. 

1 1 Obviously, we cannot judge the merit of this objective, which is based on the assump-

tion that wide ownership of equity shares stimulates economic growth and improves wel-

fare. It could also be argued that wide ownership of risky and low-quality shares reduces 
the value of savings and discourages investors from future direct participation in business 
financing. 

12  The detailed analysis presented in the remainder of the study is based on an exhaustive 
survey of the following data: 1) characteristics of issues and firms, taken from prospectuses 
made available by the Quebec Securities Commission, 2) characteristics of firms after 
issue, taken from financial statements made available by the firms and the Commission, 
and in certain cases from the CANCORP data base, 3) percentage of shares actually 

acquired in Quebec, taken from the Martin and Caisse de dépôt reports, 4) share prices 
at each year end since issue and the dilution factor, taken from the monthly stock listings 
published by the Montreal Exchange, 5) changes in the status of the firm from the issue 
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date to the end of 1994, taken from the official daily bulletins of the Montreal Exchange, 
the Survey of Predecessor and Defunct Companies (Financial Post Datagroup), the Bulletin 
de statistiques of the Quebec Securities Commission and the Manuel des statistiques of the 
Montreal Exchange, as well as Mergers and Acquisitions in Canada (Venture Economics 
Canada Limited) and the central registry of commercial businesses (Office of Quebec's 
Inspector General of Financial Institutions). 
Several sources had to be consulted because there is no consistent compendium of Quebec 
stock issue data. The compilations of the Régime d'épargne-actions du Québec  issu
done by Martin do not go beyond 1987. Accounting and financial data of companies listed 
on the Montreal Exchange are not directly accessible and can only be consulted on-sire 
at the Commission archives. Moreover, we were unable to obtain stock market data earlier 
than 1989 from the Montreal Exchange. 
Data were compiled for 400 issues. There were many instances of discrepancies among 
sources, as well as with data from previous studies. One of the main differences was between 
1) issue proceeds as indicated in the prospectus, 2) the amount actually recorded (lower 
or higher) and 3) the amount actually invested in Quebec. There are probably still some 
inaccuracies in the compilations. In particular, we could not determine what had hap-
pened to some issues. Nonetheless, this compilation is the result of a systematic survey 
of all published information on firms that participated in the QSSP. 

13 Some issues were not followed by a listing on the exchange, while the information was 
incomplete in other cases. They were not included in the study. In most cases, the firms 
involved were very small. 

14 The amounts reflect the proportion of shares eligible for the QSSP (if acquired by individuals) 
actually sold in Quebec. Otherwise, large firm issues would be significantly overrepresented. 
Firms with assets of under $25 million (small businesses) marketed 99.4 percent (1984) and 
91.6 percent (1985) of their eligible shares through the QSSP, while the corresponding 
values for firms with assets of between $250 million and $1 billion (large businesses) 
were 84.4 percent (1984) and 82.5 percent (1986). The figures for very large firms were 
61.9 percent and 65.5 percent respectively. 

15 The Small Cap Index is made up of stocks that account for less than 0.1 percent of the 

TSE 300 plus the next 300 stocks with the largest capitalization not included in rhar 
index. In 1995, the TSE-listed companies with ranks between the 200th and 600th spots 
had an average capitalization of $141 million. This is equivalent to $55 million in 1985 ,  
adjusted for changes in the total return index. The average market value of the equitY 
capital of QSSP firms, including medium-sized businesses, was about $32.7 million, taking 
into account the proceeds of share issues. Companies that make up the Small Cap Index 
are thus substantially more capitalized than the firms in our sample, for both the small 
and medium-sized business categories. While this index does not conform perfectly ro 
the adjusted prices of shares issued under the QSSP, it represents the best possible coin' 
promise. In addition, the progression of the index over time does  flot  differ substantiallY 
from that of the TSE 300 for the period studied. Therefore, our results show little sensitive 
to the choice of the index. 

16 Our assessment of performance is based on the premise that the issues under study have  
the same average risk as the benchmark Small Cap Index. Ideally, the adjustment of prices  
in response to market fluctuations should take account of the systematic risk of each 
issue. This risk was calculated for a subgroup of issues and used in our assessment of the 
initial undervaluation (see the Overview section). However, the beta coefficients were 
very low (0.76 on average). Accordingly, they were not used in the analysis, especiallY 
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since there was no computerized data base on returns for many shares. The low beta values 
probably reflect the low frequency of transactions, although the usual correction techniques 
failed to significantly improve the estimated coefficient. Also, the fact that many firms 
experienced difficulties may have reduced the systematic risk; McEnally and Todd (1993) 
found evidence of a decrease in systematic risk in cases of financial difficulties. 

1 7 Another method would be to pair issues with other firrns of the same size operating in 
the same sector, as did Loughram and Ritter (1995). This would have been difficult for 
QSSP issues, because the capitalization of the QSSP firms at issue is generally much 
lower than that of firms whose shares are traded on the Toronto Stock Exchange. Only 
50 percent of QSSP issues could be paired in this way if we set the maximum difference 
at 100 percent of the capitalization of the QSSP firm. 

18 In fact, the total amounts could be slightly higher, since only the amounts invested in 
Quebec are taken into account. In the case of small firms, the percentage of funds invested 
in Quebec is generally 100 percent. 

19 Loughram and Ritter measured relative wealth by using a pairing technique. The values 
reported here were obtained by weighting the annual index by the percentage of issues 
surveyed between 1984 and 1987, the period when the vast majority of QSSP issues 
occurred. For the 1970 to 1990 period, the relative wealth index was 80 percent on average 
after three years and 70 percent after five years. 

20 See Suret et al. (1990) for a detailed study of the impact of the QSSP on issue costs. 
However, a recent study by Jog and Srivastava (1995) found that the initial undervalu-
ation declined in Ontario over the 1984 to 1992 period. A more in-depth study would 
be required to gauge the real impact of the QSSP on this aspect. 

2 1 An earlier study (Suret et al., 1990) used econometric models to detect a statistically sig-
nificant difference between Ontario issues and Quebec issues made under the QSSP. The 
binary variable associated with the QSSP was significant in explaining the initial under-
valuation of the stock price and the total cost of the issue. The results of this study are 
not reported here. 

2 2 There is wide dispersion in opportunity gains and losses, and it would be interesting to 
link stock price movements, which determine values, to the characteristics of issues and 
to the economic and financial conditions in which they took place. Work is currently 
under way in this area, but the detailed results are not presented here due to a lack of 
space. What is clear is that such factors as issue size, firm size, sector of activity and age 
of the issuing firm can partially explain the observed differences in the behaviour of their 
shares on the secondary market. However, there appears to be significant interactions 
among these variables that add to the complexity of the analysis because of the small 
sample sizes. 

23 Tests revealed no systematic difference between the expected and actual use of the funds. 
The data on expected use are presented here because they were easier to obtain than data 
on the real use of funds. 

24 Financial intermediaries were probably the first to benefit from the Plan, since it facilitated 
debt repayment and consolidated the position of lenders for remaining loans. 

25  The special case of multiple issues is examined in the section on medium-sized businesses, 
since it primarily concerns those firms. 

26  The St-Pierre and Beaudoin study encompassed 106 issues, but only 77 could be tracked 
two years after issue. The missing issues were likely delisted, usually as a result of financial 
hardship. Because the omitted firms were probably the most highly indebted, excluding 
these observations would lead to underestimating the average debt ratio after issue. To 
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avoid this problem, the following rules were applied: when the company was delisted 
because of significant financial difficulties or was liquidated, the debt ratio was set to 
1(X) percent and the rate of return to zero. When the circumstances of the issuing company 
could not be accurately determined or when its shares were repurchased, the observation 
was dropped altogether from the sample. 

27 The CANCORP data base is produced by Disclosure Inc., of Bethesda, Maryland, and 
distributed in Canada by Société nationale d'information (Montreal). The Stock Guide 
data base is produced and distributed by Stock Guide Productions Inc., of Williamston, 
Ontario. 

28 It is unclear whether different samples from the one studied here might depict similar 
behaviour or whether QSSP issues have special characteristics that set them apart from 
other initial issues. This question could only be answered by a comparative analysis, 
which lies outside the scope of the present study. 

29 The sample examined here includes 12 cases of multiple issues by the same firm during 
the study period. In these cases, the funds raised in subsequent issues may have influ-
enced the debt structure of the firm. To gauge the importance of this phenomenon, the 
calculations were redone, this time excluding issues that were followed by a second public 
offering during the period studied. The results obtained after excluding these 15 issues 
did not differ substantially and are not reported here. For example, the median of the 
debt ratio distribution in year +4 for the 147-observation sample rose from 0.55 to 0.577 
while the average rose from .068 to 0.698. 

30 Note that this is the net rate of return, i.e., calculated on the basis of net profits before 
extraordinary items. Given the change in financing structure, it would have been more 
appropriate to use the rate of return before interest and taxes. But because a significant 
percentage of the firms in the sample did not report interest payments, it was not possible 
to calculate profits before interest and taxes. It can be assumed, however, that the decline 
in gross returns was even steeper than that in net returns because of lower debt-servicing 
costs. 

31 The firms that benefited the most from the Plan are (capitalization on December 31, 1987 
in billions of dollars): Bell Canada Enterprises (10.5), Canadian Pacific (6.18), Alcan 
Aluminum (5.9), Royal Bank (4.1), Bank of Montreal (3.1), Con.solidated Bathurst (2.03), 
National Bank (1.36) and Power Financial Corporation (1.3). 
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Labour-Sponsored Venture Capital Funds in 
Canada: Institutional  Aspects,  Tax Expenditures 
and Employment Creation 

-THIS PAPER EXAMINES THE MAIN ECONOMIC DIMENSIONS of labour-sponsored venture 
capital funds (LSVCFs) in Canada. This topic is of interest since the supply, 

cost and impact on economic activity of venture capital is important for policy 
makers. In particular, the paper draws on the Quebec evidence to assess the costs 
to govemment and their contribution to the use of LSVCFs. The paper is divided 
into four parts. In the first, we present LSVCFs. We then examine the tax expen-
ditures associated with them and the impact of LSVCFs on employment in Quebec. 
In the last section, we address policy issues. 

LSVCFs: INSTITUTIONAL ASPECTS 

WE FIRST EXAMINE THE IMPORTANCE OF LSVCFs in the venture capital market 
and present information on their mandates and governance. 

IMPORTANCE 

THERE IS NO OFFICIAL (I.E., BANK OF CANADA OR STATISTICS CANADA') estimate of 
the size of the venture capital market in Canada. Table 1 presents the most corn-
monly used data — those produced by Macdonald & Associates Limited. The table 
Shows an increase in the stock of venture capital in Canada from 1991 to 1994 (last 
available year at the time of writing) from $3 billion to $5 billion. It also shows that 
the share of LSVCFs has doubled over that period, and 60 percent ($1.2 billion of 
$2 billion) of the increase in venture capital is associated with LSVCFs. Part of this 
is the result of the association between private venture capital firms and labour 
unions: the private firms provide management expertise while the labour unions 
give access to tax credits. Finally, Macdonald & Associates Limited estimates that 
$ 1 .9 billion of venture capital was available in 1994, broken down as follows: 
Quebec 45 percent, Ontario 31 percent, Prairies 16 percent and British Columbia 
8  Percent. Thus, venture capital was most easily available in the two provinces with 
the largest LSVCFs (see Table 3). 

13 
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TABLE 1 

STOCK OF VENTURE CAPITAL BY TYPE OF SUPPLIER IN CANADA, 1989, 
1991, 1993 AND 1994 (IN $ BILLIONS) 

Suppliers 	 1989 	1991 	1993 	1994 

	

(%) 	(%) 	(%) 	(%) 
	 _. 

Private funds 
Private independent firms 	45 	47 	41 	35 
Corporate subsidiaries 	 31 	20 	 9 	11 
Others 	 9 	10 	 7 	10 
Subtotal 	 85 	77 	57 	56 
Public funds* 
Labour-sponsored funds 	 8 	17 	31 	34 
Government 	 7 	 6 	12 	10 
Subtotal 	 15 	23 	43 	44 
Total % 	 100 	100 	100 	100 
$ Billions 	 3.4 	3.0 	4.0 	5.0 

Note: 	* A public fund is either a fund financed by the government or a fund which benefits from 
tax incentives. 

Sources: 	1989 and 1993: Canadian Labour Market and Productivity Centre, (1995) p. 24, Figure 4. 
1991 and 1994: Macdonald & Associates Limited, private communication. 

_ 

STRUCTURE 

LSVCFs ARE ONE MECHANISM TO INCREASE FINANCIAL PARTICIPATION by unions in 
the ownership of capital. As such, their roots can be traced back to 19th century 
British social ideals (Matthews, 1989). In Canada, LSVCFs were started in Quebec 
in 1983 and became much more common in the early 1990s. 

History of LSVCFs 

The first LSVCF, Le Fond de solidarité des travailleurs du Quebec (FSTQ), was created 
by a Quebec law adopted on June 23, 1983. It began to collect funds on 
February 3, 1984, and became truly active in 1986 (three investments in 1985 and 
10 in 1986). It had been put forvvard in 1982 as one tool to help the Quebec economY 
recover from the recession of 1981 and 1982 at a time when the Parti Québécois 
was in power. Having just imposed a clawback on wage increases granted to public 
sector employees in 1979, the govemment was interested in regaining some union 
support albeit from a mainly private sector union (Fédération des travailleurs du 
Quebec  [FTQ])  rather than from the mainly public sector union (Confédération 
des syndicats nationaux [CS/■1 ] ). It can be seen as one more innovative tool, along 
with the Québec Stock Savings Plan or the Caisse de dépôt et placement, used in 
Québec to raise capital. 
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In 1988, the Working Ventures Canadian Fund sponsored by the Canadian 
Federation of Labour was established. It attracts provincial tax credits in Prince 
Edward Island, New Brunswick, Nova Scotia, Ontario and Saskatchewan. In 
Newfoundland and Alberta, no funds receive such credits. In Quebec, the FSTQ 
was already active and, in British Columbia and Manitoba, single provincial funds 
were established in 1991 and 1992 respectively. Finally, a significant number of 
funds were established in Ontario in 1994, a provincial fund was established in 
New Brunswick in 1995 and a second fund (Fondaction of the CSN) was estab-
lished in Quebec in January 1996. 

At the end of 1995, the market structure of LSVCFs in Canada was as follows. 

• Newfoundland and Alberta saw little fund activity. 

• Quebec, Manitoba and British Columbia had one provincial LSVCF 
benefiting from a de jure monopoly position (Quebec, in 1996, moved to a 
duopoly with the creation of Fondaction). 

• In Prince Edward Island, Nova Scotia and Saskatchewan, the Working 
Ventures Canadian Fund was dominant with no provincial funds. 

• In New Brunswick, a provincial fund was being set up, but the Working 
Ventures Canadian Fund was active in that province. 

• Ontario had several LSVCFs, some of which were closely associated with 
private venture capital firms, such as the Canadian Medical Discoveries 
Fund, MDS Ventures, Trillium Growth Capital Inc. and Canadian 
Corporate Funding. Some became active in other provinces, and a few 
now receive tax credits in provinces outside Ontario. 

Objectives of LSVCFs 
The goals of LSVCFs are set out in the relevant provincial legislation and are 
broader than the maximization of profits, the goal of private venture capital firms. 
Table 2 presents the goals of LSVCFs, as set out in provincial law in five provinces. 
It also indicates the type of firms targeted by LSVCFs and their governance provi-
sions. Because of federal tax regulations, all LSVCFs must invest at least 60 percent 
of their funds (more in some provinces) in eligible firms after a few start-up years. 
Table 2 shows that the goals of the funds vary across provinces. For example, the 
Quebec, Ontario and Manitoba LSVCFs have, as an explicit goal, the provision of 
employment while the British Columbia LSVCF does not. While Quebec and 
British Columbia have the education of workers to facilitate their involvement in 
the management of economic matters as one goal, only Manitoba explicitly pro-
motes worker involvement in governance. It also has additional goals, such as 
workplace safety and environmental suitability, not found elsewhere. 

Table 2 also shows that restrictions put on businesses eligible for LSVCF 
investment always use provincial employment (wages) and size to target 
sinallimedium firms doing business mainly in the province where the LSVCF operates. 
Tile tax treatment of LSVCF shares (see below) is a strong inducement to invest in 
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• Invest in Quebec firms to 
create/maintain/save jobs 

• Educate workers in 
economic matters 

• Stimulate Quebec's 
economy by strategic 
investment 

• Favour growth of 
Quebec firms 

• Majority of employees 
reside in Quebec 

• Gross assets 
<$50  million 

Net assets 
<$20 million 

17-member board 
• 10 named by FTQ 
• 2 elected by 

shareholders 
• 4 named by the board 
• president 

Assist the development 
of eligible businesses 
by creatirtg/maintaining/ 
saving jobs through 
provision of advice 
and capital 

• > 50% of wages 
found in Ontario 

• > 50% of employees 
reside in Ontario 

• Assets < $50 million 
• Employees 500 

Depend on by-laws of 
a specific fund 

• Capital retention/ 
econom ic/stabil i ty 

• Employee ownership/ 
govemance 

• Job creation/retention 
• Ownership by Manitobans 

of Manitoba economy 
• Ethical employment 

practices, workplace safety, 
env ironmental su itabil ity 

• > 50% of employees 
in Manitoba 

• Asse ts < $50 million 

• 1 Manitoba 
government nominee 

• 1 electzd by shareholders 
• 3 named by Manitoba 

Federation of Labour 
• 0, 1 or 2 by holders of 

special (corporate) shares 
with matching (0, 1, 2) 
members named by 
Manitoba Federation 
of Labour 

• Make an investment 
• Provide expertise 
• Educate employees 

in economic matters 

• > 50% of wages in 
British Columbia 

• Assets < $35 million 
• Engage in 

manufacturing/ 
processing, research 
and development 
tourism, aquaculture 
or prescribed activity 

10 members 
• 6 members of various 

unions 
• 4 govemment 

nom inees 

Promote capital formation 
and local ownership by: 
• Fund earning income 
• Promoting/maintaining 

capital retention 
• Favouring job creation 

and retention 
• Increasing awareness and 

involvement of workers 
in economic matters 

Not stated 

New Brunswick 
Federation of Labour — 
details not stated 

Investment 
goals 

Eligible 
firms 

Governance 

TABLE 2 
INVESTMENT GOALS, ELIGIBLE FIRMS AND GOVERNANCE OF LSVCFS 

Quebec Ontario Manitoba British Columbia New Brunswick 

Source Provalcial statures. 
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Year 	Number of 	Assets/ 
Created Shareholders/ Portfolio 

Investments ($000,000) 

Provincial 
Tax Credit 

Name 

LABOUR-SPONSORED VENTURE CAPITAL FUNDS IN CANADA 

TABLE 3 

LSVCFs, CANADA, 1995 

Fond de solidarité des 

travailleurs du Québec Inc. 

(FSTQ) 

Working Ventures 

Canadian Fund Inc. 

Working Opportunity 

Fund (EVCC) Ltd. 

Crocus Investment 

Fund Inc. 

Integrated Growth 

Fund Inc. 

DGC Entertainment 

Ventures Coiporation Inc. 

Active Communications 

Growth Fund Inc.. 

Canadian Medical 

Discoveries Fund Inc. 

Capital Alliance 

Ventures Inc. 

CI-CPA Business 

Ventures Fund Inc.! 
 Covington 

1983 	239,000/131 	1,300/641 	Québec 

1988 	91,000/52 	498/133 	Ontario 

New Brunswick 

Prince Edward Island 

Nova Scotia 

Saskatchewan 

15,000/15 	82.7/20.6 	British Columbia 

6,600/7 

3,900/6 

1,100/3 

n/a 

4,400/5 	17.3/5.3 	Ontario 

New Brunswick 

Prince Edward Island 

Nova Scotia 

1994 	1,500/2 	5.8/1.0 	Ontario 

1994 	4,100/3 	16.5/4.5 	Ontario 

1991 

1992 

1993 

1993 

1994 

1994 

26.2/9 	Manitoba  

15.3/3.1 	Ontario 

4.3/0.8 	Ontario 

n/a 	Ontario 

(cont'd) 
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TABLE 3 (cont'd) 

Year 	Number of 	Assets/ 	Provincial 

	

Created Shareholders/ Portfolio 	Tax Credit 

Investments ($000,000) 

FESA Enterprise 	 1994 . 	800/nia 	3.3/n/a 	Ontario 

Venture Capital Fund 

of Canada Ltd. 

First Ontario Labour- 	1994 	650/n/a 	2.1/n/a 	Ontario 

Sponsored Investment 

Fund Inc. 

Sports Fund Inc. 	 1994 	850/n/a 	3.5/n/a 	Ontario 

TCU Development 	 1994 	n/a 	 n/a 	Ontario 

Fund Inc.° 

Trillium Growth 	 1994 	1,500/1 	4.7/0.3 	Ontario 

Capital Inc. 

Vengrowth Investment 	1994 	7,900/3 	32.8/4 	Ontario 

Fund Inc. 

Worker's Investment 	1994 	n/a 	 n/a 	New Brunswick 

Fund Inc.. 

Retrocom Growth 	 1995 	n/a 	22.5/n/a 	Ontario 

Fund Inc. 

Notes: n/a: not applicable 
• No funds raised yet 

Source: Canadian Labour Market and Productivity Centre (1995) Figure 2, pp. 8-9. 

Name 

VAILLANCOURT 

an LSVCF. To retain these funds, LSVCFs have a minimum holding period imposed 
by federal tax regulations that can only be waved in the case of death, terminal ill-
ness or disability. In addition, these are fund-specific provisions. For example, the 
FSTQ normal holding period is until age 65 or retirement (if it occurs between the 
ages of 60 and 64). As a result, early redemption must be applied for and is often 
permitted, e.g., in case of death, disability, return to school, unemployment or 
departure from Quebec. The normal holding period is eight years for the Working 
Ventures Canadian Fund and Working Opportunity Fund (British Columbia) and 
seven for the Crocus Investment Fund (Manitoba). 
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Table 3 provides a list of LSVCFs for 1995. It shows that the FSTQ accounts 
for 65 percent of all LSVCF assets followed by the Working Ventures Canadian 
Fund at 25 percent. These two funds are also the largest providers of venture capital 
in Canada and, with the Working Opportunity Fund and the Crocus Investment 
Fund, account for 95 percent of all LSVCF assets. 

TAX RULES 

FROM 1985 TO 1988, AN LSVCF WAS NOT ELIGIBLE for a federal tax credit unless set 
up by  a provincial law. 'Thus, only the shares in the FSTQ were eligible for a 20 per-
cent provincial and a 20 percent federal tax credit and could be held in a registered 
retirement savings plan (RRSP). In 1988, the federal tax rules were amended to 
allow for a national LSVCF. Such a fund had first been discussed in the May 1985 
budget: its views were to encourage long-term investment of individuals and to 
maintain or create jobs or stimulate the economy. From 1988 to 1996, the federal 
tax credit had a maximum of 20 percent of the value of the shares purchased, but 
was 0 percent if the provincial credit for a provincial fund was not 20 percent. If 
the provincial credit was above 20 percent, the federal credit was reduced to ensure 
a maximum combined credit of 40 percent. The maximum federal/credit amount 
was  raised from $700 to $1,000 from 1992 until 1996. Thus, in 1995, a $1,000 
investment in an LSVCF held in an RRSP could, in most provinces, cost as little 
as $45, if one faced the highest marginal personal income tax rate. 

THE FINANCING OF LSVCFs: TAX EXPENDITURES 

AS INDICATED IN THE PRECEDING SECTION, LSVCF shares could yield, in most 
provinces, personal income tax credits of 20 percent of the investment, at 

both the federal and provincial levels, with the maximum admissible investment 
increasing in 1992 from $3,500 to $5,000 until the March 6, 1996 federal budget. 
In that budget, the federal tax credit was reduced to a maximum of 15 percent and 
a minimum of 10 percent. The maximum admissible amount returned to $3,500 
and the minimum holding period increased from five years to eight years. The min-
imum credit applies where there is no matching provincial tax credit. Should the 
matching provincial tax credit be between 10 percent and 15 percent, the federal 
credit rate would be set equal to the provincial credit rate. In addition, those sell-
ing LSVCF shares in a given year will not be able to claim a tax credit for new 
shares purchased that year or in the following two years. Provincial governments in 
Nova Scotia, Quebec, Ontario and Manitoba took similar action, reducing the 
maximum investment and the tax credit to the same values as those of the federal 
budget (Perry and Treff, 1996). LSVCF shares remain eligible investments for 
RRSPs: the amount purchased can be deducted in the computation of taxable 
income. Thus, the purchase of LSVCF shares will reduce the tax revenue of 
governments. 
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TABLE 4 

LSVCF FEDERAL TAX CREDITS, DISTRIBUTION BY INCOME GROUP, 
CANADA, 1993 

Income Groups 	Number of Tax Filers 	 Amount 
($000s) 	Number 	Percentage 	Total 	Mean 	Percentage 

($0006 ) 	($) 
(1) 	(2) 	(3 ) 	(4) 	(5) 

0-5 	 0 	0 	 0 	0 	0 
5-10 	 460 	03 	50 	109 	0.09 
10-15 	 2,520 	1.8 	468 	186 	0.8 
15-20 	 5,390 	3.8 	1,182 	231 	3.1 
20-25 	 8,890 	63 	2,072 	233 	3.6 
25-30 	 12,890 	9.2 	3,357 	260 	5.8 
30-35 	 13,960 	10.0 	4,351 	312 	7.6 
35-40 	 15,300 	10.9 	5,396 	353 	9.4 
40-45 	 15,240 	10.9 	5,728 	376 	10.0 
45-50 	 13,480 	9.6 	5,517 	409 	9.6 

50-100 	 47,160 	33.6 	25,490 	541 	44.4 
100+ 	 4,820 	3.4 	3,833 	795 	6.7 
Total 	 140,110 	100.0 	57,444 	410 	100.0 

Source: Special tabulation from Revenue Canada and calculations made by the author. 
__.. 

The reduction in government revenue that result from a specific disposition 
in the income tax law is referred to as a tax expenditure by economists. This terni 

 was first put forward in the United States by Surrey (1973) to draw attention to the 
fact that the government could achieve a given objective by either spending a 
given amount or not collecting the same amount as taxes, but only the first choice 
would appear in the standard budget document. 

THE EXISTING LITERATURE 

THE MAIN STUDIES OF LSVCF-RELATED TAX EXPENDITURES are those by Suret (1990, 
1993, 1994 and forthcoming) which examine the costs and returns of various  ta' 

 saving schemes offered by the Quebec govemment, including the FSTQ. 'These 
studies all use a similar methodology but update the data as time goes by. Since 
Suret's 1994 study is the most complete for our purposes, its analysis of the FSTQ 
is outlined below. 

Suret (1994) first described the history of the FSTQ and its relationship with 
other capitalization schemes, such as the QSSP. He then carried out a cost benefit 
analysis based on the following assumptions. 
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TABLE 5 

INCIDENCE OF LSVCF CREDIT (1993) AND TAX EXPENDITURES 
(1991), CANADA 

_ 	  

Income Groups 	LSVCF Indices (1993) 	 All Credits (1991) 
($000s) 	TE/Taxpayers 	TE/Income TE/Federal 	TE/Income 	TE/Federal 

Assessed 	Tax 	Assessed 	Tax 

(1) 	(2) 	(3) 	(4) 	(5) 
- 	  

0-10 	 0.0 	0.0 	0.3 
10-15 	0.1 	0.1 	0.4 	1.6 	4.4 
15-20 	0.3 	0.4 	0.8 	1.6 	2.7 
20-25 	0.4 	0.5 	0.6 	1.3 	1.8 
25-30 	0.7 	0.7 	0.8 	1.2 	1.5 
30-35 	 1.2 	0.9 	1.0 	1.1 	1.2 
35-40 	1.8 	1.2 	1.2 	1.0 	1.0 
40-45 	2.4 	1.4 	1.3 	0.9 	0.8 
45-50 	2.9 	1.6 	1.3 	0.9 	0.7 
50-100 	4.7 	1.9 	1.4 	0.7 	0.0 

100+ 	 4.7 	0.6 	0.4 	0.5 	0.03 
_ 	  

Notes: 	Numbers are ratios of percenrage. 
TE: tax expenditure 

Sources: Columns 1, 2 and 3 calculated using data from Table 4 and Taxation Statistics 1995, 
Revenue Canada, Table 2. 

Columns 4 and 5 are an interpolation using data from St-Hilaire (1995, Table 5). 
- 

• FSTQ investors receive a tax break of 80 percent since they hold their 
FSTQ shares (40 percent credit) in their RRSPs (40 percent deduction). 
As of October 31, 1994, the cumulative estimated cost of these tax breaks 
was $563.5 million (Suret, forthcoming, Table 5). 

• Under the assumption of a 25-year holding period (assuming the mean age 
of an FSTQ shareholder at first purchase is 40 years and he or she retires 
at 65) and given the observed returns to the FSTQ (5.4 percent) and the 
stock market (12 percent), $1 of investment will be worth $37 for the 
FSTQ shareholder and $34 for an ordinary shareholder at the end of the 
25 years. 

This analysis is, as Suret noted (forthcoming, p. 27), laden with difficulties, 
since it requires making projections of fund returns and the tax system. For example, 
the abolition of the lifetime capital gains exemption in 1994 modifies these 
calculations. Overall, Suret concluded that the difference in rates of returns that 
slightly  favours the FSTQ does not compensate for the lack of diversity or liquidity. 
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LSVCF FEDERAL TAX CREDIT, DISTRIBUTION BY PROVINCE, CANADA, 1993 

Provinces 	 Number of Tax Filers 	 Amount 	 Percentage 

	

Number 	Percentage 	Total 	Mean 	Percentage 	of Tax Filers 

	

($000) 	 by Province 

Newfoundland 	 0 	 o 	 o 	o 	o 	 o 

Prince Edward Island 	 480 	 03 	 311 	648 	 0.5 	 0.5 

Nova Scotia 	 20 	 0.01 	 10 	500 	 0.02 	 0.003 

New Brunswick 	 730 	 0.5 	 547 	749 	 0.9 	 0.1 

Quebec 	 92,540 	 66.0 	 22,837 	247 	 39.6 	 1.9 

Ontario 	 32,400 	 23.1 	 25,069 	774 	 43.6 	 0.4 

Manitoba 	 2,320 	 1.7 	 1,153 	497 	 2.0 	 03 

Saskatchewan 	 5,890 	 4.2 	 3,367 	572 	 5.9 	 0.9 

Alberta 	 ao 	0.03 	 21 	525 	 0.04 	 0.002 

British Columbia 	 5,670 	 4.0 	 4,122 	727 	 7.2 	 0.2 

Yukon, Northwest Territories 	 0 	 0 	 0 	 0 	 0 	 0 

Total 	 140,110 	100.0 	 57,444 	410 	100.0 	 0.7 

Source: 	Special tabulation from Revenue Canada and cakulations made by the author. 
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LABOUR-SPONSORED VENTURE CAPITAL FUNDS IN CANADA 

Allen (1994) used a similar methodology but different assumptions and concluded 
that the FSTQ is a better private investment than Suret had argued. He also com-
mented that Suret overestimated the tax expenditure associated with an FSTQ 
investment by overestimating the RRSP component, and he neglected the benefits 
of job creation and associated government revenues. Jackson and Lamontagne 
(1995) also examined the fiscal costs and benefits of LSVCFs and the payback period 
to governments. We do not attempt to arbitrate between the various authors, since 
we are incapable of assessing the best projections for the rates of returns, tax rates 
and revenues over 25 years, or of establishing the net contribution of LSVCFs to 
output, employment and government revenues. 

In our opinion, the tax expenditure associated with LSVCFs and the FSTQ 
is the result of the federal and provincial tax credits and was equal, in most 
provinces, to 40 percent of the value of the share purchase up to $2,000 per year, 
from 1992 to 1996. Since LSVCF shares are one potential RRSP investment, such 
an additional tax expenditure is RRSP driven and not caused by the LSVCE 

Therefore, we limit ourselves to a traditional tax expenditure analysis (Bruce, 
1990) similar to the one recently carried out for Canada (St-Hilaire, 1995). Such 
an analysis is not a cost-benefit analysis but rather a simple evaluation of the 
amount and distribution of the tax expenditure. 

TAX EXPENDITURES FOR LSVCFs: CANADA, 1993 AND QUEBEC, 
1986 TO 1993 

IN THIS SECTION, WE FIRST PRESENT EVIDENCE FOR CANADA FOR 1993. We then turn 
to evidence for Quebec from 1986 to 1993. We do this for two reasons. First, since 
there are no published figures for Canada, we had to obtain a special tabulation 
from Revenue Canada for 1993. Second, given the age of the various LSVCFs, it is 
only for Quebec that a time series is meaningful. 

Table 4 presents the federal tax credit by income groups. The amounts 
claimed average about $400, increase as income increases (column 4) and are more 
heavily concentrated in the $50,000+ groups (51.1 percent) (which represents only 
37 percent of the claimants). This could indicate a regressive tax expenditure, i.e., 
one whose value increases faster than income, thus benefiting better off individuals. 
To establish this more formally, we use three indices, first put forward by St-Hilaire 
(1995). These are the ratios for each income group of: 

• the tax expenditure percentage to the number of filers; 

• the tax expenditure percentage to the assessed income; and 

• the tax expenditure percentage to the federal tax. 

The ratios indicate if a tax expenditure is concentrated in a given income 
range. Concentration in the high-income range indicates regressivity and, as Table 5 
clearly shows, the LSVCF tax credit is regressive over the $15,000 to $100,000 
income range. When compared to all non-refundable tax credits for 1991, using 
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TABLE 7 

QUEBEC FSTQ TAX CREDIT, EVOLUTION OF TAKE-UP RATE AND 
Amoubrr, 1986 TO 1994 

Year 	 Number of Tax Filers 	 Amount 
Number 	Perc,entage of 	Total 	Mean 

All Tax Filers 	($000s) 

1986 	 30,899 	 0.78 	 8,715 	282 
1987 	 not available 
1988 	 48,864 	 1.18 	 13,268 	272 
1989 	 52,675 	 1.25 	 13,303 	253 
1990 	 53,473 	 1.22 	 13,887 	260 
1991 	 79,639 	 1.76 	 24,448 	307 
1992 	 110,816 	 2.41 	 40,105 	362 
1993 	 92,924 	 1.98 	 23,518 	253 

	 -- 

Source: 	Ministère du revenu du Québec, Statistiques ftscales des particuliers, Table 2, various years. 
_— 

income assessed or federal tax payable, the LSVCF tax credit is more regressive 
than all non-refundable tax credits. 

The distribution across provinces is also interesting. Table 6 shows that two 
thirds of LSVCF tax credit claimants are from Quebec, but they account for only 
40 percent of the amounts obtained. The mean claim in Quebec is the lowest in 
Canada, reflecting, in part, the high take-up rate of about 2 percent by Quebec tax 
filers: it is equal to one third of the mean claim in Ontario or British Columbia. The 
second lowest mean claim is in Manitoba. Several factors may explain the inter 
provincial differences found in Table 6: 

• the differences in provincial tax credits between provinces; 

• the fact that the FSTQ has been established longer than other funds, i.e., 
it is a better-known savings vehicle; and 

• perhaps most important, the differences in marketing techniques among 
the provinces. In Quebec, sales of FSTQ shares are made by a network of 
union-based representatives with no sales by investment dealers or brokers, 
and with payroll deduction plans in 2,245 collective agreements. On the 
other hand, sales of shares of the Working Ventures Canadian Fund 
(Ontario) are made by investment dealers and brokers with only 20 par 
roll deduction plans. In British Columbia, the Working Opportunity Fund 
uses only investment dealers and brokers, but in Manitoba, both union 
representatives, and investment dealers and brokers sell shares of the 
Crocus Investment Fund. 
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Table 7 allows us to explore the impact of time on the Quebec tax credit take-
up rate. Two years after its inception, the take-up rate was already 0.78 percent. 
Five years after, it was 1.25 percent and, by 1992, it had grown to 2.41 percent. Its 
drop from 1992 to 1993 was mainly the result of a cap on the total amount of tax 
credit which could have been claimed in 1993 that was introduced in the provin-
cial budget of 1993. It limited the amount of shares that could have been issued 
without a special 20 percent tax to 97 million in 1993-1994 and 75 million in 
1994-1995. This tax was abolished by the new government in the fall of 1994. 

Table 8 shows the distribution of FSTQ tax credits for the 15 nominal income 
groups for which the information is reported in Quebec's tax statistics. It indicates 
a shift to higher income categories. 

This shift may be illusory in that it may result from inflation. To allow for 
this, we constructed an inflation-adjusted distribution by: 

• increasing the midpoint income (1986) of each income interval by the 
relevant inflation rate; and 

• redistributing the relevant percentage points around the inflated midpoint 
in the appropriate income interval assuming a uniform distribution around 
the midpoint. Such an assumption is probably quite reasonable for the first 
11 ($50,000 or less) income intervals and acceptable for the remainder. 

The results are found in Table 9. When compared to those of Table 8, they 
show an increase in the share of the tax expenditures claimed by higher-income 
groups  ($60,000+) relative to what could have been projected for 1993. 

How does the distribution of the LSVCF tax credit in Quebec compare to the 
one in Ontario? Table 10 shows a greater concentration among the $50,000 income 
groups in Ontario than in Quebec. This agrees with the higher mean credit reported 
in Table 6. 

THE IMPACT OF THE FSTQ ON EMPLOYMENT 

AS INDICATED ABOVE, ONE OF THE TWO KEY DIFFF_RENCES between LSVCFs and 
private venture capital is that the objectives of LSVCFs are usually employment 

oriented. Thus, it is appropriate to examine if the tax expenditures consented to by 
society have had an impact on employment. This issue is examined for the FSTQ, 
since it is the only LSVCF with a long enough investment period to allow for an 
impact on employment. This is done by estimating an econometric model of labour 
demand for the manufacturing sector and for six specific manufacturing subsectors 
for the 1970 to 1994 period. First, existing literature on the determinants of 
employment in the manufacturing sector is reviewed followed by a discussion of the 
results. 
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co TABLE 8 

FSTQ TAX CREDIT BY INCOME GROUP AND DISTRIBUTION OF TAX EXPENDITURES RELATIVE TO THE NUMBER OF 

TAXPAYERS, QUEBEC, 1986 AND 1993 

Year 	 1986 Amount 	1986 	Returns 	 1993 Amount 	 1993 Returns 
FSTQ Tax Credit 	 FSTQ Tax Credit 

Income Range 	($000s) 	Average 	% by 	Number 	% by 	Income 	($000s) 	Average 	% by 	Number 	% by 
($000s) 	 ($) 	Income 	 Income 	Range 	 ($) 	Income 	 Income 

	

Class 	 Range 	($000s) 	 Class 	 Class 

0-5 	 0 	0 	0.0 	0 	0.0 	0-5 	0 	0 	0.0 	0 	0.0 
5-10 	 38 	64 	0.4 	592 	1.9 	5-10 	26 	74 	0.1 	353 	0.4 
10-15 	 256 	178 	2.9 	1,438 	4.7 	10-15 	251 	130 	1.1 	1,932 	2.1 
15-20 	 591 	220 	6.8 	2,687 	8.7 	15-20 	584 	149 	2.5 	3,918 	4.2 
20-25 	 930 	244 	10.7 	3,819 	12.4 	20-25 	1,084 	159 	4.6 	6,804 	73 
25-30 	 1,235 	271 	14.2 	4,560 	14.8 	25-30 	1,837 	181 	7.8 	10,175 	11.0 
30-35 	 1,519 	293 	17.4 	5,188 	16.8 	30-35 	2,262 	212 	9.6 	10,677 	11.5 

35-37.5 	 683 	301 	7.8 	2,268 	73 	35-40 	2,638 	237 	11.2 	11,145 	12.0 
37.5-40 	 630 	176 	7.2 	2,046 	6.6 	40-45 	2,837 	257 	12.1 	11,031 	11.9 
40-45 	 1,037 	315 	12.0 	3,296 	10.7 	45-50 	2,521 	271 	10.7 	9,313 	10.0 
45-50 	 711 	333 	8.2 	2,135 	6.9 	50-60 	4,252 	302 	18.1 	14,064 	15.1 
50-60 	 646 	351 	7.4 	1,840 	5.9 	60-70 	2,407 	344 	10.2 	6,997 	7.5 

60-100 	 381 	414 	4.4 	921 	3.0 	70-100 	2,162 	414 	9.2 	5,218 	5.6 
1 00-200 	 51 	510 	0.6 	100 	0.3 	100-2(X) 	587 	497 	2.5 	1,182 	13 

200+ 	 0 	0 	0.0 	0 	0.0 	200+ 	70 	609 	03 	115 	0.1 
Total 	 8,708 	282 	100.0 	30,890 	100.0 	Total 	23,518 	253 	100.0 	92,924 	100.0 

Note: 	The calculations are from the author. 

Source: Ministère du revenu du Québec, Portrait de la fiscalité des particuliers au Québec, various years. 
t 
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TABLE 9 

INFLATION CORRECTED INCOME CLASS DISTRIBUTION, QUEBEC, 
PROJECTION OF 1986 TO 1993, FSTQ TAX CREDIT 

— 	  
Income Range 	 1993 

($000s) 	 Percentage by 	 Cumulative 
Income Class 	 Distribution 

(%) 
_ 	  

0-5 	 0.0 	 0.0 
5-10 	 0.2 	 0.2 
10-15 	 0.8 	 1.0 
15-20 	 6.4 	 7.4 
20-25 	 11.3 	 18.7 
25-30 	 2.1 	 20.8 
30-35 	 3.0 	 23.8 
35-40 	 18.3 	 42.1 
40-45 	 22.4 	 645 
45-50 	 15.0 	 793  
50-60 	 16.0 	 95.5 

60-100 	 4.0 	 99.5 
100-200 	 0.2 	 99.7 

200+ 	 0.003 	 100.0 
Total 	 100.0 

Note: 	The calculations are from the author. 

Source: 	Canadian Economic Observer: Historical Statistics Supplement, Statistics Canada, 1995, 
Table 12 (CPI all items). 

— 

THE LITERATURE 

THE FIRST ECONOMETRIC STUDY OF THE DETERMINANTS of employment in the 
manufacturing sector appears to be the work of Brechling (1965). It was followed 
by studies by Ball and Saint-Cyr (1966), Brechling and O'Brien (1969) and Ireland 
and Smyth (1970). These studies focus on the adjustment between the desired (E*) 
and observed (E) demand for labour. Cohen-Skalli and Laskar (1980) reviewed this 
literature and used the Ball and Saint-Cyr specifications in their exposition. They 
showed that using a Cobb-Douglas production function, a standard cost function 
and a partial employment adjustment process, results in the following speed of 
adjustment model: 

InEL =B0 +B,t+B2 6-1(2,+B3 InE,, 1  (1) 
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TABLE  10  

DISTRIBUTION OF TAX EXPENDITURES RELATIVE TO INCOME, QUEBEC 
AND ONTARIO, 1993 

	

Income 	FSTQ 	Average 	Percent by 	Ontario 	Average 	Percent by 

	

Range 	Tax Credit 	($) 	Income 	LSVCF 	($) 	Income 

	

($000s) 	 Class 	Tax Credit 	 Class 

	

0-5 	 0 	0 	0.0 	 0 	0 	0.0 

	

5-10 	27 	79 	0.1 	16 	229 	0.1 

	

10-15 	228 	126 	1.0 	147 	350 	0.6 

	

15-20 	563 	140 	2.5 	380 	494 	1.5 

	

20-25 	1,061 	149 	4.6 	644 	631 	2.5 

	

25-30 	1,819 	174 	8.0 	1,028 	681 	4.1 

	

30-35 	2,226 	208 	9.7 	1,427 	706 	5.7 

	

35-40 	2,596 	231 	11.4 	1,854 	739 	7.4 

	

40-45 	2,788 	252 . 	 12.2 	1,998 	751 	8.0 

	

45-50 	2,454 	268 	10.7 	2,075 	757 	83 

	

50-100 	8,493 	333 	37.2 	12,857 	815 	51.3 

	

100+ 	583 	503 	2.6 	2,642 	908 	10.5 

	

Total 	22,838 	247 	100.0 	25,068 	774 	100.0 

Note: 	The calculations are made from the author. 

	

Source: 	Special tabulation from Revenue Canada, Statistical Services Division, 1995. 

where E is employment, Q is output (value added) and t is a time trend for techni-
cal progress with capital assumed constant. Following this first group of studies, 
additional work was carried out in the 1970s and 1980s. In particular, a series of 
studies examined the wage elasticity of the demand for labour. Hamermesh (1986) 
and Dormont (1994) reviewed this literature with the latter indicating that the 
best equation is: 

InEL . Bo + B, t+ B2 InQt + B3 — +134  

where W is the labour cost per unit of work, P is the price of output and Ke  is the 
price of capital. 

'There are also various studies along the line of the speed of adjustment literature. 
The most recent appears to be by Lesueur (1992) who estimated the following: 

In (=). B0  + B, t + B 2 17 ( 	) + 133  In LMT‘  
L-1 

(2) 

(3) 
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where LMT is labour market tension, i.e., demand minus supply of labour. Overall, 
employment at time t is in all cases, explained by output at time t, employment at 
time t-1 and a time trend. 

Our study uses the following model: 

In E,=13, - B, t + B2 LQL + B 3 InE, + B4 FSTQ B 5 NAFTA 	 (4) 

to examine the determinant of annual employment in the manufacturing sector as 
a whole and in six two-digit sectors from 1970 to 1994 in Quebec. This model was 
selected using equation (1), since it is less constrained than equation (3). Data is 
not good for labour market tension by sector, and an econometric estimation of 
equation (3), with or without unemployment as a proxy for labour market tension, 
yielded similar results for the variable of interest, FSTQ. 

FSTQ is a spline variable. It aims at measuring the impact of FSTQ invest-
ment on employment. It takes the following values: 1970 to 1985: 0, 1986: 0.05, 
1987 and 1988:0.1, 1989:0.2,  1990: 0.3, 1991: 0.5, 1992: 0.6, 1993: 0.8 and 1994: 
1.0. It gives greater weight to years in which the FSTQ was more active. 

The North American Free Trade Agreement NAFTA variable takes the 
following values 1970 to 1988: 0, 1989: 0.1, 1990: 0.2, 1991: 0.3, 1992: 0.4, 1993: 
0.5 and 1994: 0.6 to account for the gradual implementation of free trade. 

THE RESULTS FOR QUEBEC 

THE SECTORS WERE SELEci ED FOLLOWING LAMONDE ET AL. (1994) who argued that 
the FSTQ was responsible for maintaining and creating jobs by helping enterprises 
which had financial problems and even saving enterprises which were about to 
close down.  They  stated that the largest positive impacts of these investments 
occurred in rubber and plastic, furniture, wood and wood products, printing and 
Publishing, paper, chemical products and other manufacturing sectors. 

The results found in Table 11 indicate that our model explains fairly well the 
evolution of employment in Quebec's manufacturing sector and the selected sub-
sector with a high R-squared. No autocorrelation was detected. The time trend is 
significant (t > 2.1) and negative six out of seven times indicating that technical or 
managerial progress reduces employment. Output and past employment both have 
a positive impact on current employment, but it is not always signi ficant. The free 
trade variable is usually negative, but not significant. The FSTQ variable has no 
significant impact on employment in the sectors studied. This does not mean that 
it may not have been helpful in maintaining employment at the firm level, but that 
this had no sector impact, perhaps because of interfirm shifts in employment. 
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TABLE 11 

IMPACT OF FSTQ ON EMPLOYMENT, ALL MANUFACTURING SECTORS AND SIX INDUSTRIES, QUEBEC, 1970 TO 

1994, ORDINARY LEAST SQUARES ESTIMATES 

In E,., 

All 	 Wood 	Furniture 	Printing,/ 	Papers 	Chemicals 	Petroleum 

Manufacturing 	Products 	 Publishing 	 Products 
Variable 

Constant 	 1.03 	 -1.13 	 -2.69 	 0.42 	1.46 	453 	2.71 

(0.74) 	 (-03) 	(-2.22) 	(0.12) 	(0.57) 	(1.95) 	(1.65) 

ln t 	 -0.013 	 -0.024 	-0.009 	0.002 	-0.004 	0.0009 	-0.020 

(-7.09) 	 (-3.79) 	(-3.40) 	(0.23) 	(-230) 	(0.29) 	(-2.09) 

In Q, 	 0.62 	 0.74 	 0.94 	 035 	0.20 	0.08 	0.025 

(6.73) 	 (5.75) 	(7.78) 	(139) 	(2.06) 	(0.96) 	(0.25) 

0.17 	 0.20 	 0.11 	 0.49 	0.60 	0.41 	0.62 

(1.77) 	 (1.86) 	(1.22) 	(2.74) 	(339) 	(2.01) 	(3.59) 

FSTQ 	 0.16 	 030 	 0.76 	 0.69 	-0.038 	-0.21 	0.055 

(0.90) 	 (0.80) 	(1.96) 	(134) 	(-0.14) 	(-0.78) 	(0.05) 

-0.46 	 -0.43 	 -1.42 	 -1.19 	-0.091 	0.11 	-0.016 

(-1.71) 	 (-0.69) 	(-2.40) 	(1.62) 	(-0.22) 	(0.26) 	(0.009) 
NAFTA 

R-squared 	 0.95 	 0.91 	 0.93 	 0.90 	0.93 	0.65 	0.92 
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POLICY ISSUES AND CONCLUSION 

IN THIS LAST PART OF THE PAPER, we examine policy issues related to four key 
features of LSVCFs. 

• LSVCFs are an important source of venture capital in Canada. 

• LSVCFs have goals other than profit maximization, such as employment, 
but evidence from Quebec does not show that they add to net employ-
ment. 

• There is no single Canadian LSVCF market: there are 10 provincial mar-
kets characterized by discouraged entry, monopoly, duopoly or a small 
number of funds. 

• LSVCFs are one of the most tax-favoured investments in Canada. 

Let us relate these features to three policy issues. 

Do WE NEED LSVCFs? 

Venture Capital Supply 
This study did not determine formally if there was an under or oversupply of ven-
ture capital in Canada before and after the appearance of LSVCFs, since the 
required data on the demand, supply and price of venture capital were not avail-
able. Suret (1994) argued that, even before the generalization of LSVCFs in 
Canada, there was no evidence of a lack of venture capital. Even if he was wrong, 
we could find no evidence that requiring venture capital to be channelled through 
LSVCFs is the best way to increase its supply or to allocate it efficiently. 

Employment 
The only LSVCF for which the impact on employment was examined, the FSTQ, 
did not, according to the model we used, have an impact on overall employment. 
This does not mean that it did not help specific employers but that such help had 
no positive sectoral impact. Will other LSVCFs have a positive impact on employ-
ment in their province or industry? We do not know. Given, however, the results 
for the FSTQ, an LSVCFs role in job creation may not be the best argument for its 
existence and tax status. 

Given the above, one may wonder why LSVCFs are promoted. The 
Canadian Labour Market and Productivity Centre (CLMPC) (1995) has identified 
10 salient qualities of LSVCFs. They have been regrouped here under four goals: 

1. Increased Supply of Venture Capital This regroups four qualities: respon-
siveness to public policy concerns, interest in Canadian private equity 
markets geared to risk, interest in addressing capital supply barriers to firms 
in certain sectors and capital resource mobilization on a provincial basis. 
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2. Increased Employment This regroups two qualities: the responsiveness to 
public policy concerns (mentioned above), along with mandates that 
guide investments according to economic and social goals. 

3. Better Investment Vehicle This regroups two qualities: participation by a 
broad base of average working people and a commitment to provide market 
returns to shareholders. 

4. Increased Labour Involvement This regroups three qualities: organization 
and direction by a legitimate labour body with involvement of workers 
and unions in enterprise-based decisions, and facilitation of co-operation 
between business and labour. 

The first two goals have been addressed already. Under the third goal, one 
should note that the evidence on the tax credit by income group (tables 4, 5, 8 and 
10) doe_s not support the view of LSVCFs as a broadly based savings vehicle, at least 
outside Quebec. 

This leaves the fourth goal of increased labour involvement in the economy, 
in general, and in the management of firms, in particular. The CLMPC (1995, p. 56) 
stated that "research argues that employee involvement in company management 
and ownership improves overall economic efficiency." While this may be true, this 
does not show the need for a special tax treatment. 

Thus, from a policy perspective, the need for a special treatment of LSVCFs 
relative to other venture capital funds has not been firmly established. Therefore, 
we question a need for the existing tax credit. That said, let us assume it exists when 
addressing the following two points. 

IS THE LSVCF MARKET CORRECTLY STRUCTURED? 

THE CURRENT STRUCTURE OF THE LSVCF MARKET makes it difficult for individual 
investors to diversify their portfolio regionally or by type of investment in a tax-
effective way. It also puts the small firms of a province with a monopoly fund in a 
weaker bargaining position than they would be in in a multifund province. Finally, 
the supply of venture capital may not be optimally distributed across regions, 
sectors and firms due to tax-induced distortions. To correct this, LSVCF investors 
in a province should be entitled to the federal tax credit only if that province allows 
unrestricted access to all LSVCFs, both as sellers of shares and investors. This 
would strengthen the Canadian capital market. 

IS THE TAX TREATMENT APPROPRIATE? 

GIVEN THE GOALS OF LSVCFs, it may be necessary to give the owners tax credits. 
That  said, the appropriate credit rate is not obvious. The reduction from 20 percent 
to 15 percent in the March 1996 federal budget probably moves closer to that rate, 
and the minimum federal rate of 10 percent is probably appropriate with a matching 
provincial credit. However, if the rate is suitably set, there should be no blackout 
period for using the tax credit following the sale of LSVCF shares. Finally, one 
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cannot justify allowing the deductibility, for RRSP purposes, of the LSVCF shares 
gross of the credits. It is only the net of credit amount that should be eligible for 
RRSP deductibility. 

To conclude, LSVCFs are an important source of venture capital in Canada 
that received, until 1996, an extremely favourable tax treatment and still receive a 
very favourable tax treatment. Given the available evidence, less tax payer gen-
erosity could be appropriate. 

ENDNOTE 

1 The assets of venture capital funds are regrouped with those of various institutions under 
the heading "Other Financial Institution" in the national balance sheet tables. On 
inquiry, we were informed that data on venture capital could not, at this time, be broken 
out. 
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Raising Equity Capital for Small and 
Medium-Sized Enterprises Using Canada's 
Public Equity Markets 

INTRODUCTION 

CONTINUED ECONOMIC DEVELOPMENT IN A COUNTRY OR REGION depends on the 
emergence and growth of new economic entities. New firms increase the level 

of competition in existing industries and develop many of the technological inno-
vations that fuel economic growth. One barrier to the creation and growth of new 
firms is that raising seed and secondary capital for such ventures is difficult. 

Entrepreneurs have trouble raising debt capital because they often lack the 
proven cash fl ows or collateral required by lenders. This means that, until a firm has 
grown to a certain size, the owner must search for equity capital. Unfortunately, 
raising equity capital can be just as difficult. Venture capital firms provide limited 
support for start-ups because they prefer to invest in a few selected businesses in 
which they can take a substantial equity interest and exert control over manage-
ment (see Barry et al., 1990; Sahlman, 1990). A more important source of equity 
capita l for start-ups is investment angels (see Wetzel, 1983; Riding et al., 1993). 
Riding et al. found that, in Canada, angels provide almost twice as much equity for 
small firms as formal venture capitalists. 

There have been a number of recent studies which examine the problems of 
raising equity financing for small and medium-sized enterprises (SMEs). The defi-
nition of an SME varies from study to study, and the Ontario Securities 
Commission (OSC) Task Force on Small Business Financing adopted the defini-
tion that any firm with annual sales of less than $10 million should be considered 
an SME. The Task Force (OSC, 1994, p. 6) noted that a major problem for these 
SMEs is "...the relative scarcity of equity capital financing deals at the low end of 
the market, generally in the range from $50,000 or $100,000 to $1,000,000." 

The regulatory and institutional barriers for firms attempting to arrange private 
equity financing of this amount in Canada are discussed in Macintosh (1994a, b). 
The OSC Task Force also analysed this problem and provided a number of recom-
mendations for reducing the cost and regulatory burden placed on issuers of private 
Placements in Ontario. 

14 
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The OSC Task Force (OSC, 1994, p. 6) considered the roadblocks experi-
enced by SMEs in accessing public equity financing. One major problem they noted 
was "...the lack of a developed distribution network in the Canadian marketplace 
for offerings of less than $10 million." The Task Force provided a number of rec-
ommendations to lower the cost and regulatory burden associated with the raising 
of public equity by SMEs. Their recommendations included the establishment of a 
simplified "small business prospectus form," a simplification and liberalization of 
the escrow requirements of these issuers and an elimination of the requirement to 
involve an underwriter in public offerings by SMEs. 

The purpose of this study is to examine whether the public equity markets in 
Canada currently provide a viable alternative source of equity financing for SMEs. 
It focuses on whether the public markets are suitable for raising small amounts of 
equity, in the range of $50,000 to $1,000,000, and discusses the role of these markets 
in raising larger equity amounts. The next section examines the costs of publicly 
listing a security in Canada to see if these costs impose a major obstacle to SMEs. 
The listing requirements of Canadian exchanges are then examined to see if theY 
restrict the ability of SMEs to raise equity capital. This is followed by a consideration 
of other institutional issues which may restrict the availability of equity capital to 

SMEs. Programs which have been initiated in Canada and other countries to 
increase the ability of SMEs to seek public sources of equity are reviewed, the results 
of the study are summarized and recommendations of how to improve the access d 
SMEs to the public equity markets are provided. 

COSTS OF RAISING CAPITAL THROUGH AN INITIAL 
PUBLIC OFFERING 

THERE ARE TWO MAJOR COST COMPONENTS associated with an initial public offering 
(IP0)« The first is the cash expenses the firm must pay to have its equity dis- 

tributed to the public. This component has two elements: a regulatory cost and the 
underwriter's commission. The regulatory cost includes legal fees, accounting and 
auditing fees, listing fees and printing costs associated with the preparation of the 
IPO prospectus and with satisfying the regulators and a stock exchange. The under' 
writer's commission typically has two components: a direct fee, usually based on 

fixed percentage of the issue, and warrants issued to the underwriter with an exercise 
price equal to the issue price. 

The second major cost component of an IPO is the discount at which the 
firm must offer its shares to the public to ensure that the issue will be sold. 

CASH EXPENSES OF AN IPO 
BEFORE A FIRM CAN ISSUE ITS SHARES TO THE PUBLIC USING AN IPO, it must pass a  
number of hurdles. The first is to locate an underwriter willing to distribute the 
shares. Underwriting firms are concerned about their reputation and want to ensure 

 that a firm's shares will have value to investors. The underwriting firm will conduc t, 
a due diligence examination of the firm and incur expenses which will be charge' 
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to the IPO firm. Once the underwriter is satisfied, the IPO firm must be approved 
by the appropriate securities regulator and exchange officials. In order to receive 
this approval, the IPO firrn will incur legal expenses, accounting and auditing 
expenses, and may be required to have an independent evaluation of its business 
Plans prepared. Following the approval of the securities commission and the exchange, 
the IPO firm must incur the expense of printing the prospectus to be distributed to 
Potential investors. 

The above regulatory costs are direct cash expenditures which are over and 
above any costs the firm itself must bear, e.g., the opportunity cost of management 
in planning the IPO and searching for an underwriter. The length of the period 
from inception of the IPO to the listing of the security on an exchange can vary 
from case to case. In general, the more established the firm and the higher its earning 
Potential, the shorter the listing time. 

These regulatory costs are in place to protect the investing public. The inten-
tion of securities regulators and stock exchange officials is to impose a minimum 
level of information disclosure to the investing public. These regulators also 
attempt to ensure that the information presented is a factual representation of the 
situation facing the IPO firm. The continued confidence of the investing public is 
necessary to ensure that equity markets function effectively and that investors will 
be willing to purchase additional IPO securities in the future. 

Many regulatory expenses are fixed, e.g., legal fees and exchange listing fees, 
and economies of scale in the distribution of shares to the public are expected. 
Thus, the percentage cost of an IPO's regulatory expenses should be a decreasing 
function of the amount of capital raised. 

A brokerage firm will also charge the IPO firm a fee for conducting the 
underwriting. There are two predominant methods of underwriting a security issue. 
In a best-efforts underwriting, the investment dealer attempts to sell as many shares 
as possible at an agreed upon selling price. In this case, the investment dealer does 
flot  guarantee the amount of capital which will be raised for the IPO firm. 
Therefore, the risk of the share offering being undersubscribed is borne by the IPO 
issuer. With a firm-commitment share offering, the underwriting firm guarantees 
the proceeds of the issue to the IPO firm. In this instance, the underwriter bears the 
risk of an undersubscription. In general, best-efforts underwriting is used by smaller 
more risky companies in which the underwriter is unwilling to guarantee the 
amount of proceeds received from the issue, or the cost of the guarantee to the issuing 
firm is too high. 

As compensation for its efforts, the underwriting firm charges the IPO firm a 
commission based on the amount of capital raised. This commission takes the form 
0f a percentage of the proceeds of the issue and is deducted from the issue proceeds 
which are forwarded to the IPO issuer. Generally, the commission is higher for firm-
commitment underwriting than for best-efforts underwriting. For the smaller equity 
issues, the underwriter may also take share warrants with an exercise price equal to 
the IPO price. 
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An Examination of the Cash Costs of U.S. IPOs 
Ritter (1987), in a study of 1,028 IPOs between 1977 and 1982, found evidence 
that there are economies of scale in the cash expenses of an underwriting, and 
determined that the cash expense can be estimated as $250,000 plus 7 percent of 

TABLE 1 

AVERAGE ISSUE COSTS FOR U.S. IPOs BETWEEN 1977 AND 1987 

Panel A: Average Dollar C,osts of Issue 

Type and Size 	 Regulatory 	Underwriter 	Average 
of 1PO 	 Expenses 	Commission 	Issue Size 

($000s) 	($000s) 	($000s) 

Best-efforts 
Group 1 	 108.51 	 193.86 	 1,897.05 
Group 2 	 175.46 	 384.69 	 3,918.21 

Firm-commitment 
Group 1 	 148.72 	 217.51 	 2,188.44 
Group 2 	 288.59 	 493.72 	 5,723.35 
Group 3 	 406.30 	 1,031.66 	 13,434.32 
Group 4 	 522.17 	 2,573.60 	38,838.00 

Panel B: Average Percentage Costs (of Issue Proceeds) 

Type and Size 	 Regulatory 	Underwriter 	Total Cash 
of IPO 	 Expenses 	Commission 	Expenses 

(9'o) 	 (%) 	 (%) 

Best-efforts 
Group 1 	 5.87 	 10.25 	 16.12 
Group 2 	 4.72 	 9.88 	 14.60 

Firm-commitment 
Group 1 	 7.03 	 9.99 	 17.01 
Group 2 	 5.29 	 8.83 	 14.12 
Group 3 	 3.09 	 7.81 	 10.90 
Group 4 	 1.58 	 6.84 	 8.42 	 _.....- 

Notes: 	Based on a sample  01 1,852  IPOs (1,556 firm-commitment and 296 best-efforts) between, 

1977 and 1987. The groups are categorized by the amount of capital raised (in thousands or 
dollars). 
Amount raised: 
Group 1: less than $3,000 
Group 2: $3,000 to $9,530 
Group 3: $9,531 to $18,924 
Group 4: $18,925 and over. 

Source: 	Aggarwal and Rivoli (1991), Table 2. 
_-.---- 
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the gross proceeds of the underwriting. In a study of 1,852 IPOs between 1977 and 
1987, Aggarwal and Rivoli (1991) also found economies of scale in the cost of an 
IPO, and determined that the average regulatory cost of a best-efforts IPO of less 
than $3 million is $108,510, and the average underwriter commission is $193,860 
for a total cash cost of $302,370 (see Table 1, panel A). This table also shows that 
the average cost of an IPO is higher for firm-commitment IPOs than for compara-
ble best-efforts IPOs. This result is expected due to the higher risk borne by the 
underwriter of a firm-commitment IPO. The magnitude of these underwriting costs 
suggests that it would be uneconomic for a U.S. firm to conduct an underwriting of 
less than $1 million. 

On a percentage basis, Ritter found that, for best-efforts IPOs between 
$1 million and $2 million, the regulatory and underwriter commission expenses are 
9 .5 2 percent and 10.63 percent of the issue proceeds, for a total cash cost of 20.15 
Percent (see Table 2). This table also provides a good illustration of the economies 
of scale in the costs of IPOs as the percentage cost of an IPO is steadily decreasing 
as a function of issue size. Aggarwal and Rivoli (1991) reported similar results (see 
Table 1, panel B). In their sample, small best-efforts IP0s, under $3 million, have 
average regulatory and commission expenses of 5.87 percent and 10.25 percent 
respectively, for a total cash cost of 16.12 percent. Note that the percentage regu-
latory cost reported by Aggarwal and Rivoli for offerings of less than $4 million are 
rauch lower than the values reported by Ritter which suggests that the regulatory 
cegsrs have decreased over time in the United States. 

An Examination of the Cash Costs of Canadian IPOs 
The cost of issuing securities in Canada will depend on the type of underwriting 
and the province in which the underwriting is being conducted. According to 
industry  participants, the least expensive jurisdiction for an underwriting is 
Alberta. In the Alberta Stock Exchange (ASE) (1994) publication Going Public, 
.rbe ASE estimated the regulatory costs of an IPO as ranging from $28,000 up to 
e, 105,000, with average underwriting costs of between 5 percent and 20 percent of 
rPe issue proceeds. The low end of the fixed cost range involves Junior Capital Pool (

JcP) IPOs. The details of this special type of IPO are discussed in subsequent sections. 
To conduct a regular IPO in Alberta usually costs a firm between $65,000 and 

el50,000 in regulatory expenses. The underwriter's commission would be an addi- 
tional 7.5 percent to 10 percent of the capital raised. In Alberta, it is possible to use 
tile Exchange Offer Prospectus (EOP) program to lower regulatory expenses to the 

nge of $40,000 to $75,000, but it restricts the security to being listed only on the 
^, SE. As an illustration, the EOP underwriting for Vicom Multimedia in November 

had a regulatory cost of $70,000 and an agent's commission of 7.5 percent. 
tlus, the total cost of issue would have been $257,500 for the minimum under- 

wri ting of $2.5 million, and $370,000 for the maximum underwriting of $4 million. 
As mentioned above, the lowest dollar cost form of underwriting in Alberta is tt, 
JCP program. Table 3, panel A illustrates that the average regulatory cost of 
'PO has been less than $25,000 since the program's inception in 1986 and, 
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TABLE 2 

AVERAGE ISSUE COSTS FOR U.S. IPOs BETWEEN 1977 AND 1982 
	 _ 

Type and Size 	 Regulatory 	Underwriter 	Total Cash 
of IPO 	 Expenses 	Commission 	Expenses 

(%) 	 (%) 	 (%) 
	 _ 

Best-efforts 

Group 1 	 9.52 	 10.63 	 20.15 
Group 2 	 6.21 	 10.00 	 16.21 
Group 3 	 3.71 	 9.86 	 13.57 
Group 4 	 3.42 	 9.80 	 13.22 
Group 5 	 2.40 	 8.03 	 10.43 

Firrn-commitment 
Group 1 	 9.64 	 9.84 	 19.48 
Group 2 	 7.60 	 9.83 	 17.43 
Group 3 	 5.67 	 9.10 	 14.77 
Group 4 	 431 	 8.03 	 1234 
Group 5 	 2.10 	 7.24 	 9.34 
	 - 

Notes:  Based on a sample of 1,028 IPOs (664 firm-commitment and 364 best-efforts) between 
1977 and 1982. The groups are categorized by the amount of capital raised (in thousands of 
dollars). 

Amount raised: 
Group 1: $1,000 to $1,999 
Group 2: $2,000 to $3,999 
Group 3: $4,000 to $5,999 
Group 4: $6,000 to $9,999 
Group 5: $10,000 to $120,174. 

Source: 	Ritter (1987), Table 3. 
- 

although the underwriter's commission has been increasing in recent years, it is still 
less than $15,000. Thus, the average total cost of a JCP IPO between 1986 and 
1992 was less than $40,000. In percentage terms, the average total IPO costs never 
exceeded 18 percent of the issue proceeds and were usually less than 16 percent (see 
Table 3, panel B). Thus, the percentage costs of small JCP IPOs on the ASE are 
comparable with the percentage costs of small issues in the United States contained 
in Table 1, panel B and Table 2. Table 3 also illustrates that the average size of a 
JCP IPO has been steadily increasing over time. 

To issue securities on the Vancouver Stock Exchange (VSE) in British 
Columbia would increase the cost of an underwriting by approximately $20,000 to 
$30,000 over the cost of a similar issue in Alberta. The reason for this increase is 
the requirement to have an independent evaluation of the business as specified in 
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TABLE 3 

AVERAGE ISSUE COSTS FOR CANADIAN JCP IPOs BETWEEN 
1986 AND 1992 

Panel A: Average Dollar Costs of Issue 

Year 	 Regulatory 	Undetwriter 	Average 
Expenses 	Commission 	Issue Size 

($000s) 	($000s) 	($000s) 

1986 	 11.97 	 0.78 	 97.93 
1987 	 15.30 	 1.87 	 136.13 

1988 	 18.86 	 4.63 	 154.38 

1989 	 19.55 	 8.26 	 181.05 

1990 	 24.94 	 6.34 	 195.81 

1991 	 22.67 	 14.08 	 204.42 

1992 	 18.38 	 12.57 	 224.22 _ 	 
Panel B: Average Percentage Costs (of Issue Proceeds) 

Year 	 Regulatory 	Underwriter 	Total Cash 
Expenses 	Commission 	Expenses 

	

(%) 	 (%) 	 (%) 

1986 	 12.23 	 0.80 	 13.03 

1987 	 11.24 	 138 	 12.62 

1988 	 12.45 	 3.10 	 15.55 

1989 	 10.80 	 456 	 15.36 

1990 	 12.74 	 3.24 	 15.98 

1991 	 11.09 	 6.89 	 17.98 

1992 	 8.20 	 5.61 	 13.81 

Source: 	Alberta Stock Exchange public files. 

Local Interim Policy Statement 317. This policy statement also has the effect of 
increasing the length of time required to conduct the underwriting in British 
Columbia vs. Alberta. 

In Ontario and Quebec, the minimum regulatory cost of an IPO is between 
$100,000 and $150,000. Jog (this volume) estimates average total TSE issue costs 
at $300,000 to $400,000 plus 6 percent to 7 percent of issue proceeds. Due to the 
larger size of IPOs on exchanges in these provinces, however, the percentage cost 
of an IPO is lower than in Alberta or British Columbia. Using a sample of 46 IPOs 
on the TSE between 1991 and 1993, Macintosh (1994a) estimated the average reg-
ulatory costs of an IPO of less than $5 million at 5.6 percent of the issue proceeds, 
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and the average underwriting cost at 17 percent (although this was skewed by an 
underwriting with a commission of 40 percent), for a total cash cost of 22.6 per-
cent. He found evidence of economies of scale in TSE IPO expenses, as average 
percentage cash costs decrease with issue size. For example, average total costs for 
IPOs between $5 million and $10 million are around 12 percent. 

This evidence suggests that the dollar cost of publicly listing a security is 
lower in Canada than in the United States. Thus, it is possible, economically, to 
raise an amount ranging from several hundred thousand dollars for an ASE JCP 
firm, to more than a million dollars for a regular IPO on the major exchanges. For 
a firm attempting to raise several hundred thousand dollars of equity financing 
using the public equity markets in Canada, the ASE's JCP program is the only eco-
nomical alternative. Medium-sized enterprises could use either the ASE or VSE to 
raise a minimum amount of approximately $1 million. According to the OSC Task 
Force report (1994), Ontario investment dealers prefer to issue equity offerings of 
$10 million or more. Investment dealers in Quebec are expected to have minimum 
offer sizes greater than Alberta and Vancouver, but lower than Ontario. 

UNDERPRICING OF IPOs 
THE SECOND MAJOR COST OF AN IPO UNDERWRITING IS INDIRECT and is borne by the 
issuing firm. This cost results from the underwriters' habit of setting the IPO price 
at a level below the equilibrium value of a firm's shares. This empirical phenomena 
has been noted in many countries including Canada, and a number of explanations 
have been put forth. 

Baron (1982) developed a theory for the demand for investment banking 
advisory services in which the advisor is better informed about the capital markets 
than the issuing firm. In this situation, the issuer contracts with the investment 
dealer for the provision of both advisory and distribution services, and dealers use 
their superior information to establish an issue price below the first-best offer price. 
This results in IPOs being initially underpriced when they are first issued. Baron's 
theory was directly tested by Muscarella and Vetsuypens (1989). They examined 
the IPOs for a set of investment banks which went public between 1970 and 1987. 
Since in these cases the investment dealer company is acting as its own advisor and 
distributor of shares, there is no asymmetry in the information between the issuer 
and the advisor. Muscarella and Vetsuypens found that, contrary to Baron's theory, 
these self-marketed IPOs experienced underpricing which was significantly higher 
than other IPOs. Using a sample of IPOs for Canadian brokerage firms, Cheung 
and Krinsky (1994) were also unable to find support for Baron's hypothesis. 

Rock (1986) and Beatty and Ritter (1986) developed alternative models to 
explain IPO underpricing. In their models, there are two classes of investors: 
informed investors and uninformed investors. The informed investors are able to 
determine the investment quality of a particular IPO and will attempt to purchase 
a large amount of the underpriced IPOs and a lesser amount of the overpriced IPOs. 
The uninformed investors are unable to differentiate between the types of IPOs and will 

wind up purchasing a higher percentage of the overpriced IPOs (thereby incurring 
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the winner's curse) and a lower percentage of the underpriced IPOs. To entice the 
uninformed investors to purchase IP0s, all IPOs must be sufficiently underpriced 
to allow uninformed investors to cover their losses on the overpriced IPOs. Beatty 
and Ritter contended that underwriters will enforce the IPO underpricing to main-
tain their reputation, and provided weak evidence that investment firms which 
price IPOs incorrectly lose market share in subsequent periods. A direct test of this 
hypothesis was conducted, using data from Singapore, by Koh and Walter (1989). 
Due to the institutional arrangements in that country, it was possible to gather 
information on the rationing of IPO securities. Using this data, the authors found 
that, when the rationing associated with new issues was accounted for, the under-
pricing of new issues disappeared. 

Other authors have tried to determine what elements of information will 
reduce the level of investor uncertainty about a particular security, and thus lower 
the  extent of the underpricing of the new issue. In Canada, Jog and Riding (1987) 
found that IPO underpricing was significantly related to the firm's industry group 
and the use of the proceeds of the issue. Clarkson and Merkley (1994) found that 
the younger  the  firm and the lower the level of pre-issue annual sales, the higher the 
underpricing. As well, firms in the extractive industries had higher levels of under-
pricing than firms in the retail trade, services, financial and consumer products sec-
tors. The authors also identified a number of management choice variables which 
explained cross-sectional differences in IPO underpr:cing. Underpricing was lower 
for firms which used a "Big Eight" accounting firm, was lower for high-prestige than 
lower-prestige underwriting firms and was lower if the managers included an earn-
ings forecast in the prospectus. Finally, they found that the underpricing was lower 
if the proceeds of the issue were to be used for financing as opposed to operational 
Or investment purposes. 

Tinic (1988) developed and tested the hypothesis that the underpricing of 
IPOs occurs because investment dealers are protecting their firm against the legal 
liabilities of an overpriced issue and want to minimize the damage an overpriced 
issue will do to the firm's reputation. Keloharju (1993) found high initial IPO 
returns in a study of Finnish IPOs and noted a much lower probability of share-
holder lawsuits in Finland than in the United States. Thus, the legal liability 
hYPothesis was not a likely explanation for the underpricing of Finnish IPOs. 

More recently, Allen and Faulhaber (1989), Chemmanur (1993), Grinblatt 
and Hwang (1989) and Welch (1989) developed signalling models which 
explained new issue underpricing. Under these models, issuers have better infor-
mation than underwriters or investors about the value of a firm. The high-quality 
firms view the 1PO as the first stage of their financing program, and intend to raise 
additional capital through a secondary offering in the future. To signal that their 
firm is high quality and to sell their stock at a higher price in secondary offerings, 
these high-quality firms choose to underprice their IPO. Thus, the high-quality 
firms will incur the higher underpricing cost in the initial market to realize a higher 
selling price in the secondary market. Lower-quality firms which do not intend to 
return  to the market with a secondary offering will have no incentive to underprice 
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their IPO deliberately. 'Thus, the high-quality firms' behaviour will not be mimicked 
by the lower-quality firms. Empirical examinations of this hypothesis by Jegadeesh 
et al. (1993) and Jog (this volume) found weak evidence in support of this hypothesis. 

U.S. empirical evidence from Aggarwal and Rivoli (1990) and Ritter (1991), 
and Canadian evidence from Cheung and Krinsky (1994) suggests that IPO under-
pricing is a short-run phenomena. Ruud (1993) and Hanley et al. (1993) proposed 
an alternative explanation for the underpricing of IPOs based on stabilization 
activities by the underwriters of IPOs which effectively put a floor on the losses of 
IPOs and thus truncate the left tail of IPO return distributions. Since most studies 
of IPO underpricing measure underpricing from the initial issue price to the closing 
price at the end of the first trading day, these truncated distributions would result 
in a higher average day 1 return than would be the case if the stabilization activity 
did not occur. Both Ruud and Hanley et al. pointed out that this stabilization is 
acknowledged by the Securities and Exchange Commission (SEC) to be a form of 
price manipulation, but the SEC argues that firms which engage in stabilization for 
the purposes of manipulation will suffer a loss in reputation which will lower their 
ability to sell securities in the future. Using data from firm commitment underwritings, 
Ruud demonstrated that the distribution of one-day stock returns was positively 
skewed and inordinately peaked at a zero return. She also demonstrated that most 
securities with a day 1 return of zero subsequently fell in price. This is consistent 
with the evidence that IPO underpricing is a short-run phenomena. A more recent 
paper by Schultz and Zaman (1994) supported this dealer stabilization hypothesis 
by reporting that underwriters, on average, repurchase over 20 percent of the shares 
issued in an IPO during the first three days following the stock's listing. 

Empirical Evidence of the Underpricing of IPO Securities 

Early U.S. studies that document high returns immediately after issue for IPO secu-
rities include Reilly and Hatfield (1969), Stoll and Curly (1970) and Ibbotson 
(1975). lbbotson reported that this return, measured over the first month of trad-
ing for a security, averages 11.4 percent. A summary of 1P0  underpricing in many 
countries around the world is presented in Kunz and Aggarwal (1994, Table 1). 

Ibbotson and Jaffe (1975) examined the existence of "hot issue" markets for 
U.S. IPOs and found that IPO returns in the immediate after-market vary over 
time. They also found that a time series of IPO returns exhibited serial dependence 
and that "hot issue" markets persist over time. Ritter (1984) demonstrated the 
extent of this phenomena when he noted that over the 15 months beginning 
January 1980, U.S. IPO securities experienced a gain of 48.4 percent on the first 
day of trading. This return was significantly higher than the average return of 16.3 
percent earned during the rest of the six-year period he studied (1977 to 1982). Ritter 
found that the "hot issue" phenomena was restricted to natural resource securities. 

Ritter (1987) provided evidence that the underpricing of an IPO security 
depended on whether the issue was distributed on a best-efforts basis, or as a firm-
commitment offer (see Table 4). Using a firm-commitment issue will send a signal 
to investors that the underwriting firm has confidence in the issue price. Therefore, 
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TABLE 4 
AVERAGE UNDERPRICING AND TOTAL ISSUE COSTS FOR U.S. IPOs IN 
PERCENTAGE TERMS BETWEEN 1977 AND 1982 

Type and Size 	Average 	Cash 	Average 	Total Average 
of IPO 	 Expenses 	Underpricing 	Issue Costs 

	

(%) 	 (%) 	 (%)' 

Best-efforts 

Group 1 	 20.15 	 39.62 	 31.89 
Group 2 	 16.21 	 63.41 	 36.28 
Group 3 	 13.57 	 26.82 	 14.49 
Group 4 	 13.22 	 40.79 	 25.97 
Group 5 	 10.43 	 -5.42 	 -0.17 

Firm-commitment 

Group 1 	 19.48 	 26.92 	 31.73 
Group 2 	 17.43 	 20.70 	 24.93 
Group 3 	 14.77 	 12.57 	 20.90 
Group 4 	 12.34 	 8.99 	 17.85 
Group 5 	 934 	 10.32 	 16.27 

- 	 ----- 

Notes: 	Based on a sample of 1,028 IFOs (664 firm-commitment and 364 best-efforts) between 

1977 and 1982. The groups are categorized by the amount of capital raised (in thousands of 

dollars). 

A mount raised: 

Group 1: $1,000 to $1,999 
Croup  2: $2,000 to $3,999 
Group 3: $4,000 to $5,999 
Group 4: $6,000 to $9,999 
Group 5: $10,000 to $120,174. 

• Total issue costs are computed as 100 percent minus the net proceeds of the issue as a per-

centage of the closing price on the first day of trading. Thus, it is not simply the sum of cash 

expenses and underpricing. 

Source: 	Ritter (1987), Table 4. 

the results show a much lower degree of underpricing for the firm-commitment 
issues. The table also illustrates the total cost of undenvriting an IPO, including 
both the cash costs and the underpricing. For best-efforts and firm-commitment 
issues under $2 million, the total issue costs are 32 percent. For the most part, the 
total average issue costs are a decreasing function of issue size. 

In a more recent study, Aggarwal and Rivoli (1991) reported higher under-
pricing for best-efforts issues, but lower underpricing for firm-commitment issues 
compared to Ritter's 1987 study (see Table 5). For best-efforts underwritings under 
$3 million, they found average underpricing of 65 percent and total average issue 
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TABLE 5 

AVERAGE UNDERPRICING AND TOTAL ISSUE COSTS FOR U.S. IPOs IN 
PERCENTAGE TERMS BETWEEN 1977 AND 1987 

	

Type 	and Size 	Average Cash 	Average 	Average Total 

	

of 	IPO 	 Expenses 	Underpricing 	Issue Costs 
(%) 	 (%) 	 (%). 

Best-efforts 

	

Group 1 	 16.13 	 6532 	 49.27 

	

Group 2 	 14.60 	 40.74 	 39.32 

Firm-commitment 

	

Group 1 	 17.01 	 23.17 	 32.62 

	

Group 2 	 14.12 	 10.16 	 22.04 

	

Group 3 	 10.90 	 6.01 	 15.95 

	

Group 4 	 8.42 	 7.08 	 14.48 

Notes: 	Based on a sample of 1,852 IPOs (1,556 firm-commitment and 296 best-efforts) between 
1977 and 1987. 7"he groups are categorized by the amount of capital raised (in thousands of 
dollars). 
Amount raised: 
Group 1: less than $3,000 
Group 2: $3,000 to $9,530 
Group 3: $9,531 to $18,924 
Group 4: $18,925 and over. 

• Total issue costs are computed as 100 percent minus the net proceeds of the issue as a per-
centage of the closing price on the first day of trading. Thus, it is not simply the sum of cash 
expenses and underpricing. 

Source: 	Aggarwal and Rivoli (1991), Table 2. 

costs of almost 50 percent, while for firm-commitment issues of similar size they 
found average underpricing of 23 percent and total issue costs of 33 percent. 
Consistent with the Ritter results, Aggarwal and Rivoli found that firm-commitment 
issues had lower underpricing and total costs than best-efforts issues, and that 
underpricing and issue costs decreased with issue size. 

Canadian studies of IPOs that report underpricing include Jog and Riding 
(1987), Krinsky and Rotenberg (1989), Falk and Thornton (1992) and Jog (this 
volume). Jog and Riding reported that short-term returns following the initial listing 
of a security averaged 9 percent to 11.5 percent between 1971 and 1983. However, 
Jog (this volume) has found lower returns after 1983. Over the period 1983 to 1988, 
Falk and 'Thornton reported average returns, adjusted for market returns, of 19 per-
cent for TSE IP0s, 25 percent for Montreal Exchange (ME) IPOs and 307 percent 
for ASE IPOs. Their sample of ASE securities included both regularly listed ASE 
and JCP securities. The large difference between the returns reported by Jog and 
Riding and Falk and Thornton suggests that "hot issue" markets exist in Canada. 
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The underpricing and total issue costs of ASE JCP securities are illustrated in 
Table 6. The first time period includes only blind pools listed before the establishment 
of the JCP program. In a blind pool stock offering, the prospective shareholder 
invests in a company with no earnings history and receives little indication of how 
the money being raised will be spent. Some of these blind pools  were  subject to fraud-
ulent trading and, thus, the results in this time period are biased upward. These illegal 
trading activities resulted in the establishment of JCP guidelines in late November 
1986. 'Thus, only the last three time periods in Table 6 include true JCP securities. 
The results indicate a high degree of underpricing in the early days of the JCP program, 
but a dramatic reduction in this underpricing as investors became accustomed to 
the characteristics of the securities, e.g., risk and return. Since the minimum issue 
price was raised to $0.10, the degree of underpricing of .1CP securities is very similar to 
the underpricing of small U.S. securitie,s. Thus, the total percentage costs of a JCP 
issue are currently similar to those of small U.S. firms. 

TABLE 6 

AVERAGE UNDERPRICING AND TOTAL ISSUE COSTS FOR ASE JCP IPOs 
_  IN PERCENTAGE TERMS BETWEEN 1986 AND 1992  

Time 	 Average Cash 	Average 	Average Total 
Period 	 Expenses 	 Underpricing 	Issue Costs 

(9'o) 	 (%) 	 (%)a  

04/18/86-10/31/86 	 13.03 	 864.00 	90.98 
12/01/86-10/16/87 	 12.62 	 529.00 	86.11 
10/19/87-07/19/88 	 15.55 	 248.00 	75.73 
07/20/88-12/31/92 	 15.78 	 62.00 	48.01 

Notes: 	The time periods were chosen to correspond to dates in which major changes were made to 
the JCP program, or to investor confidence. The first period starts when the first blind pool 
offering was made and ends when a moratorium was placed on new blind pool registrations. 
The second period begins when the moratorium was lifted and the JCP program was offi-
cially started. JCP regulations include a requirement for a minimum number of sharehold-
ers, escrow requirements, etc. The second period ends on the day before the stock market 
crash on October 19, 1987. The third time period begins with the stock market crash of 
1987 and ends on the day that the last $0.05 stock offering was first listed. In the last period, 
only stocks with an initial price of $0.10 are included. (Although the Alberta Securities 
Commission raised the minimum share offering price to $0.10 in late 1987, it was several 
months before the last $0.05 stock offering actually became listed on the Alberta Stock 
Exchange.) The average cash expenses for the first three periods were the costs in 1986, 
1987 and 1988 respectively. The average cash expense in the last period was the average of 
the cash expenses in 1989, 1990, 1991 and 1992. 

• Total issue costs are computed as 100 percent minus the net proceeds of the issue as a per-
centage of the closing price on the first day of trading. 'Thus, it is not simply the sum of cash 
expenses and underpricing. 

Source: 	Alberta Stock Exchange data records. 
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SUMMARY OF THE LITERATURE CONCERNING THE ISSUE COSTS 
OF AN IPO 
THE CASH EXPENSES ASSOCIATED WITH AN IPO consist of fixed regulatory expenses, 
plus a commission expense which varies with the issue size. In Canada, these costs 
make it uneconomical to conduct an IPO with a value of much less than $1 million 
on the Toronto, Montreal or Vancouver stock exchanges. On the Alberta exchange 
it is possible to conduct an IPO of only a few hundred thousand dollars using the 
JCP program. 

A large component of the cost of an IPO is the fact that the securities are 
issued to the public at an initial price that is lower than the security's equilibrium 
price. Recent evidence suggests that some of the underpricing is due to the support 
activities of an IPO's underwriters after issue. Nonetheless, it does appear that 
underwriters do set the issue price of an IPO at less than the equilibrium price. The 
most commonly accepted explanation for this phenomena is the asymmetry in 
information which exists between issuers and uninformed investors. Uninformed 
investors will reduce the price they are willing to pay for a firm's IPO to offset the 
winner's curse, suffered from purchasing proportionately too many overvalued 
IPOs. Further research has identified IPO characteristics, some of which are under 
management control, which can lower the extent of the information asymmetry 
and of the underpricing. Some researchers use these findings to suggest that there 
may be an optimal strategy for deciding when and how to conduct an IPO. For 
example, Aggarwal and Rivoli (1991) suggested that firms can seek to minimize 
their total costs of an IPO by waiting until the firm has a strong history of earnings, 
can justify an issue size approaching $10 million and can convince a prestigious 
underwriting firm to conduct the IPO. They concluded that "the entrepreneur is 
likely to pay dearly in going public prematurely" (p. 360). 

This advice ignores the important question of how a firm raises equity before it 
is optimal to go public. Implicit in the recommendations is the belief that it is less 
costly to use private equity financing than public equity financing for small equity 
issues. In Canada, MacIntosh (1994a, b) and the Ontario Securities Commission 
(1994) presented evidence that significant regulatory and institutional barriers exist 
which make it difficult for small firms to access private equity financing. 
Discussions with brokerage industry participants in Alberta have indicated that it 
is muc.h more difficult to raise seed capital from individual investors for a companY 
which intends to stay private, than for a private company which intends to conduct 
a public offering in the near term. The fact that there are economies of scale in the 
issuing of IPOs does not mean that using the public equity markets is impractical 
for small equity issuers. 

LISTING REQUIREMENTS OF CANADIAN STOCK EXCHANGES 

THE LISTING REQUIREMENTS OF THE ASE, ME, TSE AND VSE for the different 
industry types are presented in Appendix A. The TSE, which dramaticallY 

tightened its requirements in 1992, has the toughest standards. Since 1992, the 
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required public share float of all new companies has been $2 million, up from the 
previous level of $1 million. As well, any industrial firms with annual profits of less 
than $100,000 are required to have at least $5 million in tangible assets, an increase 
from the previous $1 million level. 'These changes effectively limit the TSE to the 
larger IPO issues of several million dollars. Thus, smaller Ontario firms which want 
to access public equity markets are forced to consider listing on the Ontario over-
the-counter (OTC) market, the Canadian Dealer Network (CDN) or on one of the 
Canadian junior stock exchanges. 

The ME has significantly lower listing requirements than the TSE. An ME 
industrial firm requires only $1 million in public equity, provided it has adequate 
assets and income. Similarly, the minimum public equity for mining firms is 
$500,000, and the minimum public equity for oil and gas exploration firms is 
$750,000. 'These resource industry firms must also have strong assets and earning 
potential to be able to list with the minimum amount of equity. 

Regular listing on the VSE requires a minimum public equity level of $1.8 million 
for industrial firms and non-oil resource firms, and $1 million for oil and gas firms. 
A listing category also exists for venture companies with lower minimum listing 
requirements than for a regular listing. Resource companies need a minimum of 
$450,000 in equity, while non-resource companies need a minimum of $850,000. 

The lowest listing requirements in the country are on the ASE. For example, 
it is possible to list an industrial firm with a minimum asset base of $400,000, as 
long as a minimum of 500,000 shares are held by at least 300 public shareholders. 
Using the JCP program, it is possible for entrepreneurs with at least $100,000 in 
seed capital to raise up to several hundred thousand dollars from public investors. 
In the first years of the JCP program, entrepreneurs did not need a clear idea of the 
purpose for which the funds were being raised; however, in recent years underwrit-
ing firms have been unwilling to take a JCP issue public unless the entrepreneur has 
a strong business track record and a good idea of how the funds will be invested. 

Many authors like to discuss how the U.S. OTC markets, the National 
Association of Securities Dealers Automated Quotations/National Market System 
(NASDAQ/NMS) and the regular NASDAQ market, have allowed the listing of 
many small start-up companies in the United States. It should be noted that the 
listing requirements of these exchanges are higher than for most Canadian 
exchanges. For example, the pre-eminent market, the NASDAQ/NMS requires a 
minimum equity float of $3 million which is higher than even the TSE (see 
Schwartz, 1991,  P.  51). Even the second-tier market, the regular NASDAQ, 
requires a firm to have a minimum of $2 million in assets, $1 million in capital and 
retained earnings, but has no minimum market float value. Clearly, the listing 
requirements of the major U.S. OTC markets are more stringent than those of the 
smaller Canadian exchanges. 

To summarize, it is clear that the potential exists to raise equity capital of less 
than $1 million for venture firms using the ASE and VSE, and for resource issues 
on the ME. Due to the costs of listing, for practical purposes, most of the regular 
IPOs on these exchanges will not be much below the $1 million level. The TSE 

607 



ROBINSON 

remains reserved for medium and large firms requiring equity of over $2 million. 
Although there is an OTC market in Ontario, it appears that there is a gap in the 
availability of public equity of less than $1 million in that province. Small Ontario 
firms can seek to list on the ASE or VSE; however, the underwriters and regulators 
of these exchanges have difficulty with listing applications from other jurisdictions. 
One of the reasons for the success of the ASE's JCP program, discussed in the next 
section, is that the majority of the issues were Calgary firms. This allowed the 
underwriters and regulators to obtain a great deal of information about the JCP 
principals. As well, since only Alberta residents were able to purchase IPO shares 
in a JCP firm, it allowed the principals to identify investors, called "President's List" 
investors, for the public offering. In many cases, JCP principals of Alberta compa-
nies were able to go to the underwriter of the JCP offering with almost the entire 
issue placed with their friends and business associates. 

OTHER CONSTRAINTS TO PUBLIC LISTING OF SME EQUITY 

THE TWO MAJOR REASONS WHY JUNIOR FIRMS WILL CHOOSE TO LIST their shares 
on a stock exchange are to allow the seed equity investors the opportunity to 

cash in their investment in full or partially, or to allow the firm the opportunity to 
re-enter the equity market with a secondary offering to raise additional equity capital. 
In either case, it is vitally important that an active secondary market for the firm's 
shares develops after the initial listing. Without this secondary market, the firm's 
share price will drift lower after issue, making it harder for the firm to issue a 
secondary offering and for investors to sell their shares. 

Macintosh (1994a) noted that a "catch-22" exists in the development of a market 
for junior equities. Primary offerings in such a market are not likely to be successful 
unless there is some assurance that there will be an active secondary market following 
the initial listing. Unfortunately, an active secondary market for such securities 
cannot develop until there have been successful primary offerings in the market. 

Further exacerbating the liquidity issue is the fact that large underwriting 
firms are unlikely to be interested in participating in the issuance of junior equitY 
issues. Macintosh (1994a, p. 140) stated, "The national investment dealers have 
shown very little interest in servicing the IPO market for offerings of less than $25 
million." In the United States, Wolfe et al. (1994) found that prestigious under-
writers avoid the smaller riskier new issues. 

Large underwriting firms avoid the smaller firms for three main reasons. First, 
they are concerned about the reputation of their firm being affected if they begin 
to participate in the underwriting of smaller firms. Second, as noted earlier, the 
underwriting commission is typically a function of the issue size. Thus, the larger 
finns have an incentive to participate in only the larger issues because of the overhead 
associated with maintaining their position as a prestigious firm. Finally, as Rasch 
(1994) noted, the low turnover of the small firms makes it unprofitable for brokerage 
firms to research the companies because the costs associated with collecting and 
processing the company information will not be recovered by brokerage commissions. 
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In studying the development and decline of special stock market segments for 
small firms on European exchanges, Rasch noted that when there is a decline in 
trading for these types of firms a "vicious circle" of illiquidity develops. There are two 
elements to this circle: the flow of information and the flow of funds. Within the flow 
of information circle, a lack of stock exchange turnover leads to a low demand for 
research about the companies and low incentive for brokerage firms to generate the 
research. Without the research, however, there is low investor interest in the securities 
and a low level of stock turnover. Within the flow of funds circle, low stock turnover 
creates an illiquid secondary market for these securities which increases transaction 
costs in this market. The higher transaction costs reduce the incentive of investors 
to trade in these securities and leads to low investor interest and low levels of trading. 

Rasch (1994) also observed that a low liquidity in the secondary market for 
the equity of junior firms will have a significant impact on the issuing firms. He 
stated, "In order to attract investors, these companies have to offer a higher expected 
return than blue chips. This, however, raises their cost of equity and puts them at 
a disadvantage against large companies in terms of competitiveness" (p. 24). 

'Thus, the successful development of an active primary market for junior equity 
issues requires the establishment of a viable secondary market for these securities. 
Unfortunately, the evidence from Canada, the United States and Europe indicates 
that the large prestigious national brokerage firms avoid underwriting and supporting 
junior equities. 'Thus, the development of a market for this type of equity security 
requires strong regional and boutique investment dealers. In Canada, Macintosh 
(1 994a, p. 140) noted, "The development of a regional dealer network in Canada 
has greatl y  lagged that in the United States." One reason for the lack of these dealers 
in Canada is that economies of scale exist in the investment industry, and Canada's 
capital markets are not large enough to support specialized investment dealers. 
Macintosh also pointed out that limits on the underwriting compensation of small 
issues in Ontario, due to Ontario Policy Statement 5.2, have hampered the activities 
Of  investment dealers in the junior market. 

In Alberta, a number of regional brokerage firms have taken advantage of the 
JCP program to carve out a profitable underwriting and trading niche. The com-
pensation to these dealers for an underwriting consists of a cash commission, plus 
stock warrants equal to 10 percent of the issued shares. In the early years of the JCP 
program, the underwriters kept the cash commissions low in order to build the pro-
gram but, recently, the cash commissions have been increasing. The client base for 
the  JCP program is predominately retail, although a number of JCP firms are able 
to arrange private placements soon after issue from institutional investors. 

A regional brokerage firm in Ontario indicated that there is a market for 
underwriting small equity issues, but the majority of these issues are listed on the 
OTC market. The disadvantage of this form of listing for junior equities is the lack 
of liquidity for firms listed on the CDN. As discussed above, an active secondary 
market is essential before the primary market for these securities can fully develop. 
The regional firm indicated that, for slightly larger firms, it is possible to take the 
firm public by conducting a reverse takeover of a TSE shell. Macintosh (1994a) 
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pointed out that the price of a TSE shell is approximately $200,000 to $250,000. 
After acquiring a shell, a firm would incur additional regulatory and underwriting 
expenses when raising additional equity capital. 

HISTORY OF JUNIOR EQUITY ISSUES 

IN THIS SECTION, THE HISTORY OF JUNIOR STOCK PROGRAMS in a number of countries 
are examined. In the United States, blind pool programs were implemented in 

the 1980s to assist start-up firms in raising equity. Unfortunately, the experience of 
U.S. investors with blind pools has been poor. Out of a sample of 68 U.S. blind 
pools in existence in 1986, only 23 (33.8 percent) were trading at a price above the 
initial subscription price, and one blind pool underwriter estimated that only 2 percent 
of these pools were successful (see Stern and Bornstein, 1986). One problem with 
these programs is that dishonest promoters use the fact that securities regulations, 
especially for small stock offerings in certain states, are inadequate or supervision is 
lax to defraud investors of millions of dollars (see Holdman, 1984; Stern et al., 
1989). Stern and Bornstein (1986, p. 41) reported, "One state securities director 
says the SEC regularly brushes aside complaints involving securities fraud under 
$1 million as too small for them to look into." States with relatively lax regulations, 
such as Utah, attracted criminals interested in fraudulent stock trading (see 
Holdman, 1984). 'These lax states have attempted to improve their legislation and 
enforcement to combat the fraud. As well, recent rule changes by the SEC have been 
instituted to combat fraud in the trading of low-priced U.S. stocks (see Reuter, 1992). 

During the 1980s, a number of major European stock exchanges established 
special stock market segments for trading the shares of small firms (see Rasch, 
1994). The first special segments included the Unlisted Securities Market (USM) 
of the London Stock Exchange, the Official Parallel Market (OPM) of the 
Amsterdam Stock Exchange, the Mercatto Ristretto in Italy, and the Second Marché in 
Paris. The Geregelter (regulated) Market was established in Germany in 1987. 
These exchanges were introduced to combat the low number of new equity listings 
on European stock exchanges. Rasch (1994, p. 2.) stated, "By the end of the 1970s the 
European stock exchanges had lost their role as an important source of finance." 

These special market segments were introduced to be an intermediate market 
between the existing major stock exchanges and the OTC markets. The admission 
and disclosure requirements were set at a lower level than for the major stock markets. 
For example, in the junior markets a firm had to offer a minimum of only 10 per-
cent of its equity to the general public to qualify for listing, while the requirement 
was a minimum of 25 percent on the major exchanges. 'These special market seg-
ments were designed as transition markets to allow firms to grow to a size where 
they could be listed on a major exchange. 

During the first years of their development, many of these exchanges experienced 
great success in primary offerings and secondary market trading. For example, the 
USM of the London Stock Exchange began in 1980 and, by 1988, more than 780 
securities had been listed on it. In January 1987, the London Stock Exchange 
opened a third market specifically designed to appeal to even smaller firms which 
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could not satisfy the USM listing requirements. This third market did not develop 
strong investor interest and, in the face of declining interest, was closed in 1990 
with about half of the listed companies being transferred to the USM. Since sec-
ondary market trading and only seven new companies were listed in 1992. One rea-
son for the decline was the lowering of listing requirements for regular London 
Stock Exchange firms and an increase in the costs of issue of USM firms to a level 
close to the costs of a regular listing. The London Stock Exchange decided to close 
the USM in 1992, but postponed the implementation date to 1996. 

Similar experiences have been observed for the French Second Marché, 
Amsterdam's OPM (closed in 1992), Italy's Mercatto Ristretto and Germany's 
Geregel  ter Market. These markets were significantly affected by the stock market 
decline in October 1987; however, structural problems with these markets also 
existed. Since the exchanges were regarded as transitory, the strong firms would 
grow into regularly listed firms and only the weaker firms would be left on the 
junior exchanges. When the supply of new listings dried up in the early 1990s, 
these exchanges acquired a reputation of containing inferior securities. This 
affected secondary market trading and the willingness of new firms to Seek listings 
on these markets. As well, there was inadequate differentiation between the junior 
markets and the regular markets in some countries so, as regulations and costs asso-
ciated with listing on the major exchanges were lowered, there was little incentive 
for firms to list on the junior markets. 

A final problem is that the growth in importance of institutional investors in 
Europe increased the demand for large, heavily traded, European securities at the 
expense of the junior securities. Many of these institutions adopted passive invest-
ment strategies which entailed duplicating stock market indices based on blue-chip 
securities only. As discussed above, this lack of demand for junior securities meant 
that many brokerage firms did not research or support the trading of the juniors, 
and the liquidity of these securities declined. 

ALBERTA'S JUNIOR CAPITAL POOL PROGRAM 

THE JCP PROGRAM WAS INITIATED IN NOVEMBER 1986, after public hearings exam-
ined the performance of a series of blind pools which had been introduced in 
Alberta earlier in the year. The stated objective of the JCP program is as follows 
(see Alberta Stock Exchange Circular No. 7, 1990, p. 7-1): 

The Junior Capital Pool concept is designed to provide junior start up 
companies with an enhanced opportunity to become listed on The Alberta 
Stock Exchange thereby providing a viable and efficient mechanism to 
enable junior companies to raise further equity capital from the investing 
public. The Exchange recognizes however that as the listing and prospectus 
disclosure requirements for Junior Capital Pool Companies are substantially 
less than what is required for other companies, additional requirements are 
necessary to provide the market with sufficient disclosure and to limit abuse 
of this system. 
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To set up a JCP firm, a group of inside investors (promoters) raise seed capital 
by issuing themselves shares in exchange for cash. The amount of seed capital 
required before an offering can be made to outside shareholders has been changed 
four times: $30,000, to $50,000, to $75,000 and recently to $100,000. The firm 
raises additional equity capital through a JCP IPO to outside shareholders with a 
minimum share value of at least $0.10. The current JCP regulations require that the 

share value for seed capital can be no less than 50 percent of the price of the shares 

offered to the public through the 1PO. The prospectus requirements for a JCP IPO 
are much less onerous than those of a regular IPO, and include a requirement to 
identify all seed capital purchasers and provide an idea of the line of business in 
which the JCP firm will be pursuing asset acquisitions. As noted in Appendix A, a 
JCP firm can have no significant operating assets, nor agreements in place to 

acquire assets, before being listed on the ASE. 
'Thus, investors in a JCP IPO are at a severe information disadvantage with 

respect to the promoters of the firm. There are, however, a number of regulations 
designed to protect JCP IPO investors against this information asymmetry. First, all 
JCP stock offerings must be conducted by registered investment dealers who are 

bound by "know your client" rules. These brokerage firms must ensure that any 
investors in a JCP firm fully understand the investment characteristics, including 
the risk, of their investment. Brokerage firms are also concerned with maintaining 
their reputation and will only underwrite JCP issues which they believe have a high 

probability of success. In order to have a JCP issue accepted by a brokerage firm, the 
promoters must have a proven track record in the industry they have identified for 
the firm, must have a clean record with the Alberta Securities Commission (ASC) 
and the ASE, and should have experience on the board of a public company. 

A JCP listing is transitory because once listed on the ASE the JCP firm has 
18 months in which to complete a major transaction — an asset acquisition — which 
will change the company from a JCP firm to a regularly listed ASE firm. The major 
transaction must be large enough (over $400,000) for the JCP firm to qualify for 

regular listing on the ASE. To minimize the possibility of investor funds being mis-
appropriated, only Canadian assets are eligible for major transactions. Failure to 
complete a major transaction within the allowed period may result in the JCP firm 

being delisted by the ASE. To further protect outside investors in a JCP firm, inside 
investors are required to provide full disclosure regarding the details of a major 
transaction prior to its implementation, and the majority of the outside shareholders 
must approve the transaction before it can be completed. It is possible that this 
18-month period may force some outside shareholders to make suboptimal invest-
ment decisions near the end of the period if they are concerned about their shares 
being delisted. The ASE has tried to combat this potential problem by allowing 
JCP firms to become reinstated if they complete a major transaction after the 

18-month period. 
The JCP rules have been tightened to provide further protection for 

investors. For example, in late 1987 the minimum price of a JCP share was raised 
to $0.10 from $0.05 and, more recently, the minimum price of seed capital was set 
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at 50 percent of the public offer price. The net result has been to increase the level 
of protection afforded to outside shareholders in a JCP company; however, they 
have also increased the cost of listing a JCP company. Alberta regulators were 
attempting to make the appropriate trade-off between ensuring full disclosure and 
fair treatment for minority shareholders, and the cost of publicly listing a c,ompany. 

One agency problem with all junior equities, including JCP equities, is that 
the market float is relatively low making it easier for the price of securities to be 
manipulated by the firm's promoters. Some enforcement experts maintain that 
fraud in the junior Canadian markets is widespread (see Mathias 1994a, p. 10) and 
the odds of transgressors being caught and convicted very low (see Mathias 1994a, 
b and c). To overcome this agency problem, the JCP program has very strict escrow 
requirements. One hundred percent of the shares of inside shareholders (the seed 
capital providers) must be held in escrow at the time of the initial listing of the 
security. One third of the securities in escrow are released on each of the first, sec-
ond and third anniversaries of the firm's major transaction. The regulations seek to 
overcome the agency problem by ensuring that inside shareholders will benefit 
from a JCP issue only if the firm succeeds in building shareholder value over a long 
period. 

Another problem with junior equity markets, discussed by Macintosh 
(1994a) and Rasch (1994), is that there may be a problem with low liquidity of 
securities after an IPO. The JCP program has been structured to help overcome that 
problem by requiring that each JCP firm must have at least 300 public shareholders 
owning an aggregate total of at least 500,000 shares. As well, to prevent initial 
share holdings in the public market from being too concentrated, the maximum 
percentage any one outside shareholder can purchase of an IPO is 2 percent of the 
shares issued. It is felt that these regulations will provide for an active secondary 
market for JCP securities. Also helping the secondary market is the posting of public 
bids and asks for a JCP firm by the brokerage company underwriting the issue. 

The JCP program was very successful in the late 1980s in increasing the number 
of firms that were publicly listed in Alberta. Table 7 illustrates that between 1986 
and 1992, 405 companies were listed as JCP firms (or were converted to JCP firms) 
and over $77 million was raised in initial JCP offerings (including seed capital and 
IPO proceeds). Although the number of JCP issues declined significantly in the 
early 1990s, the number of new JCP listings reached 56 in 1993 and 99 in 1994. 

A major objective of the JCP program was to allow small start-up companies 
to become listed in Alberta, making it easier for them to access equity capital mar-
kets to finance their expansion. To determine the success of the JCP program in 
meeting this objective, two issues were examined: how many JCP firms completed 
major transactions and became regularly listed ASE firms, and how successful were 
JCP companies in raising capital in the secondary markets, both equity and debt, 
to finance their growth. 

Table 8 illustrates that of the 384 JCP firms that went public between 1986 
and 1992, 324 or 86 percent had completed a major transaction by the end of 1992. 
By excluding the 15 JCP firms listed in the 18 months prior to the end of 1992, 
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TABLE 7 

INITIAL CAPITAL RAISED BY JCP COMPANIES 

Year 	 Number Listed 	Seed Capital 	JCP 1P0 Capital 

($) 	 ($) 

Pre-JCP 	 21 	 752,500 	 2,094,500 

	

(35,833) 	 (99,738) 
1986 	 1 	 10,000 	 60,000 

	

(10,000) 	 (60,000) 
1987 	 172 	6,527,949 	23,414,849 

	

(37,953) 	 (136,133) 
1988 	 156 	6,268,106 	24,083,711 

	

(40,180) 	 (154,383) 
1989 	 24 	1,027,322 	 4,345,222 

	

(42,805) 	 (181,051) 
1990 	 8 	 456,500 	 1,566,500 

	

(57,063) 	 (195,813) 
1991 	 6 	 306,495 	 1,226,495 

	

(51,083) 	 (204,416) 
1992 	 17 	 991,750 	 3,811,750 

	

(58,338) 	 (224,221) 
Total 	 405 	16,340,622 	60,603,027 

	

(40,347) 	 (149,637) 

Note: 	This table illustrates the total equity raised. The average amount is displayed in parentheses, 
for each year of the JCP program. 

which were actively searching for a major transaction, the success rate increased to 
88 percent. In Table 8, firms are assigned to industry categories based on the invest- 
ment intentions outlined in their initial prospectus. These intentions were not 
binding on the promoters of the security but, in most cases, the promoters did com- 
plete a major transaction in the indicated industry. Note that in the majority of 
cases, the promoters had no clear idea of how they would invest the proceeds of the 
IPO. When the success of JCP firms in completing major transactions is considered 
as a function of the industry category, in 210 of 213 cases (excluding 12 JCP firms 
recently listed and still searching for a major transaction) (99 percent) where the 
promoters of a JCP issue indicated the industry in which they would invest, the firm 
completed a major transaction. When the promoters did not have a clear purpose 
for the funds, only 120 of 156 (excluding three JCP firms recently listed and still 
searching for a major transaction) (77 percent) firms completed a major transaction. 

Table 8 also shows how many JCP companies were still listed on the ASE at 
the end of 1992. The fact that a firm is no longer listed on the ASE does not necessarily 
mean that it has gone bankrupt. Some firms are taken over or move to more senior 
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TABLE 8 

REVIEW OF HOW MANY ASE JCP IPOs BECAME VIABLE BUSINESSES 

Industry' 	 Number Listed 	Number of 	Number ofb 	Firms 	Number of Firms 	Nurnber of Firms 

since Program 	Major Transactions 	Delisted 	by 	Delisted Due 	Delisted Due to 

Was Initiated 	Completed 	December 31, 1992 	to a Takeover 	a Move to the TSE 

Oil and gas 	 96 	 90 	 23 	 12 	 8 
Manufacturing 	 17 	 17 	 3 	 0 	 0 
Service 	 49 	 42 	 17 	 1 	 1 
Real estate 	 24 	 24 	 5 	 1 	 0 
Mining 	 33 	 31 	 9 	 2 	 0 
Financial services 	 6 	 6 	 1 	 0 	 0 
Other' 	 159 	 120 	 73 	 6 	 1 
Total JCP 	 384 	 330 	 131 	 22 	 10 
Pre-JCP 	 21 	 16 	 11 	 0 	 0 

Notes: 	' Firrns were assigned to industries based on the stated investment intentions of the firm at the  tune of the JCPIFO. 
b Two possible reasons for delisting are presented in the following two columns. 
'Business  was specified as an investment or holding company, or was unspecified. 

Source: Alberta Stock Exchange data records. 
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exchanges, while others stop paying ASE listing fees and, in essence, become private 
companies. Overall, 131 of the original 384 firms were delisted, but 32 of these firms 
were either taken over or moved to another exchange. 'Thus, the number of failures is 
99 of 384 firms, or 26 percent. Examining the failure rate by industry, shows that it was 
just 3 percent for oil and gas firms, around 17 percent for manufacturing, real estate and 
financial services firms, 21 percent for mining firms and 31 percent for firms in the 
service industry. The failure rate was a much higher 42 percent for JCP firms where the 
promoters had no stated industry. The survival rate with an industry listed compares 
favourably with the success rate of U.S. venture capital investments. A study of 383 such 
investments from 1969 to 1985 found that 35 percent of the investments had decreased 
in value, and 12 percent had lost all their value (see Venture Economics, 1988). As the 
JCP firms listed in recent years all had a specified industry, and raised a larger amount 
of initial capital, it is expected that the survival rate has increased over time. 

For JCP companies to grow and become viable businesses they are required to 
access sources of capital following the IPO. From an initial capital base of just under 
$77 million, JCP companies (including pre-JCP firms) have raised an additional 
$475 million in equity since the JCP program was initiated (see Table 9). Over half 
of this amount came from share-for-asset exchanges; however, a significant amount 
of cash, almost $215 million, has been raised by the selling of shares for cash. JCP 
firms have also been successful in raising capital by using preferred share and debt 
financing. Since the program's inception, over $19 million of preferred shares have 
been issued, and $165 million of debt financing arranged. While some of the debt 
was issued to sellers of assets to JCP firms, $34 million represents bank loans. 

The above results show that the JCP program has been successful in helping 
entrepreneurs use the public equity markets to raise the initial capital for their 
businesses.  They  have been able to grow their businesses by accessing secondarY 
financing. A summary of survey re,sults gathered from interviews with JCP principals, 
underwriters and regulators is contained in Hopkins and Robinson (1994). 'These 
results suggested that participants have been happy with how the JCP program has 
developed and view it as a viable program for financing small Canadian firms. The 
program reduces the regulatory cost and burden of accessing the public equity markets, 
yet it is still monitored and regulated at a high level. 

Summarizing the above information provides some insights into the success 
of the JCP program and suggests some ideas for adopting a similar program in other 
jurisdictions. The JCP program evolved as a regional program to meet the needs of 
issuers and investors in Alberta, particularly Calgary. Before its establishment, the 
ASE had strong membership from regional brokerage firms which were in the business 
of listing junior firms and had a client base of retail investors who wished to invest 
in these types of securities. The JCP program was just an evolution for the 
exchange, not a dramatic change in focus. 

The program's success in its early years was in the listing of oil and gas firms. 
The introduction of the JCP program coincided with the downsizing of the major 
oil firms in Calgary, which put many highly trained oil professionals on the street 
with generous severance packages. The JCP program allowed these individuals to 
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TABLE 9 

SECONDARY EQUITY FINANCING BY JCP FIRMS BY INDUSTRY 

Private 	Options and 	Acquisitions' 
Placements 	Warrants 	 ($) 

($) 	 ($) 

Industry 

Oil and gas 	 82,872,065 	 3,822,286 	 64,361,609 
Manufacturing 	 4,023,535 	 1,175,056 	 6,505,694 
Services 	 35,701,097 	 1,842,083 	53,073,595 
Real estate 	 5,820,645 	 894,083 	 17,233,622 
Mining 	 15,396,849 	 1,707,802 	 17,322,577 
Financial services 	 1,110,640 	 137,500 	 1,012,951 
Other 	 50,529,532 	 3,238,970 	72,125,943 
Total JCP 	 195,454,363 	12,817,870 	231,636,031 
Pre-JCP 	 19,532,900 	 894,820 	15,136,403 

Note: • Shares were issued by the JCP firm to either acquire assets or to take over an existing private, 
or public, company. 

Source: Alberta Stock Exchange public files and data records. 
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gather a pool of capital to use to purchase the properties which the major oil and 

gas firms were selling because they were not economically viable for a large com-

Pany; however, the junior companies had much lower overhead and were able to 
manage these properties economically. Over time, the JCP program has diversified 
its listings to include the manufacturing, services and high-technology sectors. 

From the start, the JCP program was transitory. JCP firms had a limit of 18 
months in which to complete their major transaction or they were delisted by the 
ASE. This time limit imposed discipline on JCP issuers and removed the weak firms 

from the program so a reputation of only having poor quality firms did not develop. 
As well, the restrictive escrow requirements ensured that the JCP issuer would only 
be able to benefit if the firm actually turned into a regularly listed ASE firm. 

Finally, as mentioned above, the JCP program began as, and still remains, 

essentially a local program. This allows underwriters and regulators to learn a great 
deal about prospective JCP issuers before approving the firm's listing. This close 

monitoring has helped ensure that any JCP firms which come to market have a 
strong management team and a good chance of success. 

The JCP program has created a viable second-tier market for small equity list-
ings in Alberta. What are the implications of the success of the JCP program for 

other jurisdictions in Canada? As stated above, the program was developed during 
the late 1980s when there was a need for a financing program to allow the forma-
tion of small firms to pursue opportunities in the oil and gas industry. It was built 
by regional brokerage firms with an established base of retail investors used to 
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inve,sting in small higher-risk firms. Without this combination of factors in place, 
it is questionable whether the JCP model could be replicated in other Canadian 
provinces. Any attempt to create a second-tier equity market would require a close 
examination of existing programs, the stock exchange and over-the-counter mar-
ket, to determine how a new program could fill an equity financing gap. An alter-
native could be the modification, or enhancement, of existing programs. In the 
context of junior equity issues, a promising alternative could be the development 
of a more liquid over-the-counter market. 

SUMMARY AND RECOMMENDATIONS 

THE FUTURE GROWTH OF AN ECONOMY depends on the development of new 
economic entities. However, financing SMEs is difficult in many countries 

because of regulatory and institutional restrictions, or an unwillingness by investors 
to provide equity for these firms. An element of this investor unwillingness is the 
fact that most investments in SMEs are illiquid. 

This report considered whether it is possible for SMEs to provide liquidity to 
potential investors by listing their equity on a public stock exchange. It examined 
the costs of publicly listing in Canada, and the United States, and found a lower 
limit on equity financing of approximately $1 million for the ME and the VSE. 
Thus, these exchanges will not be a source of financing for small Canadian firms, 
but are suitable for listing medium-sized firms. The ASE's JCP program does allow 
the listing of small firms on a public equity exchange. For seed capital of only 
$100,000 an entrepreneur, or group of entrepreneurs, with a strong business oppor-
tunity and an unblemished record can raise an additional several hundred thousand 
dollars to pursue an opportunity. The costs of listing on the TSE make it suitable 
for equity issues of an amount over $1 million. This report notes that the dollar 
costs of public listing in Canada are lower than the cost of listing on a U.S. 
exchange and finds that the percentage cost of listing in Canada for SMEs is similar 
to the cost in the United States. 

This report also examined the listing requirements of the Canadian 
exchanges to see if these requirements imposed a restriction on the availability of 
equity financing to SMEs. The TSE has significantly increased its listing require- 
ments and is now suitable for only well-established medium-sized firms. This has 
created a gap in the financing of smaller firms in Ontario, which is only partially 
filled by the OTC market and the other Canadian regional exchanges. Regular list- 
ing on the VSE and the ME is available for only medium-sized firms requiring over 
$1 million in equity capital, although there are less-stringent requirements for re,source 
firms on the ME, and venture firms on the VSE. The ASE listing requirements are 
much lower than those on the other exchanges, and an industrial firm can be listed 
with a minimum asset base of $400,000. In addition, the ASE's JCP program allows the 
public listing of equity with a market capitalization of several hundred thousand dollars. 

This report also discussed the experience of a number of countrie,s in the 
development of special programs to allow the listing of SMEs on public equity markets. 
It notes that there is a potential problem with market manipulation in junior equirY 
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markets, and regulators have to develop strong regulations and enforcement prac-
tices to combat this problem. The report also found that a significant problem in 
the development of a program for the listing of junior equities is the need to ensure 
a liquid secondary market for these securities following issuance. Failure to develop 
a strong secondary market will doom the primary market to failure. 

Examining the JCP program on the ASE provided some insights into how a 
program for the listing of junior Canadian equities can be developed. It is impor-
tant to note that the JCP program was an evolutionary, not a revolutionary, change 
for the ASE. The ASE already had a well-established regional dealer network and 
a strong retail following for junior equity issues. Thus, any attempt to add a second 
tier of equity trading to a larger senior exchange can be difficult. In Europe, the 
large prestigious brokerage firms trading on the senior exchanges did not find it 
economical to undenvrite and research the smaller equity issues of the junior 
exchanges. The current trend in Europe is to establish new markets for smaller 
companies which are independent of the existing stock exchanges. 

The JCP program also succeeded because it began as a local program geared 
to the needs of Alberta. When it began, there was a dramatic change in the 
employment and activities of the senior oil companies in Alberta which generated 
great opportunities for junior oil companies. 'Thus, the program satisfied a local 
need for capital formation. (In other regions, the needs of firms and investors may 
necessitate a different type of junior program.) Finally, the JCP program has had 
strong regulations from its inception, including strict escrow requirements which 
require the JCP principals to build a successful company before being able to sell 
their shares. 

Overall, the results provide evidence that it is possible to establish a system 
for  financing small equity ventures using public stock exchanges as long as there are 
strict regulations governing the program and careful monitoring once it is estab-
lished. In the first year of its existence, Alberta's JCP program experienced some of 
the problems that have plagued similar programs in the United States, but Alberta 
regulators reacted quickly to these events and minimized the damage to Alberta's 
investing public and to the reputation of the program. 

The implications for other Canadian provinces are less clear. While the 
development of a viable second-tier equity market in these jurisdictions would help 
fill a financing gap for equity amounts in the range of $50,000 to $1,000,000, it is 
unclear whether the JCP program would be the best model outside Alberta. In 
Provinces with an established OTC market, increasing the liquidity and profile of 
this market may prove a better alternative. 
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APPENDIX A 

EXCHANGE LISTING REQUIREMENTS 

ALBERTA STOCK EXCHANGE (ASE), MINIMUM LISTING REQUIREMENTS 

Requirements 

There are different requirements for companies to obtain a listing depending on classifica-
tion. The ASE may exercise its discretion to list companies that may not meet the specified 
requirements. The staff of the Exchange should be consulted by the company at an early 
stage as this may alleviate technical problems arising at the time of formal listing. 

All companies, except Junior Capital Pool companies, must have a minimum of 500,000 
shares held by at least 300 public shareholders (other than principals and promoters), each 
holding a board lot (normally 500 shares) or more. In addition, at least 20 percent of the 
issued and outstanding shares must be free-trading and held by public shareholders. Specific 
requirements for companies (in industry sectors) are: 

Irulustrial Company: 
• Net tangible assets of $400,000. 
• Adequate working capital to carry on business. 
• History of profitable operations. 
• Where there is no record of earnings, the company must have a working commercial prototype 

of its product. A minimum of $250,000 in development expenses must have been spent in 
the previous five years, and the company must have a feasibility study prepared by an inde-
pendent qualified consultant which demonstrates the economic viability of the combany's 
product or service, together with a management plan for at least one year. 

Real Estate Company: 
• Net tangible assets of $1,500,000 if the company has a record of earnings or $2,000,(X)0 if 

there is no record of earnings. 
• Adequate working capital to carry on business. 
• History of profitable operations. 
• If the company has no history of earnings, each application will be considered based on its 

own merits. 

Investment Company: 
• Net tangible assets of $1,500,000 if the company has a record of earnings or $2,000,000 if 

there is no record of earnings. 
• Adequate working capital to carry on business. 
• History of profitable operations in cases where the company has a history of earnings. 
• Stated investment guidelines and restrictions. 

(cont'd) 
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ALBERTA STOCK EXCHANGE (ASE), MINIMUM LISTING REQU IREMENTS 
(coned) 

Mining: 

• An interest in a resource property with geological merit. 

• A minimum of $200,000 in exploration and development costs must have been expended 

on the property in the previous five years. 

• Exploration or development program of a minimum of $200,000. 

• Net working capital sufficient to carry out the work program with an additional $100,000 

in unallocated funds. 

• An up-to-date report on the property by an independent engineer or geologist. 

0i/ and Ças: 
• For producing companies — $50,000 cash flow and proved producing reserves of $500,000 

discounted at 15 percent. 

• For development companies — sufficient working capital to carry out an identified work 

program, a minimum of $100,000 in unallocated funds, proven and probable reserves of 

$500,000 discounted at 15 percent and probable reserves discounted a further 50 percent. 

Proven producing reserves must account for at least $250,000 of the above stated value. 

• For exploration companies — sufficient net working capital to carry out an identified work 

program of a minimum of $500,000 consisting of at least a four-well drilling program and 

an additional $100,000 in unallocated funds. 

• An up-do-date independent petroleum engineer's or geologist's report. 

Research and Development: 
• A minimum of $500,000 in research and development expenses in the last five years. 

• Independent technical assessment of previous research which recommends a further 

research program of at least $500,000. 
• Net working capital su ffi cient to carry out the research program together with an additional 

$100,000 in unallocated funds. 

Junior Capital Pool: 
• The founders of the applicant company are required to  injecta minimum of $100,000 into 

the company at a price not less than 50 percent of the public offer price. 

• A maximum of $500,000 may be raised before listing, including funds raised prior to the 

public offering and the proceeds of the public offering. 

• Only companies which do not have significant operating assets, other than cash, nor agree-

ments in place to acquire operating assets would be eligible to apply for listing under the 

Junior Capital Pool program. 

• The minimum offering price is $0.10 per share, and the maximum purchase by any sub-

scriber under the prospectus is 2 percent of the number of shares distributed to the public. 

• A minimum of 500,000 shares held by at least 300 public shareholders each holding a 

board lot. 

Source: 	Alberta Stock Exchange, Policy and Procedures Manual, 1995. 
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MONTREAL EXCHANGE (ME), INDUSTRIAL, FINANCIAL AND REAL 
ESTATE COMPANIES, MINIMUM LISTING REQUIREMENTS 
	 _ 

Requirements 	 Requirements for Exemption' 
	 _ 

(a) Minimum tangible net worth of 	 (a) Minimum tangible net worth of 

$1,000,000. 	 $3,500,000. 

(b) Net income of at least $100,000 before 	(b) Net income of at least $200,000 
taxes in the fiscal year immediately 	 before taxes in the last fiscal year. 

preceding the filing of the listing 

application, and a minimum of two of the 	(c) Pre-tax cash flow of $500,000 in the 

last three years must have been profitable. 	last fiscal year. 

(c) Adequate working capital and 	 (d) Adequate working capital and 

capitalization to carry on its business, 	 capitalization to carry on its 

business. 

(d) A minimum market value of $1,000,000 
of publicly held shares which must be free 

of any trading restrictions. 

(e) A minimum of 1,000,000 publicly held 

securities which must be free of any 

trading restrictions. 

(f) If the applicant company is a financial 

company, the Exchange may apply reduced 

prior earnings requirements to the extent 

appropriate for its nature of business and 

long-term growth policy. 

(g) If the applicant is a financial investment 

company, the Exchange must be satisfied as 

to the independence and qualifications of 

the investment manager and as to the trustee 

which will be holding the securities. 

	 _ 

Note: 	• Requirements for exemption from the provision of paragraph (b) of article 9153 of the 

Rules of the Montreal Exchange for Industrial, Financial and Real Estate Companies. 

Source: CCH Canadian Limited, Canadian Securities Law Reporter, 1995. 
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RAISING EQUITY CAPITAL FOR SMALL AND MEDIUM-SIZED ENTERPRISES 

MONTREAL EXCHANGE, MINING EXPLORATION COMPANIES, 
MINIMUM LISTING REQUIREMENTS 

Definition: A mining exploration 
company is a company principally engaged 
in the exploration and development of 
mineral properties. 

(a) Definition: A mining company is a 
company principally engaged in 
developing mineral properties and 
bringing them into production. 

(a) 

The company must hold at least one 
mineral property of demonstrable merit 
which must be satisfactory to the Exchange. 

(b) Seed capital and previous work: A company 
which is making an initial public offering 
or which is being revived after a long 
period of inactivity, must have raised by 
way of the sale of common shares, net 
proceeds of a minimum total amount of 
$100,000 and must have expended during 
the last 12 months a minimum amount of 
$50,000 in exploration or development work 
on its properties. 

(c) Exploration program: The company shall 
submit a report prepared by an independent 
mining expert which must include 
recommendations for a program of 
exploration or development for a minimum 
amount of $300,000. 

(d) Additional reports: When the company is 
scheduling a significant program (more than 
$100,000) on one or more additional 
properties within the next two years, using 
funds on hand at the time of listing, the 
Exchange may require the submission of 
additional reports recommending such 
programs. 

(b) Proven reserves of ore: The 
company must have proven reserves 
of ore sufficient to yield a mine life 
of at least three years as evidenced 
by an independent feasibility study 
which must be satisfactory to the 
Exchange. 

(c) Financial requirements: 
(i) pre-tax profitability in the last 

fiscal year; 
(ii) pre-tax cash flow of $350,000 

in the last fiscal year; 
(iii) an average pre-tax cash flow of 

$300,000 for the last two fiscal 
years; and 

(iv) adequate working capital and 
capitalization to carry on its 
business. 

(d) Market value of publicly held shares: 
The market value of publicly held 
shares free of any trading 
restrictions must be at least equal to 
$1,000,000. 

(e) Publicly held securities: A minimum 
of 1,000,000 publicly held securities 
which must be free of any trading 
restrictions. 

(cont'd) 
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MONTREAL EXCHANGE, MINING EXPLORATION COMPANIES, 
MINIMUM LISTING REQUIREMENTS (cont'd) 

Requirements 	 Requirements for Exemption' 
	 _ 

(e) Working capital: The company shall have 
adequate working capital to carry out the 
recommended program of exploration or 
development on its mineral properties for 
the current year with a minimum of 
$400,000, including a minimum of 
$100,000 of unallocated funds. This 
amount is net of funds required to keep 
important property options in good 
standing in the next 12 months. 

(f) Capitalization: The capitalization of the 
company must be adequate to carry on its 
business. 

(g) Market value of publicly held shares: The 
market value of publicly held shares free of 
any trading restrictions must be at least 
equal to $500,000. 

(h) Publicly held securities: A minimum of 
500,000 publicly held securities which must 
be free of any trading restrictions. 

Note: 	. Requirements for exemption from the provision of paragraph (b) of article 9153 of the 
Rules of the Montreal Exchange for Mining Companies. 

Source: CCH Canadian Limited, Canadian Securities Law Reporter, 1995. 
_ 
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RAISING EQUITY CAPITAL FOR SMALL AND MEDIUM-SIZED ENTERPRISES 

MONTREAL EXCHANGE, OIL AND GAS EXPLORATION COMPANIES, 
MINIMUM LISTING REQUIREMENTS 

Definition: An oil and gas exploration 
company is a company principally engaged, 
directly or indirectly, in the exploration and 
development of oil or gas properties. 

(b) Program to increase reserves: The company 
shall submit a program, not limited to 
proposed acquisitions of undeveloped 
acreage, satisfactory to the Exchange, which 
can reasonably be expected to increase 
reserves. 

(c) Reserves: The company must have proven 
reserves of recoverable oil or gas of 
$2,000,000 (based on the discount rate 
generally used in the industry). 

(d) Working capital: The company shall have 
adequate working capital to execute its 
program and to carry on its business, with a 
minimum of $400,000. 

Capitalization: The capitalization of the 
company must be adequate to carry on its 
business. 

(f) Market value of publicly held shares: The 
market value of publicly held shares, free of 
any trading restrictions, must be at least 
equal to $750,000. 

Publicly held securities: A minimum of 
750,000 publicly held securities which must 
be free of any trading restrictions. 

(a) Definition: An oil or gas company is 
a company principally engaged, 
directly or indirectly, in developing 
oil or gas properties and bringing 
them into production. 

(b) Proven reserves: The company must 
have proven reserves of recoverable 
oil or gas having a value of at least 
$5,000,000 (based on the discount 

rate generally used by the industry) 
as evidenced by an independent 
study which must be satisfactory to 
the Exchange. 

(c) Financial requirements: 

pre-tax profitability in the last 
fiscal year; 

(ii) pre-tax cash flow of $500,000 
in the last fiscal year; 

(iii) an average annual pre-tax 
cash flow of $400,000 for the 
last two fiscal years; and 

(iv) adequate working capital and 
capitalization to carry on its 
business. 

(d) Market value of publicly held shares: 
The market value of publicly held 
shares, free of any trading restrictions, 
must be at least equal to $1,000,000. 

(e) Publicly held securities: A minimum 
of 1,000,000 publicly held securities 
which must be free of any trading 
restrictions. 

(a) 

(i) 

(e) 

(g) 

Note: • Requirements for exemption from the provision of paragraph (b) of article 9153 of the 
Rules of the Montreal Exchange for Oil and Gas Companies. 

Source: CCH Canadian Limited, Canadian Securities Law Reporter, 1995. 
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TORONTO STOCK EXCHANGE (TSE), INDUSTRIAL COMPANIES, 
MINIMUM LISTING REQUIREMENTS 

Requirements 	 Requirements for Exemption.  
	 _ 

(a) 	(i) 	net tangible assets of $1,000,000; 	(i) 	net tangible assets of $5,000,000; 
(ii) earnings of at least $100,000, before 	(ii) 	earnings of at least $200,000, before 

taxes and extraordinary items, in the 	taxes and extraordinary items, in the 

fiscal year immediately preceding the 	fiscal year immediately preceding 

filing of the listing application; 	 the filing of the listing application; 

(iii) pre-tax cash flow of $400,000 in the 	(iii) 	pre-tax cash flow of $500,000 in the 

fiscal year immediately preceding the 	fiscal year immediately preceding 
filing of the listing application; and 	 the filing of the listing application; 

(iv) adequate working capital and 	 and 
capitalization to carry on the business. 	(iv) 	adequate working capital and 

capitalization to carry on the 

OR 	 business. 

(b) 	(i) 	net tangible assets of $5,000,000; 
(ii) evidence, satisfactory to the Exchange, 

indicating a reasonable likelihood of 

future profitability; and 

(iii) adequate working capital and 

capitalization to carry on the business. 

OR 

(c) 	(i) 	earnings of at least $200,000, before 

taxes and extraordinary items, in the 

fiscal year immediately preceding the 

filing of the listing application; 

(ii) pre-tax cash flow of $500,000 in the 

fiscal year immediately preceding the 

filing of the listing application; and 

(iii) adequate working capital and 

capitalization to carry on the business. 
	 _ 

Public distribution of at least 1,000,000 shares that can be freely traded with an aggregate 

market value of $2,000,000. 
	 - 

At least 300 public shareholders each owning at least one board lot. 	 - 

Note: 

	

	• Requirements for eligibility for exemption from section 19.09 of the Toronto Stock 
Exchange General By-Law. 

Source: Toronto Stock Exchange, Members' Manual, 1995. 
- 
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TORONTO STOCK ExcHANGE (TSE), MINING COMPANIES, MINIMUM 
LISTING REQUIREMENTS 

Requirements 	 Requirements for Exemption' 

(a) 	(i) 	proven reserves to provide a mine 	(i) 	net tangible assets of $5,000,000; 
life of at least three years, calculated 	(ii) 	pre-tax profitability in the fiscal 
by a qualified and independent 	 year immediately preceding the 
technical authority; 	 filing of the listing application; 

(ii) evidence, satisfactory to the 	 (iii) pre-tax cash flow of $350,000 in 
Exchange, indicating a reasonable 	 the fiscal year immediately 
likelihood of future profitability; and 	preceding the filing of the listing 

(iii) adequate working capital and 	 application and an average pre-tax 
capitalization to carry on the business, 	cash flow of $300,000 for the two 

fiscal years immediately preceding 
OR 	 the filing of the listing application; 

(iv) proven reserves to provide a mine 
(b) 	(i) 	net tangible assets of $2,000,000; 	 life of at least three years, calculated 

(ii) a program of exploration and/or 	 by a qualified and independent 
development, satisfactory to the 	 technical authority; and 
Exchange, on an advanced property, 	(v) 	adequate working capital and 
and prepared by a qualified and 	 capitalization to carry on the 
independent technical authority; 	 business. 

(iii) sufficient funds (at least $500,000) to 
complete at least the next phase of 
the recommended exploration and/or 
development program on the 
company's properties; 

(iv) sufficient funds to meet estimated 
general, administrative and capital 
expenditures for a reasonable period 
of time (at least 18 months); and 

(v) adequate capitalization to carry on 
the business. 

_ 	  

Public distribution of at least 1,000,0(X) shares that can be freely traded with an aggregate 
market value of $2,000,000. 

_ 	  

At least 300 public shareholders each owning at least one board lot. 

Note: 	• Requirements for eligibility for exemption from section 19.09 of the Toronto Stock 
Exchange General By-Law. 

Source: Toronto Stock Exchange, Members' Manual, 1995. 
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TORONTO STOCK EXCHANGE (TSE), OIL AND GAS COMPANIES, 
MINIMUM LISTING REQUIREMENTS 	 _ 

Requirements 	 Requirements for Exemption' 

(a) 	(i) 	proven developed reserves of 	 (i) 	proven developed reserves of 

$2,000,000 based on the discount rate 	$5,000,000 based on the discount 

prescribed by the Exchange; 	 rate prescribed by the Exchange; 

(ii) a definitive program, satisfactory to 	(ii) 	pre-tax profitability in the fiscal 

the Exchange, which can reasonably 	year immediately following the 

be expected to increase reserves, and 	filing of the listing application; 
sufficient funds available to execute 	(iii) pre-tax cash flow of $500,000 in 

the program; 	 the fiscal year immediately preceding 

(iii) adequate working capital to carry on 	the filing of the listing application 
the business with a minimum of 	 and an average annual pre-tax cash 

$500,000; and 	 flow of $400,000 for the two fiscal 

(iv) adequate capitalization to carry on 	 years immediately preceding the 
the business, 	 filing of the listing application; and 

(iv) 	adequate working capital and 

OR 	 capitalization to carry on the 
business. 

(b) (i) 	proven developed reserves of 
$5,000,000 based on the discount 
rate prescribed by the Exchange; 

(ii) a definitive program satisfactory to 
the Exchange, which can be 
reasonably expected to increase 
reserves, and sufficient funds to 
execute the program; 

(iii) minimum annual pre-tax cash flow 
of $200,000; and 

(iv) adequate working capital and 
capitalization to carry on the business. 

Public distribution of at least 1,000,000 shares that can be freely traded with an aggregate 

market value of at least $2,000,000. 
	 _ 

At least 300 public shareholders each owning at least one board lot. 	 _ 

Notes: 

	

	• Requirements for eligibility for exemption from section 19.09 of the Toronto Stock 
Exchange General By-Law. 

Source: Toronto Stock Exchange, Members' Manual, 1995. 
- 
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VANCOUVER STOCK EXCHANGE (VSE), COMMERCIALANDUSTRIAL 
COMPANIES, MINIMUM LISTING REQUIREMENTS 

Conunercial/Industrial 	Without History 	 With a History 
Company Listing 	of Earnings 	 of Earnings 

Requirements 
_ 	  

Public distribution and 	At least 1 poo »Do shares without resale restrictions having an 
market capitalization 	aggregate market value of $1,800,000, held by at least 300 

shareholders, each holding one board lot or more. 

Assets 	 $3,000,000 net tangible assets. 	$900,000 net tangible assets. 

Profitability 	 Evidence indicating a 	At least $100,000, before 

reasonable likelihood of 	income taxes and 
profitability , 	 extraordinary items, in the 

immediately preceding fiscal 
year. 

Working capital and 	 Adequate to carry on the business. 
financial resources 

_ 	  

Source: 	Vancouver Stock Exchange, Listing Policy and Procedure Manual, 1995. 
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VANCOUVER STOCK EXCHANGE (VSE), RESOURCE COMPANY (OTHER 
THAN OIL AND GAS), MINIMUM LISTING REQUIREMENTS 	 _ 
Company Listing 	With Proven Reserves or 	In the Exploration 

Requirements 	Exploration and/or Development 	and/or  Development Stage 
of Industrial Mineral Properties 

Public float and 	At least 1,000,000 shares without resale restrictions, having an 
market capitalization 	aggregate market value of $1,800,000 held by at least 300 shareholders 

(exclusive of insiders), each holding one board lot or more. 

Assets 	 Interest in a mineral property with 	$1,800,000 net tangible 
proven reserves for a three-year mine 	assets. 
life. 

Profitability or 	Evidence indicating a reasonable 	A program of exploration 
development 	likelihood of future profitability , 	and/or development on an 

program 	 advanced property. 

Working capital and 	Adequate to carry on the business. 	Sufficient funds, at least 
financial resources 	 $450,000,  to complete the 

next phase of recommended 
exploration and/or 
development. 

Sufficient funds to meet 
estimated general, 
administrative and capital 
expenditures for at least 
18 months. 	 _ 

Source: Vancouver Stock Exchange, Listing Policy and Procedure Manual, 1995. 
- 
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VANCOUVER STOCK EXCHANGE (VSE) OIL AND GAS RESOURCE 
COMPANY, MINIMUM LISTING REQUIREMENTS 

At least 1,000,000 shares without resale restrictions, 
having an aggregate market value of $1,000,000 held 
by at least 300 shareholders (exclusive of insiders), 
each holding one board lot or more. 

Public float and market 
capitalization 

Assets 	 $1,800,000 proven developed reserves. 

Profitability or development 	A definite program which can reasonably be expected 

program 	 to increase reserves. 

Working capital and financial 	Financial resources to carry on the business with a 

reserves 	 minimum of $300,000. 

Sufficient funds to meet estimated general, administrative 

and capital expenditures for at least 18 months. 

Source: Vancouver Stock Exchange, Listing Policy and Procedures Manual, 1995. 
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VANCOUVER STOCK EXCHANGE (VSE), VENTURE COMPANIES, 
MINIMUM LISTING REQUIREMENTS 

Initial Listings 	 Natural Resource 	Non-Resource 
Requirements 	 Company 	 Company 

Seed capital price per share 	 $0.25 	 $0.25 

Net seed capital proceeds 	 $175,000 	 $400,000 

Minimum prospectus price per 	 $0.30/share 	 $0.30/share 

share or unit (net) 	 $0.40/unit 	 $0.40/unit 

Combined net proceeds from 	 $450,000 	 $850,000 
seed capital and first public 

distribution by prospectus 

Minimum number of shares sold 	500,000 	 600,000 

under prospectus 

Minimum number of shares in 	 300,000 	 300,000 

public float 

Number of public shareholders 	 300 	 300 

holding at least a purchase lot 

Prior expenditures on properties 	$100,000 	 $300,000 

or business to be funded by 
prospectus 

Minimum funds allotted for 	$100,000 in first 	phase 	not applicable 

exploration in prospectus 

Unallocated working capital 	 $100,000 	 $100,000 

on full listing 

Source: 	Vancouver Stock Exchange, Listing Policy and Procedure Manual, 1995. 
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VANCOUVER STOCK EXCHANGE (VSE), EXEMPT COMPANIES, MINIMUM LISTING REQUIREMENT'S 

Exempt Company 	 Resource Companies 	 Oil and Gas 	 Conunercial/Industrial 
Listing Requirements 	 Other than Oil  and Gas 	Resource Companies 	 Companies 

Publ ic  float 	 At least 300,000 shares which are beneficially owned by 300 shareholders, exclusive of insiders, each of whom 
must beneficially own one or more board lots which are free of resale restrictions. 

Assets 	 $5,000,000 in net tangible assets. 	$5,000,000 in proven developed 	$5,000,000 in net tangible assets. 
reserves. 

Proven reserves to provide a mine 
life of at least three years. 

Profitability 	 Pre-tax profitability in the immediately preceding fiscal year. 	 At least $200,000 in pre-tax 
profitability in the immediately 
preceding fiscal year. 

Working capital and 	 Average annual  pie -tax cash flow 	Pre-tax cash flow of $5,000,000 in the immediately preceding fiscal year. 
financial resources 	 of $300,000 in the immediately 

preceding fiscal year. 

Average annual  pie -tax cash flow 	Average annual  pie-tax cash flow of $400,000 for the two immediately 
of $300,000 for the two 	 preceding fiscal years. 
immediately preceding fiscal years. 

Adequate working capital and financial resources to carry on the business. 

Source: Vancouver Stock Exchange, Listing Policy and Procedure Manual, 1995. 
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INTRODUCTION 

IT IS OFTEN ASSUMED THAT SMALLER FIRMS ARE LESS ABLE TO OBTAIN DEBT CAPITAL 

than larger firms. This premise forms the basis for the provision of loan guarantees 
by governments and other institutions. Although implemented differently, govern-
ments of Canada, the United Kingdom, United States, Japan and those of most 
European Union countries provide loan guarantee schemes for small firms. This 
paper reports on three issues pertaining to the provision of loan guarantees to small 
firms. It: 

• draws on economic theory to examine the case for loan guarantee programs; 

• reviews the development and experience of the Canadian Small Business 
Loans Act (SBLA) and addresses design issues using agency theory; and 

• examines loan guarantee schemes in other nations and extracts lessons 
from their experience. 

The structure of loan guarantee programs is similar inte rnationally. The common 
stated objective of all such schemes is to redress a perceived flaw in the credit markets 
whereby small firms are unable to access debt capital. In all cases, the process is 
initiated when a small or medium-sized enterprise (SME) approaches a lender 
institution for a loan. If the borrower is eligible and in need of a guarantee, the 
guarantee is invoked with differing degrees of guarantor involvement. On approval, 
a proportion of the loan is guaranteed, and the borrower and lender risk the bal-
ance. Borrowers pay a fee for the guarantee, and lenders charge interest and require 
security. In the event of a default, the guarantor malces good on the guaranteed portion, 
and the lender often takes a loss on the balance. 

Without exception, the loan guarantee schemes of most countries are intended 
to provide access to capital for small businesses. Also, without exception, there is 
controversy surrounding these programs. The tenor of the debate may be under-
stood from the following comments, both made before the U.S. Congress House 

15 
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Committee on Small Business. On the one hand, advocates of the loan guarantee 
programs argue along the lines of B.H. Brown, vice-president of Allied Lending 
Corporation when he said that the "loan guarantee program is a vital source of long 
tenn capital for this country's small business community. It is a program which generates 
revenues in excess of its costs to the govemment and is an excellent partnership 
between the public and private sectors." 

Conversely, the arguments of opponents' follow along the lines of D. 
Stockman, Director, Office of Management and Budget, when he remarked that 
the loan guarantee program "serves no rigorously-defined public purpose at 
ail.. .[and]  may inflict unfair private economic harm to the 99 percent of non-SBA 
borrowers who must compete with government-fostered and subsidized competitors." 2  

While these comments reflect the tenor of the debate in the United States, 
similar comments may be heard in the halls of various govemments, including 
those of Canada. The pressure on such programs is all the greater given national 
deficits and the contingent liability associated with honouring loan guarantees. In 
part, the debate flourishes because both proponents and opponents have lost sight 
of the intention of loan guarantee programs. Debates surround the economic ben-
efits of supporting risky firms and the programs' potential to guide investment to 
disadvantaged business owners. Proponents of this approach argue that there are 
social welfare benefits that accrue due to risk-taking behaviour. However, even if 
such benefits do occur, tax-funded mediation in the credit market is not implied. 
Macintosh points out that Canadian SMEs tend to be highly levered and that further 
debt is often inappropriate. Indeed, risk investments are traditionally best financed 
by equity. 

In no case, however, have such objectives of risk subsidization or social tar-
geting been articulated for loan guarantee schemes. The single objective expressed 
in all loan guarantee schemes is the same as that of Canada's Small Business Loans 
Act: "to increase the availability of loans for the purpose of the establishment, 
expansion, modernization and improvement of small business enterprises" (SBLA, 
1991, p. 2)..The objective is to assist small firms, not to subsidize risky firms. At any 
firm size, a distribution of risk is associated with the borrower. It is the task of credit 
markets to discriminate according to the quality of the borrower. It is the objective 
of the loan guarantee scheme to facilitate capital formation for small firms. 

This paper reports on an analysis of issues that pertain to the provision of loan 
guarantees to small firms. It proceeds by drawing on economic theory to justify loan 
guarantee programs. Next, it provides a review of the history and experience of the 
Canadian SBLA program. Issues in program design are identified. These are 
addressed by invoking agency theory. Government, as the principal, wants private 
sector lenders to deliver the program. The lenders, as government's agents, have 
their own objectives of profit maximization. Alignment of the goals provides useful 
and practical guidelines for program design. The generic features of loan guarantee 
programs of the United States, Japan, Germany and the United Kingdom are 
described, and the paper closes with a summary of the issues and recommendations, 
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TABLE 1 

STATED OBJECTIVES OF LOAN GUARANTEE PROGRAMS 

Country 	 Objective 

"...to encourage lenders in the private sector to increase the avail-

ability of loans for the purpose of the establishment, modernization 

and improvement of small business enterprises" (SBLA, p. 2). 

"...to facilitate loans from financial institutions to smaller enterprises 

for business needs by extending insurance coverage to guarantee 

liabilities...for loans to smaller enterprises made by financial institutions" 

(Small Business Credit, 1976, p. 6). 

to provide "government-backed guarantees to support viable propositions 

from small business owners who have insufficient resources [due to 

lack of security or track record] to obtain conventional loans" (Pieda 

plc, 1992, p. 6). 

"...an attempt to increase access of small- and medium-sized entetprises 

to credit and in so doing to stimulate growth in the small business 

sector" (Rhyne, 1988, p. I I ). 

Canada 

Japan 

United Kingdom 

United States 

ON THE CARE AND NURTURE OF LOAN GUARANTEE PROGRAMS 

ECONOMIC THEORY OF LOAN GUARANTEE PROGRAMS: 
A CASE FOR INTERVENTION 

THE PREMISE OF LOAN GUARANTEE PROGRAMS 

THE UNDERLYING PREMISE OF LOAN GUARANTEE PROGRAMS is that small firms can-
not obtain proportionally as much credit (or credit on such good terms) as larger 
firms of equal credit risk. To illustrate this point, it is instructive to review the stated 
goals of loan guarantee programs enacted in various countries. These are listed in 
Table 1. 

Without exception, the goals of the various programs relate to correction of 
a perceived flaw in the credit market: that small firms have disproportionately less 
access to credit than larger firms of equivalent credit risk. The goal statements do 
not ordain that firms whose debt has been guaranteed should be any rislcier than 
other firms. Proper design of loan guarantee programs must bear in mind that there 
is a distinction between size and risk. It may be true that, on average, smaller firms 
are riskier; 3  however, within a size category, there is always a distribution of risk. 

The goals listed previously are the stated principles behind the programs. 
There are, in addition, a variety of other potential and real objectives of loan guar-
antee schemes. Resolution of the debates requires assessment of the extent to which 
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existing programs are meeting their stated objectives. Improvements to program 
designs must align program objectives with those of the agent lenders who imple-
ment the initiatives. 

ALTERNATIVE OBJECTIVES OF LOAN GUARANTEE PROGRAMS 

RHYNE (1988, CHAPTER 5) IDENTIFIED THREE CATEGORIES OF OBJECTIVES for loan 
guarantee programs: credit market imperfections, externality benefits associated 
with small firms and distributional aims. 

Mitigation of credit market imperfections includes three different objectives 
that may be attributable to loan guarantee plans. First, overcome a credit gap due 
to equilibrium quality credit rationing. Second, protect against credit tightening 
during recessions. Third, allow small businesses access to credit. The U.K. loan 
guarantee scheme also views its program as a means of "training" lenders to deal 
with small firms. 

The issue of quality credit rationing is discussed at length in subsequent sections; 
however, the findings of those sections may be succinctly summarized. First, it is not 
clear from either theory or empirical evidence what form, if any, credit rationing 
takes. Second, credit rationing is not necessarily a problem if the role of credit markets 
is to discriminate on the basis of quality and if such discrimination is not a binding 
constraint to the growth of those firms that contribute to economic development. 
It is true that small firms account for most growth in employment and that small 
firms often have difficulty raising expansion capital. However, it is the growth of a 
minority of such firms (estimated at 4 percent of the total) that drives economic 
development. If this minority is not rationed, credit rationing of the other is not a 
constraint. 

The objective of preventing recession-related so-called "credit crunches" was 
also identified by Rhyne (1988). However, lending ceilings are normally based on 
demand or legislation, and none of the loan guarantee schemes reviewed for this 
research is designed to include a countercyclical element. Thus, the "market fl aw" 
rationale reduces to the third possibility: that small firms, with attendant small bor-
rowing balances, fall below a threshold that lenders find economically viable to 
consider. According to this rationale, the flaw is related to the financial system vis-
à-vis the size of the firm, not its quality. 

The second category of objectives that Rhyne (1988) noted are those related 
to the extemal social welfare benefits associated with SMEs: job creation, support 
for technological innovation, promotion of competition, etc. Indeed, the study that 
recommended formation of the U.K. loan guarantee scheme, the Wilson 
Committee (1979, p. 26) noted explicitly that the promotion of a guarantee program 
could be justified if "the public return from the activities of small firms was greater 
than the private benefit because, for example, of their importance to job creation. 
In the latter case it would also follow that some public subsidy was justified." 

If this rationale is accepted, the issue becomes one of comparing the cost of 
the implied subsidy with the value of external benefits necessary to justify it. The 
value of social welfare benefits accruing to loan guarantee programs has not been 
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satisfactorily evaluated. To perform such a study with the necessary rigour requires 
a longitudinal comparison of guarantee-assisted borrowers+ vis-à-vis a valid bench-
mark sample of borrowers who did not use a guarantee. No such study has been 
performed. In general, studies of the impact of loan guarantee programs have been 
simplistic. As a result, hard evidence concerning external benefits of loan guarantees 
is lacking. This is surprising in view of the significant amount of government funds 
at stake. 

Distributional aims are mentioned as a third set of objectives for guarantee 
programs. Arguably, loan guarantees assist disadvantaged borrowers. However, with 
some minor exceptions, the design of most loan guarantee initiatives does not provide 
lender agents with any explicit targeting directives. 

The problems of program design, justification and political defence are vested 
in the objective(s) of the initiative. The goals of loan guarantee programs are 
invariably stated in terms of the first of these categories: to address the flaw in credit 
markets whereby small firms are thought to be unable to access capital to the same 
extent as large firms. If size is the issue, there ought to be no subsidy and the only 
firms to receive loan guarantees would be less risky ones within the small-firm 
universe. 

For the balance of this study, the operating premise is taken as the stated 
objective: loan guarantee programs are intended to facilitate access to capital for 
small but viable firms. As 'Thornton (1996, p. 1) pointed out, this is a public policy 
issue because it is widely believed that many of the small businesses that would other-
wise be denied credit do not contribute significantly to Canadian society nor are 
they able to enhance significantly Canada's competitive position internationally. 
The thrust of what follows is directed toward the design of loan guarantee schemes 
that accomplish this objective. To succeed, such programs need to align, in an 
explicit way, the objectives of the program with those of the agent lenders. 
Accordingly, a review of the operation of credit markets is in order. 

THE RESEARCH LITERATURE ON CREDIT MARKETS 

The Bank-SME Interface 

Hanson (1983) argued that the availability of expansion capital is the central issue 
in economic development: 

Access to capital is the central issue.... Entrepreneurial talent is not the 
prerogative of the wealthy, but is broadly distributed throughout the popu-
lation as a whole. Without reasonable access to financing, many of our 
countries' most talented and aggressive entrepreneurs will be cut out of the 
economic system. Innovation and business development will become a luxury 
reserved for the wealthy, and the economy as a whole will suffer. 
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Therefore, the decision to grant credit is critical, not just to the entrepreneur 
whose particular request is being considered, but also to society. Justification of loan 
guarantee initiatives is often based, by invocation of the literature, on credit 
rationing (see, for example, the works of Berger and Udell, 1990; Chan and 
Kanatas, 1985; deMeza and Webb, 1987, 1992; Besanko and Thakor, 1987; and 
Stiglitz and Weiss, 1981). Cressy (1995) argued convincingly that access to capital 
is not a barrier in the credit rationing sense. Rather, he made a strong case for 
human capital as the more essential ingredient to survival. Growth, however, does 
require capital. To the extent that smaller firms suffer disproportionately less access, 
availability of capital is a public policy issue. The basis of government intervention 
in financial marketplaces is an understanding that, because of the way markets 
operate, smaller firms face proportionately greater difficulty raising credit than larger 
firms, other factors (including risk) being equal. 

In Canada, the demand side of the marketplace for small business debt capital 
comprises approximately 900,000 small businesses. On the supply side, banks are 
the primary, indeed almost exclusive, suppliers of debt capital to small business. 
The supply side of the market comprises six national multibranch banks, several 
smaller regional lenders and (in some provinces) small co-operative lending 
institutions. 

The relationship between banks and small business borrowers has been turbulent. 
Wynant and Hatch (1990), Orser et al. (1993) and others revealed dissatisfaction 
among a high proportion of SME clients. In the spirit of Cressy (1995), bankers 
argue that the poor management skills of some small business owners are problem-
atic. Banks' fiduciary responsibilities to their depositors mitigate against lending to 
firms that do not present fiscally responsible management.5  

Smaller firms, in particular, seem less able to obtain debt capital from banks. 
M.J. Grant and Co. Ltd. (1988) reported that banks turned down newer smaller 
companies most frequently, a finding confirmed by Orser et al. (1993). Further, 
Wynant and Hatch (1990) and Riding and Haines (1994) found that (unlike in the 
United States and other countries) the margins on bank loans to Canadian SMEs 
are almost universally less than 3 percent above prime. Riskier firms tend to be 
turned down in attempts to arrange bank financing. This finding is consistent with 
credit rationing based on quality. 

Credit rationing carries implications for credit markets. Foremost is that, 
under credit rationing, there remains an excess of demand for credit over supPlY. 
With credit rationing, lenders are unwilling to provide, at current market rates, the 
loans SMEs seek. Lenders ration credit to control the quality of their loan  portfolios'  
It follows that the so-called laws of supply and demand and of single price do not 
hold. This restricts the application of conventional methods of economic theorY 
development. Moreover, and most important, the level of investment may be at 
variance with that which is socially optimal (Stiglitz and Weiss, 1981; and deMeza 
and Webb, 1987). 
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It is worth reviewing the literature on credit rationing because it is often 
invoked as a justification for loan guarantee programs (for example, Pieda  Pic,  
1992). The literature on credit rationing does not address direcdy the role of firm 
size as it pertains to access to credit; it focuses on risk. Nonetheless, the literature 
does provide a template for considering the issue of size. 

The Literature on Credit Rationing 

In their seminal work, Stiglitz and Weiss (1981) identified severe informational 
asymmetries as a potential cause of equilibrium quantity credit rationing. They 
distinguished low-risk from high-risk firms according to the relative variances of 
the (mean preserving) probability distributions of business owners' projects and 
assumed, inter alia, that banks control the price and quantity of credit and that 
borrowers have access only to banks. Stiglitz and Weiss argued that the interest rate 
set by lenders affects the riskiness of loans in the marketplace in two ways. First, 
because of adverse selection,' borrowers willing to pay high rates may, on average, 
be poor risks. Second, as the interest rates rise, borrowers who had been good risks 
are increasingly encouraged to present moral hazard 7  by undertaking projects with 
higher returns but a lower likelihood of success. Stiglitz and Weiss contended that 
an optimal interest rate may exist on loans beyond which profits to banks decrease 
because additional defaults from riskier borrowers offset the increase in profits.' As 
an additional result, they argued that entrepreneurs will prefer debt as the financing 
source of choice.' 

deMeza and Webb (1987) challenged the findings of Stiglitz and Weiss. They 
relaxed the assumption of mean-preserving distributions of project risk and, as a 
result, arrived at findings contradictory to those of Stiglitz and Weiss: that asym-
metric information leads good projects to draw in bad risks. They concluded that 
one consequence of informational asymmetry is more investment than is socially 
efficient and that business owners prefer debt to equity as a means of financing. 

In their 1992 study, deMeza and Webb again reviewed the Stiglitz and Weiss 
result under the assumption that entrepreneurs can vary in their ability such that 
the assumption of mean-preserving distributions of project returns is replaced by 
the assumption of first-oitler stochastic dominance between projects. deMeza and Webb 
concluded that "this payoff structure implies equity rather than debt...although if 
equity contracts are costly...debt emerges [and] even under risk neutrality investment 
will be socially too low" (p. 214). 'Thus, the credit rationing issue has implications 
that go beyond the market for debt capital and spill over into the demand for equity 
funds by entrepreneurs. 

Besanko and Thakor (1987) addressed the role of collateral in the context of 
asymmetric information between lenders and borrowers. Their analysis modelled 
collateral as being costly to liquidate, leading them to conclude that, in a monop-
olistic market, lenders would not seek collateral as it was "an inefficient tool for 
extracting borrower surplus" (p. 675). 
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The Stiglitz and Weiss (1981) study and those of deMeza and Webb (1987, 
1992) and Besanko and Thakor (1987) differ with respect to certain key assumptions 
about the nature of the marketplace, assumptions that lead to divergent findings. 
The crucial assumption appears to relate to the parameters of the distributions of 
entrepreneurial returns. Thus, implications of economic theory with regard to credit 
rationing and the role of collateral are seen to depend on the researchers' assump-
tions about the underlying distributions of the returns on projects undertaken by 
borrowers. 

Regardless of the result, equilibrium quality credit rationing is not necessarily 
a flaw: credit markets are suPposed to discriminate on the basis of credit risk. At 
issue is whether or not credit markets discriminate on the basis of size. The litera-
turc on credit rationing explains why riskier firms have difficulty accessing bank 
loans; however, it doe-s not explain why smaller firms are necessarily accorded 
reduced access to debt. This is because studies of credit rationing have not explic-
itly allowed for firm size as a variable. Usually, interpretations of these studies have 
tacitly assumed that risk and size are related. Alternatively, they proceed on a marginal 
basis and consider only the incremental dollar of debt financing. 

LENDERS' RESPONSE TO SIZE OF LOAN: A CASE FOR INTERVENTION 

Lending in the Absence of a Loan Guarantee 

An analysis of lenders' response to size of loan is carried out in this section by adapt-
ing the approaches deMeza and Webb (1987, 1992) and Besanko and Thakor 
(1987) employed to investigate lenders' response to risk. Their paradigms are 
amended to three ways. 

1. A scale dimension is explicitly introduced by incorporating variables that 
reflect the size of the loan and fixed and variable dimensions of the 
lenders' costs of due diligence and monitoring. 

2. A constraint that represents lenders' upper limit on bad debt losses is 
articulated. 

3. Risk is expressed as a probability of default, but does not differ across firms. 

Under these assumptions, a loan is considered to be declined if the borrower 
is unable to meet the lender's requirements for collateral. 

Using notation consistent with that of Besanko and Thakor (1987), it is suP' 
posed that the business owner faces an investment that will return r (r = 1+ rate of 
return) with probability ( 1 -6) . The investment, therefore, has a probability of failure 
of 8, in which event the firm will be unable to pay the loan and the lender will 
claim the collateral. The lender requires collateral of c percent of the loan. The 
investment requires $K (loan principal), an amount that will be raised entirely by 
borrowing at a rate i (i = 1+ prime + risk premium over prime). The borrower's 
opportunity cost of funds is b percent.'° The business owner will decide to invest if 
the expected net return exceeds the opportunity return: 
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(1 -8) (r-i)K- êcK > bK 

that is: 

r>i+ 5(1-5) 4c+b(1-8) 4  

It is assumed that the lender makes decisions on the basis of profit maxi-
mization and specifies a maximum bad debt loss of d percent of the loan portfolio. 
Lenders discriminate on the basis of risk. In advancing a loan, they face their inter-
nal cost of funds (k = 1 + cost of funds), a variable and a fixed cost of due diligence 
(y, F). Thus, the bank's margin on the loan is a(a =I+ i-k). It is supposed that 
banks realize fl percent of the value of the collateral in the event of default. Thus, 
the bank wants to maximize profits subject to a constraint on bad debts, and 
expects a return on the project in excess of its opportunity cost.  That  is, they want 
to maximize: 

(1 -5)aK + 8/3cK- vK- F 

subject to: 

(1-8)(r-i)K- ScK> bK 

8(kK + vK + F)- 8I3cK <dK 

The quantities are now those that are characteristic of bank portfolios. The 
bank's credit policy is given by i and c. Solving for these quantities yields: 

i=k+r-8(1-5) 4 c-b(1-8)1 	 (6) 

c = [k + v-48-1  + F013-1 	 (7) 

'This solution reveals that the lender's collateral requirement has a bank-specific 
component k, y, d and F, a risk component 8 and a size element IC I . The impact of 
size results from the requirement for a minimum element of due diligence regard-
less of size or quality of loan. The liquidity of the collateral  /3  is seen as a moderating 
variable. The lender sets the collateral requirement such that the fixed costs of due 
diligence are warranted; firms unable to meet the collateral requirement would not 
be advanced credit. Since c k 0, equation (7) implies that a minimum loan size 
depends jointly on the lenders costs and bad debt limit, and on the risk of the 
investment. 

In the spirit of Besanko and Thakor (1987), the amount of collateral avail-
able to the business owner is the owner's initial endowment W, augmented by the 
value of the assets that comprise the investment, i.e., K. Thus: 
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cK<W+K 

Or 

K < (PW-F)/(k+v-c18 4 -/3) 

The size of the loan is governed by availability and liquidity of collateral, and 
the bank's internal costs and policies. Firms that lack sufficient liquid s ecurity 
would not receive loans. The interest rate has four components: the lender's internal 
cost of funds, the profitability of the investment, a term that expresses the interaction 
of risk and collateral protection, and a firm-specific risk term. 'These theory-based 
predictions require empirical validation before further analysis is warranted. 

Empirical Tests of Predictions 

To test equations (6) and (7), secondary data analysis was conducted using a sam-
ple of data extracted from bank loan files. Details of the data and the collection 
procedures may be found in Riding and Haines (1994). The data represented 1,393 
case histories of bank lending to SMEs drawn randomly from the six major bank 
lenders, nationally, according to bank market share and geographic distribution of 
SMEs. 

Equation (7) predicts that the collateral-to-loan ratio is jointly determined by 
the risk of the borrower, the size of the loan and a bank-specific component. The 
latter was modelled by a vector of dummy variables that identified each of the 
banks." The data collected from the bank files included each bank's risk rating of 
the borrower. However, each bank used a different means of scoring risk. 'Therefore ,  
the borrowers of each bank were ranked by internal risk ranking. The borrowers in 
the quartile with the highest risk rating were identified as high-risk firins and identifie' 

 with a dummy variable. Equation (7) specifies that collateral-to-loan ratios depend 
on the reciprocal of loan size. However, both the distributions of collateral-to-loan 
and of the reciprocal of loan size were skewed. Accordingly, natural logarithms of both 
were taken. In addition, the denominators of the dependent variable (collateral-to-
loan ratio) and the independent variable (reciprocal of loan size) are common. To 
avoid simultaneous equations bias, the latter variable was ranked and the ranks d 
loan size used in the regression. The results are listed in Table 2. 

Table 3 reports the ordinary least squares estimation of the predictions of 
equation (6). Here, the natural logarithm of the interest rate on term loans was the 
dependent variable. Independent variables included a vector of six dummy vari' 
ables that identified the firm's banker, a dummy variable equal to one for those 
firms ranked in the highest-risk quartile of each bank's clients and the natural log' 
arithm of the collateral-to-loan ratio. 

Tables 2 and 3 provide partial support to the predictions of equations (6) and 
(7). The effect of individual bank costs and policies appears to be supported by the 
data. The collateral requirement is highly correlated with the size of the loan and 
in the manner predicted. Risk is not a strong determinant of collateral, but iS 
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(8) 

(9)  
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TABLE 2 

REGRESSION RESULTS: ESTIMATION OF EQUATION (7) 

Risk 	 0.1220 	 0.81 	 0.424 
Rank of loan size 	 0.0098 	19.68 	 0.000 
Vector of bank identifiers 	 «6,237) .. 5 .04 	 <0.05 

correlated significantly to interest rates and in the manner predicted. Interest rates 
are also dependent on the collateral-to-loan ratio. However, the direction of the 
relationship is not as predicted, probably due to the interaction with risk predicted 
by equation (6). Further empirical work is required. 

Lending in the Presence of a Loan Guarantee 

With a loan guarantee, the borrower pays a fee  of f  percent of the loan, and g per-
cent of the loan is guaranteed. In this setting, the owner decides to invest in the 
opportunity if: 

(1 - w)(r - i -f)K - cocK > bK 

that is, the owner's required return is: 

r > i + f + co(1- cerIc + b(1- coP 

Thus, in the presence of a costly loan guarantee, the owner will require a 
higher rate of return to compensate for the cost of the guarantee. Increasing the fees 
acts as a disincentive to business owners to invest. 

From the lender's perspective, profits are as for the case of no loan guarantee 
with the guarantee replacing part of the collateral. However, under the terms of the 
SBLA the loan must also be secured by either a first fixed charge on the assets 
required, or by  a pari passa  fixed charge with the other sources of financing provided 

TABLE 3 

REGRESSION RESULTS: ESTIMATION OF EQUATION (7) 

Variable Estimated Coefficient 	t-value 	Significance Level 

Risk 	 0.212 	 3.445 	0.0007 
Log of collateral to loan ratio 	0.040 	 1.913 	0.0569 
Vector of bank identifiers 	 f(6,237) - 5.04 	 <0.05 
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for the project by the SBLA lender. The bank's lending policy i and c depend on 
the profit maximization problem modified for the presence of the guarantee by 
maximizing: 12  

(1- ce) aK + cegK + wficK- vK- f 

subject to: 

(I- w)(r - i - OK- ucK > bK 

ca(kK + vK + F)- be- 643cK < dK 

Solving this for the credit policy yields: 

i=k +r  -f-  w(1-c)Pc-b(1- ce) 4  

v -g+ 	&All' 

Given initial endowment W, the maximum loan in the presence of a loan 
guarantee is: 

K< 	F)/(k + v - g 	) 

The effect of the loan guarantee is twofold. First, the guarantee reduces the 
lender's demand for collateral, making debt more generally accessible to firms, par-
ticularly small firms, that lack the resources to pledge for security. Moreover, the 
lender assesses a lower rate of interest, recognizing that the business owner's return 
on investment is reduced by the amount of the fees. As a result, higher fees not only 
discourage owners from inve,sting, they reduce the profits to the lender, discouraging 
their involvement. 

SUMMARY 

THE OBJECTIVE OF LOAN GUARANTEE SCHEMES IS TO FACILITATE capital for small 
viable firms. The stated goals do not include (except as side benefits) economic 
development, countercyclical or distributional aims. Loan size, a close proxy for 
firm size, appears to be a natural barrier to capital formation given the profit max-
imization motives of institutional lenders. It has been shown that the introduction 
of a loan guarantee scheme ameliorates the size problem and provides incentive for 
lenders to make larger loans to small businesses. What remains is the provision of 
guidance for program design. This will be advanced following a review of the 
SBLA, a consideration of the agency relationship between guarantor and lender, 
and an examination of international experience. 
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THE SBLA PROGRAM 

AS NOTED IN THE PRECEDING SECTION, the role of loan guarantees as a means of 
ensuring that SMEs have adequate access to financing is an important public 

policy issue. This is especially true for the Canadian federal govemment — a gov-
ernment elected in 1993 on a platform that stressed economic recovery through 
support for small businesses. Since financial markets do not provide appropriate 
acc.ess to capital for small loans, government intervention is warranted. Loan guarantee 
programs are a primary means by which national govemments of our international 
competitors facilitate access to debt capital for small businesses. 

Small businesses are particularly reliant on debt financing. For small firms, it 
is estimated that the annual investment rate of equity in Canada is less than $500 
million. This comprises approximately $100 million to $200 million from institu-
tional venture capital firms (ACVCC, 1993) and $200 million to $300 million from 
private informal investors (DalCin et al., 1993). Only a minority of businesses have 
access to equity through organized stock exchanges. By contrast, bank lending 
under the terms of the SBLA alone exceeded $4 billion in 1994. Operating loans, 
commercial mortgages and non-guaranteed term loans were additional to this amount. 
Loan guarantee programs are intended to ensure that debt capital is, in principle, 
available to the smallest of firms. 

Governments face a predicament with respect to loan guarantee initiatives. 
On the one hand, access to capital is, indeed, a significant barrier to SME growth 
and the attendant economic development. On the other hand, it is argued that 
firms that must avail themselves of loan guarantees are subject to rates of default 
that exceed those of banks' other borrowers. The costs of default can be significant 
for governments that face material budgetary deficits. At a more basic level, should 
the public underwrite SME borrowing? Conversely, loan guarantee programs that 
accomplish the objectives without cost to the public are feasible. This study seeks 
to address these issues. 

BACKGROUND, HISTORY AND GOALS OF THE PROGRAM 

SINCE ITS INCEPTION IN 1961, THE SBLA HAS PROVIDED for federally guaranteed 
term loans through approved lenders. The relationship between the government 
and the approved lenders is an application of agency theory. The government, acting 
as the principal, has objectives for the loan guarantee program that it would like its 
agents (the lenders) to fulfill. The lenders have their own objectives, ones that 
need not coincide with the aims of the government. In the setting of agency theory, 
the design of the contract between agent and principal must be based on a clear 
articulation of the objectives of each parry. Program design must align the goals of 
the principal with those of the delivery agents. 

To obtain an SBLA-guaranteed loan, borrowers obtain a loan from an 
approved lender. Approved lenders include the six multibranch national chartered 
banks as well as other institutions. Within the terms of eligibility, the loan guarantee 
decision rests in the hands of the lender and borrower. Lenders have full discretion 
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FIGURE 1 

TAKE-UP OF SBLA LOANS: 1970 TO 1993 
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regarding the loan decision. The SBLA Administration Branch is responsible 
primarily for maintaining registration of the loans and, in the event of default, the 
Administration Branch honours the guarantee. Unlike loan guarantee schemes in 
the United States and United Kingdom, the role of the Canadian government is 
passive. Figure 1 shows the take-up of the program in terms of loan and dollar volume 
from 1970 to 1993. 

The SBLA program provides exclusively for guarantees of term loans where 
the proceeds are used to finance land, premises, equipment and certain other items. 
Proceeds May not be used to finance working capital, share acquisition, refinancing 
and intangibles (including franchise and operating permits). 

In April 1993, the Canadian federal govemment amended the SBLA. 'These 
changes included: 

• increasing the level of the guarantee temporarily from 85 percent of loan 
loss to 90 percent; 

• widening eligibility to firms with annual revenues of up to $5 million (the 
previous limit was set at $2 million); 

• increasing the maximum loan size from $100,000 to $250,000; 
• widening eligibility to firms in sectors such as finance, insurance, mining 

and the professions; and 
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• providing for a higher interest rate spread to 1.75 percent over prime on 
floating-rate term loans and allowing for interest rates as high as 1.75 percent 
over the residential mortgage rate on fixed-rate term loans. 

As a partial result of these changes, lending volume under the terms of the 
SBLA increased dramatically. From a dollar volume of approximately $500,000 in 
1993, SBLA lending approached $3.5 billion during 1994. Cumulative lending 
under the SBLA surpassed the $4 billion legislated ceiling, prompting significant 
concems related to issues of: 

• the economic impact of SBLA lending; 

• the risk and exposure of the government; and 

• incrementality. 

ECONOMIC IMPACTS OF SBLA BORROWING 

ASSESSING THE IMPACT OF LOAN GUARANTEE SCHEMES is not straightforward. As yet, 
no rigorous and comprehensive analysis appears to have been conducted of any 
loan guarantee program in the United States, United Kingdom or Canada. To con-
duct this analysis, such evaluations need to be done frequently, ideally using longi-
tudinal data. Such data, according to Rhyne (1988) would need to encompass: 

• change(s) in firm performance before and after the loan; 

• a compilation of credit experience subsequent to the loan, including the 
development of a customer relationship with the lender; 

• a compilation of alternatives to loan guarantees; 

• the measurement of attributes and credit experience with reference to a 
control group; and 

• the measurement, from the lenders' perspectives, of the performance of 
lenders' portfolios of guaranteed loans including long-run default and 
charge-off rates and returns to lenders. 

In short, without comprehensive longitudinal data, it is virtually impossible 
to assess the level of extemal benefits accruing from the loan guarantee program. 
Any evaluation of such benefits are beyond the scope of this study. 

Nonetheless, several attempts to estimate extemal benefits have been reported. 
According to the SBLA (1991, p. 12), the cost per job is of the order of $656 to 
$1,113. Moreover, between 1990 and 1993, the additional employment associated 
with SBLA lending was in excess of 100,000 new jobs. 

These findings are suspect for at least two reasons. First, they are based on 
firms' self-reports of expected job creation at the time of application for the loan 
guarantee. Accordingly, they likely overstate the level of external benefit. Second, 
they  do not consider incrementality in that some proportion of the loans (and the 
resultant jobs) would have been advanced if the SBLA were not available. 
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There is an additional concern regarding the evaluation of economic 
impacts. Implicit in such an investigation is a cost-benefit analysis. Some costs are 
clear: program administration and obligations to honour loans in default. Such 
costs constitute an implicit subsidy to risky firms if not offset by fee incomes. The 
implicit benefits of job creation, etc. ought to be weighed against the implicit subsidy. 
This analysis has not been conducted. 

ISSUES OF INCREMENTALITY 

ONE CONCERN RAISED RECENTLY WITH RESPECT TO THE SBLA is that of incremen-
tality. Incrementality involves two aspects. One relates to the 1993 revisions to the 
eligibility criteria which made firms, with sales of $2 million to $5 million, eligible 
borrowers. Firms in particular industrial sectors also became eligible. In this sense, some 
borrowers are incremental in that they would not have been eligible before April 1993. 
In terms of this definition of incrementality, 8.6 percent of borrowers reported sales in 
excess of $2 million per year and are incremental in the first sense. In terms of the 
new sectoral criteria, 8 percent of borrowers are in the professions; another 4 percent 
are in the finance, insurance and real estate sector (Haines and Riding, 1994). 

The second aspect of incrementality relates to the "bankability" of the firm. 
The question has arisen as to whether or not firms that have borrowed under the 
SBLA would have qualified for a term loan without the need for a government 
guarantee. That is, "what proportion of SBLA lending is really incremental, in the 
sense that the loans would not have been made without the program?"" 

Evaluation of incrementality in the "bankability" sense is less straightforward. 
One means of investigating incrementality is to examine the banks' treatment of 
SBLA clients with respect to terms of credit on operating loans and non-SBLA 
term loans. For example, in the sample of 1,393 bank loan files, 254 firms had bor-
rowed under the terms of the SBLA and also maintained an operating loan facility 
with the same lender. Likewise, 326 firms had a term loan under the SBLA as well 
as one or more term loans that were not guaranteed. Table 4 presents the distribu-
tions (and cumulative distributions) of interest rates on operating loans held by 
SBLA and non-SBLA term loan borrowers. Table 5 presents distributions of rates 
on non-SBLA term loans for borrowers who also held an SBLA loan and for term 
loan borrowers who did not report an SBLA loan. 

The median rate on operating loans paid by non-SBLA borrowers is 125 basis 
points above prime. In finance theory and according to stated bank practice, the 
interest rates charged by lenders reflects the lenders' assessments of client riskiness. 
As Table 4 shows, 30.3 percent of SBLA borrowers have been assessed an operating 
loan interest rate that reflects a ranking that lies in the lower half of rates assessed to 
operating loan clients. Even though SBLA borrowers are, on average, smaller and 
younger, and have fewer assets, 30.3 percent of these firms do not seem to have been 
regarded by the lender as among the riskier firms. Likewise, in Table 5, 39.4 percent 
of SBLA borrowers paid lower than median rates (150 basis points above prime) on non-
SBLA term loans from the same lender from whom an SBLA loan had been 
advanced. 
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TABLE 4 

DISTRIBUTIONS OF INTEREST RATES ON OPERATING LOANS 

Interest Rate 	 SBLA l3orrowers 	Non-SBLA Borrowers 
Ranges Above 	(%) 	(Cumulative %) 	(%) 	(Cumulative %) 

Prime 

0 to 0.25 	 1.6 	 7.4 
0.251 to 0.5 	 3.9 	 5.5 	10.5 	17.9 
0.501 to 0.75 	 2.4 	 7.9 	6.6 	24.5 
0.751 to 1.00 	17.3 	25.2 	21.0 	45.5 
1.001 to 1.25 	 5.1 	30.3 	 5.5 	51.0 
1.251 to 1.5 	 24.0 	54.3 	16.3 	673 
1.501 to 1.75 	 4.3 	58.7 	 2.9 	70.2 
1.751 to 2.0 	 21.3 	79.9 	173 	87.4 
Greater than 2.0 	20.0 	100.0 	12.6 	100.0 

Source: 1994 Carleton University survey of bank loan files. 

These results indicate that from 30 percent to 40 percent of SBLA loans were 
to firms that are among the least risky in the lenders' portfolios. Perhaps as many 
borrowers again were assessed interest rates commensurate with rates that banks 
charge borrowers who do not use the program. Incrementality, however, is a multi-
faceted concept. On the one hand, extension of loans to less risky SMEs is good 
news  for the government: each firm pays a 2 percent fee but the likelihood of 
default is low. Moreover, lenders have been subject to considerable pressure to 
increase lending to SMEs. The SBLA is a useful vehicle for accomplishing this goal. 
On the other hand, non-incremental loans are dead weight that uses up part of the 
limit on the portfolio of guarantees available under the terms of the SBLA. 

The program objectives relate primarily to size, not risk. Ideally, incremen-
tali ty ought to be viewed on the domain of size. However, the re,sult is not very dif-
ferent. Of the SBLA loans outstanding in 1994, an estimated 36 percent were to 
firms that had been in business for less than three years. This compares with 12.5 
percent of non-SBLA term loans outstanding at the same time. Approximately one 
quarter of SBLA loans were incremental. Fifty-three percent of SBLA term loans 
were made to firms with sales of less than $500,000, compared to 45 percent of non-
SBLA term loans. 

The Canadian experience with respect to incrementality is not unique. 
According to Pletcher and Tootelion (1992), the extent of incrementality of the 
SBLA program is estimated to be one third. Pieda  pic  (1992) estimated a 68 per-
cent level of incrementality for the U.K. Loan Guarantee Scheme  (LOS).  Such 
estimates are inherently ball-park in nature; it is heroic to attempt to measure what 
would have happened in the absence of the guarantee program. 
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TABLE 5 

DISTRIBUTIONS OF INTEREST RATES ON TERM LOANS 

Interest Rate 	 SBLA Borrowers 	 Non-SBLA Borrowers 
Ranges Above 	(%) 	(Cumulative %) 	(%) 	(Cumulative %) 

Prime 
	 _ 

0 to 0.25 	 1.8 	 2.5 
.251 to 0.5 	 0.0 	 1.8 	 4.0 	 6.5 
.501 to 0.75 	 1.8 	 3.6 	 4.6 	11.0 
.751 to 1.00 	 12.5 	16.1 	17.2 	28.2 
1.001 to 1.125 	5.4 	21.5 	 4.3 	32.5 
1.126 to 1.5 	 17.9 	39.4 	19.9 	52.5 
1.501 to 1.75 	 8.9 	48.3 	 43 	56.7 
1.751 to 2.0 	 31.3 	79.6 	24.8 	81.6 
Greater than 2.0 	20.5 	100.0 	18.4 	100.0 

Source: 1994 Carleton University survey of bank loan files. 
- 

With the high take-up rate, increased absolute dollar costs should be expected 

from additional loan losses due to defaults and higher program administration costs 

due to the volume of program-related responsibilities. Estimating these costs is not 

straightforward. 

DEFAULT RATES 

DEFAULT RATES OF SBLA LOANS WERE ANALYSED BY Goss GILROY INC. (1994) using 

an event history approach. According to the Gilroy findings, the long-term mean 

default rates on SBLA loans are 4.8 percent to 6.7 percent. Between 1970 and 

1991, $8.1 billion of loans under the SBLA resulted in losses of $307 million, a 3.8 
percent loss rate. These estimates are not inconsistent. The Goss Gilroy estimates 

represent the number of loans that default. Most defaults occur during the third and 

fourth years of the loan term, part of the loan having been repaid. (Figure 2 illus-

trates the chronology of defaults and plots the proportion of defaulted loans that 

occur in each year of the term.) Therefore, dollar value losses, as a proportion of 

dollar loan volume, are likely to be less than the proportion of loans that default. 

These findings are instructive. On an international scale, the default rates are 

extremely low for a loan guarantee program. Also, the agency relationship between 

the government and the private sector program delivery agents necessarily implies 

a somewhat higher default rate than the lenders would accept in the absence of a 

loan guarantee program. 

Very few defaults (less than 10 percent) occur within the first two years. This is 

strong evidence that lenders have been appropriately screening loan applicants for risk. 

In the absence of such screening, high initial default rates would be expected. The expe-

rience of U.S. and U.K. loan guarantee programs is quite different in this respect. 
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FIGURE 2 

CHRONOLOGY OF DEFAULTS: SBLA LOANS 
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ISSUES IN THE DESIGN OF THE SBLA: FEES, DEFAULT RATES 
AND THE GUARANTEE LEVEL 

THE SINGLE OBJECTIVE OF THE SBLA IS TO FACILITATE ACCESS to capital for small 
firms. In the face of government budget deficits, it would be desirable to accomplish 
this objective with no fiscal impact on government. The primary source of income 
for a fiscally self-sufficient SBLA is fee income. Thus, the objective is to ensure that 
fee income covers the costs of default and administration.' 4  A small amount of 
income comes from recoveries of defaulted loans» However, for the SBLA, the 
cost of administration is offset by the income from recoveries. Hence, to a very 
Close approximation, fees must cover defaults. Mathematically, this is expressed as: 

where  fis the fee income expressed as a percentage of the loan principal, g is the 
level of the guarantee set by the guarantor and w is the rate of default in the port-
folio of guaranteed loans. 

For the program to be delivered by the lending institution agents, the lenders 
must have incentives to do so. Among potential incentives are reductions in 
administration costs for the lenders (reduced costs of due diligence and monitoring 
given the presence of the guarantee), customer development and the guaranteed 
loans' contribution to profits. Clearly, it is not in the interests of the guarantor to 
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set the guarantee level so high that banks fail to carry out adequate due diligence 
and monitoring. 'Thus, the task is to set the level of the guarantee such that the 
profit to lenders is at least equivalent (after allowing for defaults and recoveries) to 
the profits from non-guaranteed loans to SMEs. 

Lenders' incomes have two components: the receipt of the amortized principal 
and interest from loans that do not default and the value of collateral realized from 
firms that do default. Their costs arise from the internal cost of the invested capital 
and the variable and fixed costs of due diligence and monitoring. These compo-
nents can be expressed mathematically as profits to lenders. For non-guaranteed 
loans to SMEs, lenders' profits may be expressed as: 

(1 - 8) aK + 8/3cK - vK - F 	 (16) 

where 8 is the relative frequency of defaults in the portfolio of non-guaranteed 
loans, a is one plus the spread between the interest rate and the lender's cost of 
funds,  fi  is the proportion of the value of collateral that the lender can realize in 
the event of default, c is the ratio of collateral to loan, K is the amount of the loan, 
and y and F are the variable and fixed costs, respectively, of due diligence and mon-
itoring. In the presence of a loan guarantee, the level of defaults in the portfolio 
may change. If the relative frequency of defaults in the portfolio of guaranteed loans 
is given by co, the lender's profit function is given by: 

(1 - w)aK + cogK + coficK - vK - F 	 (17) 

The proceeds of the guarantee supplement the realized value of collateral in 
the event of default. Since the program objective remains to facilitate capital for 
small firms (and not to subsidize risky firms), differential risk is not an issue except 
to the extent that lenders adjust the quality of their portfolio to retain profitability. 
Equating (16) with (17) yields the following relationship between default rates 5 
and co and the level of the guarantee g: 

a  -  Pc 
w — a - Pc - g 

This result shows that the frequency of defaults in the portfolio of guaranteed 
loans is extremely sensitive to the level of guarantee set by the guarantor body. 
Recourse to Canadian experience allows this generic expression to be simplified. 
First, as shown in tables 4 and 5, interest rates on loans to SMEs rarely exceed the 
prime rate plus 3 percent. Moreover, the rates to SBLA and non-SBLA borrowers 
are not significantly different from each other. Hence, a is of the order of 1.02 to 
1.05. Second, recall that recoveries under the SBLA between 1970 and 1991 
totalled $7.5 million on claims of $307 million. This implies /3c 0.024. As a good 
approximation, then, equation (18) may be written: 

(18) 
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.e 	 5 
1 - g 

This equation may be used to predict the default rate as a function of the loan 
guarantee. In Canada, bank lenders target a maximum bad debt loss 8 of less than 
1 percent. This is typically 0.6 percent to 0.8 percent. Based on these data, equation 
(18a) predicts SBLA default rates of 4.0 percent to 53 percent. 'These estimates are 
consistent with the Goss Gilroy Inc. (1994) analysis of Canadian experience. Note 
also that in 1993 the level of guarantee was temporarily raised from 85 percent to 
90 percent. Based on equation (18a), this change would lead to an increase in the 
default rate of 50 percent.' 6  

The sensitivity of the default rate to the level of guarantee is underscored by 
expressing the rate of change of the default rate with respect to the level of guar-
antee mathematically: 

(18a) 

Substituting equation (18a) into equation (15) and minimizing the level of 
defaults suggests that the level of guarantee is 50 percent. While this rate minimizes 
defaults, it may not be optimum in a social welfare sense. Nor are the effects on 
take-up rates sufficiently well understood that such a change in the program para-
meters is advised. However, higher levels of guarantee imply both higher default 
rates, a concomitant need for higher fee income and greater bank profits from their 
portfolios of guaranteed loans. Yet, setting the level of guarantee too low removes 
the incentive for delivery agent lenders to participate in the program. Table 6 lists 
the implied default rates and fee rates, based on a bad debt loss on non-guaranteed 
loans of 0.7 percent and equations (18a) and (15), respectively, for a range of guar-
antee levels. 

In general, the higher the level of the guarantee, the greater the proportion 
of poor quality loans that lenders can tolerate in their portfolio. On the other hand, 
if the guarantee is too low, lenders lose incentive to deliver the program. For the 
current Canadian situation, it seems likely that bank lenders may earn more from 
their portfolio of guaranteed loans than from their portfolio of non-guaranteed 
loans to SMEs. 

It is instructive to examine the experience of loan guarantee programs in 
other countries to further investigate how their experiences are affected by the 
parameters of the relationship. 

657 



Level of Guarantee 	Implicit Default Rate (9'o) Implicit Fee Requirement 
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0.50 
0.55 
0.60 
0.65 
0.70 
0.75 
0.80 
0.85 
0.90 
0.95 

1.40 
1.56 
1.75 
2.00 
2.33 
2.80 
3.50 
4.67 
7.00 

14.00 

0.70 
0.86 
1.05 
1.30 
1.63 
2.10 
2.80 
3.97 
6.30 

13.30 
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TABLE 6 

SIMULATED DEFAULT RATES AND FEE REQUIREMENTS BY 
LEVEL OF GUARANTEE 

SMALL BUSINESS LOAN GUARANTEE PROGRAMS: 
AN INTERNATIONAL PERSPECTIVE 

THE U.S. SMALL BUSINESS ADMINISTRATION LOAN 
GUARANTEE PROGRAM 

THE SMALL BUSINESS ADMINISTRATION (SBA) WAS CREATED IN 1953 to make direct 
loans and loans in partnership with banks, and to provide loan guarantees. The 
premise of the SBA was that banks were too risk averse to lend to small firms, yet 
there were plenty of "good" small businesses that were worthy of credit. At its 
inception, it was intended that the SBA would not compete with bank lenders. 
Accordingly, over time, the SBA has moved away from direct lending toward loan 
guarantees» Such guarantees were intended for borrowers who, because of their 
small size, did not meet bank credit standards. 

Historically, a borrower seeking a loan that a lender was unwilling to provide 
could apply, through the lender, to the SBA for a guarantee. The application was 
reviewed by SBA staff and, if approved, a guarantee of up to 90 percent of loans up 
to $155,000 could be advanced. The guarantee could be triggered when the bor-
rower was 60 days in arrears of monthly amortization requirements. 'Then, on 
demand from the lender, the SBA would purchase the outstanding principal and 
interest under the terms of the guarantee. The SBA then became responsible for 
further collection. 

To be eligible, the borrower must be a small business (the definition of which 
varies by industry), and the lender must certify that the business doe.s not qualify 
for credit without the guarantee, but the likelihood of repayment is sound. The 
loan must be secured to the extent that tangible assets are available and the chief 
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executive's personal guarantee is required. Personal assets of owners may also be 
required as collateral. Interest rates are negotiated between the borrower and lender 
subject to the SBA maximums of 2.75 percent above prime for maturities of seven 
years or more and 2.25 percent over prime for shorter maturities. 

Recently, the SBA moved away from approval of all loan applications to 
place more responsibility on the lenders. The SBA identifies several categories of 
SBA lenders. Approximately two thirds of U.S. banks act as lenders under the SBA 
program, yet there is considerable variation in the extent to which various lenders 
actually participate. Rhyne (1988) identified four categories of SBA lenders. 

1. Non-users These tend to be small, rural, conservative institutions with 
low loan-to-equity ratios. They constitute approximately 28 percent of 
bank lenders. 

2. Infrequent Users These include banks that carry fewer than 10 SBA 
loans. Making up 54 percent of the SBA lender population, infrequent 
users extend about one third of SBA loan guarantees, usually on an ad hoc 
basis. 

3. Active Users These are defined as users that carry more than 10 SBA 
loans, but the SBA portfolio comprises less than 20 percent of their com-
mercial and industrial lending. This includes large and moderate-sized 
banks. These banks tend to have staff devoted to the SBA. 

4. Intensive Users 'These banks have more than 10 SBA loans that comprise 
more than 20 percent of their commercial lending. This category accounts 
for only 5 percent of all banks. These lenders are usually small but with rel-
atively large lending portfolios. They tend to be highly leveraged and 
aggressive, often using SBA loans to promote the growth of the bank. 

In 1982, the SBA established its Preferred Lender Program. Preferred lenders 
were banks that were accorded the ability to authorize SBA loans without prior 
SBA approval. Lenders qualify for this status through their track records of SBA 
lending. The intention of the Program was to increase the level of SBA guarantees. 
An additional benefit is the attendant reduction in SBA staff costs. The level of 
guarantee, however, is only 75 percent of the loan, compared with 90 percent for 
traditional SBA loan guarantees. 

Experience with the Preferred Lender Program has been sufficiently good 
that the SBA has continued to move in this direction. The Program has put more 
SBA loans into the hands of lenders that are committed to the SBA program, has 
reduced costs both to lenders and the SBA, has approached the true market-
perfecting aim of the loan guarantee scheme and has reduced default rates. As 
noted by Rhyne (1988), the raw purchase rate of defaulted loans under the pre-
ferred lender program was 2.6 percent, a rate that compares with the 14 percent for 
non-certified lenders. 18  
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The average size of SBA-backed loans is considerably higher than that of 
Canadian SBLA-guaranteed loans. In 1982, the average SBA loan was $109,000 
and by 1986 this had increased to $155,000. Both values exceed the average size of 
non-guaranteed commercial bank loans. Moreover, according to Rhyne's (1988) 
findings, SBA borrowers tend to have received larger loans than they might other-
wise have obtained and for longer maturities, in accordance with the predictions 
set out earlier in this paper. 

As noted, the SBA has had considerable praise, but has also been subject to 
intense criticism. Among the major causes of concern are the high costs of program 
administration and the purchase of loans in default. The operating budget of the 
SBA is about $70 million per year (Rhyne, 1988) and estimates of long-run default 
rates range from 16.4 percent (SBA, 1983) to 23.5 percent (Rhyne, 1988). Both of 
these costs compare badly with those of the Canadian SBLA (administration cost 
of approximately $1.3 million per year with long-run default rates of the order of 
4 percent to 6 percent), even though the level of outstanding loan guarantees does 
not differ materially between the Canadian SBLA and the U.S. SBA program. 

THE U.K. LOAN GUARANTEE SCHEME 

THE LOAN GUARANTEE SCHEME (LOS) WAS INTRODUCED IN 1981 by the U.K. 
Department of Trade and Industry (DTI) following the recommendations of the 
Wilson Committee (1979) that "competition between banks...was insufficiently 
effective to ensure that viable small businesses always had the necessary access to 
sufficient funds on reasonable terms." While the Wilson Committee recognized the 
disproportionate public benefits stemming from the expansion of small firms, it is 
clear that the primary objective of the LOS  is to remedy the market for small viable 
firms. This remediation is reflected in two aims of the LOS:  

• to facilitate the supply of debt capital to viable small businesses that are 
unable to obtain conventional loans due to a lack of security; and 

• to provide lenders with experience in lending to businesses that are viable 
but do not satisfy traditional lending criteria. 

DTI restricts loan guarantees to firms that have tried and failed to obtain a 
loan. The scheme is a joint venture between the DTI and lenders. Lenders must 
satisfy themselves that they would have offered conventional loans but for the lack 
of collateral or a track record, and that all available personal assets have been used 
for conventional loans. 

The small firm's application to a lender for credit initiates the process. If the 
lender decides that the applicant has a viable business proposal but there is insuffi-
cient security to justify the loan, the lender applies to the DTI. On acceptance, the 
DTI provides the lender with a guarantee for 85 percent of the total loan. In return 
for government backing, the borrower must pay the DTI an annual premium. 19  In 
addition, the lender may require a pledge of real assets as security and will usually 
take a fixed or floating charge on such assets. The security applies to the whole 
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loan, and the borrower remains liable for the full debt. Lenders seek recovery, pos-
sibly through liquidation, in the event of default.  LOS  loans may not exceed a term 
of seven years. 

Originally the loan guarantee was set at 80 percent, and a 3 percent premium 
of the guaranteed amount was payable. Since then, the program has been altered 
on several occasions with variations in the size of the guarantee and the amount of 
the premium.e These had a significant impact on the take-up rate of the program 
and, according to Cowling and Clay (1995), are the two primary determinants of 
the take-up rate. 

The scheme differentiates between new and established businesses. 
Established businesses are those that have been trading for two years or more. For 
established firms, the guarantee and the maximum loan size are higher. The loan 
guarantee may be obtained, up to the maximum  amount only once by any one indi-
vidual. 

Fees are relatively high and represent annual payments to the guarantor, 
reducing the cost of the program by reducing default risk. To the extent that DTI 
approval is involved, the program is not fully delivered by the private sector. 
Moreover, the program is somewhat restrictive and unwieldy, and requires lenders 
to undertake the expense of the due diligence process. Nonetheless, the program 
provided at least £1 billion in loans to more than 33,000 SMEs between 1981 and 
1993. 

The four major trading banks in the United Kingdom account for 80 percent 
of LOS lending. Most LOS  loans are extended to firms in the distribution, manu-
facturing and service sectors. Unlike the Canadian SBLA process, proceeds of the 
loan can be used to finance working capital (as happens in approximately 40 per-
cent of the cases). As noted by Pieda plc (1992, Appendix 5), defaults were more 
common among those firms that used the guarantee to finance working capital. 
This result is to be expected: the use of long-term obligations to finance short-term 
assets contravenes long-standing financial wisdom. 

As noted in Pieda plc (1992), the default rates of LOS  loans are substantial. 
A long-run default rate of approximately 40 percent has been experienced for loans 
granted from June 1981 through March 1984, with the majority of defaults occurring 
within  the first two years. Also according to Pieda plc, the U.K. Department of 
Employment reported that 30 percent of loans granted from October 1988 through 
September 1989 defaulted within the first two years. 

Default Rates: United States, United Kingdom and Canada 

Figure 3 charts the cumulative default rates for the Canadian SBLA, the U.S. SBA 
program and the U.K.  LOS for seven-year maturity loans. This figure is revealing 
in that the high default rates during the initial years of the U.K., and to a lesser 
extent, the U.S. approaches imply that loans have been advanced to non-viable 
businesses, in contravention of the explicit objectives of the two programs. 'Three 
differences in program design may be pertinent to this finding. 
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FIGURE 3 

CUMULATIVE DEFAULT RATES: U.S., U.K., CANADIAN LOAN 
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First, both the U.K. and U.S. approaches have traditionally involved the 
guarantor in the loan approval step, at least in name. This is time consuming, costly 
and at variance with the idea that commercial lenders are best equipped to make 
credit decisions. In Canada, the decision is left exclusively to the lender, relying to 
a greater extent on the expertise that the banking sector can contribute. Second, 
the level of guarantee has a dramatic impact on default rates. For the period during 
which the default rates in the United States were measured, the level of the guar-
antee had been set at 90 percent. This implies (Table 6) somewhat higher default 
rates, although not to the extent seen above. Third, the level of fees can also affect 
the quality of borrower drawn to the program. If the fees are too high, good quality 
borrowers will not use the program, and the cycle of market deterioration described 
by Akerlof (1970) can result: the only users of the program, in the context of high 
fees, would be poor credit risks. The analogy from life insurance is that when life 
insurance is extremely costly, the only customers would be those who are extremely 

Higher default rates are not, of themselves, negative indications. What is 
important is the degree to which social welfare benefits exceed the subsidy implicit 
in the costs of the program. In Canada, with recoveries taking care of the adminis-
trative component, the subsidy is equivalent to loan losses — about 4 percent. In the 
United States, this subsidy has been estimated at 11 percent to 13 percent (Rhyne, 
1988) and, in the United Kingdom, the subsidy exceeds 30 percent (Cowling and 
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Clay, 1995). Since no rigorous assessment of social welfare benefits has been con-
ducted in either the United States, United Kingdom or Canada, no statement 
about the relative effectiveness of the programs can be rendered. However, it is 
clear that the hurdles to positive assessments are greater in the United Kingdom 
and United States than in Canada. 

OTHER APPROACHES TO LOAN GUARANTEE SYSTEMS 

MOST DEVELOPED COUNTRIES HAVE SCHEMES DESIGNED to facilitate SME financing. In 
the Netherlands and Germany, governments provide guarantees for all or part of 
business loans. Organizations external to government issue loan guarantees on 
behalf of the governments in Belgium, Luxembourg, Ireland, France, Portugal and 
Greece. Loan guarantee associations are formed in Spain to guarantee loans for 
their members. The operating policies and details of the various programs differ 
considerably across jurisdictions. To illustrate the gamut of such programs and, 
because they each display interesting attributes, the loan guarantee programs of 
Japan and Germany are described. 

Japan: the Credit Supplementation System 
The Credit Supplementation System was founded in Japan in 1958. It comprises 
two levels of operation. The Credit Guarantee Corporations (CGCs) (of which 
there were 52 in 1993) provide lenders with guarantees for their loans to SMEs. 
When a small firm applies for a loan, the prospective lender may ask the CGC to 
act as guarantor. If, after investigation, the CGC agrees, the lender extends credit 
to the business and the business pays a guarantee fee to the CGC. As a rule, the 
guarantee is then automatically insured by the second component of the Credit 
Supplementation System: the national Credit Insurance Corporation (Cc). The 
CGC pays an insurance premium to the CIC. 

In the event of default, the CGC repays the remaining principal to the original 
lender. The CGC then applies to the CIC under the terms of the insurance and, 
normally, the CIC would pay the CGC 70 percent to 80 percent of the original capital. 
The CGC takes the remaining 20 percent to 30 percent as a loss, pending recoveries. 
The CGCs must make "the utmost efforts" to recover the outstanding debt directly 
from the business. From recoveries, 70 percent to 80 percent must be refunded to 
the CIC. 

The CGCs obtain their capital from contributions by banks and local 
governments, and they borrow their operating funds from local governments and 
the CIC. The CIC was initially endowed with a capital fund by the national gov-
ernment. From 1987 through 1991, the CIC's insurance payouts were less than 
incomes received from insurance premiums and recovered moneys. The 1992 reces-
sion resulted in a deficit. 

This clearly meets the goal of enabling small firms to overcome financial dis-
advantages. It also removes from the lender much of the onus for due diligence and 
efforts toward recoveries. Moreover, the CIC's impact on the national budget is 
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minimal: from 1987 through 1991 revenues from recoveries and fees exceeded 
insurance payouts by more than Y325 billion (approximately C$3.5 billion). 

Germany: the Burgschaftsbank21  

The German credit guarantee system is one part of a support system for SMEs in 
Germany. The system includes direct cash subsidies related to particular interest 
and research and development expenses, and large direct lending programs. A system 
of loan guarantees has been established in Germany since 1954. The credit 
guarantee system is decentralized and bears a similarity to that of Japan in that a re-
insurance step is involved and the guarantor body is self-financing. 

Potential business borrowers (including professionals) approach their banks 
for credit. If they lack traditional security for the loan, they may apply for a loan 
guarantee to the Burgschaftsbank in their state. (One Burgschaftsbank is to be 
established for each of the 16 states of the united Germany.) The purpose of the 
Burgschaftsbank is to provide guarantees for SMEs so trading banks can advance 
debt capital. The application entails a business plan and documentation of profes-
sional affiliations, and is reviewed by several levels: the firm's original banker, the 
management of the Burgschaftsbank and the applications committee of the 
Burgschaftsbank. This latter committee comprises industry representatives and is 
elected. The proposal must survive each level of appraisal. According to Dr. Georg 
Licht, of the Zentrum für Europâische, Mannheim, Germany, this appraisal process 
results in a lower take-up rate and low default rates. 22  

Borrowers must pay both an initial premium of 1 percent of the guaranteed 
portion of the loan as well as an annual fee of 0.5 percent to 1 percent of the out-
standing debt. Loans can be for any amount, but the maximum guarantee is DM 1 
million. Loans may not be used for refinancing. Interest rates are determined 
between the borrower and the original banker. 

Originally endowed with capital raised from government and participating 
organizations, the Burgschaftsbanks act as the initial guarantors of loans. If the 
Burgschaftsbank approves the application, it issues a guarantee for up to 80 percent 
of the funds. In turn, the Burgschaftsbank receives reinsurance of 60 percent of the 
loan from the state and federal governments and a further 12.5 percent guarantee 
from the European Recovery Program. The Burgschaftsbanks appear to operate 
autonomously and are financially self-sufficient. Their sources of income include 
the initial guarantee fees, annual fees and interest on invested capital. 

The long-run default rate does not appear to be public information. However, 
defaults in 1990 amounted to about 4 percent of the guarantees extended that year 
(Licht, personal interview). 

SUMMARY 

THE FACT THAT MOST OF CANADA'S PRIMARY INTERNATIONAL COMPETITORS use loan 
guarantee programs is a compelling reason to argue that Canada's SMEs also require 
this form of support. Loan guarantee systems that boast high rates of default, such  
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as those in the United Kingdom and the United States, are essentially government- 
based subsidies for risky firms — not merely a means of remedying a flaw in the credit 
market. Such a subsidy potentially places Canadian SMEs in a vulnerable position. 

The Canadian SBLA scheme has much to recommend it. Among its attractive 
features are its extraordinarily low administrative cost and the low costs associated 
with honouring guarantees. Administration costs and the costs of default associated 
with any of the other national approaches are many times greater that those of the 
SBLA. Moreover, the U.K. and German schemes are considerably more expensive 
for borrowers who must pay fees annually. The German and Japanese experience, 
however, demonstrate that loan guarantees can be provided by a financially self-
sufficient intermediary. 

Whether or not the programs accomplish their primary objective (remediation 
of the credit markets for small firms), they do appear to provide societal benefits. In 
general, the programs provide indirect benefits to governments in the form of tax 
payments, reductions in welfare payments, etc. Mandel (1992) noted that evidence 
to the U.S. House of Representatives suggests an internal rate of return in the order 
of 26 percent on the government's investment in SBA-guaranteed loans when 
these corollary benefits are accounted for. These estimates, however, lack the rigour 
that would be achieved if proper longitudinal tests of social welfare benefits were to 
be conducted. 

There are other attributes of foreign approaches that may be of benefit. The 
U.K. distinction between established and un-established firms may be useful in 
terms of program design. The U.K. rule that an individual may avail himself or her-
self of a guarantee only once might be a useful means of combating misuse of the 
progra m. 

At the heart of all programs is the agent-principal relationship between the 
government guarantor and the lenders. The relationship requires careful nurturing 
and adjustment if the program objectives are to be fulfilled and if costs to the public 
are to be minimized, or even eliminated. To do so, requires a clear understanding of 
the objectives of the program. 

SUMMARY, IMPLICATIONS AND FUTURE RESEARCH 

THIS PAPER REPORTED ON ISSUES THAT PERTAIN TO LOAN GUARANTEE PROGRAMS 

for small firms. A review of the development and experience of the Canadian 
Small Business Loans Act identified issues of program design. The primary, indeed, 
virtuall y  exclusive, objective of loan guarantee programs is to ease access to debt 
capital for small businesses, i.e., to redress a perceived flaw in the credit market, to 
"level the playing field." 

This investigation argues that lenders will demand disproportionately more 
collateral from firms seeking smaller loans. This disproportionate demand for col-
lateral is not temporary: it is a normal result of the operation of the credit market. 
To the extent that small firms are unable to provide the requisite security, their 
access to capital is restricted. It is argued that the presence of a loan guarantee 
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mitigates the lenders' collateral demand, thereby expanding access to capital for 
small firms. The need for ongoing loan guarantees targeted to SMEs is implied. 

Given the need for ongoing intervention, the issue becomes one of program 
design. The relationship between guarantor and the lender-delivery agents dictates 
a default rate that is necessarily higher than with lenders' portfolios of non-guaranteed 
loans. This implies a subsidy, both to the lender-delivery agents and to the riskier 
firms that obtain loan guarantees. Because of the absence of rigorous longitudinal 
evaluation, the extent to which the economic benefits compensate for the subsidy 
remains unknown. 

The agency relationship is such that the guarantor controls the level of the 
guarantee and the level of fees. Lenders control the quality of the loan portfolio. 
This separation of responsibilities makes sense. The central task of the guarantor, 
then, is to set the level of the guarantee sufficiently high that lenders have eco-
nomic incentive to deliver the program yet not so high that lenders lose incentive 
to discriminate on the basis of borrower quality. The level of the guarantee and the 
fee level need to be established in conjunction with each other. The guarantee rate 
implies the default rate and thereby the loan loss rate. The level of fees must offset 
the loan losses yet remain low enough that poor quality risks do not drive out the 
high quality borrowers whose success subsidizes the failures. 

Analytically, defaults are reduced if the guarantee level declines toward 50 
percent. This implies both low fees and the need for lenders to exercise full due dili-
gence. Under such conditions, the following are likely outcomes. 

1. The level of fees would be low enough and the rate of guarantee suffi-
ciently high that owners of SMEs would find the terms of the guarantee 
attractive. 

2. Delivery agent lenders would have economic incentive to deliver the 
scheme broadly, to manage carefully the quality of the portfolio and to 
carry out sufficient due diligence to control defaults. 

3. Income from fees would at least offset the contingent liabilities of the 
guarantees. 

4. Good credit risks would not abandon the market to risky firms, yet the 
level of guarantee, being lower, would reduce dead weight. 

Previous research suggested considerable dead weight. This lack of incrementality 
was occasioned by two factors: the low fees and the high level of the guarantee. In 
the context of loan guarantees, as in the context of insurance, dead weight is not 
necessarily a problem. Fees paid by the majority of firms that will not default par-
tially or even completely offset the guarantor's liabilities resulting from the defaults 
of the minority of firms. 

Default rates associated with the Canadian SBLA are of the order of 4 percent 
to 6 percent, part of which is covered by fee income. By international standards, 
this is low. Agency theory implies that the level of defaults is sensitive to the guar-
antee level. Higher guarantee levels allow lenders to tolerate higher proportions of 
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defaults without any reduction in profits. The agency relationship predicted default 
rates for the SBLA and the U.S. SBA program that are consistent with experience. 
Moreover, according to the agency argument, the temporary increase in the SBLA 
guarantee level from 85 percent to 90 percent in 1993 could lead to a material 
increase in the level of defaults. 

Historically, the U.S. SBA program has experienced default rates in the order 
of 20 percent. Moreover, the operating budget of the SBA program is far higher 
than that for the SBLA even though the absolute levels of activity of both pro-
grams are comparable. In part, the higher default rate in the United States could be 
attributed to a higher guarantee level of 90 percent. More recently, the SBA has 
been evolving toward lower levels of guarantee and less guarantor involvement, 
steps likely to result in better quality portfolios and lower administration costs. The 
early experience with this change in strategy has been encouraging (Rhyne, 1988) 
and Mandel (1992). 

The default level associated with the LOS in the United Kingdom is in the 
order of 40 percent, the highest of all countries examined. In part, this is attributable 
to both self selection due to the high fees and to suspect screening practices. 
Nonetheless, there are some attractive features of the LOS:  

• the distinction between established and new firms; 

• provisions for targeting loan guarantees geographically and according to 
particular government priorities; and 

• the stipulation that an individual qualifies only once under the terms of 
the LOS. The govemments of Germany and Japan have, in effect, priva-
tized their loan guarantee schemes. In Japan, one-off funding of the Credit 
Insurance Corporation has provided for a re-insurance process. In 
Germany, the role of the Burgschaftsbanks and their re-insurance from the 
states, the federal government and the European Recovery Commission 
provide for a similar situation. While the default rates in Germany are very 
low, the extensive and demanding selection process may defeat widespread 
program delivery. 

Loan guarantee programs form the comerstone of small business finance support 
for many of Canada's most important international competitors. Currently, the 
SBLA provides Canada with competitive advantage through several attractive 
attributes: 

• the ease of access attendant on passive government involvement; 

• low administration costs; and 

• low default rates compared to those experienced in the United Kingdom 
and United States. 
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Revisions should take the form of small reductions in the level of guarantee 
and fee levels. Before doing so, econometric analysis of the determinants of take-up 
rates, in the manner that Cowling and Clay (1995) conducted for the U.K.  LOS,  
should be undertaken. 

Finally, program delivery implies economic incentive to lenders and a small 
degree of subsidization of the riskier firms in the portfolio. A rigorous longitudinal 
analysis of the social welfare benefits accruing to firms that have received loan 
guarantees must be undertaken. Without such an analysis, decisions about program 
continuance and design ought not to be taken. 23  

ENDNOTES 

1 Statement to the U.S. Congress House Committee of Small Business, 99th Congress, 
Second Session, 1987, as noted in Rhyne (1988,  P.  6). 

2 Ibid. 
3 Conversely, there is some evidence that particularly small firms are less likely to default 

or exceed limits on operating loans than mid-sized firms (Orser et al., 1993). As Storey 
(1994) observed, during the normal course of firm development, the ability of the owner-
entrepreneur to manage and control effectively is outstripped, and professional manage-
ment must be installed. In the interim, the firm is, arguably, particularly vulnerable. 

4 Such a study would require time series information, changes in firm performance before 
and after the loan, subsequent credit experience, evaluation of relationships with 
lenders, a sense of the degree to which the guaranteed loan was incremental and a tax-
onomy of firm attributes. As noted by Thornton (1981), such a study would necessarily 
have to control for all intervening variables. 

5 Thornton (1981) added some empirical substance to these contentions. Thornton used 
discriminant analysis to study several aspects of the financial management of Canadian 
small businesses. One dependent grouping was whether or not the small-firm owner 
respondent had been turned down for financing in the last three years. Fifty-two of 289 
respondents reported loan turndowns. Thornton found that significant variables associ-
ated with the turndown decision included sector, financial management ability and the 
size of the firm. 

6 Adverse selection can follow if lenders are unable to distinguish good credit risks from 
poor risks. As originally noted by Ackerlof (1970), the lender will charge all borrowers 
fees and interest rates that reflect the average level of risk in the marketplace. As a result, 
good risk borrowers would be overcharged and would be subsidizing poor credit risks. 
Consequently, the argument maintains that good risk borrowers drop out of the market. 
This worsens the mix and initiates a cycle that ultimately results in a marketplace in 
which only high risk borrowers remain as they are the only ones willing to pay the higher 
rates. The market degenerates. It can be argued that such asymmetry of information 
reflects the reality of the Canadian marketplace. Wynant and Hatch (1990) reported 
that bank loan account managers typically manage of the order of 1CO accounts. Given 
training, administrative duties, vacation, etc., this leaves the account manager with 
approximately one working day per year per client. Moreover, the rate of account 
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manager turnover is non-trivial. It may be argued, therefore, that loan account managers 
do not, in the Canadian setting, have sufficient time to perform the due diligence nec-
essary to distinguish good from poor risks. 

7 Once a loan is advanced, the lender must ensure that the borrower does not act contrary 
to the lender's interests, a problem known as moral hazard. Clearly, moral hazard can 
arise from self-serving behaviours, such as diversion of perquisites, fraud, misrepresenta-
tion, etc. However, moral hazard can also arise from simple inconsistencies between the 
wealth-maximizing objectives of the lender and the borrower. In particular, the debt con-
tract fixes the repayment from borrower to lender. Benefits of success are skewed in 
favour of the borrower. However, the lender stands to lose the entire loan capital in the 
event of failure while the borrower is protected by limited liability. This yields incentive 
for the borrower to undertake high-risk projects. Losses fall to the lender and gains (less 
fixed interest and principal repayment) fall to the borrower. Moreover, the potential for 

moral hazard is greatest when the owner has little to lose (e.g., low levels of equity on 
the balance sheet). 

8 Again, the Canadian setting is consistent with these predictions. Wyant and Hatch 
(1990), Riding and Haines (1994) and others found that very few bank loans to SME 
customers are priced at more than 3 percent above prime rate. Storey (1994) contended 
that when a lender is concerned about a particular borrower, the lender is likely to apply 
quantity rationing to future lending rather than credit limits, signalling a loss of bank 
confidence. 

9 Mankiw (1986) noted that, in the event of credit rationing as described by Stiglitz and 
Weiss, a sharp exogenous rise in interest rates could trigger a general collapse of the mar-
ketplace. Mankiw argued that monetary tightening leads to additional adverse selection 
as good risks increasingly refuse to pay higher rates. Adverse selection is exacerbated 
because the effect of the shock makes it more difficult for lenders to screen borrowers. 
Moreover, shock-related decreases in the value of collateral further reduce lender confi-
dence. Finally, shock-related decreases in the values of borrowers' assets induce a greater 
likelihood of moral-hazard-type borrower activities. The result is a general decline in 
borrowing, a decline that has its largest impact on borrowers whose credit quality is dif-
ficult to determine. 

10 All quantities are net of taxes. 
11 The confidentiality agreement under which the bank file data were collected prohibits 

reporting of bank-specific results. The f-statistic reported here tests the contribution, to 
the reduction of the sum of squared errors, of the addition of the vector of six bank-
specific dummy variables. Four of the six dummy variables were positive and significant 
at the 1 percent level. 

12 The symbol w, as used here, denotes the probability of failure/default which can differ 
systematically between guaranteed and non-guaranteed loans. Thus, 5 can be viewed as 
the rate of default in the portfolio of non-guaranteed loans and co as the default rate 
among guaranteed loans. The relationship between 8 and w is discussed in the section 
on issues in the design of the SBLA, later in this paper. 

13 Internal memorandum, ESBO, Industry Canada, April 1994. 
14 For the SBLA, the annual operating budget in 1994 was $1.3 million. This compares 

rather favourably with the annual budget of the U.S. Small Business Administration 
(SBA) loan guarantee program which, in 1984, was $68.5 million. Both programs 
administer a comparable quantity of guaranteed lending. 
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15 For 1991, recoveries from defaulted SBLA loans were $1.7 million, more than offsetting 
administration expenses. Recoveries of prior years' claims from 1970 through 1991 
amounted to $7.5 million on loans of $8.1 billion and claims of $307 million over the 
same period (SBLA, 1991, tables 1 and 3, pp.13 and 15). 

16 The default rate implied from equations (18) and (18a) is consistent with actual default 
experience of the SBLA (Goss Gilroy Inc., 1994). A further increase in the level of guar-
antee to 95 percent (as for the U.S. SBA program during the 1980s) implies a default 
rate of 11.5 percent. According to Rhyne (1988) actual default experience in the United 
States was between 17 percent and 25 percent. 

17 Rhyne (1988) reported that in 1986 the SBA had $160 million in direct loans out-
standing and $2.8 million in loan guarantees extended. 

18 However, it was also found that clients may already have been "bankable" under the 
Preferred Lender Program. Accordingly, a fee of 2 percent was instituted in 1986. 

19 As of June 1993, this premium was 2.5 percent per year on the guaranteed portion of the 
loan or 1.5 percent on the whole loan for variable-rate loans. 

20 According to Cowling and Clay (1995), the loan guarantee was reduced to 70 percent 
from June 1984 through July 1993, when it was increased to 85 percent. The premium, 
originally 3 percent, was increased to 5 percent in June 1984 and reduced to 2.5 percent 
in May 1986. 

21 This section is based on Pieda plc (1992, Annex A), EC0710MiC Incentives in GennanY's 
New Federal States (Federal Ministry of Economics, 1994), and interviews with Prof. B. 
Harrison, Associate Professor of Economics, Humboldt University, L. Neu, Manager of 
Corporate Relations, Deutsche Handelsbank, and Dr. Peter Wieczorek, Bundesministerium 
für Wirtschaft. 

22 Personal Interview, September 13, 1995. 
23 The discussant of this paper argues convincingly that research to assess the effects 0 1 

 "turning the dials" of the SBLA on social welfare benefits is unlikely to be fruitful. This 
is probably true. However, the purpose of the longitudinal analysis recommended here is 
far more modest: to assess whether or not the value of social welfare benefits of the 
SBLA, as currently constituted, exceed the cost of the subsidy implicit in the program 
expenses. This obviates concerns about self-selection bias as long as the degree of incte' 
mentality can be estimated. 
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Comments on Session V: 
Recent Financing Initiatives 

THE QUEBEC STOCK SAVINGS PLAN: OVERVIEW 
AND ASSESSMENT 

Comment by Simon Lalancette 
Département de sciences économiques 
Université du Québec à Montréal 

THIS STUDY IS ORGANIZED IN THREE PARTS. In the first, the authors describe how 
the Quebec Stock Savings Plan (QSSP) works; in the second, they analyse the 

performance of the QSSP from the investor's point of view; and in the third, they 
assess the performance of the Plan from the standpoint of businesses. 

Tables 6 and 7 of the study report on the performance of the QSSP from an 
investor's point of view. The authors consider a share issue a success if its market 
price at the end of 1994 was higher than the issue price, which is capitalized using 
the rate of return of the Small Cap Index. If the market price was lower at that 
Point in time, the issue is considered a failure. This approach is not precise enough 
and does not allow us to draw conclusions about the success of an issue. Three ele-
ments come into play when assessing the performance of a stock: the inherent risk 
of the stock, the market behaviour during the evaluation period, and a statistical or 
econometric analysis of the results. The authors consider only the second factor, 
and then only partially. 

The composition of the Small Cap Index needs to be defined more precisely, 
for two reasons. First, in Table 7 the authors capitalize the prices of small-firm issues using 
the rate of retum on this index. This approach seems hardly logical, because the small 
businesses that seem to make up the Small Cap Index are more likely to behave dif-
ferently over time than medium-sized firms. Second, a descriptive assessment of the 
return on this index would, in my opinion, greatly enhance the study's results. 

The methodology used in Table 8 is also deficient because it is applied in a 
more deterministic and less robust way than the econometric techniques used to 
make empirical measurements in financial analysis. Moreover, I have some diffi-
culty  understanding the methodology underlying tables 6 and 7 and footnote 10, 
because the authors estimate systematic risk coefficients using the mathematical 
expression shown at the end of Table 8. Some clarification of this point is in order. 
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To draw valid conclusions, the analysis of the ratios presented in Table 10 
should include a comparison with a sample of firms from outside Quebec. Given the 
specific nature of the Plan, it is quite possible that there are common systematic 
factors at play for QSSP firms. 

In my opinion, the relationship between the tax credits offered to investors 
and the returns on QSSP issues, particularly small issues, is a complex one and goes 
beyond the simple incorporation of tax credits into monetary losses or gains in 
order to calculate the net gain made by investors. In particular, the excess demand 
for small issues and the resulting overvaluation of issue prices are considerations 
that lead us to believe that the tax credits received by investors are a systematic fac-
tor compensated by the market that has a direct impact on the average return gen-
erated by small stock issues. 

My last two comments are editorial in nature. First, in tables 6 and 7, the inequality 
0.20 P. > ARS > P. should, in my view, be expressed as P. > ARS > 0.20 P 
Second, the mathematical expression appearing at the bottom of Table 8 should 
have a minus sign. 

LABOUR-SPONSORED VENTURE CAPITAL FUNDS IN 
CANADA: INSTITUTIONAL ASPECTS, TAX EXPENDITURES 
AND EMPLOYMENT CREATION 

Comment by Brian F. Smith 
School of Business and Economics 
Wilfrid Laurier University 

THE PAPER BY PROFESSOR VA1LLANCOURT BRIEFLY DESCRIBES the labour-sponsored 
venture capital funds (LSVCFs) in Canada and their policy objectives. It goes 

on to examine the tax expenditures associated with them and the employment 
effects associated with Le Fond de solidarité des travailleurs du Québec (FSTQ). 
The paper concludes that the tax expenditures are regressive and that the FSTQ did 
not lead to a significant increase in employment in manufacturing in Quebec. The 
author concludes that the social objectives of the LSVCFs are not being achieved. 

In describing LSVCFs, Vaillancourt argues that the supply of venture capital in 
Canada is adequate as of 1995. Given that the ratio of venture capital to the gross 
national product (GNP) did not shift significantly from 1990 to 1994 (0.53 percent 
to 0.60 percent), an argument could be made that the supply of venture capital was 
also adequate in 1990 and that the expansion of LSVCFs has resulted in a shift awe 
from private funds. It is interesting to note that the recently founded Canadian 
Medical Discoveries Fund has the active involvement of MDS Health GrouP 
which previously had an extensive venture capital subsidiary in the medical field. 
Thus, it is likely that the MDS Health Group will funnel venture capital projects 
through the LSVCF rather than fund them directly. 

674 



SESSION V 

Among the arguments raised to address the issue of the adequacy of supply of 
venture capital in Canada, Vaillancourt asserts that LSVCFs do not invest most of 
their funds as they obtain them. It would be helpful if the paper provided some evi-
dence on the amount of funds that are invested on a long-term basis in companies 
and the amount invested in short-term marketable securities such as t-bills. This 
would be especially useful for the FSTQ because of its much longer history. The 
author also mentions the limited penetration by American venture capital funds 
into Canada. However, given the need for close monitoring of an investment, the 
distance probably serves as a natural barrier to entry to foreign firms. But, what are 
the barriers to entry for local venture capital firms? 

Venture capital is often segmented by type of investment, such as early stage or 
restructuring. Is there any evidence of a shortage in particular segments of venture 
capital? Evidence on the realized rate of return would also be helpful. The 10-year 
compound rate of return of the FSTQ as of December 1995 was only 5.4 percent 
vs. 8.0 percent for three-month Canadian t-bills. For the five-year period ended 
December 1995, the Working Ventures Canadian Fund and the FSTQ earned only 
4.2 percent and 6.1 percent vs. 6.3 percent for three month Canadian t-bills. (Of 
course, on an after-tax basis, to the investor, the returns would be considerably larger 
for the LSVCF.) The limited evidence on the realized return of other funds does not 
suggest that their realized returns are excessive. Since the realized rate of return of 
venture capital in Canada does not exceed the expected risk-adjusted rate, this 
would suggest that the supply of venture capital is adequate. 

The paper should more clearly contrast the policy objectives and corporate 
governance of the public tax-sponsored funds in Canada vs. those of private ven-
ture capital funds. To what extent will a public tax-sponsored fund in Canada 
accept a lower rate of return, in order to meet political objectives? To understand 
the role of government, it would be useful to document the influence, if any, that 
governments have on the election of directors of the funds. Do governments retain 
a block of the units of the LSVCFs? Did the government appoint the original board 
and senior management of the LSVCF? It is my understanding that an LSVCF is 
restricted to certain types of investments to be eligible for the special tax status. For 
example, the recently founded Triax Growth Fund can invest in any company with 
fewer than 500 employees, less than $50 million in assets and resident in Ontario. 
It is permitted to invest in private companies as well as in secondary offerings in public 
companies. Are there job creation requirements associated with each investment? 
What influence do unions, as fund sponsors, have on the decisions of LSVCFs? Do 
the fund prospectuses specify objectives beyond that of trying to eam the maximum 
risk-adjusted return? All this information is available and should be documented. 

The paper analyses the distribution of tax benefits from LSVCFs across 
income levels and provides convincing evidence that initial FSTQ tax credits are 
concentrated among the middle and upper middle class in Quebec and at higher 
incomes in Ontario. Given the finding that the tax expenditures are regressive, the 
author should then comment on whether this is a serious concern. Does it violate 
the mandate of the LSVCFs? 
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The final section of the paper investigates whether there is a link between 
employment in one of six manufacturing sectors in Quebec and the presence of the 
FSTQ. The approach in measuring the impact on employment in the whole industry 
is superior to that of Lamonde et al. (1994) who argued that jobs were saved based 
on the fact that specific companies were given an opportunity to continue with 
FSTQ funding. Vaillancourt should discuss why it is important to examine employ-
ment at other companies in the industry which did not receive FSTQ funding. In 
doing so, he should also explain why there may be no impact from FSTQ funding 
on aggregate employment. 

For example, let's assume an industry has excess capacity, and the least-efficient 
industry member experiences financial distress. If the company receives FSTQ 
funding, then jobs are likely preserved at that company. If the company does not 
receive FSTQ funding, then jobs will likely be lost at that company. However, pro-
duction and employment at other companies will likely increase as they move in to 
fill the bankrupt company's market share. In addition, the higher profits at these other 
companies from greater capacity utilization will lead to higher operating cash flows 
which, in turn, will allow companies to increase productivity-enhancing capital 
expenditures. This will strengthen the industry relative to foreign competitors 
which will ensure employment in the industry on a longer term. In addition, if the 
company was just poorly managed, FSTQ funding would merely protect inefficient 
management. Without FSTQ funding, such companies might be bankrupt but the 
operations would likely be reorganized and refinanced through private funding 
arrangements with new shareholders and senior managers taking control. Thus, overall 
employment may be unaffected. One could even argue that aggregate employment 
may be lower because FSTQ is subsidizing capital which is often a substitute for 
labour, i.e., the FSTQ funds could be used to invest in labour-saving equipment. 

Another argument to consider as to why there may be no link between the 
LSVCFs and employment levels is that the tax benefits of the LSVCFs are not 
passed along to companies. There is evidence that management expenses of 
LSVCFs are significantly higher than other funds. In addition, evidence suggests 
that the supply of venture capital has not significantly increased relative to GNP 
and there has been a shift to LSVCFs from other venture capital sources. In other 
words, the same level of venture capital financing is occurring but LSVCF fund 
managers, distributors and tax-paying unitholders are benefiting at the expense of 
other taxpayers. 

The regression model used in the analysis needs to be respecified. First, the under-
lying production function from which the model is derived should be discussed. The 
production function should make explicit the substitutability of capital and labour. 
This is important as the key impact of an LSVCF is to reduce the cost of capital for 
a subset of firms in an industry. In addition, assumptions about the competitiveness 
of the industry and the price elasticity of aggregate demand are important as they 
will determine whether output prices fall and output increases. Adding the FSTQ 
variable to the regression (as shown in the paper as an independent variable) will 
likely lead to multicollinearity given its significant positive correlation viith output. 
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Finally, the FSTQ variable could be respecified as the percentage of the capital 
provided by FSTQ of all capital in the industrial sector. This would be a better measure 
of the impact of the FSTQ on the cost of capital for a sector. In addition, the time 
trend crudely accounts only for the technological changes that have occurred in the 
manufacturing sector during the 1980s. It may be better to account for these changes 
by examining the level of employment in an industry sector in Quebec relative to 
the rest of Canada. 

As a final comment on the tests of whether the FSTQ program has increased 
employment, one should assess whether there are other social objectives, such as 
enhancing the competitiveness of an industry, that are equally important. For 
example, one could examine whether a Quebec industrial sector has been able to 
expand its market share in Canada as a whole as a result of the FSTQ. However, if 
it has, is the FSTQ a type of subsidy that is in contravention of recent initiatives to 
reduce interprovincial trade barriers? 

In its conclusion, the paper asserts that social solidarity or Canadian/Quebec 
ownership may be the rationale for these funds. I am unsure why the author asserts that 
LSVCFs would increase social solidarity. I believe that the actions of LSVCFs may, in 
fact, be socially divisive. Employment in one company in an industry is maintained 
while employment at other companies in an industry is lower than otherwise. 
Given the labour union orientation of the original sponsors of some of the provincial 
funds, unionized employees may be favoured to the detriment of non-unionized 
employees. The regressiveness of the tax expenditures is also socially divisive. In 
addition, are there not sufficient other means such as the foreign content rules on 
registered pension plans and the Quebec Stock Savings Plan to promote Canadian/ 
Quebec ownership? I suggest that the author considers other explicit and implicit 
policy objectives. 
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RAISING EQUITY CAPITAL FOR SMALL AND MEDIUM,SIZED 
ENTERPRISES USING CANADA'S PUBLIC EQUITY MARKETS 

Comment by Eric Kirzner 
Faculty of Management 
University of Toronto 

IRONICALLY, AS I WAS PREPARING MY COMMENTS, t,,vo events provided a practical 
spin on Professor Robinson's paper. The local media were avidly reporting the fortunes 

of a Waterloo, Ontario company, Open Text, which had just completed its primary 
distribution in the United States with a listing on the National Association of 
Securities Dealers Automated Quotations (NASDAQ), the U.S. electronic bill-
board trading system. The shares, which were issued at $15 each, traded as high as 
$26.50 in the first day after-market, representing a 77 percent premium (or under-
pricing depending on how you look at it). As one reporter stated, "On the [Toronto 
Stock Exchange] TSE, the underwriter is guilty of underestimating investor demand. 
This is called leaving money on the table, and it gets an underwriter fired."  

Meanwhile, the president of the Montreal Exchange, apparently representing 
his Board of Governor's views, had some interesting comments about the future of 
markets in Canada and suggested a restructuring and rationalization of Canadian 
exchanges with each exchange specializing in specific areas. For example, Toronto 
would operate the large capitalization equity market and Montreal the derivatives 
market. Listings for junior and natural resource companies would be allocated to 
Vancouver and Calgary. 

It was interesting to read Professor Robinson's paper against the backdrop of 
these events, particularly as the structure and nature of our capital markets is under 
review by a number of regulatory bodies within the context of disclosure, fair treat-
ment, fragmentation, costs and availability of capital. 

Robinson examines and discusses the primary issue equity market for Canadian-
based small and medium-sized enterprises (SMEs).z I found three useful features in 
this paper. First, there is an insightful review of the literature on the pricing of IPOs 
in Canada and the United States. Second, the characteristics and structure of the 
Alberta Stock Exc.hange's Junior Capital Pool (JCP) program is thoroughly described. 
And finally, the paper underscores the controversial question of second-tier equitY 
markets, namely, whose interests they should serve and how, and if they should 
even be encouraged, operated and regulated. I support the idea of a second-tier 
market, although I am not convinced that the JCP program is the prototype. 

I'm going to briefly review Robinson's paper, following his structure, and then 

discuss the pros and cons of following his suggested route for SME financing. 
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RAISING CAPITAL THROUGH AN INITIAL PUBLIC OFFERING 

PROFESSOR ROBINSON IDENTIFIES TWO MAJOR COSTS associated with initial public 
offerings (IP0s): cash expenses (including regulatory cost and underwriter's com-
mission) and the pervasive underwriter discount. 

He finds that the cash expenses vary considerably by type of underwriting 
(firm-commitment vs. best-efforts) and by province. Not surprisingly, there is strong 
evidence of economies of scale — per unit cash expense costs are higher for small 
firms. He concludes, "For a firm attempting to raise several hundred thousand dollars 
of equity financing using the public equity markets in Canada, the ASE's [Alberta 
Stock Exchange's] JCP program is the only economical alternative." 

Robinson then provides a review and discussion of the literature on underpricing 
of IPOs. He discusses a number  cil  theoiems3  and concludes that the strongest empirical 
evidence supports the uninformed buyers hypothesis. (In a "market for lemons" argu-
ment, uninformed buyers secure a disproportionate number of overpriced IPOs — the 
winner's curse. Accordingly, all IPOs must be underpriced to entice the uninformed 
to continue buying in the primary market.) 

It might be interesting to examine an additional hypothesis. Could the under-
pricing reflect some type of "neglected stock" or "dual research" methodology effect? 
Are valuation methods different for SMEs than non-SMEs? SMEs are marketed to 
a smaller audience, and the pre-issue period when the underwriter surveys the market 
is, accordingly, subject to a smaller information feedback loop. Possibly, underwriters 
of SMEs don't search for the same market information since many institutions are 
either uninterested or prohibited from participating. Robinson points out that large 
underwriting firms in Canada are unlikely to be interested in participating in new 
junior equity issues.4  

LISTING REQUIREMENTS 

ROBINSON THEN PROVIDES AN EXAMINATION OF LISTING REQUIREMENTS on Canadian 
stock exchanges and concludes that there is a limited opportunity to raise small 
amounts of equity capital for venture firms on the Vancouver and Alberta exchanges, 
and for resource issues on the Montreal Exchange but, due to economies of scale, 
most of the regular IPOs are not much below $1 million. He concludes that there 
is a financing gap in Ontario. 

OTHER CONSTRAINTS 

ROBINSON GOES ON TO DEAL WITH SECONDARY MARKET LIQUIDITY and why an active 
Primary market for junior equities requires a viable secondary market for these securities. 
The identified restraints on Canada's development include the aforementioned 
economies of scale in the investment industry, the small size of Canada's capital 
markets and limits in Ontario on underwriting compensation on small issues. 
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JUNIOR EQUITY ISSUES 

ROBINSON EXAMINES THE HISTORY OF JUNIOR STOCK or second-tier market programs 
in various countries and then discusses the Alberta JCP program. Based on data as 
well as interview results, he concludes that the JCP program is successful and could 
serve as a prototype for second-tier exchanges elsewhere. 5  He points out that the JCP 
program was evolutionary, building from an established regional dealer network and 
a strong retail following.6  

CONCLUSIONS 

THE CENTRAL ISSUE OF ROBINSON'S PAPER IS HOW SMALL AND MEDIUM-SIZED FIRMS 

should obtain financing. The idea of a junior or second-tier market is the focus. 
Second-tier markets are designed for junior companies that cannot, or choose 

not to, meet listing requirements on the primary market. Some of the second-tier 
markets introduced as adjuncts to major exchanges include the Amsterdam Stock 
Exchange's Official Parallel Market and the Unlisted Securities Market of the London 
Stock Exchange. One second-tier market had a brief history. The American Stock 
Exchange's (AMEX) Emerging Company Marketplace,' opened in 1992 and closed 
in 1995 after a series of scandals related to both market manipulation and the failure 
of the AMEX listing department to supervise the companies properly. I also note 

that order flow is shrinking on all the existing second-tier markets. 
The second-tier market is at the very core of venture capital. It raises the 

issues of central exchanges, whose interests they should serve and how small start-up 
companies should obtain seed and development capital. Is public equity the appro-
priate approach and should such companies have exchange listings? But what are 
the potential benefits and the potential problems with second-tier markets, and is 
the Alberta JCP program a suitable prototype? 

The Benefits of Second-Tier Markets 

There are some benefits to a second-tier market. From an issuer standpoint, there is 
obviously access to a market otherwise restricted by stringent listing requirements , 

 high listing costs or government indifference. 
From a regulatory/protection point of view, there are some particularly strong 

benefits. If smaller companies are more volatile, less liquid and easier to manipulate 
than their larger counterparts (as appears to be the evidence), the public is probably 
better served if such shares are listed on a regulated, active and visible auction 

exchange as compared to an over-the-counter (OTC) dealer market. The surveil -

lance is more thorough because of the major role played by the self-regulatory  body 
 — the stock exchange. For example, the Toronto Stock Exchange (TSE) has a highlY 

advanced artificial intelligence system for detecting market manipulation, high 
trading techniques and other irregularities that can undermine market integritY. 8  

Furthermore, an enforceable set of primary and secondary priority trading 

rules, as imposed in an auction-style rather than a dealer-style market, provides a 

more transparent and equitable trading system. 
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Investors who want to hold shares in small venture-type companies have a 
trading vehicle. And obviously, the public interest is served by any channel that 
supports seed or venture capital financing. 

For these reasons, I support the concept of a second-tier market as an adjunct 
to a regulated exchange. 

The Problems with Second -Tier Markets 
However, the encouragement of second-tier markets as a policy has to be viewed in 
the context of overall market impact. A high failure rate of second-tier-listed com-
panies, as measured by suspension or delisting due to poor earnings results or a poor 
trading record, could reflect on the entire listing and surveillance functions. The 
spillover may in fact be country wide. For example, do problems on the Vancouver 
Stock Exchange have negative implications for foreign investors looking at the 
Toronto or Alberta exchanges? 

If the rules are too strict, junior start-up companies may fail to get financing 
or may look to other markets with the resulting loss to the local market. 

Do retail investors, who are often the active participants on second-tier markets, 
always know what they are buying? Will they understand they are buying shares in 
companies subject to less-stringent listing requirements? Is enforcement of a "know 
your client" rule more difficult on a second-tier market? There may be a "halo" 
effect — a notion that listing implies a minimum level of perceived value that may 
be more apparent than real. 

The real problem is how do you create a market that is imbued with the 
desired attributes of a responsive central auction, namely a market that offers liquidity, 
so there are sufficient orders on both the buy and sell side; a market that creates suf-
ficient information flow to support a robust price discovery process, that minimizes 
trading costs,' that offers speed of execution and maintains integrity (minimizing 
trading abuses and providing reasonable visibility)? That's the problem with second-
tier markets: they are normally deficient in some or all of these areas. 

As for the JCP program as a model, I have some severe reservations. Has the 
JCP worked because of restrictive rules, the regional club atmosphere and the 
unique conditions that existed at that time? '°  Might its success be idiosyncratic to 
the conditions prevailing in Alberta? Another concern is whether the special rules 
designed to offset the reduced listing requirements may, in themselves, be detri-
mental. For example, under the JCP program does the 18-month rule lead to sub-
optimal decision making on the part of management? Might they be influenced by 
an approaching deadline for a major transaction? 

An alternative model is that of the Canadian Dealer Network (CDN), a 
dealer market operated by the TSE. The CDN, which could be called a third-tier 
market, is a unique case in Canada, as it is essentially an OTC market operated by 
a recognized exchange. There are no listing requirements although the market is 
subject to some market surveillance. The CDN model represents an interesting 
contrast to the Alberta JCP program. 

682  



COMMENTS 

Another related issue is that of the labour-sponsored funds. 'There are now some 
16 government-supported labour-sponsored investment funds which are supposed 
to provide venture capital funding to small enterprises. There is over $2 billion 
invested in the funds. Curiously, about 75 percent of labour fund capital is currently 
in cash. If these funds start investing more aggressively, might this create a major 
source of financing in itself? Do labour-sponsored funds represent a better or more 
promising outlook? Why aren't they doing what they are supposed to do? Does this 
reflect a lack of suitable venture capital opportunities or a lack of effort on the part 
of the fund managers or advisors? It's difficult to separate the issue of fostering the 
development of second-tier markets from the future of labour-sponsored funds 
without knowing whether the funds' lack of activity reflects management lassitude 
or a lack of good prospects? 

In conclusion, I found this to be an interesting paper in terms of its literature 
review and the issues it raises. Its primary application is in describing a model for 
equity financing of small and medium-sized businesses in Canada using Alberta's 
JCP model. I have reservations, however, about its applicability outside the Alberta 
market. 

ENDNOTES 

1 I'm not sure if he really meant fired or successfully sued. 
2 SMEs were defined by the Ontario Securities Commission (1994) task force as firms wi th 

 annual sales of under $10 million. Open Text's $10 million in sales qualified it for the 
SME definition. 

3 'These include: (i) asymmetric information (the advisor knows more than the issuer), 
(ii) uncertainty premium (the industry and use of proceeds influence the degree of under-
pricing, (iii) underwriters support hypothesis (suggesting the possibility of illusory u nder-

pricing), (iv) legal lawsuit hypothesis (the underwriter is protecting against lawsuits and 
loss of reputation associated with overpriced issue), (v) the signalling model (issuers know 
more than underwriters and investors, and underprice as an indication that a secondarY 
offering will occur in the future. To signal that their firm is high quality they underprice 
the issue.) 

4 Large underwriters avoid smaller firms for three reasons. First, there is the risk to their 
reputation. Second, underwriting commissions are too low since they are a function Of 

issue size and presumably they cannot capture the fixed reputation cost component. And 
most compelling, the low trading turnover associated with small firms makes it unprofitable 
for brokerage firms to research the companies. Underwriter's profits are not limited t° 
those earned in the primary market distribution. Many of the underwriter's clients will 
be holding the shares and the underwriter will capture a portion (sometimes substantial) 
of short and long-term secondary market turnover. 

5 The discriminating factors he examines include: the number of listings, the number of 

failures (delistings that were not taken over or moved to another exchange), the number 
of JCP firms completing major transactions and moving to a regular listing and how 

successful JCPs have been in raising debt and equity capital. 
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6 He concludes that the JCP program's success provides evidence that a system for financing 

small equity ventures using public stock exchanges can work as long as there are strict 

regulations and careful monitoring of the program once established. 

7 For example, this market opened on March 18, 1992 with 22 companies listed for trading. 

The companies were previously traded on over-the-counter markets or other stock 

exchanges including the Vancouver Stock Exchange. Initial listing requirements included 

a net worth requirement of $2 million for IPOs and $41 million for publicly traded 

companies. The companies were subject to a screening process by an expert panel. The 

shares were listed and shown separately in the quotations, and denoted by the letters EC 

after the ticker symbol. 

8 See for example, Olivari (1996), p. 51. 
9 These are measured by facility, dealer market and market impact costs. 

10 For example, the downsizing of oil companies. 
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ON THE CARE AND NURTURE OF LOAN GUARANTEE 
PROGRAMS 

Comment by Daniel 13. Thornton 
School of Business 
Queen's University 

ACCORDING TO STIGLITZ AND WEISS (1981) AND PROFES,SOR RIDING, the fact 

that small businesses are risky cannot, by itself, explain why banks deny them 

credit. In principle, banks could set interest rates high enough to compensate for 

risk. Moral hazard and adverse selection are to blame, say the authors. Canadian 

evidence also suggests that banks turn down some applicants because they lack 

expertise in financial management (Thornton, 1981). This is a public policy issue 

because it is widely believed that many of the small businesses that were denied 

credit lost their chances to contribute significantly to Canadian society and to 

enhance Canada's competitive position in world markets. 

Professor Riding focuses on the private gains from trade that could be affected 

by mitigating agency costs in the market for small business loans. From a bank's 

Perspective, as the promised rate of interest on the loans increases, the shortfall 

between the promised and expected rates of return increases for two reasons. 
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1. The more creditworthy borrowers tend to drop out, since the going interest 
rate is higher than the rate they would pay, if they could convince the 
bank they were "above average. " This leaves a less able group of loan 
applicants — lemons — which have a higher probability of default. 

2. Increasingly, borrowers tend to take on projects that are riskier than the 
bank anticipated when it granted the loan. 2  

To mitigate such effects, banks could institute costly screening procedures to 
assess the creditworthiness of the applicants. Screening costs are largely fixed, how-
ever, so they are high in proportion to the value of the loans to small businesses. 
Unless applicants bear the screening costs themselves by promising to pay higher 
interest rates, the bank prefers larger borrowers. It rations credit in the small business 
sector. 

Another way of mitigating the lemons effect is for the applicants to signal 
their credit worthiness, by hiring prestigious auditors. But such auditors command 
a fee premium, and small businesses cannot generally afford the luxury of retaining 
them (Chung and Lindsay, 1988; 'Thornton and Moore, 1993). Or, the borrowers 
could assign the role of "hostage" to some of their equity shares, placing them in 
escrow, as a guarantee against moral hazard. But many applicants are unable or 
unwilling to bear such signalling and screening costs. 

To alleviate credit rationing, the federal government revised the parameters 
of the Small Business Loans Act (SBLA) in April 1993. Under this Act, the gov-
ernment guarantees banks' loans to small firms, up to 90 percent of their face value, 
as long as the interest rate is less than a "maximum amount," normally prime plus 
1.75 percent. In theory, the low promised interest rate mitigates adverse selection 
because it encourages the more creditworthy borrowers to stay in the game and be 
screened. Because they have a competitive advantage over the less creditworthy 
applicants in paying the fees, the fee becomes a credible signalling mechanism. 

During the two months before the announced amendments to the SBLA 
took effect in 1993, Canada's "Big-Six" banks advertised the new loans on television, 
on radio and in newspapers. "The Bank of Montreal has set aside a billion dollars 
for small businesses. I could use some of that," said a veterinarian as she returned a 
puppy to its master in one commercial. "This is a great [interest] rate and I think 
people will choke at matching it," said Warren Walker, Scotiabank's vice-president 
of Canadian commercial banking.' Thus, the new law seemed a good way of solving 
the credit rationing dilemma posed by Stiglitz and Weiss (1981). 

TURNING THE DIALS 

TABLE 1 LISTS THE OUTPUTS THAT MIGHT BE AFFECTED BY "11JRNING THE DIALS" in a 
loan guarantee program. The dials turned in 1993 included the percent of the loan 
guaranteed (up), insurance fee (down or constant), ceiling interest rate (down) and 
total volume allowed (up). The changes in outputs were the volume of loans granted, 
the default rate, administrative costs and, most important, a social welfare func-
tion that includes the private and social value of successes vs. the costs of failure. 
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VARIABLES INFLUENCING THE EFFECTIVENESS OF LOAN GUARANTEE PROGRAMS 

Inputs 
Policy Variables 	 Intervening Variables 

Loan guarantee 	Percentage guaranteed and "insurance fee" 	 Management 	Moral hazard (and adverse selection) 

Ceiling interest rate (prime + 1.75 percent) 	 Competence (1981 questionnaire 
Constraints on total volume; who lends 	 study) 

Tax system 	 Small business deduction (t -- 20 percent) 	 Signalling 	Auditor quality; escrowed shares 

Carry forward period for losses 

Capital cost allowances (CCA) rates (interacts 	 Screening 	Lender expertise and effort 
with above) 

Allowable business investment losses (ABIL) 	 Monitoring 	Reward system for loan officers 

legislation (spurs equity investors) 

Outputs 

Volume of lo-ans 
Default rate 
Administrative costs and dead weight 
Most important, private and social value of successes vs. costs of failures (probably asymmetric) 

c.n 
M 
cn 
0 
Z 
< 

cr, 
co 
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Professor Riding's paper shows that the volume of SBLA lending increased by 
700 percent in 1993. The default rate and the administrative costs remained low by 
international standards. 

The increase in social welfare, however, is difficult if not impossible to measure 
and Riding did not attempt to do so. Agency theory suggests that a major benefit 
would be that some deserving entrepreneurs would stay in the pool of applicants 
instead of dropping out. At the margin, however, to encourage one good applicant 
to stay in, might entail granting three bad loans. Until the benefit function has been 
identified, it is impossible to measure the desirability of the outputs. Moreover, the 
effect of the inputs on the observed outputs is only speculation. The reason is that 
the inputs that were manipulated interact with certain other inputs that were not 
controlled in producing those outputs. 

In Table 1, the loan guarantee program is only one policy variable affecting 
the outputs. The tax system is another major way in which the government assists 
small business and it undoubtedly mediates or interacts with the guarantee pro-
gram. Several other "intervening variables" would also affect the outputs. Without 
controlling for these other variables, it is not meaningful to compare Canada's loan 
guarantee program with those of other countries. 

POLICY VARIABLES 

CANADA'S TAX SYSTEM IS QUITE FAVOURABLE to Canadian-controlled private corpora-
tions (CCPCs). CCPCs all get a small business deduction that lowers their corporate 
tax rate to the range of 18 percent to 23 percent, depending on the province where 
they reside. Business losses for tax purposes can be carried back three years and for-
ward seven. At first, this may seem less generous than the carryover periods allowed 
in the United States. But U.S. firms must take the full amount of capital cost 
allowances (CCA) each year, increasing their loss carryovers and possibly pushing 
them beyond the carryforward period. Canadian companies, in contrast, can take 
any amount of CCA they like, up to the maximum. In effect, they have valuable 
flexibility that ensures they will be able to write off their start-up losses, should they 
eventually be profitable. 

When Canadians invest in small businesses that carry on an active business 
in Canada, they can deduct allowable business investment losses (AB1L) from 
other taxable income if the businesses become insolvent. For example, if you 
bought some of a CCPC's debt or equity securities for $10,000 and the company 
became insolvent, you could write off that loss against employment income 
(Thornton 1993, chapter 3). 4  If you had experienced the same loss from investing 
in the shares or bonds of a public corporation, you would have had a capital loss for 
tax purposes. Capital losses can be deducted only from capital gains, and they are 
only three-quarters deductible. Thus, all else being equal, the ABIL legislation already 
gives investors strong tax incentives to invest in small business instead of large public 
corporations. 
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INTERVENING VARIABLES 

OF COURSE, ECONOMIC AND CULTURAL CONDITIONS VARY WIDELY across countries 
and over time. Any assessment of the take-up rate and the default rate would have 
to take such variations into account. In Japan, for instance, it seems that cultural 
norms make it less likely that moral hazard would be a problem, and more likely 
that a bank would delay calling a loan that was technically in default. 

In assessing the impact of a guarantee program, one would also need to control 
for the extent of private signalling by the borrowers. As already mentioned, some 
borrowers might retain higher quality auditors whose "deep pockets" would assuage 
lenders' concerns about the possibility of being misled by financial statement infor-
mation. The degree of lender expertise and effort would also determine who got 
credit and how well they were monitored. The reward system for loan officers is a 
salient determinant of this. Are they rewarded on the basis of the number or per-
centage of defaults? The dollar value of defaults? The volume of loans granted? 

Finally, the degree of financial expertise probably varies widely in the pool of 
small business applicants. Rather than just screening applicants out on the basis of 
their present qualifications, the government could consider mounting education 
and training programs or providing financial consulting to small businesses before 
encouraging them to apply for guaranteed loans. 

EMPIRICAL RESEARCH 

IS IT POSSIBLE TO DO EMPIRICAL RESEARCH THAT WOULD TELL US whether the dials 
had been turned in the right direction? To assess the effectiveness of a change in a 
loan guarantee program, one would first have to specify the dependent variable, a 
social welfare function. It would include the volume of lending and the incidence 
of defaults but, clearly, the optimal number of defaults would not be the minimum. 
It would have to refer to more than just the explicit costs and benefits of the 
lenders, the borrowers and the govemment. 

Professor Riding's paper gives us much useful information concerning some of 
the observable effects of the change in SBLA parameters. It does not, however, tell 
us whether the changes were unequivocally good; and there is no assurance that the 
results would hold if some of the other policy or intervening variables were different. 
Since the policy and intervening variables differ in other countries, comparing the 
default rates and observable outputs across countries is interesting but hazardous. 

Finally, I doubt that the "controlled experiment" suggested in the closing 
pages of the paper would bear fruit. Professor Riding suggests comparing a group of 
firms that obtained guaranteed loans with a "control group" that didn't apply at all. 
If Stiglirz and Weiss (1981) and the author are right — if adverse selection is really 
the culprit that needs to be apprehended — this experiment would not work because 
the firms would already have self-selected. One would need to select a random sample 
of, say, 1,000 small firms. For each firm, one would flip a coin: heads you get a guar-
anteed loan, tails you don't. Only then would we be able to assess the impact of the 
program using the longitudinal study that the author recommends. Even then, the 
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problem of what to measure would remain. And what about the "good" credit risks 
in the 500 that were randomly turned down? 

CONCLUSION 

IN SUM, I THINK PROFESSOR RIDING'S PAPER IS AN EXCELLENT DESCRIPTIVE  STUDY of 
the nature of loan guarantees both domestic and international. It asks the right 
questions. It provides useful data. It takes a solid step toward developing a more 
comprehensive theory of loan guarantees. 5  But where public policy is concerned, it is 
ahvays hard to jump from theory and data to prescriptions. The paper gives regulators 
a lot to think about; but it doesn't tell them what they should do. 

ENDNOTES 

1 Some bide their time, hoping interest rates will come down. Others try to raise equity 
capital, perhaps migrating to the wrong financing clientele. The cost of being in the 
wrong clientele can be viewed as an agency cost. 

2 For example, a company borrows $100,000 to finance business expansion. It is not going 
to be the kind of expansion the bank lending officer envisages, however. The directors 
of the firm will go to a gambling casino and bet the entire $100,000 on "red 11" at the 
roulette wheel. If red 11 comes up, they will repay the bank and take early retirement. If 
red 11 does not come up, the firm will default on the loan and declare bankruptcy. 

3 Calgary Sun, March 24, 1993. 
4 The maximum write-off is $500,000. 
5 The theory might be extended using option pricing theory. The government essentially 

takes a 90 percent share of a put option held by the borrower, in which the whole firm 
can be put to the bank and the government at a striking price equal to the face value of 
the loan. One might ask how the value of this put option is affected by turning the dials 
in the loan guarantee program. 
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Donald J.S. Brean 
Faculty of Management 
University of Toronto 

Conference Report 

INTRODUCTION 

LET'S GO BACK TO THE BEGINNING. Denis Gauthier indicated that this group — 
cademics, policy analysts and representatives of the financial sector — are assembled 

as part of Industry Canada's continuing effort to assist business in the promotion of 
enriching jobs and productive investment. The objectives of the conference are to 
explore issues in capital markets that have implications for investment, competi-
tiveness and economic growth. The intention — or the hope — is to enhance our 
knowledge of the cost of capital for Canadian industry, to document the sources 
and composition of business finance and, especially, to examine questions of access 
(or impediments to access) to financial markets. Ultimately, the purpose is to 
inform the policy process. 

Gauthier suggested that we are especially concerned with whether investment 
suffers due to a "financial gap." Are good projects, good investments going wanting 
because of a lack of funds for such investment? 

Paul Halpern, the conference organizer, then outlined the way in which the 
conference is designed to address economic, financial, institutional and policy 
dimensions of capital markets. To put the agenda in sharp relief, Halpern rhetori-
cally asked whether the cost of capital is important. The answer depends, to a large 
extent, on the size of the elasticity of investment with respect to the cost of capital. 
If that elasticity is low, inefficiencies and distortions in capital markets that could 
cause the cost of capital to be higher than it would otherwise be are relatively unim-
portant. If the elasticity of investment with respect to the cost of capital is high and 
if institutional inefficiencies, market failures and/or the weight of inappropriate 
public policy, such as taxation, regulation or interventionist policies, are responsible 
for adding any number of basis points to the cost of capital, then the cost of capital 
is crucially important. Thus, it is important, as per the mission of this conference, 
to understand more fully the factors that determine the cost of capital including the 
influences of institutional inefficiencies, market failures and the weight of current 
public policy. 

16 
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Halpern then sketched the way that the various topics and themes of the 
conference are linked. By design, the conference juxtaposes macro and micro-
economic perspectives, viewpoints that represent both finance and economics, 
theoretical approaches balanced by empirical analysis, and public policy as well as 
the practitioner's view. 

The macro-economic perspective is concerned with the role of capital markets 
in determining the aggregate level of investment, economic growth and employ-
ment. The implications of the international integration of capital markets for the 
cost of capital in any one country, e.g., Canada, or international comparisons of the 
cost of capital are within the purview of macro-economics. 

The micro-economic perspective, on the other hand, focuses on the efficiency 
of market mechanisms per se. Here, with respect to the signals and incentives that 
govern the flow of finance from savers to investors and allocate investment among 
a variety of investments of differing risk, maturity and prospective return, the question 
is whether the market mechanism produces socially optimal results. If financial 
markets do not meet the test of efficiency in the funding of investment — a point 
which itself is difficult to discern — then there is a prima facie case of market failure 
reflected as a "financial gap" as suggested by Gauthier. High transaction costs in 
financial dealings, including costs that decline with volume due to a fixed cost 
component, represent an impediment to the flow of savings to investment but not 
necessarily a market failure. However, if systematic and irresolvable differences in 
information between financiers and investors cause the former to be wary of the latter, 
then financial markets can be said to fail. Good projects would go wanting because 
of a lack of funds. Moreover, an adverse selection process may emerge in which le,ss 
worthy projects are funded ahead of the more worthy. 

SESSION I COST OF CAPITAL 

THE USER COST OF CAPITAL AND INVESTMENT SPENDING: IMPLICATIONS 
FOR CANADIAN nRMS 

ROBERT CHIRINKO AND ANDREW MEYER ARE OONCERNED with the mechanism by 
which policy can induce investment spending. How, and by how much, can policy 
induce investment? Policy aimed at investment has two links: 

• the effectiveness of the policy instrument in changing the incentive; and 

• the sensitivity of the target (investment) to the incentive. 

Policy instruments are typically taxes, and reductions thereof, or subsidies. 
The incentive is the after-tax (or after-subsidy) return on investment. The target, 
of course, is investment. 

Chirinko and Meyer focus on the elasticity of investment with respect to the 
user cost of capital. Their concern is measurement. Their approach is to apply the 
Jorgenson neoclassical model of investment and the user cost of capital. In this 
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model, the firm maximizes the discounted after-tax flow of profits over an infinite 
horizon. Capital depreciates at a geometric rate. Delivery lags, adjustment costs and 
vintage effects are absent. 

Before turning to their own empirical work, Chirinko and Meyer present a 
useful critique of the evolution of the theory and empirical application of neoclassical 
models of investment and the user cost of capital. Serious theoretical shortcomings 
of the model in the basic formulation that dates back to Jorgenson include the failure 
to incorporate investors' expectations, no recognition of the influence of technology 
and disregard of adjustment costs. Assumptions concerning expectations, technology 
and adjustment costs are implicit (or naively suppressed) in the simple model of the 
user cost of capital. Attempts to represent these important considerations explicitly, 
such as the Brainard-Tobin Q, the Euler equation or direct forecasting models, have 
met with mixed success. Unfortunately, although implicit models are conceptually 
deficient they nevertheless perform much better than the theoretically more com-
plete explicit models. Implicit models explain a reasonable amount of the variation 
in aggregate investment and, apart from the user cost of capital, they usually pro-
duce estimated coefficients that have the theoretically correct sign and statistical 
significance. Moreover, Chirinko and Meyer suggest that, despite the availability of 
many alternative specifications of investment models, implicit models containing 
output, user cost and liquidity as explanatory variables continue to be the model of 
choice of forecasters and policy analysts. 

Approaching their empirical work with the objective of estimating the sensi-
tivity of Canadian investment spending with respect to the user cost of capital, 
Chirinko and Meyer encountered a formidable obstacle — the ladc of appropriate 
data. Proper estimation of the user cost of capital requires time series data at the 
firm level. The necessary data include series on relative prices of capital goods, the 
financial costs of capital, asset mixes and detailed information on firm-specific tax 
circumstances including tax rates, depreciation rates and how firms specifically 
handle tax losses through carry back and carry forward. 

To finesse the problem of the lack of data, Chirinko and Meyer select a panel 
of U.S. companies for which data are available, choosing firms that provide reasonable 
representation of Canadian industry. The sectors they examine, defined by Standard 
Industrial Classification (SIC) categories, are information, health, aerospace, manufac-
turing, forestry, plastics, services, chemicals, transportation, fashion and automobiles. 
The investment elasticity with respect to the user cost of capital is found to vary 
widely across the 11 sectors studied. Despite the variance, imprecision in the esti-
mates of the elasticity forces the conclusion that we do not have a clear sense of the 
likely response of investment spending to variation in investment incentives. 

Chirinko and Meyer indicate that corporate cash flow appears to be an 
important element in the investment equation. They suggest that it would be useful 
to gain further understanding of whether the significant role of cash flow is related 
to finance constraints or is merely a proxy for current and future demand. 
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Ideally, if the data would allow, one would want to obtain a broad cross-

sectoral set of elasticities of investment with respect to the user cost of capital and 

then proceed to an analysis that focuses on the factors (production relations, sector-

specific tax influences, investment irreversibility, etc.) that explain the sectoral 
variation in the elasticity of investment with respect to the user cost of capital. 

Why would that be useful? For one thing, it would take us closer to understanding 

the potential bang for the policy buck, including tax expenditures. 
Perhaps such considerations underlie the Chirinko and Meyer remark that 

"substantial changes in the user cost are necessary but not sufficient for effective 
policy." While variation in the user cost is useful to analyse incentive effects and to 

explain why different sectors respond to a common incentive differently, a common 

elasticity of investment with respect to the user cost of capital would not preclude 

effective policy. It would imply that a given policy (something that reduces mar-
ginal effective tax rates [METRs], for example) would have the same effect on all 
sectors. 

In his comments on the Chirinko and Meyer paper, Serge Nadeau expressed 

a general frustration with the lack of reliable empirical findings conce rning an 

important relationship — the elasticity of investment spending with respect to the 
user cost of capital — that theory and common sense hold to be true. We know that 
the elasticity must be significantly negative, but we are having a devil of a time 

observing it. 

Regardless, Nadeau believes that the merit of the Chirinko and Meyer paper 

is the use of micro firm-level data for analysis. Inasmuch as investment is carried out 
at the firm level, it is a chronic source of concern in policy analysis that heretofore 
so much of this type of empirical work involves highly aggregated data. Alas, in Chirinko 
and Meyer's work, the high standard errors on the estimated coefficients — so high 

that in almost all sectors they cannot reject the hypothesis that the estimate is zero — 

suggest missing variables. What are those missing variables? It seems necessary to return 
to a more complete specification of the capital expenditure decisions of firms. 

Nadeau indicated he is uncomfortable with the way that cash flow is modelled. 
He would like more understanding as to why current cash flow is important for 

investment. 

In fact, in a recent piece published in the Journal of Money, Credit and Banking 
entitled "Why Does Liquidity Matter in Investment Equations?" Chirinko and 

Schaller reported the results of an analysis of a sample of 212 Canadian firms.  They 
 provided evidence of the existence, sources and economic importance of internal 

finance constraints. Potential sources of finance constraints include both asym-

metric information and transactions costs, which Chirinko and Schaller attempted 

to disentangle with interpretations that are germane to this conference. 
Asymmetric information is the leading theoretical explanation for finance constraints 

on firms. However, even if asymmetric information problems are unimportant, 

transaction costs in the form of shelf registration fees, underwriters' spreads and 

other administrative costs associated with new issues of stocks or bonds could create a 

wedge between the costs of internal and external finance. While these two sources 
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of finance constraints are not mutually exclusive, the associated policy implications 
do differ. For example, if asymmetric information problems loom large, reducing 
disclosure requirements and streamlining procedures for new share issues may not 
be especially helpful in easing finance constraints. On the other hand, since firms 
that are in a weak information position depend heavily on bank credit, easing 
access to such institutional credit could have substantial effects on investment 
spending. 

COST OF CAPITAL FOR THE UNITED STATES, JAPAN AND CANADA 

THE PAPER BY ALBERT ANDO, JOHN HANCOCK AND GARY SAWCHUK extends a line 
of research developed by Ando and Auerbach comparing the cost of capital in the 
United States and Japan. The paper is updated and extended to include Canada. 

The user cost of capital is the amount of money a firm pays to use one dollar's 
worth of capital for a period of time, say one year. In the absence of taxes, and 
assuming perfect capital markets, this cost must be equal to the real rate of return 
in the market plus the economic rate of depreciation. When using this approach, 
one must allow for corporate taxes, inflation and market imperfections. 

Over a reasonable length of time and based on a sufficiently large number of 
firms, the cost of capital can be expressed as the ratio of capital payments to capital 
stock. This is an ex post return on capital which, by averaging over time and firms, 
represents an approximation of the economically relevant ex ante perspective. 
Capital payments include interest, dividends, retained earnings with an inventory 
valuation adjustment and capital consumption allowance and taxes. Capital stock 
is the value of capital employed. Alternative means of recording capital stock are a 
micro or market measure based on the value of corporate equity plus the value of 
debt (generally augmented by adjustments to accounting figures in corporate balance 
sheets) or a macro national accounts measure based on aggregate data. If the alter-
native measures of the cost of capital are reasonably similar, the corroboration of 
one by the other is evidence of proper empirical specification. 

The national accounting and market measures of the cost of capital tend to 
track each other closely in the United States. Japan, however, exhibits a curious 
and strongly negative correlation between the two measures throughout the 1985 
to 1994 period, characterized as a boom from 1985 to 1989 and a bust from 1990 to 
1995. 

The main empirical finding of the analysis by Ando, Hancock and Sawchuk 
is that the before tax cost of capital in Japan is some 5 to 6 percentage points lower 
than that for the United States over the full period 1967 to 1994. This result is on 
the basis of the market valuation measure. Caution is advised in accepting this result 
since, if the national accounting numbers are used in Japan, the cost of capital 
would be higher in Japan by 1 or 2 percentage points. 
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Which to choose? In discussion, Ando expressed serious distrust of the 
Japanese national accounts. As a result, he is more inclined to trust results based on 
an aggregation of micro data, simply because he knows how the data are generated. 
On this basis he concludes that Japan has a substantially lower cost of capital than 
the United States. 

For Canada, Ando, Hancock and Sawchuk confess that they cannot make 
much sense out of the erratic estimates of the cost of capital generated by available 
data. They suggest that the limits on their sample for Canada, both in terms of the 
length of the period (from 1976 to 1993) and the number of firms (100 before 1983, 
160 to 240 thereafter) is the main reason for the disappointing result. 

With respect to deviations in the cost of capital between the United States 
and Japan, Ando, Hancock and Sawchuk suggest some considerations beyond the 
more commonly cited reasons — different risk premiums and different fiscal systems. 
First, short-term interest rates in the the two countrie_s may differ due to the volatility 
of expectations of exchange rate movements. Second, the capitalization rate that 
relates short-term rates to long-term rates need not necessarily reflect similar 
expectations in the two countries. These factors, Ando, Hancock and Sawchuk 
assert, are capable of creating substantial differences in the cost of capital between 
or among countries, and they suggest that market forces would not necessarily serve 
to eliminate the differences as long as the underlying causes persist. 

Japanese depreciation, especially after the adjustments for inflation, may be 
over-estimated. The reported depreciation rate for Japanese corporations is 2 or 3 
percentage points higher than that in the United States. If these depreciation rates 
reflect the reality of the two countries, then there is no problem. However, if the 
true rate of depreciation is the same while the reported rate is higher for Japan than 
for the United States, then this may cause the reported rate of return in the United 
States to be higher than that for Japan. 

The debt-to-equity ratio for Japanese corporations is twice as large as that of 
U.S. corporations. Given the tax treatment of interest payments on the one hand 
and the cost of equity on the other, this Japan/United States debt-to-equity differ-
ential would make the total before-tax rate of return greater in the United States 
than in Japan. Ando, Hancock and Sawchuk report that in the late 1980s this 
potential distortion seemed to dissipate as the debt-to-equity ratio (measured at 
market values for equity) was observed to fall. This effect, they argue, ought to be 
dismissed as due largely to the stock market bubble of the late 1980s. As the price 
of equity shares declined in more recent years, the Japanese debt-to-equity ratio 
rose more or less to the earlier levels. A high level of the debt-to-equity ratio cannot 
fail to make the total cost of capital somewhat smaller in the way Ando, Hancock 
and Sawchuk choose to measure it. 

In discussion, Ando also suggested that the huge bubble in Japanese land 
prices together with the substantial value of land in Japanese corporate balance 
sheets contribute to the observed lower Japanese cost of capital since increases in 
land value increase the denominator of the ratio used to measure the cost of capital. 
In other words, most Japanese firms, especially large established corporations, 
acquired their land before the price of land in Japan had become so much higher 
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than land in other countries. Since accounting does not effectively recognize the 
replacement value of land, companies treat the cost of land as a sunk cost. 
Nevertheless, the market for equity recognizes the appreciation of corporate land 
holdings and, as this is priced in the equity, the price-to-earnings ratio appears high 
and, hence, the implied cost of capital is low. 'Thus the extraordinarily high price 
of land is reflected in the value of Japanese corporate shares but not in the costs of 
production and output prices. If this hypothesis is correct, the conventionally cal-
culated cost of capital in Japan is low while the cost of capital for new firms forced 
to purchase land at market prices is exceptionally high, thus inhibiting the formation 
of new firms and malcing the penetration of the Japanese market difficult for foreign 
firms. 

In his comments as discussant, Jack Mintz expressed concern regarding the 
empirically convenient average rate ci return on capital and whether it is an appropriate 
proxy for the economically relevant marginal rate of return. In Canada, perhaps 
more than elsewhere, the presence of oligopoly, fixed factors of production (e.g., in 
the capital-intensive resource sectors) and government regulation are likely to 
leave the average return chronically, and substantially, above the marginal return. 
Tax incentives that target investment are likely to widen the average/marginal dif-
ferential. 

Mintz also rhetorically asked why we are interested in international comparisons 
of rates of return on capital in the first place. The empirical exercise has relevance 
for investment, Mintz maintains, only insofar as the observed return on capital is a 
measure of the cost of capital. He also expressed concern about the implications of 
observed international differentials in cost of capital that do not seem to be eroded 
by the arbitrage processes of international financial markets. The issue represents a 
challenge to the standard assumptions of highly integrated international capital 
markets and the relevance of the so-called "world rate of interest" generally 
invoked in most empirical models of cost of capital and investment. Mintz also 
stressed the importance, and the difficulty, of full and accurate representation of all 
components of the cost of capital, including the cost of finance, the cost of depre-
ciation and tax influences inclusive of property taxes, capital and sales taxes as well 
as the corporate tax. 

THE IMPACT OF TAXATION ON CAPITAL MARKETS AND COMPETITIVENESS 

IN THE OUTLINE OF THE FIRST SESSION we indicated that the mechanism through 
which policy induces investment spending has two links: 

• the effectiveness of the policy instrument in changing the incentive; and 

• the sensitivity of the target to the incentive. 

Policy instruments are typically related to taxes or subsidies. Incentives take 
the form of an increase in the after-tax (or after-subsidy) return on investment. The 
target, of course, is investment spending. 

697 



BREAN 

Chirinko and Meyer focused on the second link, the elasticity of investment 
with respect to the user cost of capital. 

In this session, Duanjie Chen and Kenneth McKenzie provide information 
crucial to the first link in policy transmission — tax distortions of the user cost of 
capital. They apply the empirical methodology for estimating METRs. In concept, 
METRs are consistent with the user cost of capital in its neoclassical formulation à 
la Jorgenson. As a tool of policy analysis, METRs provide a summary measure of the 
source of economic distortion — the wedge between the pre-tax and after-tax rate 
of return relative to the pre-tax rate of retu rn . Empirical estimation of METRs 
requires careful representation of the detail of the full weight of tax on corporate 
income inclusive of depreciation (capital cost allowance in Canada), corporate-
personal tax integration, and a variety of non-income taxes such as property and 
capital tax. In addition, the analysis requires estimates of various bits of real eco-
nomic data such as the financial cost of capital, the economic rate of depreciation, 
the nominal rate of return on capital and the expected rate of inflation. 

Chen and McKenzie begin with an overview of the empirical methodology of 
computing METRs with special attention to how the model is modified to incor-
porate risk and the METR-raising impact of irreversibility in corporate investment. 
To the extent that a METR is the economically relevant index of tax-induced dis-
tortion, METR-calculations offer insight into the potential impact of taxation on 
capital accumulation and economic growth. Moreover, while METRs are essentially 
simulations, a set of METRs in industrial or regional cross section provides a 
consistent summary of biases and policy preferences embedded in the tax structure. 

Chen and McKenzie report two sets of METR estimates. The first involves an 
international comparison of METRs in the 07 industrial nations plus Mexico and 
Hong Kong, while the second is an intersectoral and interprovincial analysis of 
METRs on non-financial industry in Canada. In presenting the paper, McKenzie 
stressed how sensitive the results can be to the assumed values of the economic 
parameters, especially expected inflation and risk premium or industrial character-
istics such as financial structure of the investment mix of buildings, machinery and 
inventory. The call for caution in interpreting METRs is especially pertinent when 
two (or more) estimates are examined for differences, for example industry A versus 
industry B or country X versus country Y. Real differences of course drive distortions, 
yet differences in point estimates are less likely to pass a test of statistical significance 
the greater the uncertainty of the data inputs to the estimating model. 

In a straightforward comparison of taxes affecting domestic investment in a 
cross-section of nine countries, Canada's METR for manufacturing appears in the 
international mid-range and at the high end for services. In the always important 
United States-Canada bilateral context, our manufacturing METR is 4 points higher 
than in the United States while our rate for services is a whopping 11 points higher 
than in the United States. 

The detailed analytic effort to estimate METRs seems worth the candle if, as 
Chen and McKenzie suggest, we learn that Canada's METR on manufacturing is 
indeed higher than in the United States — by 4 points — despite the fact that our 
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statutory rate on this sector is 4 points lower. Factors that account for the difference 
include less generous depreciation allowances in Canada especially with respect to 
buildings, Canada's relatively harsh tax treatment of inventories by mandatory use of 
FIFO and less than full relief of provincial sales taxes on manufacturing equipment. 

Substantially more complex international considerations arise when estimat-
ing METRs on outward and inward-bound foreign direct investment. In this situa-
tion, the analysis must entertain complicated international financial structures, the 
meshing of at least two tax systems inclusive of so-called foreign tax relief arrange-
ments and cross-border capital payments. Chen and McKenzie observe a small tax 
differential in favour of Canadian investment abroad versus domestic investment, 
which one might view as merely an offset to the well-known capital-export bias 
favouring U.S. investment abroad that Canada has enjoyed for many years. 

Within Canada, there appears to be substantial intersectoral and inter-
provincial variation in METRs. Mining, services and communications sectors, for 
example, are favoured in virtually every province, while oil and gas, construction 
and trade tend to face higher rates. Manufacturing endures a relatively high METR 
in spite of its low statutory rate, a finding that Chen and McKenzie as.cribe to the 
observed low debt-to-asset ratio in this sector. One could also argue that the low 
statutory rate results in a relatively high after-tax cost of debt and, thus, the debt-
to-asset ratio and the METR are determined simultaneously. 

The within-sector cross-provincial METR variance is remarkably high. It is a 
matter for concern if the structure of taxation in Canada has significant influence 
on investment location decisions. However, as a tax influence, the distortion may 
be more apparent than real. In Canada, the interprovincial statutory corporate tax 
rate variance is quite small (especially in the non-resource sectors). Federal-provincial 
tax collection agreements provide a high degree of uniformity in the corporate tax 
base, and interest rates and inflation are common. As a result, the variance of 
METRs within industrial sectors but across provinces is perhaps driven by the vari-
ance of pre-tax profitability and subsidies as opposed to interprovincial structural 
tax differences. 

In his comments on the analysis and the results, Michael Daly acknowledged 
the practical difficulty in such empirical work. Referring first to the estimation of 
(sectoral and provincial) marginal effective tax rates within Canada, Daly acknowl-
edged the relevance of the intersectoral and interprovincial differences in METRS 
and agreed that such differences represent a potential influence on the allocation 
of capital within Canada. When Daly tumed attention to the reported international 
METR differentials, he vigorously challenged the reliability of the exercise, illustrating 
the uncertainty by comparing results of structurally similar earlier analyses that pro-
duced strikingly different results. Daly used the conflict to caution the conference 
with respect to the sensitivity of the results to underlying structural assumptions 
and parameter values, stressing, in particular, the importance of derailed under-
standing of the workings of national tax systems and the scope for international tax 
planning by multinational enterprises. 
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In discussion, Donald Brean asked whether differentials in METRs might 
correspond to different levels of publicly provided services that are valuable to 
industry. McKenzie replied that other empirical work suggests that the corporate 
tax does not have the character of a benefits tax. Brean acknowledged that such 
conclusions are generally drawn from cross-sectional studies within nations where 
public provision of services is relatively uniform, whereas in an international cross 
section — where both taxation and publicly provided services each have greater 
variance — there is potential merit in examining the correlation. 

INVESTING IN CANADA: ESTIMATION OF THE SECTORAL COST OF CAPITAL 
IN CANADA AND CASE STUDIES FOR INTERNATIONAL COMPARISON 

THIS PAPER TAKES A DECIDEDLY BUSINESS APPROACH to defining and estimating the 
cost of capital. In motivating the work, Vijay Jog suggests that the economist's user 
cost of capital and its policy derivative, METRs, have little relevance for corporate 
investment decisions since such computations naively assume identical capital 
structure for all sectors as well as identical costs of debt and equity. This is despite 
substantial differences in underlying business risk, debt-to-equity ratios and com-
ponent costs of equity and debt. 

The business approach to estimating the cost of capital, invariably on an 
after-tax basis, takes explicit account of the composition of finance (the debt-to-
equity ratio), the opportunity cost of each component of financial or capital structure 
(debt and equity), with special attention to risk premiums associated with the par-
ticular business of a firm. 

The history of modern corporate finance is marked by competing theories of 
the corporate cost of capital. At higher levels of abstraction, the debate continues 
as to how markets value risky assets and how, in the proce,ss, capital markets assign 
project-specific risk-adjusted opportunity costs to risky investments. At an empirical 
level, the most tractable and generally accepted approach postulates a weighted 
average cost of capital (WACC) that incorporates the cost of debt and equity 
(common and preferred), with each component weighted by its proportion in the 
overall financing of the firm. Crucially, the weights on components of finance are 
recorded at market (not book) values. The return to equity is net of interest and 
taxes, whereas debt has the concession of tax deductibility of interest payments. 

To take explicit account of risky equity, Jog first introduces the standard measure 
of risk — beta as derived via regression of sector returns on returns on a market 
index. With sector-specific indices of risk at hand, jog generates sector-specific risk-
adjusted required returns on equity by applying beta to estimates of the riskless rate 
of return and the average risk premium in the equities market. In fact, Jog simulates 
the impact of alternative values of the market risk premium on the WACC. 

Jog computes the WACC for 714 Canadian firms grouped into 22 industrial 
sectors. The estimates are based on measures of risk, equity returns, interest costs 
and capital structures from 1988 to 1994. The reported real WACC for the average 
of all 22 sectors in the study — a rough index of WACC for Canadian industry — 
wavered between 7.73 percent and 9.33 percent between 1988 and 1993, and rose 
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sharply to 11.69 percent in 1994. The cross-sectional rank ordering of sector 
WACCs was remarkably steady throughout the seven-year period. 

Following the Canadian sectoral WACC analysis, Jog addresses a number of 
more specific issues, including differences in the risk-free rate between Canada and 
the United States, foreign exchange exposure and company-specific risk in a par-
ticular sector (forestry), case studies of the cost of capital for a Canadian and a U.S. 
firm in telecommunications and, finally, a comparison of the cost of capital for the 
Canadian pulp and paper sector with the same industry in Finland. Overall, this 
compendium of empirical studies of WACC illustrates the methodological and 
empirical challenges in using the business approach to estimating the cost of capital 
in an international cross section. Conclusions, tentative as they are, suggest that 
the United States enjoys an advantage vis-à-vis other countries in the form of a 
lower cost of capital due, in large part, to a low country-risk premium. Indeed, the 
United States represents the base — with other countries enduring premiums (WACC 
penalties) relative to the United States. The cost of capital disadvantage for a typical 
Canadian firm is almost 2 percentage points. If Jog's estimates are accurate, one might 
reasonably ask whether the relative tax disadvantage suffered by Canadian industry, 
as suggested earlier by Chen and McKenzie, is a contributing factor. 

In his comments as discussant, Louis Calvet draws critical attention to several 
explicit and implicit assumptions underlying Jog's analysis, especially with regard to 
the international financial equilibrating mechanisms that govern, for example, the 
international interest differentials. Calvet takes serious exception to how Jog 
decomposes the United States-Canada short-term interest rate differential in order 
to estimate exchange rate and country risk premiums. Jog's estimate of the latter, as 
noted above, is an important factor in the higher cost of capital in Canada vis-à-
vis the United States. Calvet outlined a more complex Frankel-type decomposition 
of the differential to take account of the bias in the forward exchange rate, the 
effect of which is to suggest that Jog's estimates of the international interest rate 
differential and, hence, the cost of capital differential, are too high. 

SESSION II FINANCING CONSTRAINTS AND SMALL FIRMS 

VENTURE CAPITAL FINANCING OF ENTREPRENEURSHIP IN CANADA 

ENTREPRENEURIAL FIRMS ARE INCREASINGLY IMPORTANT IN CANADA. The annual 
rate of new business registrations, to cite a rough index, doubled between 1979 and 
1989. 

Entrepreneurship appears to be closely related to innovation and technological 
progress. The small and emerging businesses sector is often touted as the most 
effective generator of jobs. However, despite the observed growth of this sector, 
entrepreneurial activity in Canada may not be as focused nor as vigorous as it might 
be. In particular, as per the theme of this conference, concerns have been raised 
about possible gaps or failures in the flow of finance to business in its vulnerable 
developmental stages. 
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Venture capital, defined as equity and so-called "mixed finance" to young 
privately held firms, is a crucial form of finance for the entrepreneurial sector. 

Unfortunately, relatively little is known about the structure, strategy and performance 
of the venture capital industry in Canada. The primary objective of the paper by 
Raphael Amit, James Brander and Christoph Zott is to address this lack of infor-
mation by providing an empirical overview of venture capital financing in Canada. 
They  rely on a comprehensive micro-level data base of Canadian venture capital 
investments, data drawn from both sides of entrepreneurial finance — recipients of 

venture capital as well as venture capital firms. 
From these data, Amit, Brander and Zott observe a number of structural char-

acteristics of the Canadian venture capital industry. For instance, the geographical 
pattern of venture capital activity in Canada fails to match the geographical pattern 
of economic activity. The level of venture capitalism is relatively high in Quebec 
and relatively low in Ontario and Atlantic Canada. High-tech industries make up 
a disproportionately large share of venture capital investments. While this is not 
surprising, a more puzzling fact is that spending on research and development by 
firms funded by venture capital is no higher than the Canadian industrial average 
— approximately 3 percent of revenues. 

The average venture capital equity (or ownership) share in an investee firm 
is about 35 percent. The majority of Canadian venture capital investments are not 
syndicated as each round of investment is provided by a single venture capitalist 
and, in about half the time, fledgling firms get only one round of venture capital. 
Syndication is much less common in Canada than, for instance, in the United 
States. While venture capital investments may include both debt and equity, about 
two thirds of Canadian investments are pure equity. 

For Amit, Brander and Zott, the performance record of venture capital 
investments is especially telling. Most investments do not do particularly well, gen-

erating returns that are lower than alternative risk-free investments. However, in 

the jargon of performance, the poor batting average of the majority is offset by 3  
small number of "hits" that do very well. This general pattern is reflected in rev-
enue and employment growth, where, in both cases, the average is much higher 
than the median — indicative of skewing. Most investee firms grow slowly if at all, 
while an exceptional few grow very rapidly. 

Exit behaviour is intriguing. In more than 37 percent of cases, firms sever 
their ties with venture capital via management or corporate buyouts: insiders buy 
out the venture capitalist. A substantial share, 13 percent, end with third-parq 
acquisitions, and these tend to be successful investments. A further 16 percent 
progress to more permanent capital through initial public offerings (IP0s) of stock. 
About 18 percent of venture-capital-supported investments fail and are written off: 
the venture capitalist loses the entire investment. 

From this information, Amit, Brander and Zott identify four empirical regu-
larities that, they suggest, a theory of venture capitalism must accommodate. First, 
a theory must provide a reason for the existence of a specialized venture capital 
industry. Second, it must explain the emphasis on development and expansion 
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rather than start-up. Third, it must account for the observed pattern of exit from 
venture capital and, finally, the theory must be consistent with the skewed pattern 
of returns. 

The concepts that integrate the theory of venture capital are information, 
asymmetric information in particular, and limited liability with low collateral. 
Informational asymmetry, where the investor knows less about the probability of 
the project's success than the investee, leads to market failure. There is under-
standably less money available for pigs in pokes. Investors are wary of both adverse 
selection and moral hazard and, when they cannot reliably discriminate among 
untried projects, underinvestment is a consequence of the gaps in information. 
However, there is obviously potential gain from obtaining the information neces-
sary to make informed investment decisions. Venture capitalists exist be,cause they 
can reduce information-based failures through careful selection, monitoring and 
other means. As venture capitalists become more skilled in reducing these sources 
of market failure, the venture capital sector functions more efficiently. 

Amit, Brander and Zott develop a theoretical model of venture capital contracts, 
financial structure and entrepreneurial effort. They bring the model to data using 
taxes paid as a proxy for profit. Their empirical results suggest that the venture 
capitalists' share in finance is negatively related to performance. Firms with a rela-
tively low level of venture capital ownership tend to do better. While this explains 
only a small portion of total variance in performance, the effect is consistent with 
the existence of both moral hazard and adverse selection. 

In his comments on the Amit, Brander and Zott paper, Ralph Winter began 
by challenging the proposition that asymmetric information is necessary to explain 
each of the stylized facts of the venture capital market. For example, in Winter's 
view, the specialized venture capital market is a reflection of costly information 
regarding young projects and the efficient accommodation of financial markets to 
the costly search for such information and, thus, the existence per se of the market 
is not necessarily due to investee-investor informational asymmetry. Likewise, the 
skewed pattern of returns, with a very few highly successful projects in the right tail 
of the distribution, can be explained without reliance on asymmetrical information. 
Indeed, Winter argues, if insiders (the investors) have superior information con-
cerning the probability of commercial success, they would be disinclined to seek 
venture capital for projects they (asymmetrically) know to have exceptionally high 
Promise, for this would mean an unnecessary sharing of the rewards. Consequently, 
the right tail of the distribution of returns should be thinner and the more impor-
tant is the informational asymmetry. 

In an especially insightful extension of the Amit, Brander and Zott paper — 
and among the more creative points raised at the conference — Winter begins with 
the  observation that insider buyouts dominate among alternative exit devices from 
venture capital. This fact does accord with the hypothesis of superior insider 
information. It also has profound implications for the optimal response to the type 
Of agency problem that Amit, Brander and Zott analyse in their paper — limited liability 
with hidden action. An optimal contract between the principal and the agent 
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(investor and investee) is a contract that is compatible with the incentives of both. 
The contract must draw finance to the risky project, encourage performance com-
mitment on the part of the investor, while leaving no benefit to a strategy that 
hides information. Winter suggests that an option would be all-round incentive 
compatible. In contrast to straight equity, an option held by the venture capitalist 
increases the venture capitalist's share of the residual claim (the marginal profit) 
under successful outcome,s. Options come into the money at higher levels of profit. 
The efficiency and incentive compatibility of an option contract stems from the 
fact that while the rewards to both principal and agent increase as the project is 
more successful, the proportion of the rewards captured by the agent (the venture 
capitalist) increases at the margin of profitability. 

In his closing comment, Winter notes that the framework developed bY 
Amit, Brander and Zott does not address the normative economic issue of whether 
the equilibrium in the venture capital market under imperfect information can be 
improved by policy intervention, for example by a government agency in pursuit of 
economic efficiency. Whether asymmetric information is sufficient to warrant 
intervention in the form of government action through, for example, subsidies or 
guaranteed financing, is an issue that Winter suggests deserves further research. 

VENTURE CAPITAL MARKET EXITS IN CANADA AND THE UNITED STATES 

JEFFERY MACINTOSH FOCUSES ON VENTURE CAPITAL EXITS - the means by which 
suppliers of high-risk capital dispose of their investments. The exit perspective 
generally receives less attention than the (entry) decision to fund or not to fund 
fledgling firms, an uneven balance of emphasis that may reflect misplaced assumptions 
concerning the strategy of suppliers of risk capital. Macintosh makes a convincing 
case that the entry and exit decisions are interrelated. Ex ante, financiers feel that 
being stuck is not an option. 

Exit is an important factor in establishing both explicit and implicit contractual 
relations between the suppliers and users of venture capital. 

Macintosh argues that effective exit mechanisms tend to lower the cost of 
capital. Alternative exit routes include IP0s, private sale, company buy back 
(whereby the firm buys out the venture capitalist), secondary sale of the venture 
capital, liquidation and write-off. Insofar as exit is integral to the full life cycle of 
venture capital, understanding exits, theoretically and empirically, is fundamental 
to understanding the role, if any, for constructive intervention in the process. 
Financial market failures or inefficiencies that constrain or distort alternatives to 
unwind will likewise constrain or distort the general supply of venture capital. 

Exit alternatives are shaped inter alia by regulatory factors, capital market 
depth and sophistication, and taxation. 

Macintosh deals directly with the operational efficiency of the venture capital 
market, drawing on data from the United States and Canada to glean insight into 
exit strategies, economies of scale in the venture capital transaction, and specialization 
in venture capital services. In his view, U.S. venture capitalists are substantially 
more specialized, with firms that deal exclusively in computer software or electronics 
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or biotechnology, etc., whereas Canadian firms are more likely to be generalists. 
The relevance of the difference between specialists and generalists hinges on the 
fact that services provided by venture capitalists, including investment screening, 
structuring the deal to establish entrepreneurial incentives, engaging in operational 
monitoring and advice, securing additional sources of capital and choosing the timing 
and means of exit, all have a bearing on the long-run commercial viability of the 
venture. If specialists provide superior service, then a venture capital market populated 
by specialists is likely to be more efficient. 

The IPO market is an important exit mechanism from venture capital, 
although somewhat less so in Canada than in the United States. Buy backs predominate 
in Canada. Alas, write-offs are also more likely in Canada than in the United 
States, with 32 percent (vs. 21 percent) ending in the dustbin. In both Canada and 
the United States, the most spectacularly successful venture capital investments 
move to market via initial public offerings of equity. As the exit of choice, however, 
the IPO route may underlie subtle inefficiencies in venture capitalism. IPOs tend 
to be oversubscribed and underpriced in the short term. IPOs also tend to cluster 
around peaks in the equities markets, followed by protracted underperformance. 
The downward slide indicates fundamentally overpriced IPOs. Overpriced IPOs 
represent excessive rewards to venture capital (at the expense of both the funded 
firm and the new financiers) an allocative inefficiency in financial markets. On 
these matters, the evidence in Canada is slim but suggestive. 

Tax influences on the supply of venture capital are substantial in both the 
United States and Canada. When the Employment Retirement Income Security Act 
(1974) in the United States allowed pension funds to channel capital to commercial 
adventures, the result was an explosion of financial activity. In Canada, labour-
sponsored venture capital funds are tax driven, as are provincial (e.g., Quebec) 
stock savings plans. The structure of tax incentives for venture capitalism may 
influence the efficiency with which such funds are used. For example, pension 
funds are institutional sources of capital whereas labour-sponsored plans draw funds 
from individuals. This difference, Macintosh suggests, may help explain why 
labour-sponsored funds are only 17 percent invested in risky ventures, while giving 
reason to question whether the tax expenditures are being well spent. 

In his comments on Macintosh's paper, Michel Poitevin likens ease of exit to 
liquidity. Poitevin also points out that exit strategy depends on the nature and 
degree of informational asymmetry between the venture capitalist and those who 
replenish the young firm's finances. To give empirical content to the role of asym-
metric information, Poitevin recommends examining the relation between share of 
the firm withheld by the venture capitalist at the time of exit and the subsequent 
profitability of the firm following the refinancing. 
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THE CLIMATE FOR INITIAL PUBLIC OFFERINGS IN CANADA 

IPOs OCCUPY A PLACE OF IMPORTANCE AT THIS CONFERENCE.  Macintosh  noted the 
importance of the IPO as an exit route from venture capital, especially for those 
firms that are most successful in their early development phase. Amit, Brander and 
Zott drew a similar conclusion from their analysis of venture capital financing. 
Michael Robinson described a part icular institutional arrangement to accommodate 
IP0s, the Alberta Junior Capital Pool. It appears that a strong and efficient market 
for IPOs is crucial for the provision of long-term finance to firms with demonstrated 
substantial commercial viability and growth potential that is otherwise constrained 
by debt limits and a shortage of built-up capital. Investment requires a new infusion 
of equity. 

An IPO represents a major financial transaction at a crucial juncture in the 
life of a firm. An IPO involves an infusion of equity and restructured ownership 
along with the new discipline of market scrutiny of corporate performance. The fact 
that equity, as opposed to debt, is the financial vehicle of choice for young, growing 
firms is all the more important as Canada shifts from its traditional reliance on 
resource and manufacturing toward services and knowledge-based industry. Debt is 
a relatively low-cost, accessible form of finance, when it is secured by tangible assets 
such as machinery and equipment. Knowledge-based industry, in contrast, derives 
value from commercial ideas, patents and intangible prospects that traditional 
creditors, such as banks or bondholders, are less willing to finance. So-called "soft 
assets" are difficult to appraise and virtually impossible to salvage. Although there 
is no empirical evidence on the potential difficulty of raising funds for knowledge-
based firms, it would seem that a strong IPO market is a necessary financial market 
condition for the industrial shift toward a knowledge-based economy. 

In his paper, Vijay jog examines the climate for IPOs in Canada. Jog provides 
evidence on the at-issue underpricing of IP0s, longer-term price performance of 
1POs and the financial performance of firms in the post-IPO phase. He also sum-
marizes results of a selective survey of managerial strategies and attitudes toward the 
IPO decision and the process of going public. 

IPOs are new, unseasoned and relatively unknown equity issues. As a result, 
the general uncertainty of future profitability as well as the asymmetry of information 
between issuer and investor are much greater than for conventional issues by listed 
firms. Consequently, without reference to similar securities trading in the secondary 
market, the at-issue price of an IPO is problematic for the underwriter. The share 
price of an IPO typically moves up or down substantially immediately following the 
release of the issue. jog, in earlier work with Srivastava (1994, 1995), documented 
the substantial at-issue underpricing of Canadian IPOs. In other words, the trading 
price of an IPO tends to jump abruptly above the issue price. jog reports that the 
phenomenon of underpricing of IPOs persists through recent data, but to a degree 
that has significantly diminished. 

Post-IPO performance, as measured by the holding return on such shares, is 
systematically disappointing. In a sample of 254 IPOs on the Toronto Stock 
Exchange (TSE) from 1971 to 1992, 1POs significantly underperformed the TSE 
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300 index for at least six years following the IPO listing. On a market-adjusted 
basis, investors who buy an "average" IPO incur a loss of 40 percent in four years. 
The underperformance is observed regardless of whether the stock was originally 
overpriced or underpriced at issue, although overpriced stocks perform significantly 
worse than underpriced stocks over the first four years. 

At-issue IPO underpricing represents a transfer of wealth from the existing 
shareholders to the new investors. 'Thereafter, the persistent poor stock price per-
formance suggests that young firms chronically fail to generate returns equal to 
their cost of capital. As a result, original shareholders, as well as those who purchased 
the IPO, suffer losses of wealth. Evidence of poor post-IPO economic performance 
might appear in accounting data — applying standard measures of corporate pro-
duction efficiency and profitability. Jog reports that a number of performance 
indices deteriorate post-IPO. These findings are consistent with active eamings 
management pre-IPO, intended no doubt to enhance the perception of earnings 
potential and productivity. 

Despite the underpricing and the generally disappointing post-IPO corporate 
performance, Jog suggests that "Canadian capital markets are doing a good job in 
allocating risk capital to entrepreneurs." Acknowledging that, from the investors' 
point of view, the results are disappointing, Jog nevertheless believes that the 
Canadian IPO environment is attractive for the entrepreneur. On the evidence, 
these conclusions are unconvincing. Although random wealth redistributions in 
the process of financing investment are not inconsistent with capital market efficiency, 
the persistent losses to investors that Jog documents are likely to be a factor that 
inhibits the flow of equity capital to neophyte firms. The fact that he does not have 
a counterfactual, i.e, the volume and cost of IPO capital if persistent losses were not 
the norm, renders Jog's strong, positive conclusions questionable. 

Elizabeth Maynes, in formal comments on Jog's paper, begins by questioning 
whether the data — exclusively successful IPOs on the TSE — accurately depict the 
market for 1POs in a broader Canadian context. Maynes' point, while reason for 
pause in a general way, is perhaps more a challenge than a criticism since, on specific 
empirical issues, Jog purports to say no more than what his data indicate. 

In his findings, Jog shows that IPOs come in waves. 1PO waves, he suggests, 
are driven by the ebb and flow of the tides of the broader market. Maynes feels that 
this relation between IPO activity and market conditions deserves more attention. 

Maynes is especially perplexed about the negative post-IPO performance of 
both stock price and corporate performance. Indeed, it is unfortunate that Jog iden-
tifies no causal link between IPOs and subsequent corporate performance (per 
accounting data), with extension to the relative performance of stock returns. 
Equally important, given the persistent nature of these relations, does this "infor-
mation" condition the general pricing of IPOs? As mentioned above, one can be 
properly sceptical of the view that the IPO market in Canada is "good." 

The persistent erosion of the post-IPO return to equity, if true, is a puzzle. 
The observation itself may be distorted by the application of inappropriate bench-
marks, a point that Andrew Karolyi raised with respect to Usha Mittoo's analysis. 

707 



BREAN 

If the evidence can withstand scrutiny, however, the result is either an indictment 
of capital market efficiency or a financial asset pricing phenomenon that is not fully 
captured by conventional equity valuation models. For example, an IPO is likely to 
have the skewed risk characteristics of an option (at the money or simply near the 
money) as opposed to the characteristics of seasoned equity. The time value of the 
option would be greatest at (IPO) issue, and the return structure would be more 
skewed than at any other time. Thus, the time value of the option would dissipate 
as surviving firms move into the money and the risk structure becomes more 
symmetrical.' This explanation of an evolving risk structure for equity also suggests 
that the cost of equity capital for emerging firms is higher than for established firms 
because of the embedded option in the equity of the former. 

SESSION IV FINANCING CONSTRAINTS AND LARGE FIRMS 

CANADA-UNITED STATES MARKET SEGMENTATION AND THE 
COST œ EQUITY CAPITAL 

THE INTEGRATION OF INTERNATIONAL CAPITAL MARKETS has important implications for 
the cost of capital of industry in small open economies. The greater the degree of 
international integration, the more elastic is the supply of financial capital to 
industry regardless of the size of the domestic capital market. Moreover, risks that 
are idiosyncratic but less than fully diversifiable in a small capital market are likely 
to be diversifiable intemationally and, thus, have less relevance for the cost of capital 
if, of course, the small economy's capital market is integrated with markets abroad. 

Usha Mittoo examines the extent to which the relatively small Canadian market 
for publicly issued equities is segmented from the much larger U.S. market. The focus 
is the after-issue price performance of Canadian seasoned equity issues. Capital 
market integration is addressed through a comparison of the after-issue price per-
formance of interlisted (Toronto-New York) shares vs. non-interlisted shares. The 
data set consists of seasoned equity issues by TSE 300 firms from 1982 until 1993. 

The empirical approach adopted by Mittoo, referred to as event study 
methodology, normalizes the risk-adjusted daily return movements of each new 
issue around its announcement date, computes the daily average of such returns for 
all issuances for each of several days before and after the event of the announcement, 
and then records cumulative average abnormal returns relative to the zero-dated 
time of the event. The time pattern of returns relative to the event lends itself to 
interpretation in terms of the event itself. 

Mittoo reports that the stock markets react negatively to announcements of 
seasoned equity issues. On average, the announcement of an issue triggers a 1.75 
percent drop in share price in the two-day period surrounding the announcement 
date. Cross-sectional analysis reveals that larger firms experience a more  pronounced 
negative reaction than is the case for smaller firms. With respect to the primarY 
focus of the study — whether Canadian and U.S. equity markets are integrated and, 
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if so, whether or not such integration matters — interlisting indeed seems to provide 
(or perhaps as a proxy) superior access to equity capital. The two-day drop in share price 
for the interlisted firms is only 0.87 percent vs. 2.33 percent for non-interlisted firms. 

In a second analytic step intended to identify firm-specific characteristics 
that govern how efficiently seasoned equity issues are absorbed in the market, 
Mittoo conducts a cross-sectional analysis of firm-specific cumulative abnormal 
returns (indexed to days relative to issuance announcement) with explanatory 
variables that include size, turnover, ownership structure, dividend payout, issue 
size and, with a dummy variable, whether or not the firm's shares are interlisted in 
Toronto and New York. Of the explanatory variables that exhibit some statistical 
significance in their regression coefficients, size is decidedly negative, which indi-
cates that larger firms take a larger hit on new issues, whereas international 
interlisting appears to result in a generally lower cost of new equity finance. 

Mittoo suggests these results confirm that the Canadian equities market is 
segmented from the U.S. market. Interlisting appears to be a means for individual 
firms to overcome the barriers. Otherwise, large Canadian firms that are not 
interlisted face a higher cost of equity capital than their U.S. counterparts. 

According to Mittoo, effective action to lower the direct cost of international 
interlisting, to mitigate the home bias in international equity holdings, to improve 
international liquidity in traded equities and, generally, to enhance information 
available to potential offshore purchasers of Canadian equities would lower the cost 
of capital for Canadian industry. 

Mittoo's conclusion is consistent with the results of a recent study by Kang 
and Stulz (1995) dealing with Japan. Kang and Stulz found that the large fixed costs 
of establishing an information access network for foreign securities represent the 
major barrier to international portfolio investment. With less information than 
domestic investors, foreigners simply stay away. In another recent study, Cooper 
and Kaplanis (1995) suggested additional reasons for the home bias, including the 
hedge against (domestic) inflation, withholding taxes and transactions costs, and a 
more nebulous foreign risk premium that, theory would predict, ought to be eroded 
by efficient international portfolio management. Regardless of the reasons, the 
home bias is a substantial fact, evidenced by Cooper and Kaplanis' data presented 
in Table 1. 

Karolyi, in his remarks, stresses that Mittoo's work is first and foremost an 
analysis of the at-announcement price behaviour of seasoned equity offerings. The 
second stage of her work, involving cross-sectional analysis of firm and issue char-
acteristics crucial to conclusions concerning capital market integration, rests 
entirely  on the first stage results. Karolyi feels that the first stage results — the negative 
impact on a firm's return following its announcement of a new issue — suggest a limited 
scope for expansion of the Canadian investor base for seasoned equity offerings. 
The negative announcement impact has been observed elsewhere and over longer 
periods. Karolyi's overriding concern is with the methodology for measuring 
performance, especially the choice of benchmark and risk adjustments. If the (first 
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TABLE 1 

THE HOME BIAS IN EQUITY PORTFOLIOS 

Market Capitalization 	Percent of Equity in 	Home Bias 
(% of total) 	 Domestic Stocks 	(2)-(1) 

(1) 	 (2) 

Country 

Canada 	 3 	 84 	 81 
France 	 4 	 92 	 88 
Germany 	 3 	 78 	 75 
Italy 	 2 	 92 	 90 
Japan 	 33 	 92 	 59 
Netherlands 	 1 	 51 	 50 
Switzerland 	 2 	 66 	 64 
United Kingdom 	 10 	 69 	 59 
United States 	 11 	 95 	 53 

100 

Source: Cooper and Kaplanis (1995) Table 2. 

BREAN 

stage) negative performance is mis-specified or overestimated, the (second stage) 
conclusions concerning the merits of international interlisting are likewise over-
stated. 

Karolyi points to evidence suggesting that Canadian equity yields tend to 
underperform following international interlisting. Does this mean that Canadian 
equities enter the United States with a super risk premium due to information defi-
ciency, he asks. This raises the question of why firms choose to interlist. What does 
this mean for the supposed benefits of an expanded investor base? The issue warrants 
an event study of interlisting to understand better the basis of the negative hit on 
prices of newly interlisted stocks. 

Karolyi acknowledges that Mittoo's paper highlights the importance of 
understanding the effects of market deregulation and dismantling formal barriers 
(e.g., legal and tax) to international securities ownership. In a closing remark, 
Karolyi indicated that it is important for Canada to continue to lobby the U.S. 
Securities and Exchange Commission to secure fast-track approval of qualified foreign 
listings, i.e., without the delay involved in verifying compliance with U.S. 
Generally Accepted Accounting Principles (GAAP). 

THE QUEBEC STOCK SAVINGS PLAN: PANACEA OR BANE? 

THE QUEBEC STOCK SAVINGS PLAN (QSSP) WAS LAUNCHED IN 1979. According to 
Jean-Marc Suret and Elise Cormier, the Quebec government had two objectives for 
the QSSP. First, it was designed to reduce effectively and constructively the burden 
of the individual income tax. Second, with a view to channelling the reduced tax 
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payments into Quebec investment, the Plan would encourage Quebecers to hold 
equity securities issued by Quebec industries by offering personal income tax credits 
for purchases of eligible shares. 

Suret and Cormier discuss the design and multiple redesign of the QSSP, with 
attention to the effectiveness of the Plan in meeting its objectives. 

In its early stage, from 1979 to 1983, the QSSP did not differentiate eligibility 
between shares of large and small firms. Inasmuch as shares of larger firms are more 
familiar, more liquid and less risky, the QSSP was dominated by issues and pur-
chases of shares of large firms. Large firms, however, typically do not face serious 
problems in raising capital whereas Quebec's small firms, which are more likely to 
have difficulty raising equity, appeared unable to take advantage of the QSSP. 

In 1986, the balance of the benefits of the Plan was tilted toward small com-
panies by altering the terms of QSSP eligibility. Small and medium-sized industries 
in Quebec responded enthusiastically by issuing shares in large volume. 

In October 1987, equity markets crashed. Along with shareholders in general, 
the new shareholders attracted by the QSSP suffered significant losses. The num-
ber of QSSP shareholders declined considerably thereafter. 

Suret and Cormier estimate that the Quebec tax system absorbed approximately 
$1 billion in tax losses. On this account, they point out, with some cynicism, that 
the goal of reducing the personal tax burden was achieved. In view of the $1 billion 
tax expenditure, however, what were the real effects of the QSSP? 

In terms of numbers, the market listings of small and even very small Quebec 
businesses increased substantially and significantly as more Quebecers held shares. 
From the investors' perspective, many QSSP shares had poor gross-of-tax yields. On 
the other hand, three or four firms had exceptionally good returns, accounting for 
more than half of all gains. Suret and Cormier liken QSSP-eligible investments to 
a lottery — a small chance of large gains counterbalanced by a large chance of loss. 
The one sure payoff to the investor was captured up front in the form of the tax 
credit. 

From the firms' perspective, the QSSP pushed up the share prices of QSSP-
eligible firms and lowered the cost of capital. This explains, in part, the spectacular 
interest in IPOs on the Montreal Exchange. The ratio of IPOs in Montreal to IPOs 
in Toronto illustrates the effect. From 1979 to 1982 the ratio was 0.23; from 1983 
to  1986,0.76; and 1987 and after, 033. 

The QSSP was designed to improve capitalization permanently, to lower the 
cost of funds for Quebec firms and to foster productive investment. Suret and 
Cormier report, however, that only 25 percent of fresh funds supported by the 
QSSP went into new investment. A great deal of the funds, at least 33 percent, was 
used to reduce the debt of QSSP-eligible firms. There is also evidence, especially for 
those firms that were successful, that their dividend payout increased, representing 
a flow through of QSSP-supported funds. 

In general, the rate of retum on equity tended to fall, in some cases dramatically, 
after an issue of QSSP-eligible shares. This suggests that many firms had no cost- 
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effective plans for investment. The investors' financial incentive to contribute 
funds to industry did not correspond to an enhanced set of investment opportunitie,s 
for firms. 

In deriving their results, Suret and Cormier compare returns on QSSP-funded 
firms with a small capitalization index. This choice of index, including its arbitrary 
representation of risk, is disconcerting to Simon Lalancette, the discussant. Indeed, 
most questions in discussion addressed empirical methodology, especially with 
respect to the treatment of risk and dividends. Robert Chirinko pointed out, for 
example, that when ascribing corporate financial effects to the QSSP (or, indeed, 
ex post for any structural intervention in capital markets), it is difficult to have 
confidence in the counterfactual. General business and financial conditions of the 
time, rather than the QSSP per se, may have prompted the observed increase in div-
idend payout. Suret replied that small and medium-sized firms — growing enterprises — 
are expected to maintain low dividend payout. Any increase in dividend payout 
subsequent to access to QSSP funds can be reasonably interpreted as a flow through. 

LABOUR-SPONSORED VENTURE CAPITAL FUNDS IN CANADA: 
INSTITUTIONAL ASPECTS, TAX EXPENDITURES AND EMPLOYMENT CREATION 

FRANÇOIS VALI.AINCOURT ASKS WHETHER TAX-BASED LABOUR-SPONSORED venture 
capital funds (LSVCFs) represent good tax policy. He concludes, based largely on 

evidence from Quebec, that they do not. Above all, he argues, LSVCFs fail to 
finance the investment that ought to generate the employment that represents the 
policy raison d'être. Moreover, the direct tax benefits of LSVCFs — the tax relief to 

contributors — are unevenly distributed in favour of higher income groups. 
Vaillancourt begins with a synoptic overview of the objectives, structure, 

governance and size of the various federal and provincial LSVCFs. The programs 
have strong similarity of purpose, including investment, employment and local 
industrial favouritism. There is also a general bias toward providing funds for small 

and medium-sized firms. 
The essence of an LSVCF is a generous tax concession to contributors. In 

1995, for example, a $1,000 investment in an LSVCF held in a Registered 
Retirement Savings Plan (RRSP) could, in most provinces, cost as little as $45 for 

an investor facing the highest marginal personal income tax rate. The tax relief 

stems from a combination of feckral and provincial tax credits for the venture capital 
fund contributions together with the pre-tax status of RRSP investments. 

Despite the tax advantages, LSVCFs in Quebec have never attracted more 

than 2.5 percent of tax filers. Within this relatively small group, Vaillancourt 
observes that the distribution of tax credits is skewed toward higher income groups. 
He does not concern himself with the reasons for, or consequences of, this pattern, 
noting only that it represents an uneven distribution of the tax expenditure. One 
might suggest that the distribution is consistent with the fact that tax incentives 
are most attractive to those in higher tax brackets (and, therefore, higher income 
brackets), especially as LSVCF credits are coupled with RRSP contributions, and 

that upper income groups generally tend to save/invest more. 
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LSVCFs' focus on employment is often touted as differentiating such programs 
from private venture capitalism. If an infusion of venture capital, LSVCF or private, 
effectively provides funds to firms that are otherwise denied finance, the resulting 
new investment ought to have positive employment effects. Vaillancourt attempts 
to measure this by introducing a spline variable representing LSVCFs into a con-
ventional model of sector-specific employment. The spline variable, essentially a 
time-varying index of participation in the Fonds de solidarité des travailleurs du 
Québec, fails to have explanatory power. Vaillancourt interprets this as failure of 
the policy to meet its objective. However, the relationship between finance and 
employment — dependent, as it is, on investment — seems unlikely to be adequate-
ly captured by the augmented employment function. Earlier in the conference, in 
an exercise focused exclusively on the elasticity of investment with respect to the cost 
of capital, Chirinko and Meyer could not report conclusive results. The chances of 
observing a significant relationship, if such a relationship should exist, are even 
slimmer in Vaillancourt's specification, since the finance/investment/employment 
effects with which he is concerned involve the investment:cost-of-capital elas-
ticity plus the relationship between investment and employment. 

In his comments on this paper, Brian Smith suggests that labour-sponsored 
venture capital funds likely affect the composition of venture capital funds in 
Canada, but not necessarily the total volume of such funds. 

Smith takes issue with Vaillancourt's analysis of employment effects of 
LSVCFs. He warns of a problem in failing to distinguish potentially significant sub-
stitution effects from gross effects. The focus on sectoral aggregate employment 
effects, for example, is unlikely to expose LSVCF funding of firms that might other-
wise fail. Scarce financial resources in that case are diverted from their most useful 
purpose. 

Flagging a criticism often, and legitimately, directed at programs ostensibly 
aimed at increasing employment by subsidizing capital, Smith reminds the confer-
ence that any program that lowers the cost of capital relative to the cost of labour 
is likely to induce investment in labour-saving production capital, subverting the 
employment objective. 

RAISING EQUITY CAPITAL FOR SMALL AND MEDIUM-SIZED ENTERPRISES 
USING CANADA'S PUBLIC EQUITY MARKETS 

THE QUESTION ADDRESSED BY MICHAEL ROBINSON is whether Canadian equity markets 
provide an effective means for small and medium-sized enterprises to raise equity 
capital. 

In the first part of his paper, Robinson analyses the cost of raising equity capital 
via IPOs in Canada. He confirms the general impression that the cost of raising 
equity capital is inversely related to the size of the issue, a finding consistent with 
the cost structure for raising debt as suggested by Riding. Robinson also reports that 
the  dollar cost of public listing in Canada is generally lower than the cost of listing 
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on a U.S. exchange, while the percentage cost of listing in Canada for small and 
medium-sized firms, in particular, is similar to the cost in the United States. 

Cash costs of bringing an equity issue to market are typically in excess of 
$100,000 for regular listings on the major markets — Toronto, Montreal and 
Vancouver — and substantially less on the Alberta Stock Exchange. A useful 
distinction is drawn between cash expenses, including legal and underwriting fees, 
and the implicit cost due to the typically substantial discount at which primary 
issues enter the market. 'These fixed costs make it expensive for firms to consider 
equity issues of less than $1 million on the major exchanges. 

A large part of the cost of an 1PO is due to underpricing the issue. The 
conventional explanation for this phenomenon is the information asymmetry 
between issuers and the uninformed investors, an asymmetry that is likely to be 
especially large for initial issues of small new business. Uninformed investors, wary 
of the winner's curse, tend to reduce the price they are willing to pay for a firm's 
I PO. 

Robinson directs most of his attention to the Junior Capital Pool of the Alberta 
Stock Exchange. Information on cash costs, listing requirements and regulations in 
the major equity markets provide a backdrop for a more detailed discussion of the 
club-like market in Alberta. In Alberta, less onerous listing requirements allow 
firms to go public through the Junior Capital Pool for as little as $40,000, with market 
capitalization as low as several hundred thousand dollars. 

Robinson concludes that it is possible to establish a stock exchange program 
that allows small and medium-sized enterprises to raise equity capital through IPOs 
as well as secondary financings. To achieve these efficiencies, however, the program 
must be regionally based and built on an existing financial infrastructure such as 
regional brokerage firms, a strong local retail investor base and reputable entrepreneurs. 
To avoid the wrath of Gresham's Law applied to finance, the market mechanism 
that Robinson advocates requires close surveillance by regulatory authorities to 
ensure that low-quality issues do not drive out the good ones. An efficient and liquid 
secondary market is crucial. Finally, firms must be given strong incentive to grow 
and leave the junior market or face delisting although, unfortunately, Robinson 
does not indicate explicitly what such incentives might be. 

Robinson's insistence on good institutional governance, surveillance and the 
building of reputation in all aspects of junior capital pools is driven by his observation 
of the negative experience in many other countries. Lax regulation, fraudulent 
stock trading, inadequate differentiation between junior and regular markets 
together with a lack of institutional interest (especially in Europe) in junior issues 
are discouraging and must be confronted for the successful development of junior 
stock programs. 

In his comments on Robinson's paper, Eric Kirzner insists that second-tier 
markets are the very core of venture capital, challenging Robinson's pessimism for 
this institutional structure. Indeed, in Kirzner's opinion, the Alberta Junior Capital 
Pool is a particular example of a second-tier market, although perhaps not the best 
one. Second-tier markets, in general, are designed for junior companie.s that cannot, 
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or choose not to, meet the listing requirements on the senior market. From the per-
spective of the issuer, second-tier markets provide access to an equity market that 
would otherwise be restricted due to stringent listing requirements and high listing 
costs. Second-tier markets provide especially strong benefits in terms of investor 
protection that are integral to the supply of finance. Since small and relatively 
unknown companies seeking equity tend to be more volatile, less liquid and more 
vulnerable to manipulation than larger more established listed firms, the public 
interest is better served, Kirzner argues, if such shares are listed on a regulated 
active and visible auction market as opposed to an over-the-counter dealer market. 
Surveillance is more thorough on an auction market than on the less regulated 
over-the-counter market because of the major role and reputation of the self-regulating 
body — the stock exchange. An enforceable set of primary and secondary priority 
trading rules in the auction format fosters transparent and equitable trading. 

Turning to Robinson's endorsement of the Junior Capital Pool as a specific 
prototype for institutional development for a more accessible equities market, 
Kirzner expresses reservation. He points to the regional "club" atmosphere and the 
possibility of idiosyncratic conditions in Alberta. Kirzner sees a promising alterna-
tive in the Canadian Dealing Network (CDN), a dealer market operated by the 
TSE. The CDN, essentially a third tier, is an over-the-counter market operated by 
a recognized exchange. There are no listing requirements although the market is 
subject to some market surveillance. 

ON THE CARE AND NURTURE OF LOAN GUARANTEE PROGRAMS 

LOAN GUARANTEE PROGRAMS ARE DESIGNED TO REDRESS AN APPARENT FLAW in credit 
markets, viz., that small firms face systemic barriers to debt capital. 

In his paper, Allan Riding reviews the theory underlying the perceived failure 
of debt markets to serve the needs of small business. He interprets the bias against 
small loans as a function of fixed costs of credit administration, in particular, the 
average cost of lending is inversely related to loan size. The need for a minimum 
degree of due diligence in a profit-maximizing lending strategy involves fixed costs 
that loom relatively large for small loans. Exacerbating the cost bias against small 
loans, in Riding's model, lenders set collateral requirements as a function of the 
fixed cost of due diligence, which likewise makes the required collateral (percent of 
loan) inversely related to the size of the loan. 

Governments in virtually all industrialized countries, and many developing 
countries as well, underwrite loan guarantee programs for small business. In practice, 
loan guarantee programs are characterized by a combination of lax lending to bad 
credit risks and, thus, defaults, and subsidized loans to low-risk free-riders. In view 
of these chronic operational difficulties, Riding suggests that the primary responsi-
bility of the guarantor is to set an optimal level of loan guarantee, enhancing the 
lenders' incentive to lend without unduly undermining the lenders' responsibility 
to discriminate on the basis of borrower quality. 
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Taking a position on policy, Riding prefers loan guarantee programs to be self-
financing and quasi-commercial. He advocates a central role for fees levied on 
those who receive guaranteed loans. Fees, according to Riding, are also the means 
to address the problem of incrementality (wherein borrowers who do not need the 
guarantee take it anyway — free-riders). Perhaps more important to his view of a 
properly designed program, "fees must offset the loan losses." 

In his focus on fees, Riding loses sight of the main problem of capital market 
failure. For example, referring to the Loan Guarantee Scheme in the United 
Kingdom, Riding indicates that "fees ... represent annual payments to the guarantor, 
reducing the cost of the program by reducin,g default risk" (emphasis added). Just how 
fees reduce or screen for default risk is not clear, and the proposition is especially 
puzzling in view of Riding's finding that the U.K. Loan Guarantee Program (that 
requires fees) has the highest default rate among all countries examined. 

Rather than viewing fees as a constructive component of program design, one 
might argue that fees on guaranteed loans are thinly disguised and ill-advised taxes. 
First of all, fees are suspect in programs intended to rectify a distortionary (loan) 
cost structure. As Riding acknowledges elsewhere, fees establish a deterrent to 
access to loan guarantee programs. As fees deter applicants, program costs are 
reduced only because they reduce the size of the program. Riding does not present 
a case for fees as efficient credit quality screens, i.e., that fees reduce adverse selection 
or address the problem of free-riding. 

Furthermore, fees are fiscal revenues. Thus, questions arise as to the efficiency 
of this particular form of taxation. More fundamentally, should loan guarantee programs 
be self-funding, shouldering their own cost through a form of "earmarked" taxation? 
Second-best arguments aside, there is no obvious reason to develop a revenue-
generating mechanism specific to, and built within, this particular program. If the 
problem is one of genuine capital market failure, fees represent an inappropriate 
application of the benefit or user-pay principle of taxation. 

If, for whatever reason, fees are to be applied, then to minimize both ineffi-
ciency and deterrence, fees should not be imposed unconditionally ex ante. Fees 
should be assessed ex post on successful investments but not, contrary to Riding, to 
subsidize losses. Ex post conditional fees may be construed as calls (held by the 
guarantor) on the earnings of all firms that borrow. If a firm is successful and survives, 
the call expires "in the money," whereas the call expires with zero value if a firm 
fails. Fees based strictly on ex post positive performance (which is bound to include 
some economic rent) would mitigate some of the deterrence effect that would otherwise 
arise with unconditional ex ante fees. This is roughly the idea behind forgivable 
loans. Nevertheless, it is well recognized in corporate finance that securities with 
embedded options are a relatively costly means of finance. In this respect, the con-
ditional fee as call is fortunately a "limited call" with maximum value (or cost to 
the firm) equal to the required fee. 

Given the relative importance of debt finance for start-up business, the issues 
addressed in Riding's paper are among the most important of the conference. 
Evidence to the effect that Canada's policy intervention — via the Small Business 
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Loans Act — has fewer defaults than comparable schemes elsewhere is not necessarily 
encouraging in terms of the ostensible goals of the program. Nor does Riding 
demonstrate that the low default rate reflects operational efficiencies. 

To focus his argument concerning the failure of credit markets to provide 
undifferentiated access for small and large firms, Riding coins the term "equivalent 
credit risk." He goes on to suggest that small and large firms of equivalent credit risk 
do not have equivalent access to debt. This concept seems vacuous for standardizing 
risk in order to address the effects of size differences. Credit risk is notoriously difficult 
to define, let alone measure directly and compare. From the lender's perspective, 
and that is really the only perspective that counts in this case, credit risk involves 
a combination of the probability of default, the credit at stake, as well as portfolio 
effects in the loan portfolio. Lenders have substantial difficulty in obtaining reliable 
information, or proxies for information, on firms without a track record. Firms that are 
established and have been around for a while ipso facto are less risky because they 
have demonstrated that they are capable of business and finance decisions that prove to 
be successful. Survival is an index. Since firms grow, their age and size are correlated. 
Implicit within this, is another (inverse) relation between size and risk. Such funda-
mental considerations are absent in Riding's formulation cf lending criteria and strategy. 

In his comments on Riding's paper, Daniel Thornton underscores the importance 
of providing empirical content to the concepts outlined by Riding, especially the 
sensitivity of the policy objective (improved access to credit by small firms) to each 
of the policy variables: percent of loan guaranteed, fee, ceiling interest rate and 
maximum guaranteed loan. Thornton also expresses caution with respect to inter-
vention in view of the fact that we do not know the extent of hindered access that 
small firms face in credit markets. 

From the floor, Basil Kalymon strongly challenged Riding's interpreration of 
the application of regulations governing loan guarantees under the Small Business 
Loans Act as amended in April 1993. Kalymon pointed out that as a bank manages 
its portfolio of guaranteed loans, Small Business Loans Act constraints on the structure 
of that portfolio severely limit the amount of the guarantee. At the margin of their 
loan portfolio, Kalymon suggests that banks may realize as little as 10 percent guarantee. 

James Brander asked if Riding had an objective function in mind that might 
govern the purpose as well as the form and extent of policy intervention. 

OVERVIEW: PULLING IT ALL TOGETHER 

THIS CONEMFTICE ADDRESSED ISSUES IN CAPITAL MARKETS that have implications for 
investment, competiveness and economic growth. The papers and discussions 

were organized around four interrelated themes: 

• the cost of capital; 

• financing constraints on small firms; 

• financing constraints on medium and large firms; and 

• initiatives to facilitate access to capital markets. 
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The test of the success of this conference is whether we reached a deeper 
understanding of C,anadian capital markets with particular rderence to the efficiency 
and effectiveness by which those markets channel funds to industry. A specific end 
point was defined at the outset, viz., could we arrive at a conclusive view concerning 
the existence and significance of a financial gap that inhibits real investment and 
ec,onomic growth? 

A financial gap, if one exists, is unlikely to be observed via direct measure-
ment of, for instance, volumes of financial flows or new investment. Indicators of 
capital market distortions or inefficiencies take the form of differentials — between 
countries, industries, risk categories or firms according to size — in the cost of capital 
and/or the required return on (financial) investment. The reference point, or counter-
factual, is a first-best world of costless, efficient capital markets. 

Finance is intermediary. Capital markets serve to allocate finance from savers 
to investors. If this process is operationally and informationally efficient, then capital 
markets allocate savings to investment by assigning an appropriate price for risk 
that is mutually acceptable to the savers who bear the risk and the investors who 
pay for it. On the other hand, if the process linking savings to investment is defec-
tive or distorted, real costs ensue in the form of investment left wanting for finance, 
reduced economic growth and lower-quality jobs. The orientation of the conference 
is predominantly institutional, in view of the challenge to determine whether the 
relevant financial institutions and markets in Canada provide properly priced 
access to capital across the spectrum of risk. The contributions to the conference, 
collectively and on occasion within individual presentations, combine the theory 
of finance with empirical methods to produce results that suggest that the answer 
to the guiding question concerning a financial gap is neither conclusive nor simple. 

A SELECTIVE POINT-BY-POINT SUMMARY 

THE FOLLOWING PARAPHRASED EXCERPTS FROM INDIVIDUAL PAPERS provide a selec- 
tive set of findings, considered positions and implications germane to the theme of 
the conference. 

On the Elasticity of Investment with Respect to the Cost of Capital 

There is too much imprecision in sectoral estimates of the elasticity to reach firm 
conclusions about the likely response of investment spending to investment incen-
tives (Chirinko and Meyer). 

On the International Difference in Return on Capital 

In a trilateral estimation, the erratic pattern of results for Canada precludes any 
conclusion with respect to the rate of return on capital in Canada vs. the United 
States and Japan (Ando, Hancock and Sawchuk). 
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On the International Difference in Weighted Average Cost of Capital 
(WACC) 
The Canada-United States differential in WACC, to the disadvantage of Canadian 
industry, is conservatively estimated to be 2 percentage points (Jog). 

On International Capital Market Segmentation 

The Canadian equities market is segmented from the U.S. market, although the 
segmentation is less severe for interlisted stocks. Most firms attempting to raise new 
equity in Canada face a more costly, less elastic supply of capital than their U.S. 
counterparts (Mittoo). 

On Taxation as a Source of Distortion 

Taxation appears to be responsible for relatively little distortion of investment in 
the international context, i.e., in terms of favouring investment to or from Canada. 
However, within Canada, substantial interprovincial and intersectoral variance in 
marginal effective tax rates suggest potentially serious distortionary influences 
(Chen and McKenzie). 

On the Importance of Exit from Venture Finance 

Entry and exit are inextricably linked. Effective exit mechanisms tend to lower the 
early stage cost of capital, while ineffective mechanisms have the contrary effect. 
Understanding exit options is vital to understanding the venture capital process 
(Macintosh). 

On Venture Capitalism and Information 

Asymmetric information and limited liability (with low collateral) are the central 
features of venture capital investment. Venture capitalists exist because they can 
reduce information-based market failures through careful selection, monitoring and 
other means (Amit, Brander and Zott). 

On Venture Capital in the Life Cycle of Finance 

Venture capital activity in Canada is targeted to the expansion and growth of 
industry rather than start-up (Amit, Brander and Zott). 

On Small Firms' Access to Equity 

Regulations on major Canadian stock exchanges effectively favour medium-sized and 
larger firms. This represents a gap in financing alternatives for small firms which is 
only partially filled by the over-the-counter market and regional exchanges 
(Robinson). 
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On Small Firms' Access to Debt 

Access to debt capital is biased against small firms since the collateral requirement 
is inversely related to loan size. This is a capital market failure that justifies loan 
guarantee programs (Riding). 

On Internal Finance 

Cash flow appears to be an important element in the investment equation. This 
represents a financial advantage for mature firms (Chirinko and Meyer). 

On Corporate Finance and Industrial Growth 

Retention of profit is crucial for financing expansion. A clear pecking order of 
finance is observed in Canada: (1) retained earnings, (2) debt and (3) stock issue 
(Suret and L'Her). 

On Labour-Sponsored Venture Capital Funds (LSVCFs) 

Venture capital activity is characterized by discouraged entry and monopoly 
finance. The generous tax preference for labour-sponsored venture capital, ostensi-
bly to encourage investment and employment, has resulted in no net employment 
in Quebec (Vaillancourt). 

On the Quebec Stock Savings Plan 

The QSSP created a tax expenditure of $1 billion. Only 25 percent of fresh funds 
supported by the QSSP went into new investment. The return on equity tended to 
fall after issue of QSSP-eligible shares, suggesting that many firms had no plans for 
investment (Suret and Cormier). 

The foregoing points are informative in the particular as well as in their 
diversity. The conference obviously encountered difficulty in reaching consensus 
concerning the existence, let alone the significance, of financial gaps that thwart 
real investment in Canada. 

CENTRAL ISSUES TO THE CONFERENCE 

THE FOLLOWING REMARKS ADDRESS A NUMBER OF ISSUES that proved to be central to 
the conference. These issues sparked significant discussion and include the cost of 
capital, asymmetric information, international competitiveness, economies of scale 
in capital markets and the policy research agenda. 

Cost of Capital 

Perhaps the most frequently used expression at this conference has been "cost of 
capital." From the outset, we were made aware that anything that raises the cost of 
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capital penalizes investment. We learned that cost of capital is difficult to measure. 
We heard suggestions of international and intersectoral differences in the cost of 
capital. 

'Throughout, there has been serious ambiguity in the use of the term "cost of 
capital." This ambiguity highlights the difference betvveen the economic and finan-
cial perspectives on the issues addressed at this conference. In a less flattering light, 
the ambiguity in the use of the cost of capital weakens any argument that makes 
use of a variant of the term without regard for the alternatives. 

There are at least three variants. 
Let me begin with what is generally called the corporate cost of capital. This 

concept is well known in the business literature. At this c,onference, it was invoked 
explicitly by Jog in his analysis of sectoral cost of capital. The corporate cost of capital 
is essentially the cost of finance, expressed as a weighted average of the costs of debt 
and equity on an after-tax basis. It is exclusively a private cost of capital. The sub-
stantial contribution of the business finance literature to this issue, a contribution 
that distinguishes finance from economics, is to incorporate risk explicitly into the 
cost of finance — the capital asset pricing model (CAPM) and all that. Since much 
of what we are concerned with at this conference is the idea of risk, and how risk 
affects the flow of savings to risky investments, the corporate cost of capital repre-
sents a useful perspective. In the investment decision, the corporate cost of capital 
finesses problems introduced by inflation since expected inflation is incorporated 
into both the (nominal) cost of capital and the nominal rate of retum on investment 
(or future cash flows in the computation of net present value). The main short-
comings of the corporate cost of capital include the fact that it is an average rather 
than a marginal concept, and its relevance to economic efficiency is limited due to 
its private perspective. 

An important component of the corporate cost of capital is the cost of equity. 
This is an opportunity cost, interpreted as the return on equity required to maintain 
the market value of equity. Mittoo's analysis of IPOs and international interlisting 
involves a direct application of standard empirical methodology premised on this 
interpretation of the cost of equity. Likewise, Robinson's asse,ssment of institutional 
barriers to access to equity finance faced by small firms, while not a direct estima-
tion of the size of such barriers, nevertheless suggests that they raise the cost of 
equity capital. 

In contrast to the corporate cost of capital, the user cost of capital is an 
approach developed from neoclassical investment theory à la Jorgenson. User cost 
of capital is, arguably, a more economically complete concept. It is generally more 
complex than the weighted average corporate cost of capital. For instance, the user 
cost of capital takes explicit account of economic depreciation of physical capital 
as well as the relative price of capital goods although, unfortunately, these factors 
are notoriously difficult to measure. In estimating user cost of capital, the corporate 
cost of capital is but one component. The conceptual advantage of the user cost of 
capital is that it is measured at the margin of investment, i.e., for the last dollar of 
investment. 
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In this conference, the user cost of capital was defined and estimated by 
Chirinko and Meyer with results that were unfortunately, or perhaps tellingly, 
inconclusive. Furthermore, the marginal effective tax calculations by Chen and 
McKenzie apply a methodology with a genesis firmly planted in the Jorgenson neo-
classical framework. The empirical work in this area is one of the more important 
developments in policy analysis. However, insofar as the user cost of capital han-
dles risk only in the most arbitrary fashion, finance people are nonplussed. Worse, 
the user cost of capital gives short shrift to financial adjustments that business uses to 
mitigate the impact of tax on the corporate cost of capital. Debt-to-equity ratios 
and dividend payouts, for example, are invariably fixed in user cost of capital and 
marginal effective tax computations, often over a range of considered taxes, whereas 
the corporate cost of capital approach explicitly accounts for after-tax (corporate) 
cost of capital minimization. 

A third use of the term cost of capital is illustrated in the presentation by 
Ando, Hancock and Sawchuk in their international comparison of the United 
States, Japan and Canada. In an effort to measure the opportunity cost of capital in 
a steady state, and to do so in a manner that is internationally comparable, Ando, 
Hancock and Sawchuk compute a ratio of the flow of all payments for the use of 
capital (in a highly aggregated fashion) — interest, dividends, retained earnings — to 
the capital employed. In this sense, the cost of capital is a highly aggregated macro-
economic concept derived from the national accounts (or similar). The degree of 
aggregation is unlikely to reveal sources of distortion underlying capital market 
imperfections. 

The differences in the variants of cost of capital are more than differences in 
computational methods. The corporate cost of capital constructs a hurdle rate for 
investment from the components of after-tax cash costs of debt (interest) plus the 
opportunity cost of equity. The user cost of capital, on the other hand, in compu-
tation focuses on technological considerations such as the economic depreciation 
of capital, the relative price of capital and (as presented at this conference) cash 
flow and sales generated by the invested capital. The user cost of capital has little 
to contribute to our understanding of the efficiency by which savings are chan-
nelled to investment since it is not designed to decompose industrial finance into 
its components and their respective costs. For the immediate purpose of exploring 
industrial access to sources of financial capital, therefore, it would seem that the 
more direct approach underlying the corporate cost of capital is more useful than 
the user cost approach. Perhaps that explains why the papers in the conference that 
take the corporate cost approach (Jog, Mittoo, Robinson, Riding, Suret and 12Her, 
for example) are conclusive and explicit in identifying sources of inefficiency and 
distortion in financial markets. Regardless, it would be helpful, and in keeping with 
the theme of the conference, to know (1) the correlation between the corporate 
and the user costs of capital, (2) whether the alternative specifications respond in 
the same way to structural, parameter and policy changes, and (3) in a head-to-
head race, which specification better explains investment spending. 
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Asymmetric Information 

The cost of capital — debt or equity — increases directly with risk. Risk is defined in 
terrns of the probability distribution of outcomes of the investment. At any level of 
risk, capital is allocated efficiently as long as users and suppliers of capital hold similar 
views of the distribution of risky outcomes, allowing them to agree on a price 
(interest on debt, or yield on equity) commensurate with that risk. Competition in 
financial markets in most cases is expected to generate this efficient result. A 
serious problem for the allocation of capital arises, however, when suppliers and 
prospective users of capital cannot agree on the risk and return characteristics of 
particular investments. Suppliers of capital, understandably suspicious, tend to view 
the users' assessment of risk, or at least the users' declaration of risk, as unduly opti-
mistic if not strategically understated. Suppliers of capital are generally not in a 
position to specify fully and to assess the risks to which their capital could be 
exposed, an informational disadvantage vis-à-vis users of capital. In the face of such 
asymmetry of crucial information, the price of capital (the expected rate of return) 
that is acceptable to suppliers rises above what the user is willing to pay. Without 
agreement, there can be no transaction. Capital markets fail. These problems are 
especially prevalent for fledgling firms, the sort that seek venture capital. 

Asymmetric information, its causes and consequences, properly received a 
great deal of attention at this conference. Perhaps the most detailed commentary 
came from Amit, Brander and Zott who outlined a theory of venture capital with 
explicit reference to the specific pathology of moral hazard and adverse selection. 
Firms looking for venture capital must make a credible case concerning the worth 
and the risk of their proposal and, likewise, provide assurance that they will not 
take the money and run — that they will remain fully committed to the project 
after it is financed. On the other hand, while financiers strive to distinguish good 
projects from bad ones, the process itself may entice them to do the opposite if better 
projects find the impositions too onerous and bad projects accept funding at any 
cost. 

Macintosh deals with asymmetric information in the context of exit from 
venture capital. In this case the insiders (the management of firms currently funded 
with venture capital) have information on returns and risk that is superior to infor-
mation available to prospective long-term financiers. The information gap raises 
the cost of exit and, hence, stymies the transformation to finance that is appropriate 
to more mature firms. Equally distressing, as Macintosh argues with some force, if 
the way out is blocked, then initial entrance into the venture capital market is dis-
couraged. 'These problems underlie the failure of financial markets to match 
finance and investment efficiently to firms at various stages in a life cycle of risky 
investment. 

Riding on loan guarantee programs, Robinson on public equity markets and 
log on IPOs all had reason to refer to the effects of asymmetric information on the 
costs of finance and the efficiency by which financial markets channel savings to 
investment. Mittoo was concerned with international informational asymmetry 
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that tends to be to the disadvantage of small countries. Despite different institu-

tional factors in which these various analyses are set, they have a common concern 

with innovations in finance — either through institutional development or market 

behaviour — that address capital market inefficiencies through effective signalling, 

performance monitoring and the design of incentive-compatible contracts. 

Competitiveness 

An overworked and potentially misleading expression frequently invoked at this 

conference is competitiveness. Paul Krugman is right to insist that nations do not 

compete, companies do. Given the concern for the cost of capital, it is constructive 

to consider the difference between a general reduction in the cost of capital for 

Canada vis-à-vis the world — as addressed in analyses by Ando, Hancock and 

Sawchuk, Chen and McKenzie, and Jog — as opposed to improved access to capital for 

specific Canadian industrial sectors. A general reduction in the Canadian cost of 

capital, as per reductions in the differential (if such exists) between Canadian and 

world interest rates, or between Canadian and foreign risk-adjusted required returns 

on equity across the full spectrum of risk must, in the first instance, reflect 

improved productivity of capital employed in Canada. Such an improvement in 

productivity in the industrial world's most capital-intensive country would no 

doubt produce substantial economic gains. In the process, the exchange rate would 

strengthen and our terms of trade would improve, the capital-to-labour ratio would 

rise even further, and Canadian real wage rates would inevitably increase. 

Moreover, as a result of the higher real exchange rate, there would be an incentive 

for Canada to shift production away from non-traded goods toward traded goods. 

(Therein lies what one might construe as a true improvement in competitiveness, 

although the root cause is the improved capital productivity). 

On the other hand, much of this conference has been concerned with sectoral 

access to capital, especially for small and medium-sized industry in early and risky 

stages of development. If market failure and transaction costs inhibit financial market 

access, and raise the cost of capital, the potential economic effects of improved 

access to capital would include expanded risk taking and more innovative industry 

in the heretofore restricted sectors. Such industry-specific expansionary effects differ 

from the macro-economic measures noted above. In particular, more investment 

does not necessarily mean more productive investment. Indeed, unleashed innova-

tion could well be targeted to non-traded goods such as construction, infrastructure 

or services with relatively little direct consequence for international trade or so-

called competitiveness. A substantially more complex set of questions, involving 

investment in research and development and the links between capital spending 

and productivity, must be considered in a proper assessment of the connection 

between improved capital market access and structural change in Canada's inter-

national trade position. Industry Canada is exploring these issues in depth in a 

science and technology research program. 
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Economies of Scale 

At various points in the conference, authors referred to economies of scale in finan-
cial issues (for example, Riding with respect to debt or Robinson and, implicidy, 
Mittoo with respect to equity) which are attributed eacplicitly to the fixed costs of 
issuance, i.e., average issue costs are inversely related to issue size. However, this 
average cost-to-size relation is not what is generally understood by economies of 
scale. Economies of scale refer to an inverse relation between marginal cost and 
scale. In other words, in reference to real production, but with some relevance to 
finance, true economies of scale reflect efficiencies that depend on scale as opposed 
to a simple spreading out of fixed costs. This distinction is more than a definitional 
quibble. It has profound implications for the relevant type of intervention appro-
priate to problems of limited access — high average cost — facing small firms that 
bring small financial issues to market. For example, if the real impediment is rela-
tively high fixed costs of issuance, then the target for subsidy, assistance or support 
is fixed costs per se, and such support should not be a function of issue size. On the 
other hand, in the face of true economies of scale whereby, for example, large issues 
attract lower yields, the proper policy prescription is aimed at the margin, which 
implies that any subsidy, assistance or support ought to be proportional to the total 
size of the issue. 

A POLICY AGENDA? No! A POLICY RESEARCH AGENDA 

IT IS INEVITABLE THAT INTENSE DISCUSSION OF A COMPLE‹ ISSUE will raise more questions 
than it answers. It is indicative of a properly focused format that the sessions close 
with enthusiasm to pursue new ideas raised at the conference. 

In Canada, we accept that because of our natural circumstances we must pay 
more for heat. Is it equally imperative, perhaps because of unique industrial and 
financial circumstances, that our industry must also pay more for capital? Is the cost 
of capital for Canadian industry systematically higher than elsewhere? Are our 
small firms at a disadvantage vis-à-vis larger firms when it comes to raising capital? 
Is more venture capital the panacea? Have targeted policies, such as LSVCFs or 
stock savings plans, been worth the effort and the fiscal cost? Is our tax system 
unduly burdensome on industry? Is Canada benefiting from international financial 
integration? Are our financial markets deficient in some fundamental yet correctible 
way? Are there recognizable ways in which our capital markets fail to perform effi-
ciently and effectively, at significant economic cost, in view of which prescriptive 
policies follow immediately? 

Market failure justifies policy intervention. If markets cannot provide the 
optimal level of national defence, research or whatever, then policy calls for direct 
public sector provision or incentives to overcome private sector disinclination. As 
far as industry is concerned, the tradition of public policy varies from tax incentives, 
subsidies and government procurement as well as financially oriented schemes with 
which we have been concerned. The more direct, tatgeted incentives smack of 
industrial policy that, in most circles, is out of favour (although the so-called new 
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growth theory and strategic trade policy is perhaps new wine in old bottles). Policy 
intervention to correct capital market failures is more in the realm of infrastructur-
al development. But how to proceed? 

Two general categories of factors contribute to financial market failure — failure 
that is reflected in limited access to capital and a cost of capital that is higher than 
it might otherwise be, given the level of risk. First, there are those factors that are 
likely to fade as financial markets expand and become broader, deeper and more 
complex. Increasing financial market efficiency, enhanced by volume as well as by 
communications technology, international financial integration and financial 
engineering, is driven largely by the profit opportunities afforded by existing imper-
fections. The unimpeded process of market development leads to market efficiency. 
This is the way of markets, this is Schumpeterian. On the other hand, there are 
aspects of market inefficiency that are more entrenched and slower to erode 
because incentives and rewards from the inefficiency are perversely protected by 
the institutions positioned to profit from the inefficiency. 

At this conference, a strong sentiment emerged that policy intervention, if called 
for at all, ought to concern itself with encouraging a first-best solution of correct-
ing the market — removing distortions and allowing the capital market to become 
more efficient — as opposed to direct public sector provision of, for example, loan 
capital.  

Is there an endogenous development process in financial markets? It seems 
likely that there is. Even the toughest nut to crack, asymmetric information which, 
according to evidence presented at this conference, stymies some transactions and 
creates adverse selection in others, may have an endogenous, efficiency-enhancing 
market solution. For example, we heard on several occasions that venture capitalists 
are a form of specialized labour — expert in surveillance, effective in monitoring, 
pricing and risk allocation — functions that serve to lessen informational asymmetries. 
If market dynamics are teleologically consistent with the first-best solution of efficient 
markets, as most researchers in finance would hold, then the role for interventionist 
policy is limited. When in doubt, a strong presumption in favour of markets seems 
wise. 

We also heard evidence, rooted largely in Quebec, that policy c,an dramatically 
induce activity in venture capitalism through labour-sponsored venture capital 
funds and subsidized equity investment via the QSSP. Among the verifiable results, 
it appears that in Quebec a substantial amount of finance was deflected from its 
intended goal of real investment, especially in ventures. This wrenching of the 
financial structure of Quebec industry, with questionable economic payoff in terms 
of either investment or employment, came with a substantially more certain fiscal 
cost of at least $1 billion of tax expenditure. Even if net investment and employment 
were essentially unaffected by these programs, the induced reallocation of invest-
ment and employment is likely to have introduced inefficiency on the production 
side. 

This conference did not produce a policy agenda. Perhaps it was not expected 
to. However, the analysis and discussion frequently forced consideration of the 
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alternatives of intervention vs. a more hands-off approac.h to finance. Most discussion 
focused on one form of intervention or another, or the merits of non-intervention. 
The case for intervention in response to market failure requires not only that the 
failure is damaging but also that government policy can do something about it. 

In his thoughtful remarks to the conference, Edward Neufeld alluded to the 
constructively organic forces in finance. For example, the famous four pillars of 
institutional finance — banks, trusts, investment dealers and insurance — began to 
crumble as the relevance of the distinctions among them began to fade. This 
reflects institutional adaption and regulatory adjustment in the evolution of the 
financial system in Canada. The market mechanism, it seems, will inevitably render 
regulators redundant. It is crucial to recognize and encourage self-regulation in 
finance. 

Finally, with a nod to an especially exciting area of modern finance, our 
understanding and interpretation of financial incentives — the cost of capital to 
industry or the structure of payoffs to financiers in the face of risk — is enhanced 
considerably by an understanding of options, contingent claims and derivative 
securities. Many of the issues raised at this conference involve complex option-like 
risk-to-return structures that could accurately be depicted as contingent claims, 
especially for unseasoned and unknown securities issued by young firms in novel 
lines of business activity. Perhaps the debilitating financial gaps with which we 
have been most concerned could be better understood and appropriate financial 
instruments and institutional policies more effectively designed through a deeper 
appreciation of options. 

ENDNOTE 

1 Equity in conjunction with debt can always be construed as an option. However, well-
seasoned equities are generally deep in the money (vis-à-vis their debt, the present value 
of which represents the "exercise price") with risk characteristics defined by symmetrical 
lognormal returns. 
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Policy Perspectives on Capital Market Issues 

INTRODUCTION 

THE AIM OF THIS PAPER IS TO PROVIDE POLICY PERSPECTIVES on capital market 
issues drawn from a body of economic and finance research prepared for a 

conference held by Industry Canada on capital market issues in Canada. The 
research is wide ranging including measurements of the cost of capital for Canadian 
businesses, an analysis of the impact of taxation on capital investments, an exami-
nation of venture capital markets, initial public offerings and financing structures 
of businesses, and an evaluation of public policies used to address capital market 
issues such as stock savings plans, tax-assisted venture capital funds and loan 
guarantee programs. 

The focus of the conference was on corporate financing obtained from investors 
through stock and bond markets rather than through financial intermediaries. 'Thus, 
this paper primarily limits itself to an analysis of capital markets in relation to stock 
and bond financing of companies and only briefly touches on the role of financial 
intermediaries. 

A body of research that provides new perspectives on the functioning of cap-
ital markets immediately raises a number of interesting policy issues for federal and 
provincial governments in Canada. The approach taken to analyze public policy in 
this paper is based on a familiar approach taken in public economics literature. First, it 
is important to identify how markets behave using economic analysis. Second, analysis 
should consider whether markets achieve a socially optimal allocation of resources 
in the economy or whether some "market failure" exists that results in a less than 
socially desirable outcome. Third, one can then consider how public policies could 
be designed to correct market failures. 

For policy makers, three important questions come to mind: 

• What are the economic and finance issues that affect capital markets? 

• What causes inefficiency in capital markets? 

17 
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• What, if any, role should governments have that would successfully assist 
the efficient functioning of capital markets? 

Any analysis that provides answers to the above questions is very welcome. 
However, research often leads to more questions rather than providing solutions to 
the most significant problems. The research prepared for Industry Canada does not 
provide quick and easy answers for all questions. However, there are some interest-
ing results that are important for policy makers. The most important conclusions 
can be summed up in two statements which will be developed in more detail below. 

1. There are economic and public policy variables that affect the functioning 
of capital markets. 'Thus, there seems to be some role for governments to 
improve the efficiency of capital markets, either by eliminating public policies 
that impair efficiency or using public policies to overcome capital market 
"failures." (The theory for determining when governments should be involved 
with capital markets will be elaborated on below.) 

2. Given the experience of Canadian govemments in trying to promote efficient 
markets, such as stock savings plans, labour-sponsored venture capital funds 
and loan guarantee programs, one comes to the conclusion that public policies 
intended to promote more efficient markets have not always been prudent. 
In part, the quality of the public program depends on how well it is designed. 
When conditions of government programs are not sufficiently stringent, 
too many non-profitable borrowers take up loans with a high revenue cost for 
the government. 

This survey which draws from the research prepared for Industry Canada is 
divided in four parts. First, we examine how capital market issues affect the economy. 
This discussion is based on a definition and understanding of how capital market 
variables affect the cost of capital faced by businesses. Next, we look at how gov-
ernment policies affect the functioning of capital markets, and then consider the 
role of the government in fostering economic growth by improving the efficiency 
of capital markets. 

W

THE ROLE OF CAPITAL MARKETS AND THE COST OF CAPITAL 

HY ARE CAPITAL MARKETS IMPORTANT? They provide the most efficient 
mechanism to ensure that individuals with savings may lend money to bor- 

rowers at the lowest cost. By reducing the costs of financial transactions, capital 
investment and savings are encouraged. In this section, two particular issues are dis-
cussed: how do capital markets contribute to the efficiency of financial transactions 
and how do the activities of capital markets affect investment decisions in the 
economy? 
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THE ROLE OF CAPITAL MARKETS 

IN CAPITAL MARKETS, FUNDS ARE EXCHANGED under contractual arrangements 
through institutions sucl as investment houses and financial institutions. The 
activities in capital markets enhance the efficiency of the financial transactions in 
three ways. 

First, financial markets allow individuals to diversify risks by selling claims in 
some projects in favour of other assets to minimize the riskiness of their invest-
ments. Risk imposes a cost on investors in that they would be willing to pay to 
avoid such risks or accept an investment with a lower rate of retu rn . For an indi-
vidual to hold an asset, the return, net of the cost of risk, would have to be equal 
to the "safe" rate of return on an asset. Economists like to think of two types of risk 
diversification: risk-pooling and risk-spreading. Risk-pooling (Vickrey, 1960) is 
achieved by investors holding investments that have returns that are uncorrelated or 
offset each other (e.g., hedging) so risks are reduced if not altogether eliminated. Risk-
spreading arises by selling assets to a large number of individuals so each person's 
share of the asset's risk, independent of other risks, becomes negligible (Arrow and 
Lind, 1970). One might think of a person's investment in a financial institution as 
a similar case in which risks are spread over a large number of bond and stock owners. 

The second is that financial markets reduce search costs of matching lenders 
and borrowers. Stock, bond, commodity, option and foreign exchanges facilitate 
transactions at a low cost for lenders and borrowers by efficiently handling market 
transactions. Without these markets, individuals seeking funds would have to 
spend significantly more time and resources finding other investors in informal 
markets. 

Third, financial traders and institutions in markets minimize informational 
costs faced by savers seeking new investments. 'There are two costs associated with 
informational asymmetries: adverse selection (Akerlof, 1970) and moral hazard 
(Arrow, 1965). Adverse selection arises from the lack of knowledge that outside 
investors might have about the quality of investments which is better known by an 
insider who is borrowing the funds. Moral hazard arises from insiders taking actions 
that are of non-pecuniary value to them and that reduce the expected amount of 
profits paid to outside investors. To overcome informational asymmetries, investors 
expend resources in developing financial contracts that minimize the effects of 
informational asymmetries on markets (e.g., bond covenants) or better monitor 
firms. An important role of financial markets is to allow financial transactions to 
be completed with reduced monitoring, signalling and screening costs.' Financial 
markets and institutions provide mechanisms that help reduce information costs, 
including research departments of investment houses and information regarding 
the quality of borrowers. 
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CAPITAL MARKETS, THE COST OF CAPITAL AND INVESTMENT 

THE ABOVE DISCUSSION POINTS TO THE IMPORTANCE OF CAPITAL MARKETS in providing 

an efficient mechanism for the exchange of funds among borrowers and lenders. 

This efficiency translates into lower finance costs. What effect, therefore, does the 

cost of finance have on the economy? The efficiency of capital markets has two 

important impacts. 

First, savers who lend money are able to do so at lower cost, resulting in a 

higher rate of return on assets. With a higher rate of return on savings, investors are 

willing to postpone their current consumption for future purposes such as provid-

ing income for retirement and contingencies. Increased savings also result in more 

Canadian ownership of assets, thereby reducing international indebtedness and 

interest rates (a significant issue for Canada which is highly reliant on foreign capital 

to fund both private and public debt). 
Second, borrowers face a lower cost of funds as a result of efficiency in capital 

markets. A lower cost of funds results in a lower cost of capital which can encour-

age more investments. Investment, in tum, increases the productive capacity of the 

economy and its ability to achieve economic growth. 
The research prepared for the Industry Canada conference concentrates on 

capital market issues related primarily to investment and the financing of firms. 
The role of government policy in affecting savings and portfolio investment deci-
sions of individuals is not a focus for discussion below. However, it is useful to 
remember that efficiency in capital markets is not only beneficial to businesses but 

also to individuals. 

Economic evidence regarding the impact of the cost of capital on investment 
and economic growth is mixed. Recent research using panel data sets of individual 

firms over time has tended to show larger impacts of the cost of capital on invest-

ment as in the case of the paper by Chirinko and Meyer prepared for this volume. 

It would be appropriate, at this point, to define more carefully the cost of capital. 

The cost of capital is of special interest since firms will invest in capital until the 

rate of return is equal to the cost of holding the last (marginal) unit of capital. The 

cost of capital term plays an important part in policy discussions since it is related 
to investment and long-run economic growth. 

Economists, beginning with Jorgenson (1963) have linked investment 
expenditure to the user cost of capital which is the cost of capital gross of deprecia-

tion, financing, risk and tax costs. The user cost of capital can be broadly defined 

to include four components. 

• Economic Depreciation: Economic depreciation is the cost of replacing 

capital due to wear and tear net of the anticipated real capital gains arising 

from holding assets. More formally, economic depreciation is the difference 

between the value of an asset in the previous period less the value of the 

asset in the current period. Under this definition, assets such as land also 

"depreciate" since land prices may be uncertain. 
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• Cost of Financing Capital: This is the weighted average cost of debt and 
equity finance obtained from capital markets.' The cost of debt is interest 
expense, adjusted for inflation. The cost of debt finance is also adjusted to 
take taxation into account (discussed further below). The cost of equity 
finance is the opportunity cost of shareholder funds that could be invested 
in a riskless alternative asset (risk is an additional cost discussed below). 
The cost of finance, in principle, will also be affected by informational 
asymmetries, transaction costs and the cost of bankruptcy that will affect 
the interest rates and the opportunity cost of debt finance. Moreover, if 
firms are constrained from borrowing in markets, the effective cost of 
finance may be greater than the observed cost. 

• The Cost of Risk: The cost of risk is the pecuniary measure of uncertainty 
faced by capital owners of the firm. An investor will hold both risky and 
riskless assets if the risk-adjusted rate of return on both assets are equal. 
Thus, to invest in a risky asset, the asset must offer a higher expected rate 
of return than a riskless asset; the difference between the expected rate of 
return on the risky asset and the rate of return on the riskless asset is the 
monetary compensation for risk as determined by markets. 
The cost of risk depends on its source and affects the user cost of capital in 
different ways. 4  Capital risk is related to uncertainty in capital good prices 
and depreciation (Bulow and Summers, 1984); income risk is related to 
uncertainty with respect to gross income earned on investments; financial 
risk is associated with uncertainties related to debt liabilities; irreversibility 
risk (Dixit and Pindyck, 1994; and McKenzie, 1994) arises from the effects 
on uncertainty on the value of capital that cannot be sold off in secondary 
markets (sunk capital); and political risk is related to uncertainty in public 
policies such as monetary and tax policies. 
Some types of risk, such as income and capital risk, are easily observed so 
investors can engage in financial transactions in markets to avoid risk (e.g., 
hedging). Other types of risk, such as irreversibility and political risk, are 
more difficult to measure and therefore less diversifiable in financial markets. 

• Tax Policy Variables: Taxes affect the cost of capital in a number of ways.' 
The corporate income tax is assessed as a rate multiplied by a base. The 
amount of tax payable is reduced by corporate income tax credits. The base is 
equal to gross income net of salaries and wages, material expenses, capital cost 
allowances (tax depreciation), investment allowances, inventory expenses, 
interest expenses and the application of prior years' losses.6  Corporate 
income tax credits include investment tax credits (a percentage of gross 
investment expenditure is deducted from tax paid) and research and develop-
ment tax credits. Effectively, the corporate income tax falls on the operating 
income (gross of economic depreciation), thereby increasing the user cost 
of capital. The corporate income tax will, however, reduce the effective 
cost of purchasing capital goods by the tax value of capital consumption 
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allowances, investment allowances and investment tax credits. Corporate 
income taxes also reduce the cost of debt finance since interest, unadjusted 
for inflation, is deductible as an expense from income. 

In addition to the corporate income tax, other taxes will affect the cost of 
capital. Personal income taxes on capital gains, dividends and interest income may 
increase the cost of financing although this depends on the degree to which firms 
borrow from international capital markets. If Canadian firms obtain their financing 
at the margin from international markets, then Canadian personal taxes may have 
none or a limited impact on the cost of finance. Instead, the relevant personal tax 
rates that affect the Canadian cost of capital may be those of some international 
investor. Annual capital taxes on gross assets, property taxes and excise or sales on 
capital goods will increase the effective purchasing cost of capital. Minimum taxes, 
withholding taxes and foreign taxes (as they interact with Canadian taxes) will also 
affect the cost of capital. On the other hand, government subsidies associated with 
infrastructure, loan guarantee programs and capital subsidies will lower the cost of 
capital. 

As mentioned above, the user cost of capital is measured gross of depreciation 
and risk costs which is appropriate for determining how investments are affected by 
the various economic variables (as in Chirinko and Meyer's paper). Conceptually, 
firms will invest in different types of capital projects until the net of tax return on 
investment, after adjusting for depreciation and risk, is equal to the riskless after-
tax cost of finance. In other situations, the cost of capital is measured as the user 
cost of capital net of depreciation but gross of risk and taxes. This is sensible if one 
wishes to consider explicitly how risk as well as finance and taxes comparatively 
affect investment decisions across industries or countries facing differential risk 
(e.g., the Ando, Hancock and Sawchuk, and Jog papers in this volume). However, 
if one only wishes to compare the effects of taxes on investments (by measuring the 
effective tax rate on capital), then only the rate of return on capital, net of risk and 
depreciation but grces of taxes, would be compared across assets ( ( hen and McKenzie's 
paper in this volume). 

The first several papers prepared for this conference provide information on 
the cost of capital for Canada. Although the results are somewhat tentative due to 
data limitations, the Chirinko and Meyer paper suggests that investment decisions 
are relatively sensitive to the user cost of capital, sales growth and cash flow of 
firms. Their results are not inconsistent with recent empirical work in the United 
States and United Kingdom which finds that the user cost of capital and taxes 
affect investment decisions (Mintz, 1995). Higher user costs of capital are found to 
reduce investment, sales growth increases the demand for investment and the cash 
flow of a firm is suggested to be a cheap source of finance that allows for more 
investment. (Of course, the latter might suggest some inefficiency in capital markets 
due to asymmetric information.) The user cost of capital is found to have a sig-
nificant effect on investment (in a statistical sense) for most industries. The cash 
flow of firms also affects capital investment while sales growth, which is correlated 
with cash flow, has a smaller impact on investment. 
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Comparisons of the cost of capital are made by the Ando, Hancock and Sawchuk, 
and Jog papers. The Ando, Hancock and Sawchuk paper actually measures the 
before tax rate of return on capital, adjusted for inflation. In principle, the rate of 
return on capital should be equal to the cost of capital at the margin. However, the 
approach of measuring the average rate of return on capital may not provide the 
same answer as measuring the marginal rate of return on capital (the latter is equal 
to the cost of capital once a firm has chosen its optimal capital stock). One suspects 
that average rates of retum on capital may not be equal to the marginal return if 
firms eam above normal rates of return on capital ("economic rents" as in the case 
of resource industries) or the tax paid for marginal investments differs from the 
average tax rate. The Ando, Hancock and Sawchuk comparison of Canada, Japan 
and the United States suggests the before tax rate of return on capital is lowest in 
Japan while roughly comparable in the United States and Canada in recent years. 

The Jog paper on the sectoral cost of capital uses a different approach by mea-
suring the gross of risk cost of financing capital (net of the tax savings associated 
with interest deductions for debt finance). This measure is only one part of the user 
cost of capital as explained above (the cost of finance plus risk). Only one part of 
the tax system is included in the measure (taxes saved by interest deductibility) so 
the measure provides a rather strange conclusion that countries with higher statutory 
tax rates have lower costs of capital, with all else equal. 7  Nonetheless, the measure 
is still helpful since it does help capture the financial cost of capital, including risk. 

Jog's conclusions are that some industries, particularly utilities and real estate, 
have the highest financial cost of capital; the financial cost of capital has increased 
somewhat since 1989 but especially in 1994; and Canada has a higher financial cost 
of capital than the United States primarily due to risk. The high cost of capital for 
utilities is somewhat surprising since these industries are often regulated so they are 
guaranteed a certain rate of return on capital (thereby being riskless in this sense). 
However, in terms of variability of the stock relative to the market, these industries 
are relatively risky. The higher risk for Canadian industries compared to U.S. indus-
tries may re flect political risk, but Jog is not in a position to determine the source 
of risk in Canada. 

The third set of results is found in the Chen and McKenzie paper on effective 
tax rates on capital. To compute these rates, the researcher must empirically measure 
the user cost of capital for all components, including taxes, risk and depreciation. 
Chen and McKenzie examine the effective tax rate on different types of investment 
in provinces and across countries, using alternative assumptions regarding financial 
arbitrage, risk, foreign ownership and irreversibility of investment. The most impor-
tant conclusion is that Canada's effective tax rate on capital in 1995 is higher than 
in the United States (somewhat comparable for manufacturing). This is consistent 
with earlier years when Canada's effective tax rate on capital was higher as calcu-
lated by the Organization for Economic Co-operation and Development (OECD, 
1991) and McKenzie and Mintz (1992). 

Effective tax rates have declined slightly in recent years for two reasons: 
much lower inflation rates that have contributed to a lower effective tax rate on 
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inventories and a decline in corporate income tax rates for manufacturing. There 
are still substantial variations of effective tax rates across industries in Canada: min-
ing industries enjoy negative effective tax rates (negative rates imply firms have tax 
losses to shelter other sources of income from taxes) and the oil and gas industry is 
highly taxed (due to the royalty system). Small firms are less highly taxed than large 
firms primarily due to the small business deduction. Firms facing capital risk due to 
uncertain economic depreciation are taxed much more highly than firms that do 
not face such uncertainty. 

One can cautiously derive several conclusions from the above research pre-
pared for Industry Canada. 'There is some evidence that the cost of capital does 
affect investment in a substantial way. Some industries, such as mining, face greater 
risk in terms of irreversibilities of investment, yet the Chen and McKenzie results 
suggest that these industries are least-taxed. It seems that Canada's cost of capital 
is higher than in the United States as found by Jog, but the effective tax rate on 
capital may now be lower than in the United States. However, none of these 
approaches is brought together to provide an overall measure of the cost of capital, 
properly including taxes and risk to see if Canadian investments are facing a major 
disadvantage relative to investment made abroad. 

One point that is not well articulated in any of these papers is the impact of 
political uncertainty on the cost of capital. Yet, political uncertainty associated 
with government fiscal deficits and the Quebec question may result in a cost imposed 
on Canadian investment expenditures. The cost goes beyond the measure of interest 
rates on Canada's debt. It includes, for example, the "option" cost associated with 
the irreversibility of investment, as discussed in the Chen and McKenzie paper: 
firms may wait to determine how Canada resolves its fiscal and political problems 
before making risky investments. Unfortunately, uncertainties due to government 
decisions are not easy to capture without a more formal understanding of the 
impact of political decisions on variables such as rates of tax, inflation and interest 
rates. 

THE EFFICIENCY OF CAPITAL MARKETS 

To UNDERSTAND THE ROLE OF GOVERNMENT POLICY, one has to consider first 
whether capital markets are inefficient. As discussed in the previous section, 

market efficiency depends on various costs that can affect the financing and investment 
decisions of firms. These costs include transaction costs, informational asymmetries 
and govemment policies themselves such as taxes and financial regulations. For now, 
we only consider inefficiencies related to "market failure" rather than government 
policy (the latter is considered in the next section). 

The inefficiency of capital markets has been subject to considerable debate in 
the literature. Originally, many analysts took the view that markets were efficient 
in that investors could fully diversify portfolio risks in a costless world with information 
revealed through the prices of assets. In later years, with a large body of literature 
devoted to the analysis of taxes, transaction costs and informational asymmetries, 
it was recognized that capital markets may not be fully efficient. Nonetheless, 
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although market failures may arise (further discussed below), there is no reason to 
expect that economies could ever do better in the presence of such inefficiencies. 
Thus, economists have developed the notion of "constrained" efficiency which 
implies that certain barriers, such as transaction and information costs, cannot be 
avoided so efficiency must be evaluated in relation to such imperfections. 

There are several "market failures" that could result in imperfections in capital 
markets. First, transaction costs, especially of a fixed nature, may be sufficiently 
large that some segments of capital markets cannot obtain financing from institutional 
and individual lenders. Second, according to one view, there may be substantial 
economies of scale in banking and other financial intermediary activity leading to 
too few lenders with "market power" in certain parts of the capital market where 
entry might be restricted (e.g., lending to small businesses). Third, certain private 
activities may benefit or harm other persons or firms who are not responsible for the 
activity but cannot be excluded from its effects. Economists refer to these cases as 
"extemalities." When there are positive extemalities, too little activity is undertaken 
(since the originator is not compensated for benefits accruing to others) and, when 
there are negative extemalities, too much activity is carried out as the originator 
does not bear the cost imposed on others. Fourth, informational asymmetries might 
result in some markets breaking down entirely (e.g., venture capital markets) or 
informational barriers that are prohibitive resulting in segmented capital markets. 
In particular, some firms, such as smaller companies, may have difficulty obtaining 
equity and debt financing for assets of a unique nature that are not traded in capital 
markets and are, hence, illiquid. A more detailed discussion of these "market failures" 
in relation to capital market issues is provided below. 

Fixed transaction costs are a matter of technology. Given recent innovations, 
many transactions, once considered too costly to make, have been achievable. This point 
particularly applies to foreign asset transactions. As discussed by Edey and Hviding 
(1995), cross-border financial transactions have increased sevenfold as a percentage 
of GDP from 1980 to 1990, largely reflecting improved technology. Although, as 
pointed out by French and Poterba (1991), most equity is owned domestically 
rather than by foreigners, transactions of foreign equities have increased dramati-
cally, particularly through mutual funds. Of course, mutual funds are an institutional 
response to the transaction costs that are inherent with financial transactions. 

The existence of imperfect competition in financial markets has been subject 
to a long debate in Canada going back to discussions preceding various decennial 
Bank Act reviews. Canada has always had a limited number of chartered banks that 
have serviced business lending, consumer lending, mortgage, deposit taking and 
foreign exchange markets although the opening of Canadian markets to foreign 
entry has improved competition especially in wholesale markets. It has been largely 
accepted that large borrowers and lenders face very competitive markets since they 
have access to various types of financial intermediaries in Canada and abroad. 
Economies of scale in the provision of capital to large firms are not a significant fac-
tor. Whether there is sufficient competition in small business lending and retail 
deposit markets has been subject to much more controversial debate. Past studies 
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have supported different views regarding the state of competition in small business 
lending and retail deposit markets. 8  Although it might he argued that there is insuf-
ficient competition in small business and retail markets, many analysts have argued 
that this may be more a result of govemment regulatory policy than of economies of 
scale in banking. (The Ec,onomic Council of Canada [1976] argued for the expan-
sion of powers for all types of financial intermediaries and the entry of foreign banks 
to promote competition.) 

Extemalities, such as those associated with information acquisition and 
research and development, suggest that firms may undertake too little activity leading 
to market inefficiencies. Externalities can be "internalized" in the private sector if 
firms or individuals create a "price" system that ensures that firms bearing the cost 
are properly compensated by others who benefit from the activity. However, without 
contracts that are costly to put into effect, firms, on their own may not internalize 
the externalities. 'Thus, it is often suggested that governments should provide subsidies 
or regulate industries to ensure that extemalities are internalized. In terms of the 
financial sector, information gathered on companies provides a service to investors 
which may not be appropriated by the firms through the sale of such information. 
Thus, the firm may try to keep such information "private." The size of the financial 
firm obtaining the information may reduce the costs of acquisition and internalize 
externalities. The desire to internalize externalities provides incentives for financial 
institutions to share information or simply become larger. 

The presence of information asymmetries is perhaps the most important issue 
that has been raised as a cause of inefficiencies in capital markets. As discussed earlier, 
the existence of adverse selection or moral hazard may cause some parts of capital 
markets to fail. Beginning with Akerlof's lemon problem (1970), it has been argued 
that "bad" firms may chase out "good" firms from markets in the case of adverse 
selection. For example, suppose that owners know whether their own firm is a good 
or a bad prospect for investment but outsiders only know the distribution of types 
of investments. lf prices of assets are determined by the average quality of investments, 
then only  the bad investments would issue securities since the good investments 
would be vastly underpriced. Markets would fail in that investors would know that 
only bad firms would issue securities. Thus, as discussed by Myers and Majluf 
(1984), new equity and risky debt markets could break down with firms investing 
capital up to the amount of cash flow available to them. 

As later pointed out in the literature, markets may overcome the lemons 
problem in two ways. Borrowers may use signals to indicate quality (e.g., the share 
of the insider's investment to total investment, dividend policy or the debt-equity 
ratio) or lenders may screen different types of firms to determine their true types 
(e.g., requiring certain conditions as part of contracts such as bond covenants or the 
payment of non-interest fees as well as interest). Myers and Majluf, for example, 
argue that those firms that issue more costly new equity will be considered to be of 
poorer quality, and Miller and Rock (1985) suggest that firms that issue dividends 
that are costly (for tax and other reasons) will be considered to be of higher quality. 

One of the important results of the asymmetric information literature in the 
presence of signalling and screening is that markets will at best be "constrained" 
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efficient. The existence of bad firms will impose a cost on good firms. For example, 
in the Akerlof-type problem, a good firm will try to separate itself from a bad firm 
by issuing a costly signal. For signalling to be successful, the cost of the signal must 
be greater for the bad firm compared to the good firm (otherwise the bad firm can 
duplicate what the good firm does and look like a good firm). In what is called a 
"separating equilibrium," a good firm will issue more of the signal than the bad firm 
to indicate higher quality (Spence, 1973; and Rothschild and Stiglitz, 1976). But, 
the good firms lose profits by rdying on a costly signal to indicate quality. For example, 
good firms may issue more highly taxed dividends (Battacharya, 1979) or debt that 
increases the probability of bankruptcy (Ross, 1977). 

Several of the research papers prepared for Industry Canada deal specifically 
with the issue of imperfections in capital markets. Two of the papers, one by Amit, 
Brander and Zott, and the other by Macintosh, explicitly consider the effects of 
imperfections in venture capital markets. Jog examines initial public offerings (IP0s); 
Mittoo examines segmentation in U.S. and Canadian capital markets; and Suret 
and L'Her examine the determinants of financing decisions of Canadian, companies 
from 1963 to 1993. 

The Amit, Brander and Zott, and Macintosh papers provide some analysis of 
interesting data recently collected on venture capital firms in Canada. These firms 
have been of particular interest lately for several reasons. First, they tend to be 
innovative and engaged in research and development. Thus, it is argued that there 
are important research and development externalities associated with venture cap-
ital investments: policies should be used to encourage research and development 
beyond what would be achieved by the market. Second, venture capital firms tend 
to be small firms first created by an entrepreneur who needs both financial capital 
and business organizational skills. However, given the lack of knowledge outsiders 
would have with respect to the success of a project and their ability to monitor the 
firm, entrepreneurs may have difficulty finding sympathetic lenders. Third, new 
inventions tend to be very risky since there is a great deal of uncertainty as to 
whether a project will be successful or not. 

The overall conclusion reached by the Amit, Brander and Zott and Macintosh 
studies is that venture capital investments are highly risky: they involve very high 
returns (major "hits") and a large number of failures. Thus, if any market should be 
subject to informational asymmetries, it would involve the venture capital market. 
The two papers also indicate that venture capital lending comes from one or a few 
partners who are specialists that help organize the firm after initial start-up as a 
private company. Most of the financing is in the form of equity although debt may 
be relied on in later stages. Also, Canadian venture capitalists tend to exit through 
management or company buyouts rather than IPOs or third party acquisitions. 

Do these observations confirm the existence of substantial informational 
asymmetries? Amit, Brander and Zott provide some evidence of the importance of 
moral hazard — the greater the share of the entrepreneur's ownership of the firm 
(and the lower the venture capitalist's) the more likely it is that that firm will per-
form better in terms of profits. 9  The large number of company and management 
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buyouts by participating partners and fewer 1POs as forms of exit for venture capi-
talists might suggest that informational costs are reduced by this form of exit. 
However, the low number of IPOs compared to the United States is a puzzle. No 
conclusions are provided although it is well known that the tax system in Canada 
has a number of features that discourage companies from going public» 

Jog's paper on IPOs examines the pricing of new securities at the time when 
a company first becomes public. Consistent with many studies, Jog finds that IPOs 
are found to be underpriced although the degree of underpricing in Canada is not 
that much different from in the United States and is lower in recent years com-
pared to the past. The underpricing of IPOs is linked to informational asymmetries. 
The entrepreneurs know the quality of the firm but outside investors do not; thus, 
as predicted by Myers and Majluf, prices of new equities are bid down as a result of 
outside investors believing that only the poorer quality firms go to the market. This 
informational asymmetry imposes a cost on IPOs as a source of finance. This is in 
addition to Jog's reported underwriting cost of 6 percent to 7 percent of IPO market 
value. More intriguing, however, is Jog's conclusion that IPOs long-run perfor-
mance (relative to past performance and the rest of the market) has been poor. 
There is no easy explanation given. One possibility is that IPOs tend to be "lemon" 
type companies with poorer prospects compared to firms that stay private. As Jog 
reports, the main reason firms go public is a result of liquidity shortages. In a "sep-
arating" equilibrium that is exactly what one would predict, poorer quality firms 
would issue more new equity while cash-flow-rich firms would be less willing to go 
public. However, if this is the case, then security prices of IPOs should be well 
underpriced compared to the average firm in the market, and the long-run perfor-
mance should be similar to the market. However, there could be other factors 
explaining the long-run poor performance of IP0s, including tax factors referred to 
above. 

The paper by Mittoo provides additional evidence using seasoned equity 
issues (for the period 1982 to 1993) that there appears to be some segmentation 
between Canadian and U.S. equity markets. When new issues are made and the 
investment level is fixed, one expects share prices to fall as a result of the "dilution" 
effect whereby new equity issues reduce the earnings per share of existing owners. 
Although shares of companies listed on both U.S. and Canadian stock exchanges 
have similar experiences (as one would expect for non-segmented markets), companies 
that list only on C,anadian markets have a different experience c,ompared to companie,s 
in the United States. It seems that the price of equities falls more dramatically for 
Canadian companies which suggests that the cost of new equity finance is higher 
in Canada. Mittoo's conclusion regarding segmentation is based on the size of the 
Canadian market: share prices in the presence of new issues fall more for those 
companies that only rely on Canadian market absorption. This raises two questions. 
First, firms could easily avoid the smallness of the Canadian market by listing in the 
United States — so why not do so? Second, if there are profits to be had, why should 
there not be more foreign participation in Canadian markets? Perhaps, smaller firms 
that do not list in U.S. markets are too small to satisfy requirements for listing or 
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more subject to the "lemons" problem discussed above so their share prices fall 
more. Altematively, as speculated by Mittoo, government regulatory and tax poli-
cies may interfere with equity markets and cause segmentation. This point will be 
further discussed below. 

The paper by Suret and L:Her deals with debt financing by C,anadian companies 
and provides two interesting conclusions. The first is that Canadian debt-equity 
ratios did not rise during the 1980s unlike in the United States where, during the 
same period, firms became less capitalized with the tremendous surge in leveraged 
buyouts. 'Thus, Canadian companies during the 1980s did not become more risky 
in terms of undercapitalization. The second result is that debt decisions are partic-
ularly affected by growth and pre-tax profits (gross of interest expense) as shown in 
many recent empirical studies. Growth creates more demand for debt relative to 
retained earnings and new equity (which is less desirable to issue), and pre-tax profits 
reduce the amount of debt finance. Both these observations are partly consistent 
with the asymmetric information stories: cash flow of firms reduces the need to seek 
outside sources of finance, and growth requires firms to obtain more outside 
finance. However, there is still an issue as to why risky debt is more preferable than 
new equity finance since the lack of information of outside investors affects the 
pricing of both risky debt and equity finance. One usually argues that risky debt 
may be preferred given the deductibility of interest expense for corporate tax pur-
poses, but the authors suggest that taxes do not influence debt decisions. There are 
problems, however, with their measure of the tax variables that would likely result 
in the lack of correlation between taxes and debt decisions." 

The overwhelming conclusion one derives from these five studies prepared 
for Industry Canada is the importance of informational asymmetries between inside 
and outside investors in determining financial decisions and the pricing of securi-
ties. Thus, one can conclude that there is a "market failure" in that poor quality 
firms cause good quality firms to choose suboptimal or costly financial and investment 
strategies that reduce profitability. 

Even with investment houses and financial institutions, it may not be possible 
to overcome informational asymmetries altogether. However, as noted above, "market 
failures" arising from imperfect information can be "constrained efficient" in that no 
other institutional response could achieve a better allocation of resources. 

Note that the studies discussed in Section I of the conference on the user cost 
of capital are unrelated to the studies discussed in Section II on the efficiency of 
capital markets. The reason for this is that few if any studies have considered how 
informational asymmetries empirically affect the user cost of capital. We know that 
informational asymmetries result in firms giving up investment projects that would 
otherwise be profitable. However, the theory used to measure the cost of capital of 
firms ignores the possibility that informational asymmetries might cause the cost of 
capital to be greater. 

The question that is critical for policy analysts is the following. Even if there 
are "market failures," what should the government do about them? The notion of 
"constrained" efficiency comes back to haunt us at this point — it might be that 
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governments cannot achieve anything at all to improve the performance of capital 
markets. This is discussion left to the next section. 

THE ROLE OF GOVERNMENT POLICY 

THERE ARE TWO GENERAL VIEWS THAT MIGHT BE TAKEN with respect to the role 
of government in enhancing the efficiency of capital markets. The first is that 

government intervention is needed in capital markets to overcome "market failures" 
(thus there are "good" government policies). The success of public policy ultimately 
depends on the information and policy instruments available to govemments to 
improve efficiency in capital markets. The second view is that capital markets are 
efficient in a "constrained" sense: the role of public policy is to avoid impairing the 
efficiency of capital markets. Given this view, one wishes to avoid "bad" policy that 
interferes with the efficiency of capital markets so reform would result in fewer 
barriers to efficiency in capital markets. 

This section initially concentrates on the first issue: what is the role, if any, 
of government policy in the presence of market failures? If government policy is 
unsuccessful, then the second view — eliminating public policy barriers to efficiency 
— is more clear. In this second case, the role of government policy is to eliminate, 
as much as possible, unjustified policies that hinder the efficiency of capital markets. 

As discussed in the previous section, potential "market failures" are associated 
with information asymmetries and transaction costs that might result in inefficient 
transactions or, in some cases, the breakdown of markets. The most significant 
result predicted by various theories, as well as the evidence supporting them, is that 
firms, particularly with good prospects, will underinvest in capital due to financing 
constraints. Thus, the lack of venture capital, IPOs and cross-national equity trans-
actions and the overreliance on debt financing are "ills" that result in too little 
investment. Government policy, as the argument goes, can be used to correct for 
underinvestment by subsidizing those financial transactions that are undersupplied. 

It should first be noted that private markets have created institutions that 
have tried to minimize or eliminate altogether any potential imperfections, sanc-
tioned by law. For example, licensing requirements for members of a profession, 
stock exchange, etc. are used to exclude poor quality firms from entering the market. 
However, a group of members that restricts membership has two objectives: create 
confidence in its products or services and earn profits. When members restrict 
entry, they may choose qualifications that are too onerous in order to limit competition. 
A public body, however, would, in principle, be interested in economic welfare. 
Thus, public control over conditions for entry into an industry may allow for more 
competition while still limiting free entry. 

Governments use several types of policy instruments to overcome the under-
investment problem. 

• Regulation of Securities Markets and Financial Intermediaries: To 
encourage investors to provide capital to firms, especially those with good 
prospects, govemments may require firms to satisfy certain qualifications 
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in order to limit the entry of poor quality and, even worse, fraudulent 
firms. These regulations include restrictions on the types of firms that list on 
stock exchanges, qualifications for firms to operate as financial institutions 
and the development of consumer protection laws to encourage confidence 
in the market. Regulations may require that firms have a certain minimum 
level of equity investment and a historical record of profitability to issue 
stocks, provide full disclosure regarding assets and income and satisfy a cer-
tain degree of capitalization (as in the case of financial and insurance 
institutions). Some regulations may actually be used to force financial 
lenders to hold certain types of assets in the interest of certain public policy 
objectives (e.g., foreign content rules for pension plans have been in place 
on equity investments in Canadian companies). 

• Taxes and Subsidies: Instead of governments regulating industries, they 
may choose to provide subsidies or tax incentives to encourage more 
investment or equity financing. Subsidies or investment tax credits (e.g., 
research and development) may be given for capital expenditures as in the 
case of regional development programs. Alternatively, grants or tax incen-
tives may be provided for the purchase of equity (such as stock savings 
plans, venture capital funds and flow-through shares). 

• Favourable Interest Lending: Alternatively, governments have improved 
access to financing by making interest rates on loans more favourable to 
borrowers. Lower interest costs are achieved by direct subsidies through 
public lending programs, loan guarantee programs and tax preferences 
(e.g., exempting interest on loans to small business). 

As a result of informational asymmetries, good quality firms will underinvest 
in capital since the cost of finance is driven up by the existence of bad quality firms. 
The question is whether the above public policies that are used to correct for market 
imperfections can improve the efficiency of capital markets. Although govern-
ments may pave the road with good intentions, they may lead the economy down 
the wrong road. This view of public policy may be stated unfairly but does emphasize 
the problems that arise when governments intervene in capital markets to correct 
for underinvestment in the presence of informational asymmetries. 

To illustrate this point,' 2  consider a group of firms that are facing constraints 
or higher costs when seeking financing from outside investors. As a result of under-
investment, a government might wish to subsidize firms in the industry. However, 
governments, as outsiders, are likely to have less information than private lenders 
in determining which type of borrower is of good or bad quality. If governments did 
have perfect information, they could clearly separate the good from the bad quality 
firms and only provide subsidies to the best firms.° The best governments can do is 
to use whatever information is available to them to determine the degree of, and 
conditions for, subsidization. In many cases, the government is likely unable to 
discriminate good from poor quality borrowers. 
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Now suppose the government does wish to subsidize investments or financ-
ing to overcome the underinvestment problem. The availability of the subsidy will 
promote more investment and/or financing by good quality firms which would 
invest in more assets, closer to a socially optimal amount of capital. However, the 
presence of the subsidy would encourage low quality firms to invest in too much 
capitall 4  or result in the entry of new firms that are also of low quality. Thus, the 
subsidy, while beneficial to the high quality firms, could result in too much investment 
in poor quality projects. Govemments could minimize the social cost of subsidies 
by using certain qualifications that exclude poor quality firms (e.g., minimum capital 
size or history of profits). However, satisfaction of these conditions could result in 
some firms of relatively good quality being excluded from public programs. 

A more difficult question is to determine which type of subsidy is best to use. 
The best public policy is one that is directed at a particular market failure. In the 
case of informational asymmetries, the issue is whether the market failure is under-
investment-or insufficient funding from outside investors. Governments could subsidize 
investments (e.g., an investment tax credit) or subsidize new equity or risky debt 
finance (e.g., flow-through shares or stock savings plans, loan guarantee programs, 
etc.). Which subsidy would be better: an investment or external financing subsidy? 

The answer is somewhat complicated. If good firms separate from bad firms 
by a costly "signal" (e.g., the share of internal resources as a percentage of invest-
ment), an investment subsidy increases the internal cash flow of good and poor 
quality firms, reducing their need to issue equity or debt to outside investors. The 
investment subsidy allows higher quality firms to expand investment and reduce 
their reliance on issuing costly securities (if these are issued at all) to outside 
investors. 'Thus, the higher quality firms are able to separate themselves at less cost 
from the low quality firms. On the other hand, an extemal financing incentive 
reduces the cost of issuing securities to outside investors for both high and low quality 
firms. Low quality firms rely more on external finance so they benefit more from the 
equity subsidy compared to the high quality firms. But, underinvestment is more severe 
for high quality firms. Thus, the equity incentive is less efficient than the invest-
ment subsidy in mitigating the underinvestment problem. Given this theory, an 
investment tax credit is better than a subsidy for equity finance. 

Policy Prescription No. 1: In the face of informational asymmetries between outside and 
inside investors, the optimal policy is to subsidize the activity that is not being sufficiently 
undertaken and tax the costly signal being used to indicate quality. 

As an example, the issue of new equity may be a signal of quality. To improve 
the allocation of resources, governments should provide an investment tax credit 
that is financed by a tax on new equity issues. This policy prescription is opposite 
to what is often the case. For example, Canadian governments have provided tax 
incentives to issue equity (e.g., flow-through shares) to encourage investments by 
smaller companies but at the cost of increasing the tax on the investment. 
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It is important to remember that government tax incentives and subsidies 
may be given without sufficient monitoring of investments. Thus, the incentives 
could encourage inappropriate behaviour by firms (moral hazard), which would 
result in other inefficiencies besides the signalling issues discussed above. 

The application of information asymmetry theories to public policy issues in 
capital markets and empirical work is virgin territory for public policy analysts. 
Therefore, several of the research papers prepared for Industry Canada provide very 
useful contributions in terms of specifying the success or failure of public policies used 
to improve efficiency in capital markets in the presence of asymmetric information. 

The intriguing paper by Suret and Cormier on Quebec Stock Saving Plans 
(QSSPs) provides a perspective on the problem of savings incentives as a means of 
providing more financial capital to small and medium-sized businesses. Initially, the 
Quebec government provided credits for the purchase of equities issued by Quebec-
based companies for firms of all sizes. Most savings were then directed at large public 
companies with access to Canadian and international markets rather than at smaller 
companies. It seems that the large companies did not invest more; instead, dividend 
payments increased. Later rules restricted the QSSP program to smaller-sized and 
undercapitalized businesses. After all, it is the financing of new public and under-
capitalized companies that would be most subject to problems associated with 
informational asymmetries. As Suret and Cormier suggest, the experience investors 
had with these investments was disappointing in terms of profitability. One could 
surmise from this experience that the QSSP encouraged too many "losers" to 
expand or start up even though it assisted some winners to develop. 

A similar story could perhaps be told with Labour-Sponsored Venture Capital 
Funds (LSVCFs). As discussed at the conference by Vaillancourt, Brûlé, Jovanovic 
and Trottier, federal and provincial governments have provided tax credits of up to 
40 percent of the cost of the securities issued by a federal or provincially regulated 
LSVCF to individual investors in Quebec (the recent federal budget has reduced 
the federal credit from 20 percent to 15 percent). Shares must be held for a mini-
mum number of years for the taxpayer to maintain the tax benefit. As a result of 
LSVCFs, a substantial pool of savings has developed for venture capital (see the 
papers on venture capital in this volume). The question is how successful these 
funds have been since many funds are seeking venture capital opportunities (a sig-
nificant portion of new funds is held as treasury bills). Vaillancourt et al. suggest 
that employment effects have been small, largely reflecting the fact that LSVCFs, 
which are relatively new, have not invested their funds fully in venture capital 
investments. However, the experience of LSVCFs (Quebec-based funds began in 
1984 but the federal credit only began in the early 1990s) is perhaps too early to 
determine since it could take up to 10 years before the profits from venture capital 
funds are earned. 

Policy Prescription No. 2: Governments should avoid subsidizing equity investments. 
Instead, the policy should be directed at encouraging real investment activity. 
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Robinson's paper on the Alberta Stock Exchange provides some documenta-
tion on how listing requirements can affect the performance of stock markets. The 
Alberta Stock Exchange has the least stringent listing requirements in Canada. A 
Junior Capital Pool (JCP) program allows entrepreneurs with a minimum $100,000 
to obtain $400,000 in funds from outside investors. The firm must undertake an 
asset acquisition within 18 months to become a regularly listed firm on the 
exchange. Therefore, one would expect that informational asymmetries associated 
with equity financing by newly created public companies to be particularly impor-
tant in these markets. Robinson found that almost all JCP firms became listed 
members (therefore, an asset acquisition was made) but the failure rate (eventual 
delisting due to bankruptcy) was 25.8 percent. Although this failure rate is not out 
of line with the U.S. experience for venture capital firms, it is unclear, without 
more data, whether the JCP firms provided retums to investors to compensate them 
fully for the risk involved with their investments. However, the experience of JCP 
programs suggests that regulations can have an important effect on markets. 

Policy Prescriptions No.  3: Regulations can play an important role in building confidence 
by investors in financial markets. Attempts should be made to differentiate markets 
according to quality. 

Riding examines loan guarantee programs for small businesses. Under these 
programs, the government provides a guarantee on loans made by banks to small 
businesses. A 2 percent fee as a percentage of the loan principal is paid by firms and 
is collected by the government to cover the default costs of the program. As the 
government picks up the default cost of the guarantee, there is an issue as to 
whether the program results in default rates that are excessive by attracting too many 
firms of poor quality. The Canadian program has a relatively low default rate (4 percent 
to 6 percent) by international standards, largely as a result of the contractual 
arrangements made under the program. The government guarantees 90 percent of 
the cost of the loan as long as the interest rate charged by the lender is no more than 
prime plus 1.75 percent. Thus, lenders have some incentive to choose borrowers 
that are less likely to go bankrupt. A higher interest rate on loans or a greater per-
centage of the amounts guaranteed would increase defaults significantly. Therefore, 
the design of a program can mitigate the revenue cost faced by the government 
although fewer firms would have access to funding. 

Policy Prescription No. 4: Any government policy that interferes in markets should be 
designed to minimize inefficiencies . For example, insurance premiums should be related to 
exPerience so beneficiaries of insurance wi ll  pay for some of the cost imposed by their own 
actions. 

Government policies, however, often create barriers for capital markets 
rather than improving economic performance. Examples of barriers that reduce the 
efficiency of capital markets are plentifold. They include restrictions on pension 
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and registered retirement savings plans to hold foreign assets; restrictions on foreign 
ownership of certain industries; taxes that discourage savings and investments in 
industries; premium-based deposit insurance that is unrelated to risks; and limita-
tions to entry in particular parts of financial markets (insurance, banking, etc.). 
Governments could improve the efficiency of markets by changing regulations and 
tax structures. Sometimes these regulations and taxes are desirable for other social 
objectives although the reasons for adopting such policies may become less impor-
tant now compared to when they were initially put into place (such as increasing 
Canadian ownership of industry). 

Policy Prescription No. 5: Governments should review regulatory and tax policies with the 
aim of determining which policies impede the efficiency of markets and could be eliminated 
since they no longer serve a useful purpose. 

The above papers exemplify the issues involved with the public programs that try 
to overcome the informational problems that are so characteristic of capital markets. 
The overall conclusions reached by the research undertaken for Industry Canada is 
that public policies should be very carefully designed to minimize the costs associated 
with any programs designed to improve the efficiency of markets. Otherwise, the 
cure may be worse than the illness. \X/hen policies are poorly designed, govern-
ments may create barriers for achieving capital market efficiency rather than 
enhancing performance. 

CONCLUSIONS 

THE ABOVE REVIEW PROVIDES SOME OVERRIDING CONCLUSIONS regarding the role 
of governments in capital markets. Clearly, governments affect capital markets 

through taxation and regulatory policies. Whether these policies are necessary to 
change the performance of capital markets is a more debatable issue. The research 
undertaken for Industry Canada provides several general conclusions. 

• Public policies do affect the cost of capital and investment decisions of 
firms. 

• The tax system affects the user cost of capital in an important way. 

• Canada's cost of capital seems higher than in the United States primarily 
due to risk. However, risk is measured using fluctuations in the returns on 
assets held by owners rather than riskiness associated with specific eco-
nomic and political variables. Thus, it is not clear that the risk faced by 
Canadian firms is a matter for public policy to address although one could 
at least say that public policies, such as uncertain tax and fiscal policies, 
could create additional risk for firms. 
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• If governments were to intervene in capital markets, it is largely with the aim 
of improving efficiency by eliminating government policies that are a barrier 
to good performance (e.g., taxation and regulations) or to compensate for 
"market failures" primarily those associated with informational asymmetries. 

• Informational asymmetry issues are especially important in those parts of 
capital markets where lenders do not have sufficient information about the 
characteristics of the borrower: venture capital, initial public offerings and 
smaller Canadian companies. 

• Governments have used various public policies to assist capital markets in 
improving their performance. However, public policies that have subsi-
dized financing of firms have not been altogether successful as failure rates 
have been too high or profitability too low. Moreover, it is unclear whether 
policies directed at financing are superior to policies directed at the invest-
ments made by businesses. 

There are many more problems for Canadian researchers to address that go 
beyond the discussion in this survey. It is too difficult to list all the issues that pub-
lic policy experts still have not answered. One could say, however, that the inte-
gration of imperfect information in the cost of capital measurements and analysis 
of investment is a good place to start. 

ENDNOTES 

1 As discussed above, capital markets include all forms of financing businesses, including 
financial intermediation. However, the focus of the Industry Canada conference was 
primarily on the financing through markets rather than intermediaries. 

2 Johnson and Neave (1995) distinguish between Type S (Standard) and Type N (Non-
standard) transactions. The former involve relatively liquid assets while the latter are 
non-liquid assets. The Type S transactions require resources to determine the initial 
value of assets (by investors screening borrowers or by borrowers signalling their charac-
teristics) with little cost associated with monitoring and control after the deal is made. 
Type N transactions may be more expensive to hold since monitoring and control are 
often required after the deal is made. This classification is useful to bear in mind for later 
discussion. 

3 There is no presumption as to how the weights are determined. There are two general 
models used to explain the financing of investments. The first is the static-tradeoff 
model whereby firms issue securities until the marginal benefit is equal to the marginal 
cost of issuing each type of security. The second is the "pecking order" model whereby 

firms first use internal sources of finance followed by external finance (debt and equity). 
The pecking order model would result in no dividends being issued by the firm (a some-
what disturbing feature of the model). However, the pecking order model does predict 
that firms would underinvest in capital since the existing shareholders would prefer to 
give up an investment project rather than issue new securities to outside investors who 
place less value on the firms' shares. 

748 



POLICY PERSPECTIVES ON CAPITAL MARKET ISSUES 

4 For a discussion of different types of risk and the cost of capital, see Mintz (1995). 
5 There is a fairly large literature on the taxation of capital. See Auerbach (1983), King 

and Fullerton (1984) and Boadway et al. (1984) for original papers on the cost of capital and 
effective tax rates. The large literature incorporating different aspects of the tax system in 
the cost of capital is summarized in Mintz (1995). A good application of these results is 
found in the paper by Chen and McKenzie in this volume. The user cost capital includ-
ing taxes is derived as a formula which is the following: 
c = (r+b-Fh*) ( 1 -A)/(1 -t4)+h 
with 
r = f31(1 -u)-43p 
and 

debt/asset ratio 
i — interest rate on debt 
u corporate income tax rate 
p = risk-free cost of equity finance 
5 = rate of economic depreciation 
h* cost of capital risk 
A present value of annual depreciation allowances, investment tax credit, etc. 
h  = cost of income risk. 
The effective tax rate on capital is derived by subtracting depreciation and risk from the 
user cost of capital which is equal to the before-tax risk-adjusted marginal rate of return 
on capital. The effective tax rate is then estimated as the difference between the risk-
adjusted before-tax rate of return and after-tax rate of return (all tax variables are equal 
to zero) divided by the risk-adjusted before-tax rate of return to capital. 

6 When the tax base is negative, governments do not refund the loss by sending a cheque 
to the firm equal to the tax rate times the loss. Instead, governments in most countries 
will allow losses to be carried back for a limited period for a refund based on prior years' 
taxes or carried forward, at no rate of interest, against future income. Most losses in 
Canada are carried forward and written off over time (see Glenday and Mintz, 1991). 
Thus, there can be a tax penalty imposed on risky or start-up firms since the government 
fails to share profits and lasses  fully.  If,  however, governments provide full refundability, 
companies might take actions that increase the size of the loss (such as by loading debt 
in Canada that finances investments elsewhere). Thus, governments limit the amount 
of loss refundability in the tax system. The actual impact of tax losses on investment is 
more complicated since previous years' losses could shelter existing income on assets 
from taxation, thereby encouraging investments in the current period (see Mintz, 1995 
for a fuller discussion of these points). 

7 This approach was used in 1990 by the National Advisory Board on Science and 
Technology to measure the cost of capital in Canada compared to other countries in 
order to determine whether the federal government should change its economic policies. 
However, before any real policy conclusions are derived from this approach, one should 
try to measure the whole user cost of capital rather than only one part of it, the finan-
cial cost of capital. 

8 For a recent discussion of competition in financial markets, see Booth (1995) who pro-
vides evidence that neither confirms nor denies market power in financial markets. 
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9 Amit, Brander and Zott use taxes paid as a proxy of profits. The problem with the use of 
this variable is that the amount of taxes paid may depend on the type of project. For 
example, high-technology projects might have more research and development expenses 
that qualify for the research and development credit 

10 This includes the small business income deduction and certain other tax benefits that 
are only available to Canadian-controlled private corporations. 

11 Suret and UHer use two tax variables, one which takes into account both corporate 
income and personal income tax effects on debt decisions and the other which accounts 
for the effect of corporate tax losses generated by incentives on the value of interest 
deductions. Neither variable succeeds likely due to mismeasurement. The authors 
assume that the companies are owned by Ontario residents who, in an open economy, 
would not be the marginal source of finance. Also, corporate income tax rates should be 
carefully measured to take into account provincial and industry variations. The use of 
deferred tax liabilities to measure tax incentives that give rise to losses are affected by 
Canadian law that allows companies to deduct depreciation, exploration and develop-
ment expenses on a discretionary basis (companies that do not deduct expenses have less 
deferred tax liability even though they are expecting not to pay taxes for quite some 
time). In Bartholdy et al. (1987), the corporate tax rate variable was found to cause the 
debt ratio to increase, as predicted by theory. They also found that non-taxpaying com-
panies have lower debt ratios. See also Shum (1995). 

12 The discussion below is based on unpublished work by Marchand and Mintz. 
13 Note that if separation of good and bad firms is possible for governments, it would also 

be possible for the private sector. 
14 In a separating equilibrium such as Myers and Majluf (1984), poor quality firms do not 

underinvest in capital even though good quality firms do. Bad quality firms issue securi-
ties to outside investors in the interest of maximizing profits as best as possible. Good 
quality firms, by issuing securities to outside investors, lose value as they are viewed by 
markets to be bad quality firms. Unless the good quality firm has sufficient internal 
resources to cover all profitable investments, the good quality firm will give up some 
investments to avoid being viewed as a bad quality firm. Thus, a general subsidy for 
either investment or financing would encourage poor quality firms to invest in too much 
capital. 
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