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Abstract 

This report is the final report part B on the CRC/Queen's Agreement on On-board Processing 
Via Future Communications Satellites. The report is focussed on two issues. We first consider 
interference resolution for the Uniform Linear Array. This study is intended to clarify the concept 
of the interference cancellation capability of the Uniform Linear Array. We find that the concept 
of an array with NE elements having the ability to cancel NE-2 interferers must be modified as a 
function of NE and of the array architecture. 

The second part of the report considers the topic of cyclic beamforming but applied to an 
offset parabolic reflector antenna structure. Such a structure is the usual one used for satellites in 
geosynchronous orbit. This study extends the work of Mark Rollins, formerly of CRC, who 
considered cyclic beamforrning for the Linear Array. We find that the convergence problem that 
exists for such an array carries over the parabolic reflector case. 

In future we plan to (i) extend our study on interference resolution to the parabolic reflector 
case and (ii) to study decision feedback detection algorithms as an access method and also to 
improve the convergence of cyclic beamforming. 

A bibliography on signal processing with adaptive arrays is given at the end of this 
document. 
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Chapter 1 

Resolution 

It is stated in the literature that a NE-element array has NE - 1 degrees of freedom 

which can be used to optimize one desired user and null out NE - 2 interferers [49, 

68]. Does this imply that the users can be arbitrarily distributed over the coverage 

area while acceptable system performance is achieved? Or is there a constraint as to 

how closely packed or sparsely spread the users have to be? Parolin [54] stated that 

the user signals can be properly resolved only if they are separated by the proper 

angular separation. Parolin also stated the usable range of a Uniform Linear Array 

(ULA) to be —600  to 600 . However, the issue of how exactly should the interferers 

and desired user be distributed in order to achieve acceptable system performance is 

not thoroughly investigated in the literature. It is therefore the goal of this report to 

investigate the relation between the degrees of freedom and resolution. 

In this chapter, the usable range of ULA, the degrees of freedom, how these are 

related to the antenna resolution, the concerns and possible modifications of the 

optimum combining solution are examined. 

The theory behind the calculations in this chapter as well as a diagram of the 

ULA can be found in Appendix A. 
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1.1 Usable Range of Uniform Linear Array 

Parolin [54] showed that the Uniform Linear Array (ULA) has poor SINR performance 

when users are incident close to the end-fire positions. A usable range of the antenna 

is a range within which any angle of incidence for the desired user, denoted as Od, will 

produce acceptable SINR performance. In other words, for any Od e [— x, x ]  where 

—x and x are the range limits, acceptable SINR performance is guaranteed. Here, 

acceptable SINR performance is defined as achieving a SINR value within 1 dB of 

SNRideaz [54]. These will be explained in Section 1.2. Table 1.1 shows the SINR 

obtained when users are packed to the closest possible limit, which is 18°, for an 

8-element array. The SNRideal for an 8-element array is 21.0721 dB. Thus, the 

acceptable SINR range is from 20.0721 dB to 21.0721 dB. The SINR drops below 

the limit (< 20.0721 dB) when 10d1 > 600 . Therefore, to guarantee acceptable SINR 

performance, the usable range of a ULA is limited to —60° to 60°. 

incident angles of users  (°) SINR (dB) (for Od from most negative to positive)  
-59, -41, -23, -5, 13, 31, 49 20.2133 20.4284 20.7115 20.7015 20.6948 20.6538 20.5017 
-60, -42, -24, -6, 12, 30, 48 20.1462 20.3684 20.6979 20.7067 20.6886 20.6532 20.5046 
-61, -43, -25, -7, 11, 29, 47 20.0694 20.2981 20.6795 20.7119 20.6832 20.6505 20.5047 
-62, -44, -26, -8, 10, 28, 46 19.9822 20.2163 20.6558 20.7166 20.6788 20.6460 20.5024 
-65, -47, -29, -11, 7, 25, 43 19.6479 19.8872 20.5471 20.7224 20.6739 20.6271 20.4858 
-70, -52, -34, -16, 2, 20, 38 18.7757 18.9496 20.2041 20.6721 20.6907 20.6020 20.4499 

Table 1.1: SINR performance for NE = 8 using different range limits 

1.2 Degrees of Freedom 

Compton [49] showed that an NE-element array has NE  — 1  degrees of freedom which 

can be used to optimize 1 desired signal and null out 0 to NE — 2 interferers at the 

same time. 

In a multi-user system, every signal is in turn treated as a desired user and is 

resolved by a different set of weights. Thus, the antenna array has to achieve two 

purposes, namely: 
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1. to ensure that each individual signal can be properly resolved and optimized; 

and 

2. to null out the interferers. 

One issue that has often been neglected in the degrees of freedom discussion is 

that the antenna array can optimize the 1 desired user and null out the 0 to NE — 2 

interferers only if all the users (desired and interfering) are spaced properly. This 

means that the user signals' incident angles should differ by a minimum angle. Only 

users separated by the proper resolution can be properly resolved. Otherwise, when 

the users are too closely packed together, two typical problems will arise: 

1. the sidelobes between the users or near the end-fire positions will be extra,ordi-

narily high which is undesirable as will be explained in Sections 1.3.2 and 1.3.3; 

and 

2. the nulls or peak of the main lobe cannot be properly placed right at the inter-

ferer(s) or desired user, thus degrading SINR performance. 

The minimum angle mentioned above is the resolution of the antenna array. The 

antenna array resolution, Or , is defined as the smallest amount of angular separation 

between the desired signal and the nearest interfering signal, while still achieving 

a large enough SINR to obtain an acceptable BER performance [54]. According to 

Parolin, the threshold for the acceptable SINR is 1 dB below SNR,.._deal. SNRideat is the 

SINR achieved when there is no interference. In other words, SINR performance is 

considered acceptable when SINL-chieved E RSNRideal — 1), SN--11,dead where here and 

below SINR is in dB. 

Notice that not only is the SINR performance poor when the users are incident 

near to the end-fire positions and good when . the users are incident closer to broadside. 

In reality, the SINR a,chieved differs for the same user distribution pattern when the 

desired user arrives with different Od. Thus, Or  should be determined using the worst 
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case scenario to get the lower limit. By simulations, the worst case scenario is found 

to be when the desired user is the farthest user from broadside. 

From Section 1.1, the usable range for ULA is from —60° to 600 . For large NE, 

to utilize the NE — 1 degrees of freedom, a rough estimate for 0, is (120/(NE — 2))°. 

That is, when the maximum number of interferers, NE-2, are evenly distributed over 

the 120° range. This estimate is valid when the desired user is arriving at an angle 

close to broadside. Figure 1.1 shows the antenna pattern and SINR performance for 

a 32-element array serving 1 desired user arriving at 00  and 30 interferers spread over 

the —60° to 60° range with an angular separation of (120/(32 — 2))° = 4°. However, 

for large NE, this estimate has to be modi fied if the desired user is incident close to 

the limit of the usable range. This will be examined in more detail in Section 1.2.1. 

Also, for small NE, Or  can be smaller than (120/(NE — 2))°. This will be examined 

in Section 1.2.2. 

-50 
-90 -80 -70 -60 -50 -40 -30 -20 -10 0 10 20 30 40 50 60 70 80 90 

0 (degrees) 

Figure 1.1: Antenna pattern for a 32-element array with 1 desired user, Od = 00 , 
amplitude = Ad, and 30 interferers spread over —60° to 60°, 3,0i  = (120/(32 — 2)) °  = 
40 , amplitude = Ai 
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1.2.1 Resolution and Degrees of Freedom for Large NE 

The estimate of 0,. = (120/(NE - 2))° is valid when the desired user is incident close 

to broadside, i.e., when 10,4 is small. However, for large NE, it has to be modified if 

the desired user is incident close to the limit of the usable range, i.e. when Od r-tt ±60°. 

Recall from Section 1.1 that SINR performance degrades to below the acceptable 

limit when 10d1 > 60°. Also, Section 1.2 shows that in order to properly resolve all 

users, all users must be spaced apart by a minimum angular separation, Or . From 

simulations, it is found that for large NE, a Or  larger than (120/(NE - 2))° is required 

to ensure acceptable SINR performance when the desired user is arriving close to the 

usable range limit of ±600 . The consequence is that it is impossible to fit all the 

NE  — 1  users in the -60° to 60° range with proper angular separation while achieving 

acceptable SINR performance. As acceptable SINR ca.n only be achieved for large NE 

within the 120° range, the only way to allow for larger Or  is to decrease the number 

of interferers, Arr. 

Table 1.2 shows the maximum number of users (1 desired user + Ni interferers) 

for different NE for which SINR performance of within 1 dB SNRideal  is obtained. For 

NE = 10, NE — 1 users can still be supported. For NE = 12, only NE — 2 users can 

be supported. For NE = 14 and 16, only NE — 3 users can be supported. 

NE 1 + Ni M (°) SNRideal (dB) SINR (dB) for desired user at ±600  
10 9 = NE — 1 120/(9 — 1) = 15 22.0412 21.3136 
12 10=  NE — 2 120/(10 — 1) = 13.33 22.8330 21.9916 
14 11=  NE — 3 120/(11 — 1) = 12 23.5025 23.1216 
16 13 = NE — 3 120/(13 — 1) = 10 24.0824 23.6283 

Table 1.2: Maximum number of users vs. different NE 

In other words, for large NE, if a SINR of within 1 dB of SNR,..._dea i is desired, the 

NE — 1 degrees of freedom cannot be fully utilized. 

In light of this, what then is the gain for using antenna arrays of more elements 

when the same maximum number of users ca.n be served with an antenna array of 

fewer elements? The answer is that for the same maximum number of users, a higher- 
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NE-element array can achieve higher overall SINR. Although the maximum number 

of users that can be supported versus NE is suffering from diminishing returns, using 

higher NE can nonetheless provide better SINR performance. 

1.2.2 Resolution and Degrees of Freedom for Small NE 

For small NE, Or  can be smaller than (120/(NE - 2))°. For example, for NE = 8, 

the required SINR of within 1 dB of the SNRideca can be achieved using an angular 

separation of 18° instead of (120/(8-2))° = 20 0  even when the desired user is incident 

right at the usable range limit of ±60°. Thus, for small NE, Or  is smaller than the 

rough estimate mentioned above. Nevertheless, the degrees of freedom statement is 

indisputable in that an NE-element antenna array can, at most, optimize 1 desired 

user and null out NE- 2 interferers. In other words, from our simulations, it is shown 

that when 12070r  > ( NE - 2), the ULA can still support only 1 desired user and 

NE - 2 interferers. 

From the discussions in Sections 1.2.1 and 1.2.2, it is clear that although a NE-

element array does have NE - 1 degrees of freedom which can be used to optimize 

1 desired user and, at most, null out NE - 2 interferers, in light of system perfor-

mance, the NE - 1 degrees of freedom cannot always be utilized. Rather, the degrees 

of freedom statement serves as an upper bound for the maximum number of users 

supportable by an antenna array. 

1.3 Issues of Concern and Possible Improvements 

1.3.1 User Distribution Pattern 

From Section 1.2.1, 0,. for large NE ha,s to be greater than or equal t o  (120/(NE -2)) °  
in order to achieve acceptable SINR performance. Thus, the only possible distribution 

for the users is to have equal angular separation over the -60° to 60° range. However, 

for small NE, Or  can be smaller than (120/(NE 2))° as shown in Section 1.2.2. Thus, 

there are more than one possible distribution patterns for the users. Although the 
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9 (degrees) 
20 30 40 50 60 70 80 90 

-10 

-15 

— -20 co -0 
>._25  

resultant SINR for users separated by 0,. is always within the acceptable 1 dB range, 

different user distributions do result in different SINR performance. Moreover, other 

performance parameters, such as the peak-to-sidelobe ratio as well as the heights of 

the sidelobes; do change with different distributions. In other words, it is possible to 

find a distribution more preferable than others with regards to different constraints. 

Two examples of a 8-element array serving 1 desired user arriving at Od = 0 0  and 6 

interfering users distributed differently are shown in Figures 1.2 and 1.3. It is to be 

noted that for the case of a non-uniform distribution of interferers, as in Figure 1.3, 

poorer sidelobe performance, such as low peak-to-sidelobe ratio or high sidelobes at 

the end-fire positions, is the result. These points will be explained in further detail 

in Sections 1.3.2 and 1.3.3. 

Figure 1.2: Antenna pattern for a 8-element array with 1 desired user, ed = 0°, and 
6 interferers at —54°, —36°, —18°,18°,36°,54° 

1-7 
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0 (degrees) 

Figure 1.3: Antenna pattern for a 8-element array with 1 desired user, Od = 00 , and 
6 interferers at —60°, —42°, —24°, 18°, 36°, 54° 

1.3.2 Peak-to-Sidelobe Ratio 

One problem for many of the resultant antenna patterns is that although a very 

high main lobe is pointed at the desired user and very deep nulls are pointed at the 

interferers, the magnitudes of the sidelobes are relatively high. The Peak-to-Sidelobe 

Ratio, PSLR, is defi.ned as the ratio of the peak of the main lobe to the peaks of 

the closest sidelobes. Figure 1.4 shows an example for NE = 8, Od = —60°. The 

PSLR achieved is only 6 dB. It is not a problem if all the interferers are stationary 

and the locations are properly distributed. However, one potential danger is that if 

any one of the interferers is misaligned. Then, it would be right at the peak of the 

sidelobe instead of at the deep null. As the magnitude of the sidelobe is quite high, 

the interfering signal will be passed through without much attenuation. Thus, the 

antenna pattern is not very desirable. 

In reality, all that is necessary is to have a fairly deep null placed at ea,ch interferer 
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Figure 1.4: Antenna pattern for a 8-element array with 1 desired user, Od = —60°, 
and 6 interferers at —42 0 ,  _240,00,  180 , 360 ,540  

and also fairly low magnitudes for all sidelobes. In that case, if the nulls are pointed 

right at the interferers, a good antenna pattern will certainly be obtained. Neverthe-

less, if there is a slight misalignment of the interfering signal, the low sidelobes will 

still provide sufficient attenuation to prevent severe distortion to the desired signal. 

It is therefore recommended to maintain a minimum of 10 dB difference between 

the peaks of the main lobe to the sidelobes. In other words, a PSLR of 10 dB is 

desirable. 

1.3.3 Sidelobes Near the End-fire Positions 

Another concern about the simulation results is that the sidelobes near the end-fire 

positions are quite high. For example, in Figure 1.4, the sidelobe at 60° is almost 

as high as the sidelobe at —60° where the desired user is incident. This is a similar 

concern as that of the peak-to-sidelobe ratio. Based on the sa,me argument, it is 
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desirable to maintain all sidelobes, including the ones at the two ends, to be at least 

10 dB below the peak of the main lobe. 

1.3.4 Solution - Optimization using Non-linear Programming 

One way to achieve this recommendation is to use non-linear programming. Presently, 

the optimum combining theory provides an antenna pattern where deep nulls are 

pointed at the interferers. Yet little is done to the magnitudes of the other sidelobes. 

Non-linear programming can be employed to modify the optimum combining solution 

to take the sidelobe problems into account. Also, depending on the complexity of the 

solution, an optimum solution may be obtained to take into account the performance 

differences for different user distributions as well. More work must be put in to 

investigate the feasibility of this approach. 

1.4 Conclusion 

1. The usable range of the Uniform Linear Array (ULA) is —60° to 60°. 

2. The simple formula for the minimum angular separation between users, (120/N/ )°, 

where Nr = NE - 2, is accurate as a upper bound for small NE. For large NE, 

NI must be reduced to achieve a SINR that is within 1 dB of the SNR,.._deal. 

3. If the distribution of interferers is not uniform around the desired user, poorer 

sidelobe performance (e.g., low peak-to-sidelobe ratio (PSLR), high sidelobes 

at end-fire positions) is the result. 

4. An antenna weight algorithm that optimizes SINR subject to a constraint in 

PSLR will be studied. 
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Chapter 2 

Cyclic Beamforming Algorithms on 
a Multiple Beam Antenna 

2.1 Introduction and Overview 

This chapter considers cyclic beamforming algorithms. Cyclic beamforming algo-

rithms are a class of blind spatial filtering algorithms which exploit property restoral 

techniques to restore known properties of the desired signal in the output signal of the 

array. The key advantage of these blind spatial filtering algorithms is that they don't 

require a training signal which takes up valuable bandwidth and power resources. 

There are two property restoral approaches that have been suggested in the litera-

ture. The first is the constant modulus algorithm which takes advantage of the low 

modulus variation of most communication signals. The second property exploited in 

property restoral algorithms has been cyclostationarity. There are many communi-

cation signals which exhibit cyclostationarity and this cyclostationarity implies that 

the signal is spectrally self-coherent. In other words, many communication signals 

are highly correlated with frequency shifted (and possibly conjugated) versions of 

themselves. Therefore by properly weighting and summing up frequency-shifted ver-

sions of the received signal, a desired signal may be extracted from an environment 

of spectrally incoherent interference. 

Cyclic beamforming algorithms are not Without their disadvantages and limita-

tions. First of all, the cyclic beamforming algorithms suggested to date either suffer 
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from a slow convergence rate or a large number of computations. The other key 

disadvantage of cyclic beamforming algorithms is that they impose limitations on 

the modulation techniques employed. Certain modulation techniques exhibit more 

cyclostationarity than others. Despite these disadvantages and limitations, cyclic 

beamforming algorithms are very interesting. These algorithms are a fairly recent 

addition to the field of adaptive beamforming and there is still a great deal of room 

for improvement and innovation. 

This chapter focuses on the use of cyclic beamforming algorithms for a multiple 

beam antenna. Before exhibiting the performance of a cyclic beamforming algorithm 

on a MBA this chapter will discuss the theory behind cyclostationary signal analysis, 

and then introduce a number of cyclic blind spatial filtering algorithms which have 

been proposed in the literature. 

2.2 Cyclostationary Signal Analysis 

The theory of cyclostationary signal analysis has largely been developed by William 

A. Gardner and his graduate students. Gardner's 1987 text "Statistical Spectral 

Analysis: A Non-Probabilistic Theory" [30] was the first full development of the non-

statistical theory of cyclostationary time-series. In addition, Gardner has written 

an excellent tutorial paper on cyclostationary signals titled "Exploitation of Spectral 

Redundancy in Cyclostationary Signals" [38] which was published in the April 1991 

edition of IEEE Signal Processing Magazine. More recently, Gardner has edited 

the book "Cyclostationarity in Communications and Signal Processing" [31] in 1993. 

This book covers some of the most recent research in the field of cyclostationary signal 

processing. In this thesis the non-statistical version of the theory of cyclostationarity, 

as developed by Gardner [30, 31, 33, 34, 35, 36, 38], will be used. Only the key 

definitions and ideas of cyclostationary signal processing will be presented. The reader 

is referred to these other treatments for greater detail. 

The key quantity in this chapter is the cyclic autocorrelation function (CAF) of 
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(2.6) 

(2.7) 

(2.8) 

x(t) defined by 

R(r) = (x(t r/2)x*(t - r/2)e -32'). (2.1) 

where 7 is a time lag, a is a value called the cycle frequency and the infinite-duration 

time-averaging operation has been used 

< • ><>3= lim —1 f (•)dt. z--›co 2Z --z 

We may also define the cyclic conjugate-correlation function of x(t) defined by 

= (x(t r/2)x(t - r/2)e -32'). . (2.3) 

The CAF is a quadratic nonlinear transformation. If the CAF of a time-series x(t) 

is nonzero for some value a and time lag 7 then the signal x(t) is said to be second-

order cyclostationary. Note that for a = 0, the CAF reduces to the conventional 

autocorrelation function which is 

R(r) = R(r) = (x(t r/2)x*(t - r/2)).. (2.4) 

R(r) may be thought of as a generalization of the autocorrelation function where 

a cyclic weighting factor e-j'et  is included. Note that the CAF may be rewritten as 

R(r) = ([x(t r/2)e-i1 ° (t+r/2) 1 [x(t - r/2) (''12) ] *) . (2.5) 

By defining the two functions u(t) and v(t) by 

u(t) = x(t)e-u' 

v(t) =  

equation (2.5) may be written as a conventional cross-correlation function 

R(r) R(r) = (u(t r/2) v*(t - 

When a signal is multiplied by e+i' it is translated in frequency by a/2. There-

fore u(t) and v(t) represent frequency shifted versions of x(t) by -a/2 and a/2 

(2. 2) 
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(2.11) 

(2.12) 

respectively. Since the CAF may be written as a cross-correlation function of u(t) 

and v(t) it follows that the CAF of x(t) is nonzero only if u(t) and v(t) are correlated. 

Therefore x(t) is second-order cyclostationary if and only if x(t) exhibits spectral self-

coherence for frequency separation a. Note that if the cyclic conjugate-correlation 

function is nonzero for some value of a and 7 then x(t) is said to be spectrally conju-

gate self-coherent for frequency separation a. 

The introduction of u(t) and v(t) also allows us to introduce an appropriate nor-

malization of the CAF. If u(t) and v(t) are zero mean then the cross-correlation 

function defined above is equiv-alent to the cross-covariance function 

C(T) = ([u(t + T/2) — < u(t + T/2) >.] 

[v(t — r/2)— < v(t — 7/2) >,,,,r). 

Ruv ( r), (2.10) 

The appropriate normalization factor is the geometric mean of the two temporal 

(2.9) 

variances 

Cut,(0) = (lu(t)1 2).  = R.(0) 

C(0) = (Iv(t)1 2 ).  = &x (0). 

Therefore the normalized quantity called the cyclic temporal correlation function (also 

called the spectral self-coherence function in the literature) is defined by 

C(r) R(r)
1.az = 

eu(o)c Rxr (0) v(o) 
(2.13) 

• 

The magnitude of the cyclic temporal correlation function, 17:.(r)1, varies between 0 

and 1 and represents the strength of the correlation. It is referred to as the feature 

strength and it is an important quantity in determining the convergence of cyclic 

adaptive beamforming algorithms. 

Before proceeding to a discussion of cyclic blind spatial filtering algorithms one 

modification of the cyclic autocorrelation function definition has to be made for the 
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situation where we have a vector of data as we do in array signal processing. If there 

are NE elements in the array then the CAF is defined as an NE X NE matrix 

= (x(t 7/2)xt(t — 7/2)e -32"t).  , (2.14) 

and the cyclic conjugate-correlation function of x(t) is defined as 

Ft.(r) = (x(t 7/2)x T (t — 7/2)e-i2"%. 

2.3 Cyclic Blind Spatial Filtering Algorithms 

(2.15) 

There are many cyclic blind spatial filtering algorithms that have been introduced 

in the literature in the past few years. In the next section a brief survey of these 

algorithms will be presented and then this will be followed by a more detailed dis-

cussion of one of the simplest of these algorithms, called LS-SCORE. LS-SCORE is 

an algorithm in the spirit of the reference signal based algorithms such as direct ma-

trix inversion (DMI). The only difference is that LS-SCORE gets its reference signal 

blindly. In other words, LS-SCORE extracts a reference signal that is correlated with 

the desired user and uncorrelated with the interferers from the incoming data. Other 

than that LS-SCORE is exactly like any other reference signal based algorithm. 

2.3.1 Cyclic Blind Spatial Filtering Algorithms - A Brief 
Overiew 

The initial work on cyclic blind spatial filtering algorithms was performed by Gard-

ner, Agee and Schell in the late 1980's [32]. They developed a set of algorithms 

collectively referred to as the SCORE family of algorithms where SCORE refers to 

Spectral Coherence REstoral. Their basic idea is as follows. A signal which exhibits 

cyclostationarity is spectrally self-coherent. This spectral self-coherence is degraded 

by the addition of interference that is not spectrally self-coherent at the same value 

of frequency shift. So, their approach is to restore the spectral self-coherence of the 

signal of interest and thus the na.me Spectral Coherence Restoral. There are three 
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r(t) = cf x (* ) (t — r)ei 2' (2.17) 

maxl-y" (r)i = max ' w VY w WtRxx W( *) • 

, .• IwtRa  
( 2.19) 

main SCORE algorithms: Least-Squares SCORE (LS-SCORE), Cross-SCORE, and 

Auto-SCORE. Each has a different cost function based on some measure of spectral 

self-coherence at the output of the spatial filter. 

Least-squares SCORE [32] uses the familiar least-squares cost function 

mjn(ly(t) — r(t)l)2, (2.16) 

where, y(t) = wt.x(t) is the output of the spatial filter, < >7' denotes time-averaging 

over the interval [0, 7 ],  and r(t) is a reference signal derived from the data and given 

by 

where c is a control vector (kept fixed) and the optional conjugation (*) is applied 

only if conjugate self-coherence is to be restored. 

Cross-SCORE [32] maximizes the strength of the temporal cross-correlation coef-

ficient,frer(T)1
2 

 , between the output signal y(t) and the reference signal r(t) (from 

equation (2.17)). This is done by adapting both the weight vector w and the control 

vector c. The cost function becomes 

„ 12 IwtR 0,(7-)c12 
max HY:r Ur) I = [wtR,w] [ctRxxc] (2.18) 

Cross-SCORE has a better convergence rate than LS-SCORE because the control 

vector c is also adapted. This improved convergence rate is achieved at the cost of 

increased computational complexity. 

Unlike LS-SCORE which resembles conventional adaptive algorithms, and Cross-

SCORE which is really just an extension of LS-SCORE, Auto-SCORE [32] is a pure 

property restoral algorithm. Auto-SCORE maximizes the spectral or conjugate self-

coherence strength at the output of the beamformer. In other words, the cost function 

is given by 

2-6 



One of the disadvantages of the SCORE family of algorithms is their computa-

tional complexity. There have been several attempts at achieving an algorithm with 

a reduced computational cost but similar performance to the SCORE algorithms. 

Wu and Wong [39, 40] have presented a family of algorithms called CAB, short for 

cyclic adaptive beamforming. CAB is a variant on Cross-SCORE. Instead of maxi- 

« mizing lyyr (r)I 2  , CAB attempts to maximize the cyclic sample correlation given by 

ky(t)r*(t)) %
2

1 . Several different variants on both the CAB and SCORE algorithms 

have been suggested in the literature with varying computational requirements and 

rates of convergence. 

This section has very briefly gone over a few of the cyclic beamforming algorithms 

proposed in the literature. There are several more, many of which are variants on the 

ones discussed above. The next section will go into the LS-SCORE algorithm in more 

detail. The essential goal of this chapter is to demonstrate that cyclic beamforming 

will work on a multiple beam antenna. LS-SCORE was the chosen algorithm because 

it is very similar to the algorithms already discussed and yet it demonstrates the 

exploitation of the cyclostationarity inherent in the signal. In other words, LS-SCORE 

is the perfect algorithm to build our understanding upon. 

2.3.2 LS-SCORE 

In this chapter LS-SCORE is the cyclic adaptive beamforming algorithm which we 

concentrate our attention upon. As expressed in equation (2.16), LS-SCORE involves 

a least-squares cost function 

(2.20) n:,9;n(ly(t) —r(t)l)2 ,  

with r(t) as the reference signal given by equation (2.17), 

r(t) = ct x (* ) (t — (2.21) 

The value of the control vector c is kept fixed as we vary the weights. Recall that the 

optional conjugation is only used if we are interested in restoring conjugate spectral 
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coherence. Reference [32] shows that the reference signal contains a component that is 

correlated with the desired signal and a corruption term that is uncorrelated with both 

the desired signal and the interference and noise. In fact, [32] goes on to show that 

the square of the feature strength, I'y:z (7)1 2 , is a measure of the relative strength of 

x(t) contained within x(*)(t - r)ei 2lret. Let us consider using a direct matrix inversion 

approach to LS-SCORE with (2.21) as the reference signal. From the incoming data 

we form the sample correlation matrix, 

1 N
P 

cie = X(1)X t  (I) (2.22) 
P  1=1 

and the sample correlation vector, 

1 NP  
COrr r(1)x *  ( 1 ) 

I 1p i= i 

and then form the optimum weights 

w = *con-- 

As the number of samples approaches infmity 

w --> cor, 

(2.23) 

(2.24) 

(2.25) 

= 010-1  (x(t) xt (t — r) c e -i2eat ) 

= Ri (r) c e-i7rar. (2.26) 

Provided the noise and interference are not spectrally coherent at cycle frequency 

a then 

11(r) = udutd .ejd (r) (2.27) 

where ud is the steering vector of the desired user and  R d(r) is the cyclic autocorre-

lation function of the desired user's signal. Therefore, 

w -› (utd  c e--frat  1d  (T)) 4) -1  ud (2.28) 

= 

00 

(2.29) 
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where e  is a constant. Equation (2.29) indicates that we come to within a scalar 

constant of the optimum weights. A closer look at the scalar, p, applies a condition 

that the control vector may not be orthogonal to the steering vector of the desired 

user. Therefore, since scaling of the weights doesn't change the SINR, we've reached 

the optimum SINR solution for the weights. 

The above development has shown that LS-SCORE approaches the optimum so-

lution. The reference signal in (2.21) contains a component that is correlated with 

the desired signal and a corruption term which is uncorrelated with both the desired 

signal, the noise and the interference [32]. As one might suspect the performance 

of LS-SCORE is poorer than when we have a reference signal supplied to us (via a 

training signal or separate signalling channel) that is perfectly correlated with the 

desired user. The advantage is that since the reference signal was derived from the 

incoming data signal through the exploitation of the cyclostationarity inherent in the 

desired signal, we don't require a training signal or a separate signalling channel which 

consume precious bandwidth. In the next section the cyclostationarity inherent in a 

BPSK signal is examined and this is then followed up with a simulation of LS-SCORE 

with BPSK signalling. 

2.4 Cyclostationarity of BF'SK 

In the next section the simulation of LS-SCORE performed on a focal fed reflector 

antenna (a MBA) is described. The simulation is a baseband simulation and the 

signalling method selected was BPSK. This is equivalent to a PAM signal which 

takes the form 
CO 

.(t). E anxt — nTo ) (2.30) 

where {an  = a(nT0 )} is a sequence of random variables and p(t) is a deterministic 

finite-energy pulse. A square pulse shape has been used in the simulation. Gardner 

[31] has shown that if we assume that the input sequence { an} is stationary, uncor-

related and unit power then x(t) exhibits cyclostationarity at a = ±m/T0  where m 
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is an integer. Moreover, the feature strength is strongest for m = 1 and for r = T0 /2 

(for a square pulse shape). These are termed baud rate features. Therefore signals 

with different baud rates will exhibit cyclostationarity at different values of a and T. 

This allows the cyclic adaptive algorithm to distinguish between signals with different 

baud rates. 

A second type of cyclostationarity may be created by offsetting each signal from 

the center of the reception band. In other words, each user which shares a frequency 

channel has a unique carrier offset. Gardner, Schell and Murphy state that a signal 

offset by Af and with baud rate fb will exhibit conjugate spectral coherence for 

= ±2Af ± m fb where m is an integer [29]. This is maximized for m = 0 and at 

r = 0. The signal is said to exhibit carrier rate features. 

The simulation in the next chapter will demonstrate LS-SCORE for both baud 

and carrier rate features. 

2.5 Simulation of LS-SCORE 

A baseband simulation of LS-SCORE operating on a MBA was performed. The 

pulse shape chosen was a square pulse. The antenna has F = 94.87A, a = 54.08A, 

and doff = 70.94A, The array consists of 7 feeds in the a hexagonal configuration. 

Each feed is linearly x-polarized and has qE = 3.6 and el = 2.8. The feeds are spaced 

lA apart with the center feed displaced from the focal point along the x-axis at a 

distance of —5.53A. We have a single desired user and a single interferer. The desired 

user arrives from 3.0° and has SNR of 10 dB. The interferer arrives from 2.4° and 

also has a SNR of 10 dB. 

Two simulations were performed. The first simulation demonstrated baud rate 

features, the second carrier rate features. 100 trials were performed. The signals used 

were mutually independent BPSK waveforms with a square pulse shape and time 

was normalized to the sa,mpling period. For each user a random bit sequence was 

generated as was a uniformly distributed initial phase in the range of 0 to 27r. 

* The structure of the MBA is given in Figure 2.1 and the hexagonal feed configuration is given on Page 77 of [671 
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For the baud rate simulation we let the desired user have a symbol period of 4 

samples while the interferer has a symbol period of 5 samples. Therefore, we will set 

the cycle frequency to a = 1/Td = 0.25 in order to extract the desired signal. Td 

represents the symbol period for the desired user's signal. We will set the time lag 

parameter, r, to TdI2 = 2. 8000 samples (giving 2000 desired signal symbol periods) 

were taken for each of the 100 trials. 

For the carrier rate simulation we set the symbol period of both users to 4 samples 

per symbol. This time, each user has a distinct carrier offset. The desired user's carrier 

offset was selected to be Afd = 0.0208 and that of the interfer was set to Afi = 0.0417. 

One key point is that in order to take advantage of carrier rate features we must look 

for conjugate self-coherence. We set the cycle frequency to a = 2Afd = 0.0416 and 

the time lag T = 0 in order to extract the desired user's signal. As in the baud rate 

simulation, 8000 samples were taken for each of the 100 trials. 

The reference signal for both simulations was formed using equation (2.17) with 

the control vector set to c = [1 0 0 • • • 0] T . 

At each sample the received signal vector at the antenna array was determined. 

This was done by adding up the contribution of the desired signal, the interferer, and 

the noise. The desired user's and the interferer's received signal across the array were 

found by multiplying the appropriate BPSK waveform at the sample by the steering 

vector of the user. The reflector antenna analysis program and reciprocity were used 

to derive the steering vectors. To generate the received noise vector complex random 

noise samples were generated using a noise variance of 1. The desired user's signal 

was added with that of the interferer and the noise sa.mples giving the received signal 

at the array. With the received signal vector the reference signal was calculated using 

the appropriate value of cycle frequency, a, and time lag, T, to extract the desired 

user's signal. As well, if conjugate self-coherence was being exploited, as it was in the 

carrier rate simulation, then the optional c-onjugation was used in equation (2.17). 

As the resulting received signal at the array and reference signal were determined 
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at each sample, the sample correlation matrix and sample correlation vector were 

updated. Every 40 samples (10 symbols) the optimum weight vector was determined 

by inverting the sample correlation matrix and then multiplying it by the conjugate of 

the sample correlation vector. Using these weights the output SINR was calculated. 

The results of both the baud rate and the carrier rate simulation are shown in figure (2.2). 
The convergence of the DMI algorithm is shown in figure 2.3 [67]. The results of the 
simulation are quite revealing. First of all note that the convergence time of the LS-SCORE 
algorithm, whether baud or carrier rate features are being exploited, is much longer than that 
of the DMI algorithm which has a perfect reference signal. Second of all, note that the 
convergence with carrier rate features is much superior to that with baud rate features. This 
is due to a much larger feature strength for carrier rate features. Perhaps the most important 
point to note from these simulations is that cyclic adaptive beamforming algorithms do work 
on multiple beam antennas and no changes need to be made to the algorithms in order to get 
them to work. This has only been demonstrated for LS-SCORE but the principle is the same 
and this fact carries over to other cyclic adaptive beamfonning algorithms. 
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sd ( t) = ei (27rf t-Fed) 

xd(t — r) = ei(271(t—r)+1,4 

= e1(21rft+ed-Od ) 

xd(t — 7-) = xd(t)e –iod 

(A.1) 

(A.2) 

(A.3) 

(A.4) 

Appendix A 

Statistically Optimum 
Beamforming 

The antenna patterns in Chapter 1 are developed by statistically optimum beam-

forming. In this appendix, the signal model and the Minimum Mean-Square Error 

algorithm used for the analysis will be discussed. 

A.1 Narrow Band Signal Model 

The most common Direct Radiating Antenna (DRA), namely, the Uniform Linear 

Array (ULA), is employed in the analysis and simulations in Chapter 1. ULA refers 

to the class of antenna arrays with identical antenna elements placed in a line and 

spaced an equal distance apart [67]. A narrow band signal model is adopted for 

analysis purposes. Figure A.1 shows a simple ULA of two elements with a desired 

signal incident at Od . 

The desired signal arriving at the 2 elements are: 

where r is the time delay of arrival between the two elements, Cbd is the inter-elem.ent 
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constant phase wavefronts 

incident desired signal 

= Ai eiei  U (A.9) 

Figure A.1: A ULA with element spacing of d = desired signal incident at 0 d 

phase shift of the desired user. 

Using vector notation, the received signal vector of the desired user, xd , is then: 

Xd 
[ x(t) 

xd(t — 7-) 

= xd(t) [ I e-je'd 

= xdfflud 

= Adeiedud 

(A.5)  

(A.6)  

(A.7)  

(A.8)  

where Ad = eel i2 t, and ud  = { 1. is the steering vector of the desired user. e—leed  
In the situation under study, besides the one desired user, there are also N1  in-

terfering users and noise, denoted as x„,, in the environment. By similar derivation, 

each interfering user signal vector, xi , is represented as: 
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Ye = Iwtoptual (A.11) 

By superposition, the overall received signal vector is then: 

N 
X = Xd E xi + xn (A.10) 

i=1 

For beamforming, the signal received at each element is multiplied by an optimum 

complex weight, and the weighted signals are then summed to form the array output. 

The antenna pattern, ye , is the variation of the antenna output power with the angle 

of arrival. 

where wopt  is the optimum weight vector, and the t symbol denotes Hermitian trans- 

pose. 

A.2 Minimum Mean-Square Error Algorithm 

To find the optimum weight vector, wopt , the Minimum Mean-Square Error (MSE) 

algorithm employs a reference signal, r, that is perfectly correlated with the desired 

signal and uncorrelated with the interfering signals and noise. Setting Or  = 

r = A rei''bd (A.12) 

The error signal, e, is defined as: 

5 = r - wtx (A.13) 

By Orthogonality Principle: 

E{ le n = minimum (A.14) 

when 

E{ext} = 0 (A.15) 

That is, 

E{rxt - wtxxt} = 0 (A.16) 

E{ rxt} = wtE{xxt} (A.17) 
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W opt =S:orr (A.25) 

Define the correlation matrix, 4., and the correlation vector, S corr , to be: 

= E{ocf} (A.18) 
N1 N1  

E{(Xd E xi  + xn)(xtd  + E xti  + xf„)} (A.19) 

= E 13C dXfcil E Elx141 + E-Pcnxin. } (A.20) 
1=1 

A2dudutd + E + 0-7,21 (A.21) 

S corr = E{rx*} (A.22) 

= E{rx*d } (A.23) 

= AdAru*d (A.24) 

Then, the minimum MSE solution is: 
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