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Abstract 

This research thesis investigates several state-of-the-art spectrum sensing methods and latest research on 

synchronization techniques for frequency-agile radios from Long Term Evolution  (LIE) and Orthogonal 

Frequency Division Multiplexing (OFDM) perspective. Spectrum sensing is the first step to implement 

frequency-agile radio systems. A frequency-agile radio is a secondary user that dynamically accesses 

available spectrum in an unlicensed manner when that spectrum is unoccupied by a primary user. There 

are three major categories of spectrum sensing techniques: primaty transmitter detection, cooperative 

detection and interference-based detection. Before an OFDM receiver demodulates, it needs to 

synchronize in time and frequency with the transmitter. Synchronization in both time and frequency-

domain is a critical and crucial problem in OFDM systems since accurate frequency and time 

synchronization is required. Synchronization algorithms for OFDM systems can be divided in two main 

categories: data-aided (DA) and non-data-aided or blind (NDA). The goal in symbol timing offset (STO) 

estimation is to find a place to start the N-point FFT for demodulating an OFDM symbol. The goal in 

carrier frequency offset (CFO) estimation is to preserve the orthogonal properties of the sub-carriers, 

since a frequency error results in inter-carrier interference (ICI). A proposed OFDM synchronization 

algorithm application proof-of-concept based on the Zadoff-Chu CAZAC (Constant Amplitude Zero 

Correlation) pilot sequence for  LIE/LIE -Advanced  has been developed, presented, and demonstrated. 
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Chapter 1 . Introduction 

OFDM systems operate by modulating a single high rate data stream onto multiple lower rate orthogonal 

subcarriers. The advantage of OFDM systems for high data rate communications is that the symbol length 

is relatively long, compared to the channel delay spread, thus reducing intersymbol interference (ISI). 

Most current OFDM systems use a cyclic prefix, where a portion of the end of each symbol is prepended 

to the symbol. A synchronization system can use this added redundancy (Non data-aided methods) to 

estimate the symbol time offset (STO) and carrier frequency offset (CFO) at the receiver. However, for 

multicarrier transmission in frequency-selective fading channel environment the frequency 

synchronization has to be assisted by the transmission of known training sequences (Data-aided methods). 

Since each subcarrier is flat fading, pilot-symbol assisted modulation (PSAM) techniques [11] from 

single-carrier flat fading systems are directly applicable to OFDM. 

1.1 Motivation 

Two major challenges arise when an OFDM signal is transmitted over a dispersive channel. First, the 

channel dispersion destroys the orthogonality between subcarriers and causes intercarrier interference 

(ICI). Second, a system may transmit multiple OFDM symbols in a series so that a dispersive channel 

causes intersymbol interference (ISI) between successive OFDM symbols. Multi-carrier OFDM systems 

have unique implementation challenges that are not present in single-carrier systems. Single-carrier (SC) 

is more sensitive to symbol timing errors and less sensitive to frequency offsets, whereas multi-carrier 

OFDM is more resilient to timing errors in estimating the start of a symbol than single carrier system (this 

is due to the OFDM longer symbol period and its cyclic prefix), yet highly sensitive to frequency offsets 

and phase noise in the receiver RF and sampling clock oscillators (this is due to the narrowness of the 

OFDM subcarrier). Multi-carrier is more sensitive to Doppler spreads than signal-carrier modulated 

systems. Thus synchronization in both time and frequency-domain is a critical and crucial problem in 

OFDM systems since accurate frequency and time synchronization is required. 
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1.2 Objectives 

This research thesis investigates several state-of-the-art spectrum sensing methods and the latest research 

on synchronization techniques for frequency-agile radios from the LTE and OFDM perspective. 

There are four major research contributions made by this thesis. The first contribution is the application of 

multicarrier modulation LTE-OFDM in a frequency-agile radio context. The second contribution is a 

comprehensive investigation and classification of the latest research on spectrum sensing mechanisms and 

OFDM synchronization techniques. The third contribution is a proposed OFDM synchronization 

algorithm based on the Zadoff-Chu CAZAC pilot sequence (i.e. the LIE  primary synchronization signal) 

based cross-correlation. The novelty here is an application of a known technique by Classen & Meyr94 

[21] to a new area of LIE/LIE-Advanced. The fourth contribution is the development and evaluation of a 

proof-of-concept apparatus. That is, in order to replicate the LTE-OFDM realm of waveform creation, 

transmission, and reception we have used a combination of four very sophisticated and specialized 

software packages and hardware instruments: IQCreator TM  (for LTE-OFDM waveform creation), 

Aeroflex IFR 3416 (for RF transmission), R&S FSV (for BB reception), and CRC Spectrum Explorer ®  

(for I/Q BB waveform capture). 

1.3 Thesis Organization 

Chapter 2 lays the foundation background theory for the rest of the thesis. Specifically, Chapter 2 

discusses the background on time-selective fading and frequency-selective fading aspects of LTE and 

OFDM. Chapter 3 analyzes the main categories of spectrum sensing techniques. Chapter 4 studies 

synchronization techniques, focusing on the symbol time offset and carrier frequency offset in the time-

domain and frequency-domain. Chapter 5 performs an experimental demonstration and BER performance 

of synchronization algorithms to estimate the STO and CFO based on LTE-OFDM I/Q signal waveforms. 

Finally, chapter 6 provides the conclusion and recommendations for future research directions. 
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Chapter 2 . Background Theory 

2.1 Introduction 

The major emphasis of this chapter is a background review of LTE (OFDM and MIMO), interferences 

and uncertainties in OFDM, and the radio channel characterization. The concept of a spectrum-agile radio 

is also introduced and discussed. A frequency-agile radio is a secondary user that dynamically accesses 

available spectrum in an unlicensed manner when that spectrum is unoccupied by a primary user. 

One of the main reasons to use OFDM is to increase robustness against frequency selective fading. In a 

fundamental contribution to OFDM, Robert W. Chang [1] from Bell Labs, has first developed in 1966 

general conditions for the shapes of pulses, defined as the combination of transmitter filters and channel 

characteristics, with bandlimited and overlapping spectra. The cyclic prefix was first proposed by Peled 

and Ruiz from IBM Watson Research Center [2] in 1980. An OFDM symbol has a useful period T and 

preceding each symbol is a cyclic prefix of length Tg, which is longer than the channel impulse response 

(CIR) so that there will be no inter-symbol interference (ISI). Cyclic prefix accommodates the decaying 

transient of the previous symbol and prevents the initial transient reaching the current symbol. 

In 2009, the ITU-R organization specified the IMT-Advanced (International Mobile Telecommunications 

Advanced) requirements for 4G standards, setting peak speed requirements for 4G service at 100 Mbps 

for high mobility communication (such as from trains and cars) and 1 Gbps for low mobility 

communication (such as pedestrians and stationary users). A 4G system is expected to provide a 

comprehensive and secure all-IP based mobile broadband solution to laptop computer wireless modems, 

smartphones, and other mobile devices. Facilities such as ultra-broadband Internet access, IP telephony, 

gaming services, and streamed multimedia may be provided to users. 

3 



2.2 Long Term Evolution (LTE) Fundamentals 

The Long Term Evolution  (LIE)  project was initiated in 2004. The flexible scalable channel bandwidth is 

a key feature of LTE, specified at 1.4, 3, 5, 10, 15, and 20 MHz in both uplink and downlink. This allows 

LTE to be flexibly deployed where other systems exist today.  LIE  is based on the OFDM modulation 

techniques and adopts single-carrier frequency division multiple access (SC-FDMA) on the uplink 

transmission and OFDMA on the downlink transmission. OFDMA means different users on different 

subcarriers. The key requirement that sets 4G apart from previous standards is enhanced peak data rates 

that reach as high as 1 Gbps for low mobility applications and 100 Mbps for high mobility (compared to 

3G peak rate of 2 Mbps for indoor low mobility applications and 144 kbps for vehicular applications). In 

LIE-Advanced, the only way to achieve significantly higher data rates is to increase the channel 

bandwidth, where the upper limit bandwidth is at 100 MHz with 40 MHz the expected for minimum 

performance. Only two 4G candidates are being actively developed today:  LIE-Advanced (an all-IP 

architecture unlike the mixed circuit and packet in LIE) and IEEE 802.16m (which is the evolution of the 

WiMAX standard known as Mobile WiMAX). 

In LTE, the length of a radio frame is 10 ms long and consists of 10 sub-frames of 1 ms each as shown in 

Figure 2.1 [33]. One sub-frame results in the duration of 1 ms and is built of two slots. A slot has a fixed 

length of 0.5 ms and includes either seven OFDM symbols with a normal cyclic prefix length or six 

OFDM symbols with an extended cyclic prefix length. The OFDM symbols with a normal cyclic prefix 

have a cyclic prefix length of Tcp  = 5.21is for the first OFDM symbol and of T  4.7its for the remaining 

OFDM symbols. In the case of the extended cyclic prefix, the length is Tcp = 16.67Fis. The extended 

cyclic prefix is used in scenarios with a long delay spread and for multicast and broadcast services in the 

single-frequency network mode. The OFDM symbol duration without a guard interval is always 66.7p. 

A resource block (RB) has a duration of one slot and consists of 12 adjacent sub-carriers  (N=12)  with a 

subcarrier frequency spacing of àf =15kHz. 
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Figure 2.1. 3GPP LTE and 4G LTE-Advanced Radio Frame Structure 

Figure 2.2 shows a resource block (RB) that has the duration of one slot and consists of 12 adjacent sub- 

carriers [33]. Thus, for the normal cyclic prefix length, 84 (12  X  7) resource elements (REs) are 

transmitted in one resource block while in the case of the extended cyclic prefix, 72 (12  X  6) resource 

elements are transmitted. A RB corresponds to a symbol transmitted on one sub-carrier in one OFDM 

symbol. The sub-carrier distance in the downlink is 15 kHz so that a RB has a total bandwidth of 1801cHz. 

1 skti,  

Figure 2.2. LTE OFDM Resource Block (RB) with Normal Cyclic Prefix 
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In order to achieve these requirements, LTE has enabled two main key technologies: OFDM and MIMO 

in which we will discuss in more details in the next two sections. 

2.1.1 Orthogonal Frequency Division Multiplexing (OFDM) 

OFDM subcarriers have a sinc (sin(x)Ix) frequency response resulting in overlap in the frequency domain. 

This overlap however does not cause any interference due to the orthogonality of the subcarriers. The 

OFDM receiver uses a time and frequency synchronized FFT to convert the OFDM time waveform back 

into the frequency domain. In this process the FFT picks up discrete frequency samples, corresponding to 

just the peaks of the carriers. At these frequencies, all other carriers pass through zero amplitude 

eliminating any interference between the subcarriers. 

The advantages of OFDM are: high spectral efficiency (efficient bandwidth usage), simplified frequency-

domain equalization (over single-carrier with time-domain equalization), resistance (robust) to 

Frequency-selective fading (caused by multipath delay spread), scalability for different bandwidth  (LIE 

BW: 1.4, 3, 5, 10, 15, 20MHz), duplex flexibility (TDD/Unpaired spectrum, FDD/Paired spectrum, Half-

duplex FDD), and advantageous uses of revolutionary antenna diversity techniques (MIMO, 

beamforming, etc.). However, the disadvantages of OFDM are: high peak to average power ratio (PAPR), 

high sensitivity to carrier frequency offset (CFO), sensitivity to Time-selective fading (caused by motion 

Doppler spread), sensitivity to phase noise, complexity (synchronization problems, IFFT/FFT for 

modulation/demodulation), and performance overhead due to the cyclic prefix and pilot tones. 

An OFDM transmitter maps the message bits into a sequence of PSK or QAM symbols which will be 

converted into N parallel streams. Let x(t) the continuous-time 0 FD M transmitted signal: 

N-1 

X(t) = (k) ei2 n(fc+ lulf)t 

k=0 
where  if  is the frequency spacing. 

(2.1) 
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N-1 
1 .2 ir kn 

x[n] = X[k] 
k = 0 

n = 0 , . . . , N — 1 (2.2) 

k = 0 , , N — 1 (2.3) X[k] = lx[n] e 
n=0 

N-1 
.27r kn 

N 

Then the N-point inverse discrete Fourier transform (IDFT) of M-PSK or M-QAM data symbols X[k] can 

be computed efficiently using the IFFT algorithm. 

where N is the number of subcarriers or the IFFT size, k is the subcarrier index, n is the time index, and 

1/N is the normalized frequency separation of the subcarriers. Note that x[n] and X[k] which denote the 

transmitted symbol at the k subcarrier, form an N—point discrete Fourier transform (DFT) pair, whose 

relationship can be expressed as: 

Let y[n] be the received discrete-time signal after passing through the channel. 

(2.4) 
where x[n], y[n], h[n], and w[n] denote the Ilth  time index sequence of the transmitted signal, received 

signal, channel impulse response, and noise in the time-domain respectively. 

Let Y[k] be the received symbol at the kffi  subcarrier. Then the N-point DFT of y[n] can be computed 

efficiently by using the FFT algorithm. 

N-1 
.2nkn 

Y[k] = y[n] e = H[k]X[k] + W[n] k = 0 , . . . , N — 1 (2.5) 
n=0 

where X[k], Y[k], H[k], and W[k] denote the kth  subcarrier frequency component of the transmitted 

symbol, received symbol, channel transfer function, and noise in the frequency-domain respectively. 

Since Y[k] = H[k]. X[k] under no noise condition, the transmitted symbol can be detected with a one-tap 

equalization, which simply divides the received symbol by the channel (i.e., X[k] = Y[k] II-1[k]). It is noted 

that Y[k] H[k]X[k] without a CP, since DFT {y[n]} DFT{x[n]} .DFT{h[n]} when y[n] = x[n] * 

where * represents the convolution operation. In fact Y[k] = H[k]X[k] when y[n] = x[n]  Ø  h[n], where 0 

y[n] = h[n] • x[n] + w [n] 
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k = 0,1, ... , N — 1 (2.7) 

(2.8) 

(2.9) 

(2. 1 0) 

denotes the operation of circular convolution. In other words, insertion of a CP in the transmitter makes 

the transmit samples circularly-convolved with the channel samples, which yields Y[k] = I-1[k]. X[k] as 

desired in the receiver. The multiplication of the DFTs of two sequences in the frequency-domain is 

equivalent to the circular convolution of the two sequences in the time-domain. 

DFT 
(n) 0 x2  (n) <==>X1 (k)X2(k) (2.6) 

Let x 1  [n]  and x2 [n] be two finite-duration sequences of length N. Their respective N-point DFTs are: 

N-1 N-1 
f .2nicn éj2nkn\  

Xi[k] = Xi(n)e -41—  ; X2[k] = x2(n)e N ) 

n=0 n=0 

If we multiply the two DFTs together, the result is a DFT, say X3 [k], of a sequence x3 [n] of length N: 

X3 [k] = Xl [k].X2[k] k= 0, 1, ...,N-1 

The IDFT of {X3[k]} is called the circular convolution: 

N-1 

X3[m] = x1[n] 0 X 2 [n] = (n)(x2  (m — n)) N m = 0, 1, N — 1 
n=0 

The finite-length channel impulse response is defined as: 

m -1 
h[n] = henn — k] 

k=0 

where M: length of the CIR; k: coefficients are assumed to be time-invariant and known to the receiver. 

Figure 2.3 shows a typical  LIE  transceiver system illustrating the location of time and frequency 

synchronization as well as channel estimation block. As shown, the synchronization block can be 

performed in time-domain (pre-FFT) or frequency-domain (post-FFT). The channel estimation block can 

also be performed using the time-domain approach or frequency-domain approach. In the time-domain 

approach, the channel impulse response (CIR) is estimated before FFT processing of the training 

symbols. In the frequency-domain approach, the channel frequency response (CFR) is estimated by using 

two repeat training symbols. 
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The OFDM guard interval can be inserted in two different ways. One is the zero padding (ZP) that pads 

the guard interval with zeros. The other is the cyclic extension of the OFDM symbol with CP (cyclic 

prefix) or CS (cyclic suffix). CP extends the OFDM symbol by copying the last samples of the OFDM 

symbol into its front. This is shown in Figure 2.4, illustrating jointly in the time and frequency domains. 

The baseband signal within an OFDM symbol can be written as: 

N —1 

x(t) = 
k=0 

X(k) • ei2 Trk Aft (2.1) 

where N is the number of subcarriers, X(k) is the complex modulation symbol transmitted on the leh  

subcarrier e'2',1e, and if  is the subcarrier spacing. 

At the receiver, the estimate (m) of the complex modulation symbol X(k) is obtained by multiplying the 

received signal with 6' —i2irkAft  and integrating over an OFDM symbol duration: 

T s 

(t) = (771) = f [X (t) W (t)] • e — j2"àf  tdt 
t= 0 

(2.2) 
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(2.3) 

(2.4) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

where Ts  is the OFDM symbol duration, x(t) is the transmitted signal, w(t) is the AWGN noise, and 

àf is the subcarrier spacing. 

The mathematics given below as background will become important in Chapter 4. Let x(n) the 

discrete-time signal and  X(w) its Fourier transform. By definition the Fourier transform is given by: 

FT 
x(n) 4.--> X(w)  

+co 

X(w) = x(n) e -iwn 0 < < 2n- 

The inverse FT (IFT): 

1 
x(n) = f X (co)ei" cico 0 < 2n 

Ln- 

A linear Time-Shift 

A Linear Frequency-Shift 

The linear convolution  

FT 
x(n - k) 4.--> X (co)e -i'k  

FT 
e j'on x(n ) 4--> X (co — co o ) 

(2.5) 

FT 
(n ) * x2  (n ) 4—>X1 (w)X2 (w) 

Let x(n) be the discrete-time signal and X(k) its discrete Fourier transform (sample sequence). Then 

we now have: 

The Discrete-Fourier Transform (DFT): 

N-1 

k X (k) = x(n) e-j2nknIN = 0, 1, 2, ..., N  —1  
n=0 

The Inverse DFT (IDFT): 

DFT 
x(n) X (k) 

N-1 
1 

x(n) = —N I X (k)e-i 2n.knIN n = 0, 1, 2, ..., N — 1 
k=0 
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The previous mathematic formulas are very important background to pave the way for OFDM 

synchronization techniques that will be discussed later in chapter 4. 

Although the receiver is typically configured to discard the cyclic prefix (CP) samples, the cyclic 

prefix serves two important purposes: as a guard interval, it eliminates the inter-symbol interference 

from the previous symbol as shown in Figure 2.5 below, and it converts linear convolution into 

circular convolution. As a repetition of the end of the symbol, it allows the linear convolution of a 

frequency-selective multipath channel to be modeled as circular convolution, which in turn may be 

transformed to the frequency domain using a discrete Fourier transform using simple frequency-

domain processing. 

OFDM Symbol 2 

Figure 2.5. Channel Impulse Response, ISI and Cyclic Prefix 
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Figure 2.6. OFDM Symbol 

Figure 2.6 (a) illustrates OFDM signals in the time-domain and Figure 2.6 (b) shows OFDM spectra in 

the frequency-domain. The main idea is to maintain or preserve orthogonality among subcarrier 

components by eliminating the inter-symbol interference (ISI) from the previous symbol and furthermore, 

inter-channel interference (ICI). 
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The heart of an OFDM modulator and demodulator are the inverse FFT (IFFT) and FFT respectively, as 

shown in Figure 2.7. The employment of discrete Fourier transform to replace the banks of sinusoidal 

signal generators at the transmitter and the demodulator significantly reduces the implementation 

complexity of OFDM modems. Modulation is the "piggy-backing" of a signal containing information 

onto another signal, called a carrier, which usually has a constant, and much higher, frequency. 

Demodulation is the process of removing the carrier signal to obtain the original information signal 

waveform. 

(a) OFDM Transmitter (Modulator) 

(b) OFDM Receiver (Demodulator) 

Figure 2.7. OFDM Transmitter and Receiver 
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(2.1) 

(2.2) 

(2.3) 

In LTE, the digital modulation schemes supported are BPSK, QPSK, 16-QAM and 64-QAM and the 

probability of bit error rate Pb and symbol error rate Ps are given as follows: 

BPSK: Ps = Q (2 lEls) ' • Ph = Q(2 M 
No No  

QPSK: Ps 2 Q (,\11ç)• Pb  Q (2i—Es  No No) 

M — ary PSK: erfc(i log,M h sin - 2r) 
Pb  = log12M .. No m  

Rectangular QAM constellations as shown in Figure 2.8 are, in general, sub-optimal since they do not 

maximally space the constellation points for a given energy. Although, in general, there are a non-

rectangular constellation that are optimal for a particular M and which achieve marginally better bit-

error rate (BER), they are not often used because the rectangular QAMs are much easier to modulate 

and demodulate. Expressions for the symbol/bit error rate of rectangular QAM are not hard to derive 

but yield rather unpleasant expressions (Equation 2.4). It is noted that the bandwidth and bandwidth 

efficiency are given as Bandwidth g---.11T = 1/(log2(M)Tb) Hz and Bandwidth efficiency = log2(M) 

bps/Hz. 

I 
erfc 3/og2MEb  ( ium  _ 1)N0 (2.4) M — ary QAM (rect const): Pb — 

2 
log2m(1- 

On the other hand, it is rather hard to establish expressions for the symbol/bit error rates of non-

rectangular QAM since it necessarily depends on the constellation, which can be constructed in many 

different ways. 

Higher-order modulations (M large) are more spectrally efficient but less power efficient (i.e. BER 

higher). M-QAM are more spectrally efficient than M-PSK but also more sensitive to system 

nonlinearities. Mobile radio systems are bandwidth limited, therefore PSK is more suited. 
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Figure 2.8. Modulation Schemes for LTE/LTE-Advanced 
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The duplexing techniques and modes supported in LIE are: TDD, FDD, and half-duplex FDD. TD-

LTE is typically used in situations where the uplink and downlink data transmissions are not 

symmetrical (which is usually the case when using wireless phones). The motivation behind TD-LTE 

are: Internet applications are asymmetric in bandwidth usage where FDD is generally symmetric in 

bandwidth assignment, TDD allows flexible (system) allocation of bandwidth between uplink and 

downlink, TDD allows more effective MIMO techniques, TDD channels are reciprocal and hence 

allow a larger and more efficient set of MIMO techniques, TDD transceiver design is cheaper and less 

complex. 

The advantages of ID-LIE are: TD spectrum is less expensive than FD, since the transmitting and 

receiving is done using one frequency, the channel estimations for beamforming (and other smart 

antenna techniques) apply for both the uplink and the downlink, and the capability of dynamic change 

in the UL and DL capacity ratio to match demand. It offers operators flexibility in adjusting the 

DL/UL ratio. This feature allows operators to configure the DL/UL ratio to suit the traffic ratio on 

their network. 

The disadvantages of TD-LTE includes a TDD mode of requiring a thorough synchronization of 

transmissions in the time-domain. A second disadvantage of TDD is the need to use guard periods 

between the downlink and uplink transmissions. ID-LIE  has poor coverage (up to 40% less) 

compared to FDD and requires base station synchronization to avoid cross slot interference. Finally, 

the use of a single channel for full duplex data transmission that prevents download when uploading 

and vice versa. 

FD-LTE is typically used in situations where the uplink and downlink data transmissions are 

symmetrical (which is not usually the case for wireless phones). 
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Table 2.1 shows the FDD and TDD duplexing techniques comparison in LTE. 

The advantages of FD-LTE include: reduced interference between neighbouring Radio Base Stations 

(RBSs) than with TDD, spectral efficiency (which is a function of how well a given spectrum is used 

by certain access technology) is greater than TDD, and the use for two separate channels to carry 

data, one for upload and the other for download. 

The disadvantages of FD-LTE include: it requires a paired spectrum with sufficient frequency 

separation to allow simultaneous transmission and reception, a diplexer is needed increasing the cost, 

and the UL / DL capacity is determined by the frequency allocation set out by the regulatory 

authorities. It is therefore not possible to make dynamic changes to match capacity. 

LTE-FDD LTE-TDD 
Duplexing  
Spectrum 2 separate channels (guard band) Single channel (guard time) 

Larger spectrum required Smaller spectrum required  
Duplex Full-duplex Half-duplex  

Frei  uenc Reuse Factor 1 1 ossible Fre . uenc s lannin . re • uired 
Transmission Efficienck High Low  

Flexibility Low (by fixed frequency band) High (dynamic allocation, 
instantaneous peak rate)  

Corn  lexity/Cost High (Rx filter, etc.) Low 
Coverage Macro/micro (wide area) Micro/pico, "degradation of 

"non degraded", support high bandwidth over distance" (cell 
speed mobility area 30% reduction due to 

propagation delay & low power), 
difficult to  su sport high speed  

Uplink Synchronization Difficult Easy 
Technique required to distinguish 

UL/DL  si'  nais  
Miscellaneous Low latency Symmetric channel 

(SA, LA can be easily applied) 

Table 2.1. LTE -FDD vs. LTE-TDD 

Generally speaking, LTE-FDD is intended for macro cell which supports high speed mobility & wide 

coverage; whereas LTE-TDD is intended for picocell (hot spot) which supports high speed 

transmission & low power. 
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2.1.2 Multiple Input Multiple Output (MIMO) 

Multiple-Input and Multiple-Output (MIMO), is the use of multiple antennas at both the transmitter and 

receiver to improve communication performance. It is one of several forms of smart antenna technology. 

Note that the terms input and output refer to the radio channel carrying the signal, not to the devices 

having antennas. MIMO techniques are divided in three main categories: spatial diversity (realized by 

space-time coding), spatial multiplexing, and smart antennas (beamforming) techniques as shown in 

Figure 2.9. 

Spatial Diversity 

Multiple antennas separated in the spatial-domain are used to offer space diversity provided that rich-

scattering environments create uncorrelated multipath fading in different spatial streams. 

In fact, space-time coding realizes spatial diversity by transmit- ting signals through multiple transmit 

antennas. A space—time code (STC) is a method employed to improve the reliability of data transmission 

in wireless communication systems using multiple transmit antennas. STCs rely on transmitting multiple, 

redundant copies of a data stream to the receiver in the hope that at least some of them may survive the 

physical path between transmission and reception in a good enough state to allow reliable decoding. 

Spatial Multiplexing (SM) 

Spatial multiplexing (SM) is a transmission technique in MIMO wireless communication to transmit 

independent and separately encoded data signals, so-called streams, from each of the multiple transmit 

antennas. Therefore, the space dimension is reused, or multiplexed, more than one time. 
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Beamforming 

Beamforming is a signal processing technique used in sensor arrays for directional signal transmission or 

reception. This is achieved by combining elements in the array in a way where signals at particular angles 

experience constructive interference while others experience destructive interference. Beamforming can 

be used at both the transmitting and receiving ends in order to achieve spatial selectivity. The 

improvement compared with an omni-directional Rx/Tx is known as the receive/transmit gain (or loss). 
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Figure 2.9. MIMO Techniques 

In MIMO techniques, there is a trade-off between spectral efficiency (high data rates) and power 

efficiency (small error rates), given fixed bandwidth & transmission power. 
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2.2 Interferences and Uncertainties in OFDM 

There are two different sources of interference (crosstalk) can be identified in the OFDM system. 

2.2.1 Inter-Symbol Interference (ISI) 

Inter-Symbol Interference is the crosstalk between signals within the same subchannel of consecutive FFT 

frames (which are separated in time by the signaling interval 7) due to multipath, as shown in Figure 2.10. 

It is noted that ISI gets worse as data rate increases. Multipath-induced time delay spread results in ISI. 
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Figure 2.10. Time-Domain — Multipath-Indueed Time Delay Results in ISI 

2.2.2 Inter-Carrier Interference (ICI) 

Inter-Carrier Interference is the crosstalk between adjacent subchannels or frequency bands of the same 

FFT frame caused by Doppler shift in OFDM modulation (loss of orthogonality) as illustrated in Figure 

2.11. Tx and Rx LO-induced frequency/phase mismatch or motion-induced Doppler shift results in ICI. 
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Figure 2.11. Frequency-Domain — Tx/Rx LO Mismatch/Motion-induced Doppler Shift CFO ICI 
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There are two uncertainties (ambiguities) in the receiver of OFDM symbol: the uncertainty in the arrival 

time of the OFDM symbol (such an ambiguity gives rise to a rotation of the data symbols); and the 

uncertainty in carrier frequency (a difference in the Tx/Rx LOs gives rise to a shift of all the subcarriers). 

2.2.3 Symbol Time Offset (STO) Effect 

The timing error offset is due to the propagation delay. Symbol Time Offset is the uncertainty of the 

arrival time of the OFDM symbol which gives rise to a rotation of the data symbols in the constellation 

circle. This uncertainty is modeled as a delay in the channel impulse response 4k - 1), where r is the 

integer-valued unknown arrival time of a symbol as shown in Table 2.2. 

2.2.4 Carrier Frequency Offset (CFO) Effect 

The frequency error offset arises from the mismatch between transmitter and receiver oscillators and 

Doppler effects. CFO is the uncertainty of the carrier frequency in the OFDM symbols which gives rise to 

a shift of all subcarriers. Notice that all subcarriers experience the same shift e. This uncertainty is 

modeled as a complex multiplicative distortion of the received data in the time domain e j2ren/N, where e 

denotes the difference in the transmitter and receiver oscillator frequencies as a fraction of the intercarrier 

spacing (i.e., normalized CFO c =fiffset/Af). Let r and c denote the normalized STO and CFO respectively. 

The received baseband signal under the presence of STO r and CFO e can be expressed as: 

N-1 .j27r 

y[n] = —
1 
1H[k]X[k] ej —N (k + e)(n+r) w [71 
k=0 

A STO r incurs the phase offset of 2irkrIN in the frequency-domain, which is proportional to the 

subcarrier index k and the STO r. Note that it is equivalent to a time shift of +r in the time-domain signal 

x[n]. The effect of STO with no CFO (r = 0) is: 

N-1  

Y[n] = 1H[k]X[k] + 

k=0 

(2.5) 

(2.6) 
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Table 2.2 shows that a CFO e causes a phase offset of 2n-neIN in the time-domain which is proportional to 

the time index n and the CFO e. Note that it is equivalent to a frequency shift of —e in the frequency-

domain signal X[k]. The effect of CFO with no STO (r = 0) is: 

N-1  
1 j2n y[n] = — H[k]X[k] + e)n + w[n] N k.0  

A time-dispersive channel can be characterized in the time-domain by its channel impulse response 

(CIR): 

L-1 

h[n] = ai  61n —T i ik] 
i=o 

where a, is path gain of path i; r, is path delay of path i; L is number of multipath components. 

In the frequency-domain by its channel transfer function (CTF): 

N-1  
1 .2unk 

H(k) = h[n] • e J-1n" 
n=0 

The phenomenon of multipath fading causes a previous symbol to interfere with a latter symbol, known 

as the inter-symbol interference (ISI). The received signal is the convolution of the transmitted symbols 

and the discrete-time channel impulse response (CIR). Since the cyclic prefix converts linear convolution 

into circular convolution, we need to perform a circular convolution: 

symbol 0 channel .=> FFT(symbol) x FFT(channel) (2.10)  

As a result the division by the FFT (channel) can undo the channel distortion. 

Received Signal STO (i) CFO (c)  
Time-Domain Signal y(n) x(n + 2) eibre n/N . x(n)  
Frequency-Domain Signal Y(k) ei2" k/N .X(k) X(k — e) 

(2.7) 

(2.8) 

(2.9) 

Table 2.2. Effects of CFO and STO 
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Frequency-dependent 

2.3 Mobile Radio Channel Characterization 

In wireless systems, fading may either be due to (1) multipath propagation and time variant fading 

(Doppler spread), referred to as small-scale fading; or due to (2) shadowing from obstacles affecting the 

wave propagation and path loss, referred to as large-scale fading. This is shown below in Figure 2.12. 

Fading Channel 

Frequency-independent 

S Large-Scale Fading mall-Scale Fading  

Path Loss Shadowing Multi-path Fading Time Variance 

i (Doppler Spread) 

4 i 4 
i  

4 
Frequency Selective Flat Fading Fast Fading Slow Fading 

Fading 
Figure 2.12. Classification of Fading Channels 

23 .1 Small-Scale Fading (Frequency-Dependent) 

Small-scale fading refers to the rapid changes in radio signal amplitude in a short period of time or travel 

distance. Small-scale fading is due to the constructive and destructive interference of the multiple signal 

paths between the transmitter and receiver. This occurs at a spatial scale of the order of the carrier 

wavelength, and is frequency dependent. Small-scale multipath fading is most important in the design of 

reliable and efficient communication systems. It is caused by the superposition or cancellation of 

multipath propagation signals, on the speed of the transmitter or receiver, and on the bandwidth of the 

transmitted signal. It is also known as Multipath Fading or Rayleigh/Rician Fading. Rayleigh fading is 

most applicable when there is no dominant propagation along a line of sight between the transmitter and 

receiver. If there is a dominant line of sight, Rician fading may be more applicable. It is noted that the 

Rician K-factor specifies the ratio of specular-to-diffuse power for a direct line-of-sight path. The ratio is 

expressed linearly, not in dB. For Rician fading, the K-factor is typically between 1 and 10. A K-factor of 

0 corresponds to Rayleigh fading. Figure 2.13 shows Rayleigh and Rician fadings forfD=100Hz. 
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Figure 2.13. Rayleigh & Rician Fading 

In flat  fading, the coherence bandwidth Bc  of the channel is larger than the bandwidth of the signal Bs  (or 

alternatively the channel delay spread r Rms  is smaller than the signal symbol time Tsy.). Hence there is no 

ISI since there is only a low delay spread. Therefore, all frequency components of the signal will 

experience the same magnitude of fading as shown in Figure 2.14. 

In .frequency-selective fading (Figure 2.15), the coherence bandwidth Bc  of the channel is smaller than the 

bandwidth of the signal Bs (or alternatively the channel delay spread rRms is greater than the signal symbol 

time Tsy.). Hence there is ISI since high delay spread. Different frequency components of the signal 

therefore experience decorrelated fading. Frequency-selective fading is caused by multipath propagation 

of the channel causing uneven gains at different frequencies. 
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Figure 2.14. Flat Fading vs. Frequency-Selective Fading (Multipath Delay Spread) 

Multipath delay spread leads to time-dispersion and frequency-selective fading, whereas motion or 

Doppler spread leads to frequency-dispersion and time-selective fading. These two propagation 

mechanisms are independent. For broadband cellular and vehicular environment, we need fast fading 

and frequency-selective fading channel models. Typically, delay spread values for indoor at 50 ns for 

indoor scenarios and 1,us for outdoor/cellular applications. Also typical coherence bandwidths for 

indoors are 20M1-Iz and for outdoor/cellular are 500kHz. The implication is that at high data rates the 

symbol smears onto the adjacent ones causing ISI. 

Flat fading means no multipath ISI effects, and is found in narrowband and indoors applications. 

Frequency-selective fading implies multipath ISI effects and is found in broadband and outdoor 

applications. Slow fading implies no Doppler effects and is found in indoor Wi-Fi home networking. 

Fast fading means Doppler effects, time-selective channel and is found in cellular, vehicular 

applications. 
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The figures 2.15, 2.16, and 2.17 [30] show how the channel attenuation depends on time and 

frequency of the signal for various values of the delay spread and Doppler spread. It can be observed 

that the rate of variations of the channel attenuation increases if the Doppler spread increases. This 

coincides with a decrease of the coherence time of the channel. Similarly, the effect of changing the 

signal frequency increases if the channel has a smaller coherence bandwidth, corresponding to a 

longer delay spread. It is noted that the time axis is scaled in multiples of the symbol duration  T.  and 

the frequency axis in multiples of 2/Ts . The dispersion of the channel is given by the corresponding 

normalized parameters  1m = and fD = BD n/2. Figure 2.15 shows a highly frequency-selective, 

but not very time selective amplitude of the channel attenuation in dB for to, = 0.05 and fD  = 0.005. 

Figure 2.16 shows almost a non-selective frequency but very time-selective: channel having a rapidly 

fading amplitude. However, in most practical mobile radio systems, the received signal amplitude 

depends on both frequency and location or time (Figure 2.17). 

Figure 2.15. Frequency-Selective Fading r„,=0.05 andfD=0.005 
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Figure 2.16. Time-Selective Fading z„,=0•005 and fD=0.05 

Figure 2.17. Frequency and Time-Selective Fading r,„=0.05 and fD=0.05 
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Fast fading or time-selective fading (Figure 2.18) occurs when the channel impulse response Tc  changes 

rapidly relative to the baseband symbol duration Tsyn, (alternatively B s  <BD).  In this regime, the amplitude 

and phase change imposed by the channel varies considerably over the period of use and high Doppler 

spread. Time-selective fading is caused by the Doppler effect in the mobile communication channel, 

where the terminals are in motion at a certain speed relative to the base station. Time-selective fading is 

the result of uneven gains occurring at different times. Fast fading is also known as short-term fading, 

multi-path effect, Raleigh distribution, and microscopic fading. Slow fading (Figure 2.18) arises when the 

channel impulse response Tc  changes at a rate much slower than the baseband symbol duration Tsyn, 

(alternatively B s  > BD). In this regime, the amplitude and phase change imposed by the channel can be 

considered roughly constant over the period of use and any Doppler spread is low. Slow fading can be 

caused by events such as shadowing, where a large obstruction such as a hill or large building obscures 

the main signal path between the transmitter and the receiver. Slow fading is also known as long-term 

fading, shadowing effect, log-normal distribution, and macroscopic fading. 

Slow Fading vs. Time-Selective Fading (Frequency-Dispersive Channel) 
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Figure 2.18. Slow Fading vs. Fast Fading (Doppler Spread) 
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2.3.2 Large-Scale Fading (Frequency-Independent) 

Larges cale fading is due to path loss of the signal as a function of distance and shadowing by large 

objects such as buildings and hills. This is shown in Figure 2.19. This occurs as a mobile moves through a 

distance of the order of the cell size, and is frequency independent. Large-scale fading is more relevant to 

issues such as cell-site planning. This is the /oss that propagation models try to account for, and is mostly 

dependant on the distance from the transmitter to the receiver. It is also known as Large Scale Path Loss, 

Log-Normal Fading or Shadowing. Path loss is caused by dissipation of the power radiated by the 

transmitter as well as by the effects of the propagation channel. Path loss models generally assume that 

the path loss is the same at a given transmit-receive distance (assuming that the path-loss model does not 

include shadowing effects). Shadowing is caused by obstacles between the transmitter and receiver that 

attenuate the signal power through absorption, reflection, scattering, and diffraction. Shadowing is 

defined as an obstruction to line-of-sight paths and causes areas of weak received signal strength. In 

general, 

and location and may combine direct and indirect paths. Slow fading comes from the mobility, changes in 

shadowing or changes in the path (e.g. passing a tree or building), and does not vary quickly with 

frequency. Fast fading comes from moving through the constructive and destructive interference patterns 

caused by multipath, and varies quickly with frequency. 

large scale path loss decays gradually with distance from the transmitter. Signals vary with time 

Transmit-Receive Separation Distance (d) 

Figure 2.19. Large-Scale Fading vs. Small-Scale Fading 
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(2.11) 

2.3.3 Channel Coherence , Spread, Dispersion and Selectivity 

Delay spread (rRms) is a measure of the multipath richness of a channel as shown in Figure 2.20 [31]. In 

general, it can be interpreted as the difference between the time of arrival of the first significant multipath 

component (typically the line-of-sight component) and the time of arrival of the last multipath 

component. In order to avoid ISI, the symbol time Tsyn, needs to be much greater than the delay spread 

TRms. Power delay profile conveys the multipath delay spread effects of the channel. RMS delay spread 

quantifies the severity of the ISI phenomenon. The ratio of RMS delay spread to the data symbol period 

determines the severity of the ISI. The mean excess delay (f), RMS delay spread (rims), and excess delay 

spread (cri ) are multipath channel parameters (where ak  is the path gain and tk is the path delay): 

_ EN-
0
1 f 2 2 . 

— UTIt — f) a k k —  i TRMS — vN-1,2 , 
z-dc=0 "lc  

Ek P(TOrk E lej T a2  
f = =  

EkP(Tk) vN-1,2 ' a,  = 
L,k=0 "k 

These parameters can be determined from a power delay profile P(r): 

N-1 

P(t) = laîc 8(t — r k ) (2.12) 
k=o 

A rule of thumb for the delay profile is that it is equal to four times the length of the delay spread à't ..-- 

4TRMS. 

Coherence bandwidth (Bc) is a statistical measure of the range of frequencies over which the channel can 

be considered "flat". This is also shown in Fig. 2.20 [31]. The coherence bandwidth, the approximate 

maximum bandwidth or frequency interval over which two frequencies of a signal are likely to experience 

comparable or correlated amplitude fading. For a channel with exponential delay spread: 

1 1 
Bc  --= r  — — 

TRMS Tmax 

The coherence bandwidth is a measure of the "good" frequency range, the bandwidth over which the 

channel appears flat, or non-distorting. Frequency components of a signal that are separated by more than 

the coherence bandwidth are affected differently and are thus uncorrelated. By contrast, components 

separated by an amount less than Bc observe what is known as a flat channel as given in Equation 2.14. 

(2.13) 
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Doppler power spectrum p, (4j) determines the Correlation time of the channel. 

Multipath intensity profile A, (sr) determines the Correlation bandwidth of the channel. 

Figure 2.20. Power-Delay Profile vs. Doppler Power Spectrum 

f 

Dispersion in time causes frequency-selectivity, whereas dispersion in frequency causes time-selectivity. 

Figure 2.21. Time-Frequency Selectivity and Dispersion Duality 

32 



1 
iD 

(2.16) 

fi  — f2 Bc implies H(f1) H(f2) 
f1 — f2 I > Bc implies H(fi) and  H(f2 ) are uncorrelated 

Coherence bandwidth measures the channel decorrelation in frequency (see Figure 2.20 [31 1 ). The 

coherence bandwidth is inversely proportional to the root-mean-square (rms) delay spread. By choosing 

the sub-carrier spacing properly in relation to the channel coherence bandwidth, OFDM can be used to 

convert a frequency selective channel into a parallel collection of frequency flat sub-carriers. 

Time dispersion is a manifestation of multipath propagation that stretches a signal in time so that the 

duration of the received signal is greater than the transmitted signal as shown in Figure 2.21 [31]. Time 

dispersion results from the variations of the channel and can be caused by motion of the antenna, which 

also gives Doppler spread. Fast fading requires short packet durations and thus high bit rates. Time 

dispersion poses requirements on the synchronization and rate of the convergence of channel estimation. 

Interleaving may help to avoid burst errors. 

Doppler spread  (Ji)  is a measure of the spectral broadening caused by the time rate of change of the 

mobile radio channel, and is defined as the range of frequencies over which the received Doppler 

spectrum is essentially non-zero. This is shown in Figure 2.20 [31]. The Doppler shift (fD„,a,) is given by: 

• fc 
fD = —c (2.15) 

wherefc = carrier frequency, y = max speed between Tx and Rx, and c = speed of light. 

Coherence time (Tc) is a statistical measure of the time duration over which the channel impulse response 

is considered to be non-varying (See Figure 2.20 [31]). Such channel variation can be significant in 

wireless communications systems, due to Doppler effects. The coherence time measures the channel 

decorrelation in time. 

(2.14) 
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Doppler Function 

The coherence time describes the time duration over which the channel response can be considered stable. 

Signals arriving with a time separation greater than Tc are known as fast fading, are subject to distortion, 

and are uncorrelated. By contrast, components separated by an amount less than Tc observe what is 

known as a slow fading channel as given in Equation 2.17. 

I ti.  - t2  I 5. Tc  implies  h(t1 ) = h(t2 ) 
I t1 - t2  I > Tc  implies  h(t1 ) and h(t2 ) are uncorrelated (2.17) 

Frequency dispersion is caused from different insertion phases at different frequencies as shown in Figure 

2.21 [31]. 

Due to the mobility of the mobile terminals, the multipath propagation situation will be continuously 

changed over time which is described analytically as a time-variant channel impulse response h(r, t) or 

a lternatively as a frequency-selective and time-dependent radio channel transfer fiinction 11(f,  O.  For 

mobility, the Delay Doppler function, v(r,fD) and the Frequency Doppler function, U(f,fD) can be used as 

an alternative description of the radio channel behaviour as shown in Figure 2.22. 

Impulse Response 

Transfer Function 

Frequency Doppler Function 

Figure 2.22. Time-Variant Channel Impulse Response and Doppler Functions 
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Angular spread (ORms ) and coherence distance are particularly important in multiple-antenna systems. The 

coherence distance gives a rule of thumb for how far apart antennas can be spaced in order to be 

statistically independent. Angular spread at the receiver from all directions (angle-of-arrival - AOA) and 

at the transmitter (angle-of-departure - AOD) are important parameters that describe the extent of signal 

spreading in spatial angle. The degree of space selective fading can be characterized by the coherence 

distance. The channel is said to be space-selective between two antennas if their separation is larger than 

the coherence distance. Coherence distance measures the channel decorrelation in space. 

Coherence distance (Da is a statistical measure of the maximum spatial separation over which the 

channel response can be assumed constant. Coherence distance is defined as the spatial displacement 

when the magnitude of the auto-correlation function remains higher than a threshold. That is, the 

coherence distance of a multipath channel is the minimum distance between two nearby receiver locations 

that will receive signals affected quite differently by the channel. This can be related to the behaviour of 

arrival directions of the reflected radio waves and is characterized by the angular spread of the multiple 

paths. 

0.2À 
Pc  — ORms (2. 1 8) 

In Space Dispersion, when there is only one line-of-sight (LOS) path, the signal arrives from a single 

angle. As there are more and more paths, the range of AOA and AOD get broader. Since the power of the 

received signal fluctuates as the receiver antenna rotates, angle spread results in space-selective fading 

due to the antenna orientation. In addition, the characteristics of a multipath channel also depend on the 

location of the transmitter or the receiver. 
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Fading Parameter Large Small LTE Design Impact 

Delay Spread If TRMS >> T, then If TRms << T, then The larger the delay spread 
(Tim) frequency selective. frequency flat. relative to the symbol time, the 

more severe the ISI  
Coherence If — 1 « Ts, then 

i. Provides a guideline to If — >> Ts, then 
Bandwidth BC 13c subcarrier with Bscz Bc/10, and 
(BO frequency flat. frequency selective. hence number of subcarriers 

needed in OFDM: L> I OBsc/Be .  

Doppler Spread If fe .v >> c, then If fc .v < c, then slow As f DIBsc becomes  non- 
_____  c•v fast fading. fading. negligible, subcarrier 

f D = ortho. onali is corn. romised. 
Coherence Time If Te  >> Ts, then If Tc  < Ts, then fast 
(TO slow fading. fading. channel estimation and limit the 

provides greater time diversity.  
Angular Spread Non-LOS channel, Effectively LOS 
(ORms) lots of diversity channel, not much 

diversi  
Coherence Distance Effectively LOS Non-LOS channel, 
(Da channel, not much lots of diversity. 

diversi . 

Table 2.3. Fading Parameters Design Impact on LTE 

The Table 2.3 shows a summary of fading parameters and the impact on LTE systems [31]. For 

instance, by choosing the sub-carrier spacing properly in relation to the channel coherence bandwidth, 

LTE-OFDM can be used to convert  a serial frequency selective fading channel into a parallel 

collection of frequency flat fading sub-carriers. 

In LTE-OFDM digital modulation design, the raised-cosine filter (RCF) is frequently used for pulse-

shaping and its ability to minimise intersymbol interference (ISI). However, in many practical 

Communications systems, a matched filter is used in the receiver, due to the effects of white noise. 

That is, a root-raised-cosine filter (RRC), sometimes known as square-root-raised-cosine filter 

(SRRC) , is frequently used as the transmit and receive filter in a digital communication system to 

perform such matched filtering. 
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Model Number of paths RMS delay spread Maximum delay 
Extended Pedestrian A (EPA) 7 45 ns 410 ns 
Extended Vehicular A (EVA) 9 357 ns 2.51 las 

Extended Typical Urban (EPA) 9 991 ns 51a 

Table 2.4. Delay Power Profiles Channel Models in LTE 

Parameter Low Doppler Medium Doppler High Doppler 
Frequency Frequency Frequency 

Frequency 5 Hz 70 Hz 300 Hz 

2.7 km/h at 2GHz 40.8 km/h at 2GHz 162 km/h at 2GHz 
Velocity 6.4 km/h at 850MHz 88.9 km/h at 850MHz 381.2 km/h at 850MHz 

Table 2.5. Doppler Frequencies and Mobile Velocities in LTE 

The 3GPP  LIE standard has defined delay profiles for low, medium and high delay spread 

environments, and the delay profiles are summarized above in Table 2.4 [33]. The three models are 

defined on a lOns sampling grid. EVA (Extended Vehicular A) is a propagation channel model based 

on the International Telecommunication Union (ITU) Vehicular A model, extended to a wider 

bandwidth of 20 MHz. The vehicular channel model represents UE speeds of 30, 120 km/h and 

higher, while the Extended Pedestrian A (EPA), represents a UE speed of 3 km/h, and Extended 

Typical Urban (ETU) is a propagation channel model based on the GSM Typical Urban model, 

extended to a wider bandwidth of 20 MHz. It models a scattering environment which is considered to 

be typical in a urban area. 

The classical Doppler spectrum with uniformly distributed angles of arrival of the paths is applied in 

the LIE  channel models. The classical Doppler spectrum is also referred to as Clark's spectnim or 

Jake's spectrum. The classical Doppler spectrum is characterized by the maximum Doppler 

frequency. Three typical maximum Doppler frequencies are specified for the LTE channel models. as 

shown above in Table 2.5 [33]. 
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2.3.4 Channel Estimation 

In OFDM systems, efficient channel estimation schemes are essential for coherent detection of a received 

Signal. Channel estimation is the task of estimating the frequency response of the radio channel the 

transmitted signal travels before reaching the receiver antenna. 

The channel estimation can be performed using the time-domain approach and frequency-domain 

approach, In the time-domain approach, the channel impulse response (CIR) is estimated before FFT 

Prt)cessing of the training symbols. In the frequency-domain approach, the channel frequency response 

(CFR) is estimated by using two repeat training symbols. 

After multi-carrier demodulation, the received signal is typically correlated in two dimensions, in time 

and frequency. By periodically inserting pilots in the time-frequency grid to satisfy the 2D sampling 

theorem, the channel response can be reconstructed by exploiting its correlation in time and frequency. 

Channel estimation provides the distortion information of the transmission signal when it propagates 

through the channel to the equalizers so that fading effects and/or co-channel interference can be removed 

and the original transmitted signal can be restored. The receiver signal detector, such as a MLSE or MAP, 

needs to know channel impulse response (CIR) characteristics to ensure successful equalisation (removal 

of ISI). The channel estimator is able to estimate the CIR by exploiting the known transmitted bits and the 

corresponding received samples. It is noted that equalization without separate channel estimation (e.g., 

with linear, decision-feedback, blind equalizers) is also possible. 

For coherent detection the channel transfer function must be estimated. For such an estimation to take 

Place, pilot symbols are used in the OFDM time-frequency two-dimensional grid. In applications where 

the channel changes very slowly in time, a one-dimensional channel estimation can be used. Coherent 

modulation allows arbitrary signal constellations, but efficient channel estimation strategies are required 

for coherent detection and decoding. There are two ways to transmit training symbols: with a preamble or 
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with pilot tones. Preambles entail sending a certain number of training symbols prior to the user data 

symbols. In the case of OFDM, one or two preamble OFDM symbols are typical. Pilot tones involve 

inserting a few pilots among the subcarriers. Channel estimation in OFDM systems can be performed in a 

variety of ways, but it is typical to use a preamble for synchronization and initial channel estimation and 

pilot tones for tracking the time-varying channel in order to maintain accurate channel estimates. 

Differentially coherent detection eliminates the need for channel estimation, relying instead on the 

assumption that the channel response changes slowly, either between carriers (differential 

encoding/detection in frequency) or between blocks (differential encoding/detection in time). Differential 

detection eliminates the overhead of pilot-assisted channel estimation. Noncoherent detection does not 

need any channel knowledge or estimation, it is applicable even in most degraded and fast fading 

channels, making it much more attractive than coherent detection under unfavourable channel conditions. 

The Channel estimation procedure is as follows. The first step is to calculate the inverse DFT of the input 

frequency-domain sequence to get the input to time-domain x(n) = IDFT { X(k)} , where n =0,1, 2,..., N-1. 

The second step is the insertion of the guard interval: xf 
 (n) = tx(N + n) n= +1,...,-1 

The third step is to perform a circular convolution with the channel and the addition with the additive 

white Gaussian noise yi(n) = xi(n) y(n) + w(17). The fourth step is the removal of the guard interval or 

cyclic prefix y(n) = yf(n), where n =0, 1,..., N-1. The fifth step is to calculate the DFT of the time-domain 

output signal in frequency-domain Y(k) = DFT 1y(n)} , where  k 0, 1,..., N-1. The sixth step is to compute 

the frequency-domain output sequence Y(k) = X(k)H(k) + I(k) + W(k), where k =0, 1,..., N-1. The seventh 

and final step is to calculate an estimate of the channel by taking the ratio of Y(k) by the channel transfer 

Y (k)  
function f e(k), X e (k) = 

He(k)' 
where k =0, 1,..., N-1. 
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2.4 Spectrum-Agile Radios 

A "Cognitive Radio" is a radio that can change its transmitter parameters based on interaction with 

the environnent in which it operates (FCC). Figure 2.23 [26] shows a suggested functional block 

diagram of cognitive radio system architecture. It is comprised of a wideband antenna: omni-

directional for the spectrum sensing and directional for the cognitive link, a frequency-agile RF front-

end block with wideband and reconfigurable features, a dual-stage wideband spectrum sensing block, 

a physical (PHY) layer block, and a Medium Access Control (MAC) layer block. 
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Figure 2.23. Frequency-Agile Transceiver Concept Block Diagram 

The basic block diagram of a frequency-agile radio system above consists of two functional blocks: a 

PHY (Physical Layer) block where the digital signal processing is performed as well as the signal 

generation and analysis tasks of the system, and a MAC (Medium Access Control Layer) block which 

detennines the spectrum available as well as the spectrum to be utilized. 

The following sections will discuss in more details the main attributes and characteristics of 

frequency-agile radios applied in the LIT/UM-Advanced context. 
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2.4.1 Dynamic Frequency Selection (DFS) 

Originally used to describe a technique to avoid radar signals by 802.11a networks which operate in the 5 

GHz U-NIT band, this concept is generalized to refer to an automatic frequency selection process intended 

to achieve some specific objective (like avoiding harmful interference to a radio system with a higher 

regulatory priority). Dynamic Frequency Selection (DFS) describes the technique where prior to 

transmitting, a radio attempts to detect the presence of other, possibly licensed, radios and avoids 

operating on frequencies that could cause interference with other radios or other systems. DFS can be 

defined as a general term used to describe mitigation techniques that allow detection and avoidance of co-

channel interference with other radios in the same system or with respect to other systems. 

2.4.2 Transmit Power Control (TPC) 

Originally a mechanism for 802.11a networks to lower aggregate transmit power by 3 dB from the 

maximum regulatory limit to protect ES-SCH (Earth Exploration Satellite Systems) operations, this 

concept is now generalized as a mechanism that adaptively sets the transmitter power based on the 

spectrum or regulatory environment. 

2.4.3 Dynamic Spectrum Access (DSA) 

Dynamic Spectrum Access (DSA) is a technique for cognitive radio in 802.22 networks as shown in 

Figure 2.24. DSA is defined as the real-time adjustment of spectrum utilization in response to changing 

circumstances and objectives. Cognitive radio is a type of radio in which communication systems are 

aware of their environment and internal state and can make decisions about their radio operating 

behaviour based on that information and prede fined objectives. Dynamic Spectrum Access (DSA) is the 

extension of DFS to include a scenario where the radio (Cognitive Radio) actively seeks free spectrum 

bands in order to enhance the services by having access to a larger share of the spectrum bandwidth. 
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Figure 2.24. Spectrum Hole and Dynamic Spectrum Access (DSA) 

To some extent, the application of CR/DSA techniques can be thought of as an evolution of coexistence 

techniques of DFS/TPC. The IEEE 802.22 standard (July 2011) specifies the air interface, including the 

cognitive medium access control layer (MAC) and physical layer (PHY), of point-to-multipoint wireless 

regional area networks comprised of a fixed base station with fixed and portable user terminals operating 

in the VHF/UHF TV broadcast bands between 54 MHz to 862 MHz. Since it is not always possible to 

have paired TV channels available, IEEE 802.22 is initially defining a single time-domain duplex (TDD) 

mode, with plans to define a frequency-division duplex (FDD) mode as a future amendment to the 

standard. 

2.4.4 Self Organizing Network (SON) 

The LIE  specification inherently supports SON features like Automatic Neighbour Relation (ANR) 

detection, which is the 3GPP  LIE  Rel. 8 flagship feature. Newly added base stations should be self-

c°rdigured in line with a 'plug-and-play' paradigm, while all operational base stations will regularly self-

°Ptirnize their parameters and algorithmic behaviour in response to observed network performance and 

radio conditions. Furthermore, self-healing mechanisms can be triggered to temporarily compensate for a 

detected equipment outage, while awaiting a more permanent solution. 

o 
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2.4.5 Coexistence and Self-Coexistence Mechanism 

Coexistence is defined as a state of acceptable co-channel and/or adjacent channel operation of two or 

more radio systems (possibly using different wireless access technologies) within the same geographical 

area; whereas self-coexistence is the coexistence with other systems of the same type. In a typical 

deployment scenario, multiple 802.22 systems may operate in the same vicinity. Mutual interference 

among these collocated WRAN systems due to co-channel operation could degrade the system 

performance significantly. To address this issue, the 802.22 MAC specifies a self-coexistence mechanism 

based on the coexistence beacon protocol (CBP) and consisting of spectrum sharing schemes that address 

different coexistence needs in a coherent manner. Two unlicensed wireless networks are said to coexist if 

they can operate in the same location without causing significant interference to one another. 

2.4.6 Ranging and Geolocation (GEOLOC) 

Ranging is a process or method to determine the distance from one location or position to another location 

or position. To deal with the large propagation delays and varying RF signal quality between CPEs and 

the BS, the MAC incorporates a ranging procedure. Ranging is a collection of processes by which the 

CPE and BS maintain synchronization as well as quality of the RF communication link between them. 

Distinct processes are used for managing downstream and upstream. 

Geolocation is the process of acquiring the location data of a device, determining its latitude and 

longitude, and producing the corresponding NMEA (National Marine Electronics Association) string. 
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2.4.7 Vertical Handover (VH0)/Media Independent Handover (IVIIH) 

Vertical handover or vertical handoff refers to a network node changing the type of connectivity it uses to 

access a supporting infrastructure, usually to support node mobility. For example, a suitably equipped 

mobile smartphone might be able to use both a high-speed wireless LAN and a cellular technology for 

Internet access. Wireless LAN connections generally provide higher speeds, while cellular technologies 

generally provide more ubiquitous coverage. Thus, the mobile smartphone user might want to use a 

wireless LAN connection whenever one is available, and to 'fall over' to a cellular connection when the 

vvireless LAN is unavailable. Vertical handovers refer to the automatic fallover from one technology to 

another in order to maintain communication. This is different from a 'horizontal handover' between 

different wireless access points that use the same technology in that a vertical handover involves changing 

the data link layer technology used to access the network. Media Independent Handover (MIH) is a 

standard being developed by IEEE 802.21 to enable the handover of IP sessions from one layer 2 access 

technology to another, to achieve mobility of end user devices. 

2.4.8 Carrier Aggregation (CA) 

The concept of spectrum aggregation is to exploit spectrum fragments simultaneously to create wider 

bandwidths for communications systems. To meet LTE-Advanced Release 10 requirements, support of 

wider transmission bandwidths is required than the 20 MHz bandwidth (specified in 3GPP Release 8/9). 

The preferred solution to this is carrier aggregation. 

Carrier aggregation is of the most distinct features of 4G LTE-Advanced and allows expansion of 

effective bandwidth delivered to a user terminal through concurrent utilization of radio resources across 

rhultip 

bandwidth. Carrier aggregation (CA) is one of the main features of LIE-Advanced in Rel-10 for meeting 

the  Peak data rate requirements of IMT-Advanced; 1 Gb/s and 500 Mb/s for the downlink and uplink, 

resPectively. 

le carriers. Multiple component carriers are aggregated to form a larger overall transmission 
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2.4.9 Adaptive Bit Loading (ABL) 

Adaptive bit loading is used to enhance the performance of multicarrier transceivers by tailoring the 

subcarrier signal constellations to the channel conditions, which can vary across the subcarriers. The three 

main attributes of adaptive bit loading are: seeking water filling capacity, adaptation to channel fading, 

and adaptation to interference. 

2.4.10 Adaptive Coding and Modulation (ACM) 

ACM is not a new concept. It has been used for some time in wireless communications, including 

terrestrial microwave applications, and more recently over satellite links. Its primary function is to 

optimize throughput in a wireless data link, by adapting the modulation order used and the Forward Error 

Correction code rate which both directly affect spectral efficiency, according to the noise conditions (or 

other impairments) on the link. 

In ACM, users with better SNR (closer to the BS) get higher order modulation, those farther from the BS 

get lower order modulation, ensuring the best performance for each user within the BS coverage as shown 

in Figure 2.25. 

LTE uses adaptive coding and modulation to improve data throughput. This technique varies the 

downlink modulation-coding scheme based on the channel conditions for each user. When the link quality 

is good, the LIE  system uses a higher order modulation scheme, which results in more system capacity. 

On the other hand, when link conditions are poor due to problems such as signal fading, the LIE  system 

can change to a lower modulation scheme to maintain reliability and minimize error (see Figure 2.26). 
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Figure 2.25. LTE Adaptive Coding Modulation (ACM) 

Figure 2.26. ACM Modulation Mode 

2.4.11 Heterogeneous Networks (HetNets) 

Heterogeneous networks (HetNets) refers to the coexistence between access nodes with different RF 

characteristics and coverage area, potentially operating over the same set of frequency bands and using 

the same technology. For instance, macro and picocells using dedicated lines for backhaul and open to all 

subscribers may coexist with femtocells deployed by individuals, the latter employing home-use 

broadband access technologies for the backhaul and having more restricted association policies. Operators 

ean also deploy relay nodes to support multi-hop communications and extend the coverage area. HetNets 

are meant to address the expected explosion in demand for high data rate services and the consequent 

need for substantially higher spectral efficiency. They also present new challenges that seem tailor-made 

for the capabilities of cognitive radios. 
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2.5 Conclusion 

In summary, LTE, OFDM, and MIMO have been introduced and reviewed. Interferences and 

uncertainties in OFDM have been described. Mobile Radio Channel Characterizations have been 

discussed. The mobile radio channel can be modeled and characterized by two important system 

parameters: the maximum multipath delay rma, and the maximum Doppler frequency f Dmax which are 

transferred into the coherence time Tc  and the coherence bandwidth Bc  of the radio channel. Delay 

spread leads to inter-symbol interference and frequency-selective fading. Doppler spread leads to 

time variations of the channel, and broadening of signals bandwidth. Since the signal bandwidth is 

smaller than the bandwidth of the channel impulse response (alternatively B s  < Bc) in a flat fading 

channel, it is often referred to as a narrowband channel. When the signal bandwidth is larger than the 

bandwidth of channel impulse response (B s  > Bc) frequency-selective fading occurs, and the channel is 

often referred to as a wideband channel. 

While the power-delay profile gives the statistical power distribution of the channel over time for a signal 

transmitted for only an instant, the Doppler power spectrum gives the statistical power distribution of the 

channel over frequency for a signal transmitted at one exact frequency. While the power-delay profile was 

caused by multipath between the transmitter and the receiver, the Doppler power spectrum is caused by 

motion between the transmitter and the receiver. 

LTE is aimed primarily at low mobility applications in the 0 to 15 km/h range, where the highest 

performance will be achieved. The system is capable of working at higher speeds, and will be supported 

with high performance from 15 to 120 km/h and functional support from 120 to 350 km/h. Support for 

speeds of 350 to 500 km/h is under consideration. LTE-FDD and LTE-TDD applications as well as the 

advantages and drawbacks have been discussed and analyzed. The frequency-agile radio concept and 

attributes have also been presented. 
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Chapter 3 . Spectrum Sensing Techniques 

3.1 Introduction 

The main topic of this chapter is a discussion of several major spectrum sensing techniques. Spectrum 

sensing is the first step towards the implementation of a frequency-agile radio system. There are three 

major categories of spectrum sensing techniques; primary transmitter detection, cooperative detection 

and interference-based detection. Based on the locally perceived primary signal power level, a point on 

the plane can be marked as either a black space, grey space, or white space. The black spaces refer to 

spectra occupied by high power primary signals, while the grey spaces refer to spectra occupied by low 

Power primary signals. White spaces refer to the unused frequency voids across time or space. 

Spectrum sensing is the detection of a Primary User (PU) in a frequency band of interest which in turn 

 enables the Secondary User (SU) or the Cognitive Radio (CR) user to make a decision about spectrum 

usage. Primary users are legacy spectrum license holders and secondary users are non-license users who 

access the licensed spectrum dynamically. 

Detection is the process of extracting the symbols from the signal waveforms. Demodulation is the 

process of removing the carrier to obtain the original signal waveform. Coherent detection is the process 

of demodulating a signal with a local carrier of same frequency and phase (requiring a complex receiver 

but providing better error/higher SNR performance), whereas non-coherent detection requires no 

reference wave (requiring a less complex receiver but providing worse error/lower SNR performance). 

bifferential detection uses the previous symbol for the reference signal. Coherent demodulation requires 

channel state information (CSI). The CSI is estimated using transmitted pilot (training) signals. Non-

coherent demodulation does not require CSI and no training is required. Coherent reception provides 

better performance than differential, but requires a more complex receiver. 
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3.2 Detection Theory 

Noise is the unwanted energy that interferes with the ability of the receiver to detect the desired signal. In 

fact, noise determines how small a signal a receiver can detect, whereas linearity determines how large a 

signal a receiver can receive (nonlinearity clips the signal). Noise power PN is expressed in terms of the 

temperature To  of a matched resistor at the input of the receiver and is defined as: 

PN= k.To.B W (3.1) 

where 

k= Boltzmann's Constant = 1.38 x 10' Joule/°K; B = Receiver Bandwidth (Hz) 

To = Absolute temperature of the receiver input (°K) = 290 °K 

Time (t) 
Figure 3.1. Detection of Signals in Noise 

Figure 3.1 depicts the concept of required signal-to-noise ratio S/N. It can be seen that if the noise alone 

exceeds the SNR ratio, this indicates a false alarm. 

Sensitivity in a receiver is normally taken as the minimum input signal (S„,„) required to produce a 

specified output signal having a specified signal-to-noise (SNR) ratio and is defined as the minimum 

signal-to-noise ratio times the mean noise power. For a signal impinging on the antenna, system level 

sensitivity, known as minimum operational sensitivity (MOS), is the minimum input signal divided by 

the antenna gain, i.e. Sm,„/G. Including the effect of the receiver noise figure (NF) yields: 

S min = SNR. k.T o .B.NF 

The sensitivity is also known as MDS (minimum detectable signal). 

(3.2) 
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(3.4) 

(3.5) 

The energy detector is a blind detector that does not rely on features of a specific signal type. This sensing 

technique is a simple method for quickly determining if a signal is present in the channel, except for the 

case of weak signals. As a result, this is a coarse sensing technique. 

The LTE-OFDM sampled signal y(n) defined as: 

y(n) = x(n) + w(n) (3.3) 

where x(n)is the signal component and w(n) is the noise component. The power of x(n)is Ps  and the 

Power of w(n) is PN . The test statistic for the energy sensing technique is given by: 

T=  1 y (n) • y*(n) 
n=1 

(3.6) 

where y is the detection threshold, 1/0 and H I  represent the situations where the signal is absent and is 

present respectively. The probability of misdetection P./ is defined as: 

Pmd = 1 — Pd (3.7) 

The spectrum sensing technique can be represented as a threshold comparison. If T > y, then the channel 

is classified as occupied and if T < y. then the channel is classified as vacant. The probability of detection 

depends on the signal power. As an example, the requirements imposed by the WRAN IEEE 802.22 

standard [13] are Pia < 0.1 and P„,d < 0.1. The Q-function is the integral of the tail probability of the 

standard normal distribution. Q(x) is given by: 

C œ 

 Q (z) = p(X z) = e - ç dx 
NI-27 z 

The probability that a random variable deviates by a given amount from its expectation is refe rred to 

as a tail probability. Since Matlab does not have a built-in Q(x) function, we use its erf function instead: 

Then probability of false alarm Pfa is defined as : 

Pfc, = P(T > yIH0 ) 

The probability of detection Pd is defined as: 

Pd = P(T > 

(3.8) 
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1 +00 

er f c(x) = — f e -  t2  dt = 1 - erf (x) ; 
N/Fr x  

Q (x) = er f c (3.10) 

0.2 

2 
er f (x) = f e 2  dt 

\in 0 

Also the complementary error function erfc(x) which corresponds to the erf(x), is defined as: 

(3.9) 

The relationship between Q(x) and erf(x) is: 

1 1 
Q (x) = -2 - -2 er f ; erf (x) = 1 - 2Q (x)  

Figure 3.2 illustrates the idea of spectrum sensing with probability density functions of noise, and of 

signal plus noise. The double hatched area represents the probability of false alarm Pia, the shaded area 

and double hatched area represents probability of correct detection Pd, the dotted area represents the 

probability of a misdetection Pmd. 

Detection threshold 
Ho 

Noise distribution 
044.  / Signal + Noise distribution 

_ 
10 Pm'  d 20 pf, 30 Pd 40 50 60 Test Statistics 

Figure 3.2. Probability of Detection and Probability of False Alarm 

The Neyman-Pearson criterion is motivated by the goal of obtaining the best possible detection 

performance while guaranteeing that the false alarm probability does not exceed some tolerable value. 

The Likelihood Ratio Test (LRT) test is as ubiquitous in detection theory and statistical hypothesis testing 

as is the Fourier transform in signal filtering and analysis. LRT is based on Neyman-Pearson theorem and 

is given by: 

p(yIHi) 
 H1 

Py (3/ Ho) 170  'V  

(3.11) 
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To find the optimum solution, we need to maximize F = PD + Y(PFA—  a) and then choose y to satisfy the 

constraint PFA =  a, where y is the detection threshold, a is the maximum allowable false alarm probability. 

In detection theory and spectrum sensing, the most widely used distributions are the Gamma and the Chi-

Square distribution. These functions are important mathematics for hypothesis testing, and constructing 

confidence intervals. The Gamma function r is defined as: 

00 

F(n) = f tn-l e -tdt n> 0 
o (3.13) 

This integral is positive for 0 < n, because the integrand id positive. Values of it are often given in a 

table of integrals. If n >1, integration of gamma function of n by parts yields 

. co 

r(t) . [—tn- ie -Ye + 1 (n —1)0 -2 e -tdt = (n-1) I t'e-tdt = (n — 1)r(n — 1) 

Thus when n is a positive integer, we have that F(n) = (n —1)!; and, for this reason, the gamma is called 

the generalized factorial. As a matter of fact, F(1) corresponds to 0!, and it is noted that F(1) = 1. An 

alternative notation which was originally introduced by Gauss and which was sometimes used is the Pi 

function, which in terms of the gamma function is: 

1-1(x) = F(x + 1) = xF(x) (3.14) 

The random variable x has a gamma distribution if its PDF is defined by: 

1 
a x a-1e -x/0 , 0 < x < f(x) = r(a)0 

oo 
(3.15) 

Let Xhave a gamma distribution with 0= 2 and a — r/2, where r is a positive integer. 

1 
X 2 (r) = f (x) = xr/2-1e-x/2, 0 < X G 00 

f(r/2)2 712  

o o o JO 

(3.16) 
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If the above equation is the PDF of X, then X has chi-square distribution with r degrees of 

freedom, which denotes as i(r). The mean and variance of the chi-square distribution are: 

= a9 = (-2 ) 2 = r 

(3.17) 

o-2 = a0 2 ‘ = 2r 2/ 

In fact, the Chi-squared distribution is a special case of the Gamma distribution. 

Figure 3.3 illustrates the probability of detection PD and probability of false alarm PFA of a primary user 

(PU). The sensing performance is improved as the number of degree-of-freedom increases. 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Probability of False Alarm (PFA) 

0 

Figure 3.3. PD  versus PFA 
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Although the proportion between the false alarm probability and the detection probability can be adjusted 

via threshold control, it is not possible to simultaneously attain a low false alarm probability and a high 

detection probability or a low miss detection probability, as long as the probabilistic characteristics of the 

received signal are fixed. 

Figure 3.4 shows that in order to enhance the sensing performance, the distance between two PDFs needs 

to be lengthened (Fig. 3.4(a)) by increasing the system SNR or the PDF of each hypothesis should be 

steepened (Fig. 3.4(b)) by reducing the noise power (i.e., reduce the variance). 

Figure 3.4. Sensing Performance (Pp) and Spectrum Usage Efficiency (PFA) Trade-Off 

In spectrum sensing and signal detection, another function that arises in performance analysis of partially 

coherent, differentially coherent, and noncoherent communications is defined as the Marcum Q-function: 

+co [t 2 +a 2 1  
Qm y) = f t • e 2  -I • Jo (at)dt 

where a is the maximum allowable false alarm probability, h (at) is the modified Bessel function of the 

first kind. The Marcum Q-function is used for example as a cumulative distribution function (CDF) for 

noncentral chi-squared and Rice distributions. 
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3.3 Primary Transmitter Detection 

Three techniques have shown promise for OFDM transmitter detection: "matched filter", "energy 

detection" and "feature detection" (Figure 3.5). 
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(a) Energy Detector 

(b) Matched Filter Detector 

Cyclic Autocorrelation 
Function (CAF) 

(c) Cyclostationary Feature Detector 

Figure 3.5. Basic Primary Transmitter Detection Methods 

3.1.1 Energy Detection 

In energy detection [3], the signal is detected by comparing the output of the energy detector with a 

threshold which depends on the noise floor (Figure 3.5(a)). The main drawback is its inability to 

differentiate interference from primary users and noise, and its poor performance under low SNR values. 

The energy detector consists of a square law device followed by a finite time integrator. The output of the 

integrator at any time is the energy of the input to the squaring device over the interval T in the past. The 

noise pre-filter serves to limit the noise bandwidth; the noise at the input to the squaring device has a 
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2 (3.21) 

band-limited, flat spectral density. Generally, packet detection can be described as a binary hypothesis 

test: 

{ w(t) Ho : Signal absent 
Y(t)= 

x(t) • h + w(t) H1 : Signal present 
(3.18) 

where x(t) is the transmitted signal, h is the wireless channel gain, and w(t) is the additive white Gaussian 

noise (AWGN). The actual test is usually of the form that tests whether a decision variable m o  exceeds a 

predefined threshold y. The packet detection case is shown below: 

Ho : m n < y Signal absent 
HI : m o  2y Signal present 

The simplest algorithm for finding the start edge of the incoming signal is to measure the received signal 

energy. when a desired signal is incoming, its received signal strength depends on the power setting of 

the transmitter and on the total path loss from the transmitter to the receiver. 

L-1 L-1 

inn = rn-krn*-k = I 2 
k=0 k=0 

When there is no signal being received, the received signal ro  = wo . When a signal starts, the received 

energy is increased by the signal component  r  = so + wo . The decision variable mo . This type of sum is 

called a sliding window. 

inn+i mn irn+11 2  - 

The difficulty of sliding window detection is how to determine the threshold (y). 

3 .11 Matched Filter Detection 

A matched filter [4] is a filter used in communications to "match" a particular transit waveform as shown 

in Figure 3.5(b). It passes all the signal frequency components while suppressing any frequency 

eutnponents where there is only noise, and allows the maximum amount of signal power to pass. The 

Purpose of the matched filter is to maximize the signal to noise ratio at the sampling point of a bit stream 

(3.19) 

(3.20) 
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and to minimize the probability of undetected errors received from a signal. Matched filter detection will 

be discussed in Chapter 4 as one of the data-aided (DA) synchronization techniques using pilot. 

Signal Type NTSC ATSC Wireless  Mie  
Sensitivity (dB m) —94 —116 —107  
SNR (dB) 1 -21 -12 

Table 3.1. Spectrum Sensing Receiver Sensitivity Requirements for CR 

Table 3.1 shows an example of the receiver sensitivity and signal-to-noise ratio for spectrum sensing of 

TVWS (TV white space) and wireless microphone requirements for IEEE 802.22 [13]. 

3.1.3 Cyclostationarity Feature Detection 

The main advantage of the cyclostationarity detection [5] is that it discriminates the noise energy from 

modulated signal energy as shown in Figure 3.5(c). This is due to the fact that wideband noise has no 

spectral correlation while modulated signals are cyclostationary with spectral correlation due to the 

embedded redundancy of the signal periodicities. Cyclic-feature detection techniques have the ability to 

perform a signal-timing measurement, discriminate against signals not of interest using sufficiently long 

collects, and reduce its sensitivity to unknown and changing background noise levels and interference 

activity. In addition, information such as the carrier frequency and chip rate can be calculated according 

to the cyclic frequencies. Another reason why procedures based on cyclostationarity are attractive in the 

area of signal detection is that they are robust against random noise and interference and thus have 

particularly good performance at the low SNR regime. However, computational complexity of feature 

detection methods is high in comparison with energy detection methods. Cycle detection methods do 

require that the signal of interest exhibit cyclostationarity, and the single-cycle detectors also require 

knowledge of the value of a cycle frequency. Thus, modifications of the modulation schemes that destroy, 

substantially weaken, or vary the cyclostationarity of the signal are needed to prevent interception by 

cycle detection. Cyclostationary detectors also require longer observation times than energy detectors. 

Therefore, spectral "holes" that are short in time cannot be exploited as efficiently as with sensing 

methods that require less sensing time. However, as was highlighted in [FCC 2003a], feature detectors 
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(3.22) 

(3.23) 

can achieve a huge processing gain over radiometric detectors. A feature detector can be capable of 

receiving signals more than 30 dB below the noise floor. The hidden node problem that might result in 

missing the presence of a signal becomes much less likely than with radiometric detectors. 

A cyclostationary detector is a non-coherent detector due to the quadratic transformation. However, it 

coherently detects features and thus has a processing gain with respect to energy detector. In 

cyclostationary detection, we can utilize one of three main Cyclic Autocorrelation Function (CAF) 

functions: the continuous cyclic autocorrelation, the discrete cyclic autocorrelation function, and the 

Spectral  correlation function (SCF) or spectral density function (SDF). These are expressed below: 

The continuous cyclic autocorrelation is defined as: 

1 
R a  .(T) = f Rxx* (t + , t xx 2 2 

— —)e -j2na dt 

—7 

where R xx . (t) is the linear autocorrelation function. 

The discrete cyclic autocorrelation function is given by: 

N-1 
1 

R(k) x + —
2

) x*(n — 1)e---127rfan 
2 

n=0 

where 

a = — (n = 0,1, 2, ...) is cycle frequency, which is important in cyclostationary detection. 

T is the cycle. 

The spectral correlation function (SCF) also known as spectral density function (SDF) is expressed as: 

S a  .(f) = f R a  (r) e _J2 fTd r  xx. xx 
-co 

ljnd  carrier frequency synchronization approaches, which rely on the signal statistics, often have very 

high computational complexity. 

(3.24) 
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The advantages of the matched filter detection method include: optimal signal detection and 

demodulation performance, low computational cost, and maximized signal to noise ratio. The 

disadvantages of the matched filter detection method are: a requirement of a prior knowledge of the 

primary user (Coherent), and a requirement for a special receiver for each primary user 

The advantages of the energy detection method are: simple (sub-optimal) detection, no requirement for 

any prior info (Non-coherent), a simple algorithm and low computational cost, an optimum detector when 

the signal is completely unknown, and no specific HW requirements. The disadvantages of the energy 

detection method include: poor performance under low signal-to-noise ratio (SNR) values, an inability to 

operate in low SNR, no ability to distinguish users sharing the same channel, an inability to differentiate 

interference from primary users and noise, and lower performance. The advantages of the cyclostationary 

detection method include: robustness in low SNR, robustness to interference, remarkable performance, 

and the ability to differentiate noise from primary users' signals. The disadvantages of the cyclostationary 

detection method include: computationally complexity, high implementation cost, a requirement for 

partial information of primary user, long observation times, signal specific response, and poorer 

performance as compared to energy detector based sensing methods when the noise is stationary. 

3.1.4 Waveform -Based/Autocorrelation -Based Sensing 

In waveform-based sensing, known patterns are usually utilized in wireless systems to assist 

synchronization. Such patterns include preambles, midambles, regularly transmitted, spreading sequences 

etc. Waveform-based sensing requires short measurement time. Waveform-based sensing refers to the 

detection of known transmitted patterns contain in the received signal, and increases the accuracy of the 

detector with a relatively low complexity. The waveform-based sensing requires short measurement time 

and is more robust than the energy detector or cyclostationarity based methods. Waveform-based sensing 

is also known as Correlation detector and will be discussed in details in Chapter 4. These methods are 

known as the non data-aided (NDA) synchronization techniques using cyclic prefix (CP). 
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3.1.5 Radio Identification-Based Detection 

In the radio identification approach, several features such as transmission frequency, transmission range, 

modulation technique, etc. are extracted from the received signal, which are used for selecting the most 

suitable secondary user technology for the CR transmission. In this approach, CR users decide the 

transmission parameters and technology suitable according to the sensed information. 

3.1.6 Multi-Resolution Spectrum Sensing (1VIRSS) 

}fur et al. [26] have proposed a wavelet approach for spectrum sensing by combing coarse and fine 

sensing resulting in a Multi Resolution Spectrum Sensing (MRSS) approach as shown in Figure 2.23 [26]. 

The basic idea is by correlating the received signal with the modulated wavelet, the spectral contents of 

the received signal around the carrier frequency in the given band are obtained. It is suggested that the 

Coefficients of the Wavelet Transform are generated by correlating the received signal with a given 

Wavelet basis function in the analog domain. The wavelet basis function is changed to calculate another 

wavelet transform coefficient. These wavelet transform coefficients are then used to decide if a channel is 

c'ecupied. The coefficients are converted to digital format using a low-speed ADC. 

3 . 1 .7 Covariance-Based Detection 

'aeng and Liang [27] have proposed covariance-based signal detection whose main idea is to exploit the 

Covariance of the signal and noise since the statistical covariance of the signal and noise are usually 

different. These covariance properties of the signal and noise are used to differentiate the signal from the 

n°ise where the sample covariance matrix of the received signal is computed based on the receiving filter. 

3 • 1 •8  Multi-Taper Spectrum Sensing and Estimation (MTSE) 

Thomson has proposed Multi Taper Spectrum Estimation [20], in which the last N samples of a received 

signal are collected in a vector form and are represented as a set of Slepian base vectors. The Slepian- 

based vectors are used to identify the spectrum opportunities in the targeted spectrum band. The main 
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idea of this approach is to utilize its fundamental property, that is, the Fourier transforms of Slepian 

vectors have the maximal energy concentration in the bandwidth f — W to fc  + W under a finite sample-

size constraint. After MTSE, by analyzing this feature, CR users can identify whether there is spectrum 

opportunity or not. This method is also regarded as an efficient method for small sample spaces. 

3.1.9 Filter Bank-Based Spectrum Sensing (FBSE) 

Filter Bank Based Spectrum Sensing [28] is a simplified version of the MTSE by introducing only one 

prototype filter for each band. The main idea of FBSE is to assume that the filters at the receiver and 

transmitter sides are a pair of matched root-Nyquist filters H(z). Specifically, the FBSE has been 

proposed for multi-carrier modulation based CR systems by using a pair of matched-root-Nyquist-filters. 

As noted, FBSE is a simplified version of the MTSE, it uses the same concept of maximal energy 

concentration in the bandwidth fe  — W to fe  + W. Based on this information, spectrum occupancy can be 

obtained to identify the spectrum opportunities. For comparison,  MISE  is better for small sample spaces 

whereas FBSE is better for large number of samples. Furthermore, the MISE  approach increases the 

computational complexity and hence might not be suitable for a CR system in which the CR users have to 

sense the wideband regime. 

3.2 Cooperative Detection 

Cooperative detection (data fusion) refers to spectrum sensing methods where information from multiple 

CR users are incorporated for primary user detection. Cooperative sensing decreases the probabilities of 

misdetection and false alarm considerably. It can solve hidden primary user problem and it can decrease 

sensing time. Cooperative detection uses a control channel to share the spectrum sensing results known as 

fusion center. Collaborative spectrum sensing is most effective when collaborating CRs observe 

independent fading or shadowing channels. The cooperative detection provides more reliable detection bY 

incorporated information from multiple CR users. However, this approach requires additional overhead 

traffic and encompasses certain level of complication. 
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Figure 3.6. Hidden Primary User Problem in Spectrum-Agile Radio 

When spectrum sensing is performed using a single sensor [32], that sensor may be in a deep fade, e.g., it 

MaY be shadowed, relative to a transmitter one wishes to detect. This is known as the hidden node 

Problem. Because of this possibility a secondary unit basing its decisions on single sensor sensing may 

not engage in a secondary transmission unless it is highly confident in its detection of a spectrum 

°PPortunity (i.e., it must be able to detect a transmitter even as it experiences deep fading). To this end, 

the sensing node must use conservative detection thresholds and/or highly sensitive receivers, which 

cause high false alarm probability (the probability of reaching a "detect" decision when there was nothing 

there) and/or high cost devices, respectively. 

igure 3.6 shows the hidden primary user problem caused by many factors including severe multipath 

fading or shadowing observed by secondary users while scanning for primary users' transmissions. The 

clashed circles show the operating ranges of the primary user and spectrum-agile radio device. Here, 

sPectrum-agile radio device causes unwanted interference to the primary user (receiver) as the primary 

transmitter's signal could not be detected because of the locations of devices. Cooperative sensing is 

PrnPosed in the literature for handling the hidden primary user problem. 
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3.2.1 Centralized Sensing 

In centralized sensing, a central unit collects sensing information from cognitive devices, identifies the 

available spectrum, and broadcasts this information to other cognitive radios or directly controls the 

cognitive radio traffic. Only the cognitive radios with reliable information are allowed to report their 

decisions to the central unit. 

3.2.2 Distributed Sensing 

In the case of distributed sensing, cognitive nodes share information among each other but they make 

their own decisions as to which part of the spectrum they can use. Only final decisions are shared in order 

to minimize the network overhead due to collaboration. 

3.2.3 External Sensing 

An external agent performs the sensing and broadcasts the channel occupancy information to the 

cognitive radios. 

3.3 Interference -Based Detection 

The interference-based detection is proposed to address the Primary User (PU) uncertainty problem by 

working the decision based on the cumulative RF energy from multiple transmissions measured at the 

receiver. The spectrum band is considered available if the aggregate RF energy does not exceed the set 

maximum interference limit. Signal sensing and adaptive technology, such as that now used for ATPC 

(Automatic Temperature Power Control), will become increasing sophisticated and could play a major 

role in the self-regulation of interference. Such technology could be used in conjunction with the 

interference temperature metric to ensure that the condition of the RF environment does not exceed 

permissible levels. 
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3.3.1 Primary Receiver Detection 

The spectrum opportunities are detected based on the PU receiver's local oscillator leakage power. 

3.3.2 Interference Temperature Management 

In this approach, the CR system works as an UWB technology where the secondary users coexist with 

primary users and are allowed to transmit with low power and restricted by the interference temperature 

level so as not to cause harmful interference to primary users. Spectrum underlay (Interference-Tolerant) 

imposes a constraint on the transmission power, where the secondary users access the network by 

spreading their signals over a wide frequency band. The underlay approach imposes severe constraints on 

the transmission power of secondary users. Operating below the noise floor of primary users, the 

secondary users are allowed to interfere with primary users up to a certain tolerable level. Spectrum 

overlay (Interference-Free) imposes constraints on when and where a secondary user (SU) can transmit, 

and occurs where secondary users access the portion of the spectrum that is not used by primary users. As 

a result, there is virtually no interference to the primary users (PUs). 

Pigure 3.7 shows several primary transmitter detection methods. The matched filter  lias the highest 

accuracy and complexity since we need many filters for spectrum sensing over a wideband regime. The 

energy detector is the least accurate and least complex, since we do not need any special kind of fitters. 

eigure 3.8 shows the horizontal and vertical spectrum sharing. Horizontal sharing occurs where CR users 

and primary users have equal opportunities to access the spectrum such as in wireless LAN operating at 

2.4GHz, and in order to improve the overall system performance, CR users can choose the channels 

Which have less traffics or less number of users. Thus, CR users and primary users coexist in the system 

and use the bands simultaneously. Vertical sharing occurs where CR users have less preference over the 

erirnarY users. Moreover, in vertical sharing, CR systems need operator's assistant. 
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Primary Receiver Detection 
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Covariance-Based Detection (Zeng & Liang07) 
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Filter Bank Spectrum Sensing FBSE (Boroujeny08) 

Figure 3.7. Detecting Spectrum Opportunities: Spectrum Sensing Techniques 

Figure 3.7 show the classification of the major spectrum sensing methods: primary transmitter detection, cooperative detection and interference- 

based detection. 
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Figure 3.8 shows the complexity and accuracy trade-off between different spectrum sensing methods. 

While energy detection method is the simplest but least accurate detection method, whereas matched filter 

detection method is the most accurate but also requires the highest level of design complexity. 

Figure 3.9 shows the horizontal and the vertical spectrum sharing. Depending on the regulatory status of 

the incumbent radio systems, cognitive radios share spectrum with different types of systems. 

Complexity Level 

Figure 3.8. Primary User (PU) Detection Complexity vs Accuracy Tradeoffs 

Figure 3.9. Licensed and Unlicensed Spectrum Sharing 
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3.4 Conclusion 

This chapter has presented an overview of spectrum sensing techniques. In summary, several major 

spectrum sensing techniques have been classified and presented. Spectrum sensing is an important 

enabling technology for future opportunistic spectrum access. One major category of spectrum sensing is 

transmitter detection. There exist several different approaches for transmitter detection which may be 

used in different sensing scenarios. The most well-known methods are perhaps energy detection, 

cyclostationary detection and matched filter detection, and these have been presented and discussed in 

this chapter. 

The simplest method to detect the presence of a signal is by energy detection (no a priori information 

needed). An energy detector measures the energy in a radio resource and compares the value against a 

threshold. If and only if the measured energy is below the threshold, the radio resource is declared as not 

occupied, just what is required for opportunistic use. Energy detection can be used for declaring whether a 

resource is occupied or not, but it cannot be used to identify the type of system or user (e.g., primary or 

secondary) that is occupying the channel. Also, an energy detector needs to have an idea of the noise level 

to adjust the detection threshold. 

In some applications, some parts of the signal one wishes to detect can be known a-priori; for instance, 

the synchronization words for GSM, preambles for WiMAX, and synchronization signals (P-SCH, S-

SCH) for LTE. In this case we can utilize a matched filter detector. The match filter detector can be 

shown to be optimal in the sense that it maximizes the SNR of a received single-path signal in AWGN. A 

matched filter detector works by correlating the received signal with the pattern one wishes to detect. 

Thus, the amplitude and the phase of the signal are extracted. If this magnitude is above a threshold value, 

a detection decision is made. Generally, matched filter detection has very good detection capabilities. 

However, it requires a priori information which may not be available for all applications. 
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Cyclostationary detection is typically a statistical test based on the estimated autocorrelation function of 

one or several known cyclic frequencies. A cyclostationary process has statistical properties which vary 

periodically over time. A wide sense cyclostationary process (the analogue of a wide sense stationary 

process) has an autocorrelation function which is cyclic with a certain periodicity. Communication signals 

are typically cyclostationary with multiple periodicities, e.g., the cyclic prefix. However, cyclostationary 

detection will only be able to detect a limited amount of systems for which the communication signals 

Possess known cyclostationary properties. By the same token, these systems can be explicitly identified by 

the cyclostationary detector. 

An approach to solve the hidden primary user problem, but requires some coordination, is cooperative 

sensing, in which multiple sensors are utilized [32]. If the sensor measurements are independent and 

identically distributed the probability that a collaborative sensing detects other spectrum usage becomes 

Pcd 1 - (1 - Pd)N, provided a "one out of IV" detection approach is used, where Pd is the probability of 

detection for a single sensor (the probability of obtaining a "detect" decision when the system was indeed 

Present) and N is the number of sensors. This can be a significantly increased detection probability 

compared to Pd  for a single sensor, and thus one can be more aggressive in the detection by exchanging a 

reduced  Pa  for a decreased probability of false alarm Pfa . 

Cooperative sensing takes advantage of geographical varieties of secondary sensing nodes which 

exPerience different channel conditions. Spatially distributed sensing nodes measure the signal from the 

Prirnary user using opportunistic spectrum access  (OSA), and report the sensed measurement results to 

the fusion center. The fusion center makes the final decision about the primary user spectrum availability 

based on the collected measurement results. 
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Chapter 4 . Synchronization Techniques 

5.1 Introduction 

In this chapter, several estimation methods and the latest research on synchronization techniques are 

investigated for frequency-agile radios from the LTE and OFDM perspective. We will discuss some 

synchronization techniques that will eliminate the ISI and ICI effects. That is, if the length of the guard 

interval (CP) is set longer than or equal to the maximum delay of a multipath channel, the ISI effect of an 

OFDM symbol on the next symbol is confined to be within the guard interval so that it may not affect the 

FFT of the next OFDM symbol. This implies that a guard interval longer than the maximum delay of the 

multipath channel allows for the maintenance of the orthogonality among the subcarriers. 

In OFDM, ISI can be eliminated by inserting a cyclic prefix with length greater than the channel impulse 

response, and ICI can be avoided by maintaining the orthogonality of carriers under the condition that the 

transmitter and the receiver have the exact same carrier frequency. However, in the real world, frequency 

offsets will arise from the frequency mismatch of the transmitter and the receiver oscillators and the 

existence of Doppler shift in the channel. 

Generally, OFDM receiver synchronization is performed in two steps: acquisition and tracking. 

Acquisition is a process to obtain an initial rough or coarse estimate of timing and frequency parameters. 

Tracking is an on-going process where this rough estimate is refined to get a better estimation. 

Acquisition parameter estimation schemes generally have wide range, but low accuracy. Tracking has 3  

narrower range and finer accuracy. The goal in symbol timing offset (STO) estimation is to find the 

correct timing of a frame, a place to start the N-point FFT for demodulating an OFDM symbol. The goal 

in carrier frequency offset (CFO) estimation is to maintain or preserve the orthogonality properties of the 

sub-carriers, since a frequency error results in inter-carrier interference. 
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SYnchronization algorithms for OFDM systems can be divided in two main categories: data-aided (DA) 

and non-data-aided or blind (NDA). 

5.2 Data-Aided (DA) and Non Data-Aided (NDA) Methods 

The data-aided (DA) category uses a training sequence or pilot symbols for estimation (Figure 4.1). It has 

high accuracy and low calculation, but reduces the usable bandwidth or reduces the data transmission 

speed. The synchronization time needs to be as short as possible, and the accuracy must be as high as 

Possible for high packet rate transmission. However, the use of pilot symbols inevitably decreases the 

capacity and/or throughput of the overall system, thus making them suitable only in a startup/training 

mode. Also, the SNR at the front of the receiver is often too low to effectively detect pilot symbols, thus a 

blind approach is usually much more desirable. 

Matched filter 

DA: Use Preamble (Matched filter), PN Code, Training Symbol, or Pilot 

Figure 4.1. Data-Aided Sync Method using Training Sequence ( IVIatched Filter) 

Ille non-data aided (NDA) category often uses the cyclic prefix correlation (Figure 4.2). It doesn't waste 

bandwidth and reduce the transmission speed, but its estimation range is too small, to be suitable for 

acquisition. 
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Figure 4.2. Non-Data-Aided Synchronization Method using Cyclic Prefix (Correlator) 

An OFDM transmission symbol x(n) is given by the N-point complex modulation sequence : 

N-1  
1 j2nnk 

x(n) = —
N 

X (k) • e N 
k=0 

After passing through the channel, the received sequence y(n) can be expressed as: 

N-1  
1 -  

 y (n) = —
N 

X (k) • H (k) 
j2nn(k+E)  

• e N + w (n) 
k=0 

where c represents the carrier frequency offset, and n is the time index. 

The demodulated signal Y(k) for the le h  subcarrier (i.e., at the FFT output) consisting of three 

components: 

N-1 

(k) = y (n) 
j2rkn  

• e N 

n=0 

where k represents the frequency index. 

N-1 N-1 N-1 
1 j2n-ne j2irn(1-k+e) j2nk 

Y(k) = —
N 

 X(k) • H(k)e N —
N 

X(1) • H(1)e N W(n) • e -  nnI 

n=0 1=0 n=0 
(4.4) 

l*k 

Y(k) = (k) + 1 (k) + W (k) 

where (k) represents the desired signal, 1(k) is the ICI, and W(k) is the AWGN. 

71 

(4.3) 

( 4 . 5 ) 



an  
m,, = bn  

(4.8) 

• The first term g (k) is the estimate of X (k) which experiences an amplitude reduction and 

phase shift due to the carrier frequency offset e. 

sin (ire) pj.n,e(N-1)IN (k) = X (k) • H(k) 
Nsin(ITE/N)- 

• The second term /(k) represents the inter-carrier interference caused by the frequency offset: 

N-1 

1(k) = X(l) • H(1) 
sin (n- (1— k + E)) in(E(N-1)-1+k) 

e N 
1.0 Nsin(n- (1— k + E)/N) 
l*k 

• The third term W(k) is the added white Gaussian noise (AWGN). 

Assuming that all subcarriers is shifted with the same carrier frequency offset. 

5 .3 Sliding Window Detection Method 

The sliding window detection algorithm calculates two consecutive sliding windows of the received 

energy. The basic principle is to form the decision variable m„ as a ratio of the total energy contained 

inside the two windows. Figure 4.3 (a) shows the case when only the noise is received. The response m n  is 

flat. Figure 4.3 (b) shows the case when the packet edge starts to cover the A window. The energy in the 

A window increases until the point where A is totally contained inside the start of the packet. After this 

Point the B window starts to also collect signal energy, and when it is also completely inside the received 

Packet, the response of mn  is flat again. 

(4.6) 

(4.7) 

M-1 M-1 

rn _m rn* -m  = lirn-mi2  ; bn = Irn-FIrn*  +1 = lirn+112  ; 
m=0 m=0 1=0 1=0 
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Figure 4.3. Sliding Window Detection Algorithm 

4.1 Symbol Time Offset (STO) Estimation Techniques 

Symbol synchronization refers to the task of finding the precise moment an individual OFDM symbol 

starts and end. The symbol timing result defines the FFT window, i.e. the set of samples used to 

calculate FFT of each received OFDM symbol. 

OFDM Symbol 

' Tcp 
i•-!4 

Ts 

Figure 4.4. Scenarios of DFT Window Location Symbol Offset Synchronization 
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Four distinct cases has been identified as shown in Figure 4.4. 

Case 1: This is the case when the estimated starting point of an OFDM symbol coincides with the 

exact timing, preserving the orthogonality among subcarrier frequency components. In this case, the 

OFDM symbol can be perfectly recovered without any type of interference. 

Case 2: This is the case when the estimated starting point of an OFDM symbol is before the exact 

point, yet after the end of the (lagged) channel response to the previous OFDM symbol. In this case, 

the th  symbol does not overlap with the previous (/-1)`" OFDM symbol. As a result, no ISI with the 

previous symbol occurs in this case. 

Case 3: This is the case when the starting point of the OFDM symbol is estimated prior to the end of 

the previous OFDM symbol, and thus, the symbol timing is too early to avoid ISI. In this case, the 

orthogonality among subcarrier components is destroyed by the ISI (from the previous symbol) and 

furthermore, ICI (Inter-Channel Interference) occurs. 

Case 4: This is the case when the estimated starting point of the OFDM symbol is after the exact 

Point, which means the symbol timing is a little later than the exact one. As a result, the orthogonality 

has been destroyed. 

CYclic prefix is a portion of an OFDM symbol used to absorb inter-symbol interference (1SI) caused by 

anY transmission channel time dispersion. The use of cyclic prefix converts a serial frequency-selective 

fading wideband channel into a set of parallel flat-fading narrowband independent channels. 

It  is noted that, frame-based OFDM signals (both burst and continuous modes) are applicable to both 

tink-domain and frequency-domain synchronization, whereas packet-based OFDM signals (burst mode 

f3alY) are applicable only to time-domain synchronization. 
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4.2.1 Non Data-Aided (NDA) Timing Offset Estimation 

The maximum likelihood (ML) estimator developed by Van de Beek et al. [7] exploits the redundancy in 

the cyclic prefix and cross-correlation between samples inside the cyclic prefix and samples N points 

away. These cyclic prefix-based schemes are generally used for fine-frequency synchronization only. 

Although this estimator was originally derived for an AWGN channel, it can also be applied to a 

dispersive channel. However, for a dispersive channel, there will be additional noise in the estimator due 

to the ICI and ISI. Figure 4.5 shows the synchronization method block diagram using a cyclic prefix. 

Figure 4.5. Block Diagram of Synchronizer using Cyclic Prefix 

Non-data-aided methods exploit the statistical redundancy of the received signal. The transmitted signal is 

modelled following a Gaussian process. The basic idea behind these methods is that the cyclic prefix of 

the transmitted signal yields information about where an OFDM symbol is likely to start. In addition, the 

transmitted signal's redundancy also contains useful information about the carrier frequency offset. 
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Figure 4.6. Non Data-Aided (NDA) STO Estimation Technique using Cyclic Prefix 

The cyclic pre fix is the prepended replica of the data portion in the OFDM symbol as shown in Figure 

4.6. Consequently, the CP and the corresponding data part share their similarities that can be used for the 

sYmbol timing offset (STO) estimation. As shown in Figure 4-6 above,  Np  samples and another  Np'  

samples are spaced NFFT samples apart. Now, consider two sliding windows, W I  and W2 which are spaced 

ATFFT samples apart. These windows can slide to find the similarity between the samples within WI  and W2. 

The similarity between two blocks of Arcp and NOE' samples in WI  and W2 is maximized when the cyclic 

Prefix of an OFDM symbol falls into the first sliding window W I . This is shown in Figure 4.7. This 

Maximum point can be used to identify the symbol time offset (Sb). The use of a cyclic prefix in the 

transmitted signal has the disadvantage of requiring more transmit energy and the frequency offset 

estimation range is limited to half of the subcarrier spacing. 

OFDM symbol with Portion of the end of each symbol 
guard interval is prepended to the symbol 

Clm 
••• 

«ti 

Z 

 o 
Figure 4.7. Time Synchronization based on Cyclic Prefix Correlation 
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Therefore, the cyclic prefix of an OFDM signal can be utilized in a timing/frequency acquisition 

algorithm. The premise is that distinct peaks being one symbol interval apart will show up in the 

correlation result if the correct parameters are chosen. 

The coarse symbol timing synchronization is first executed in the time-domain and then, the fine symbol 

timing is performed in the frequency-domain to ensure a more accurate estimation. 

Although timing offset estimation methods based on the redundancy of the cyclic prefix are derived for an 

AWGN channel, with minor modification, these methods can also be used for dispersive channels. If the 

length of the channel is less than the size of the cyclic prefix, there will be a window at the end of the 

cyclic prefix without any ISI from the previous symbol. 

4.2.2 Data-Aided (DA) Timing Offset Estimation 

The most well-known auto-correlation method is probably the so-called Schmidl & Cox97 method [6]. 

This method considers a preamble consisting of two OFDM symbols placed at the beginning of the frame 

as shown in Figure 4.8. The first symbol has identical halves in the time-domain, so that the correlation 

between these two halves can be carried out in the receiver to find the timing metric. However, the metric 

suffers from a plateau as shown in see Figure 4-8, which leads to some uncertainty in the determination 

the start of the frame. 

This can be used for coarse frequency acquisition. In this case, there are two identical symbols with pilots. 

The first one is used for timing and fine-frequency acquisition. The second one is combined with the first 

one for coarse frequency acquisition. 
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Figure 4.8. Timing Synchronization using Training Sequence 

Figure 4.9 shows a block diagram of the symbol timing synchronization method using training 

sequences [6]. Training sequence repetition is a widely used technique to characterize propagation 

channels and gives good results about phase rotation due to any frequency error. In principle, fine 

timing synchronization is done after removing the frequency error. 

Figure 4.9. Time Synchronizer using Training Symbol 

M(n) 

Ill this method, the P window is the autocorrelation between the received signal r(m) and a delay 

version of the received signal r(m + N/2). 
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P (d) = r* (d + k) • r(d + k + N /2) 
k=0 

where d is the time index 

The R window calculates the received signal energy during the auto-correlation window. 

N/2-1 

R(d) = Ir (d + k + N 12)12  

(4.1) 

The value of the R window is used to normalize the decision statistic, so that it is not dependent on 

absolute received power level. A timing metric can be defined as: 

p (d) 1 2  
mschmidi (d) = (d )) 2  

The symbol timing estimate is: 

ar g 
= d (max (M (d))1 

The carrier frequency offset estimate is: 

(4.5) 

Figure 4.10. Time Synchronization using Identical Half Reference Symbol 

Figure 4.10 shows Schmidl & Cox [6] symbol timing synchronization method. 
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In order to avoid the ambiguity caused by the plateau of timing metric, Minn [8] has made 

improvement to the Schmidl & Cox's method and proposed two new methods. This is shown in 

Figure 4.11 (b). For the first method, all samples over one symbol period (excluding the cyclic prefix) 

are used in calculating the half symbol energy required in the timing metric, and the timing metric is 

averaged over a window of cyclic prefix length. For the second method, a training symbol is used 

containing four equal length parts but with the last two having different sign. These methods give a 

sharper estimation and a smaller estimator variance, but still have large MSE in an ISI channel. 

A novel timing offset based on a modified version of the Minn work has been proposed by Park [9]. 

This method, shown in Figure 4.11(c) uses a training symbol consisting of four parts: the first two 

are symmetric and the last two are the conjugate of the first two. This produces an even sharper 

timing metric and has significantly lower MSE than [6] and [8]. However, its timing metric has two 

large side lobes which will affect the timing performance. 

Shi & Serpedin [10] have proposed a synchronization scheme improvement to [6] and [8] by 

exploiting the repetitive structure of a training symbol for carrier synchronization. This method 

achieves a superior performance with respect to [6] in terms of better detection properties and 

accuracy and larger frequency estimation range, which is up to two subcarrier spacing (±2 41). 
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Figure 4.11. Data-Aided (DA) STO Estimation using Training Sequence Repetition 
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m=0 k=0 

r* (d + (N /2)m + k) • r(d + (N /2)m + k +  N/4)  (4.6) P2 (d) 

(4.7) 

(4.8) 

The timing synchronization metric of the Minn method [8] is an improvement on [6] and is given 

below: 

1 N/4-1 

1 N/4- 1 

R2 (d) = 1r (d + (N / 2)m + k + N / 4)12  
m=0 k=0 

I P2 (d )1 2  
itiminn(d) = (R2(d))2  

Autocorrelation based algorithms utilize the repetition structure of the training sequence or the guard 

interval of OFDM symbols to acquire timing synchronization. They are usually very simple and have 

low implementation complexity. However, there is a well known plateau problem. 

There have been some schemes employing cross-correlation for time synchronization. Although such 

schemes achieve fairly good accuracy, the complexity is high. There are other synchronization 

methods, which use the maximum-likelihood (ML) mechanism to achieve better performance. 

However, their computational complexity usually is much higher than the above schemes. 

For fine symbol timing synchronization the mechanism relies on matching the time-domain received 

waveform with the preamble waveform to obtain the channel impulse response (CIR), and then the 

Optimal symbol timing. 
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Figure 4.12. Fine Symbol Time Synchronization based on CIR Estimation 

Figure 4.12 shows one method of fine symbol timing synchronization by estimation of the channel 

impulse response. The received signal without noise r(t) = s(t) 0 h(t) is the convolution of the 

transmit signal s(t) and the channel impulse response h(t). In the frequency-domain after FFT 

processing we obtain R(/) = S(/).H(f). By transmitting a special reference symbol (e.g. CAZAC 

sequence),  S(J)  is a priori known to the receiver. Hence, after dividing R(f) by S(/) and IFFT 

processing, the channel impulse response h(t) is obtained and accurate timing information can be 

derived. If the FFT is not properly aligned, the received signal becomes 

r(t)= s(t - to) 0 h(1) (4.9) 

which turns into 

R(f)  = sole e —izirf to  
(4.10) 

after the FFT operation. After division of R(f) by S(1) and again performing and IFFT, the receiver 

 obtain h(t - to) and with that to . Finally, the fine time synchronization process consists of delaying the  

FFT window so that to  becomes quasi zero. 
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•••.— • Fine carrier frequency offset E 

4.2 Carrier Frequency Offset (CFO) Estimation Techniques 

Many methods for CFO estimation in OFDM systems have been developed, which can be separated into 

rwo categories: data-aided methods (DA) which use the training sequences or pilot signals, and non-data-

aided methods (NDA) which use the cyclic prefix methods. Carrier frequency offset estimation can be 

Performed in two steps: coarse CFO estimation and fine CFO estimation. Coarse CFO estimation is the 

Process of estimating the subcarrier numbering index ko . Fine CFO estimation is the process of estimating 

the center frequencies of each sub-carrier c. These are shown in Figure 4.13 and 4.14 respectively. à  

tiCoarse  carrier  freqUency  offset 

(a) Coarse CFO Synchronization 

(b) Fine CFO Synchronization 

Figure 4.13. Carrier Frequency Synchronization 
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The integer component of the CFO represents a cyclic shift in the frequency-domain symbol, while the 

fractional component causes interferences between sub-channels. Fractional frequency offset is first 

estimated and corrected in the time domain, then the integer frequency offset is estimated and corrected in 

frequency domain. Frequency estimation is not a perfect process, so there is always some residual error. 

The main problem of the residual frequency offset is constellation rotation. 

Coarse carrier frequency offset estimation is the process of estimating the subcarrier numbering index ko. 

Generally, the frequency synchronization is performed in two steps in order to reduce the overall 

complexity. The frequency acquisition (in time-domain) requires more computational complexity and 

more redundancy in the transmitted signal, while the frequency tracking (in frequency-domain) employs 

algorithms with lower frequency capture ranges, but requires less complexity and redundancy. 

In an OFDM link, the subcarriers are perfectly orthogonal only if the transmitter and receiver use exactly 

the same frequencies. This is impossible in practice. The frequency offset estimation is an important 

problem for an OFDM system. The loss of orthogonality due to carrier offset must be compensated for 

before discrete Fourier transform (DFT)-based demodulation can be performed. 

Symbol time offset synchronization consists of: a coarse STO (CTO) estimation in the time-domain and a 

fine/residual STO (FTO) estimation in the frequency-domain. The frequency offset synchronization 

 consists of: a coarse decimal/fractional CFO in the time-domain, a integral CFO in the frequency-domain' 

and a residual/fine CFO in the frequency-domain. 

In fractional CFO, the effects are a phase shift is in the time-domain, induced the magnitude attenuation' 

and ICI, and loss of orthogonality. For integer CFO, the effects are a phase shift is in the time-domain' 

and there is an index shift. 
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4.3.1 Non Data-Aided (NDA) Frequency Offset Estimation 

Van de Beek et al. [7] has proposed the maximum likelihood (ML) estimator which exploits the 

redundancy associated to the cyclic prefix (CP) prepended in every OFDM symbol as shown in Figure 

4.14 [7]. The synchronization parameters can be estimated using a single symbol. This scheme needs no 

training symbol, but its performance depends on the length of the CP, and its estimation range is only ± 

1 /2 of the subcarrier spacing. The advantage of a non data-aided methods is that no pilot symbols is 

required. The disadvantages are the maximum frequency offset can be corrected is usually limited to half 

the inter-carrier spacing, and the fact that these schemes are only effective when a large number of 

subcarriers are used, preferably more than 100. 

Correlation part 

Energy part 

P 2 
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12 

Moving 
sum 
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Argmax 

Figure 4.14. Time and Frequency Synchronizer using Cyclic Prefix 

The Van de Beek ML estimator symbol timing offset is given as: 

max
d+Ng-1  

f arg d r(k)r*(k + N) 
k=d 

TML = arg max fly(0)1 — peD(0)) 
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Therefore, the carrier frequency offset is: 

1 
êftn = 2rc LY(tgen) 

The log-likelihood function A(0, e) is defined (under the assumption that r is a jointly Gaussian vector) as: 

A(0,E) = ly(6)1 cos (2n-E + Ly (0) — pcb(6 1 ) z-; ly(0)1 — 0)(0) 
(4.4) 

where y(m) correlates the received sampled baseband signal r, with a delayed version of itself: 

m+L-1 
r(k)r* (k + N) 

k=m 

The function (13(m) compensates for the different energy in the correlated samples, independent of the 

frequency offset E. 

1 
ir(k)1 2  + Ir(k + N)12  

k=m 

Also,p is the correlation coefficient: 

E (r(k)r* (k + N)} I 0.2 SNR 
P 

,M.(17- (k)1 2 }E{Ir(k + N)1 2 }I Cf +  a SNR  +1 (4.7) 

Now a 27r phase ambiguity restricts the maximum value of the phase of the correlation function to g for 

reliable estimation. That is, the resulting phase difference can only be determined modulo 27r (integer  

phase ambiguity). The 27r ambiguity of the phase implies that a tracking algorithm can only handle 

frequency errors smaller than 4/72. The received signal rotates faster in the time domain as Cf°  

increases. Meanwhile, the phase differences increase linearly with time, with their slopes increasing wi th  

the CFO. If c > 0:5, the phase difference exceeds 71 within an OFDM symbol, which results in a Phase 

 ambiguity. This is related to the range of CFO estimation. It is noted that the angle (in radians) of r is 

 unambiguously defined only in the range [—iv, +7r). The range (in Hertz) of the above CFO equation is [—it' 

+70/271 = [-0.5, +0.5) so that I c I< 0.5. Thus if the absolute value of the frequency error is larger than the  

acquisition range: êmax  = [-0.5 à f,  0.5 A f], the estimation jumps to a negative value and the CF°  

estimate will be incorrect. 

(4.3) 

(M) (4.5) 

(4.6) 
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4.3.2 Data-Aided (DA) Frequency Offset Estimation 

Moose [29] has proposed the maximum-likelihood (ML) CFO estimation method based on two 

consecutive and identical training symbols. This is shown in Figure 4.15 [29]. The estimation range 

of the Moose's method is equal to half ± 1/2 sub-carrier spacing. Moose increased this range by using 

shorter training symbols, but that reduced the estimation accuracy. 

Moose carrier frequency estimate method is given as: 

f1n1 -1 
1 (k) Y2 (k)] I 

ê = —
2n-

tan-1 I Re [Yi* (k) Y2 (k)] 
k=0 

ê is the angle of Y i* (k) • Y2 (k) 

(4.8) 

Estimated 
frequency 

error rd  OFDM Ref.  Symbol 
arctan(.) 

Figure 4.15. Frequency Offset Estimation using Maximum Likelihood 

Schmidl & Cox [6] proposed the CFO estimation method using a training symbol with two identical 

halves, whose estimation range is equal to ±1 sub-carrier spacing (Figure 4.16 [6]). The operating 

Principle of this method is that two dedicated pilot symbols are used for synchronization. The first 

sYinbol contains null (zero) odd carriers and the second symbol has two interleaved PN sequences 

(°dd/even carriers). The first symbol is used for timing and frequency estimation with a 2/T 

anibiguity. The second symbol is used to remove the ambiguity on frequency estimation. 
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In section 4.2.2 a timing metric has been defined as: 

Mschmidt(d) — (R(d)) 2  

Then a symbol timing estimate can be derived as: 

T = 
arg

(max (M(d))) d 

And a carrier frequency offset estimate is: 

Figure 4.16. Frequency Offset Estimation using Two OFDM Symbols 

Morelli & Megali [25] impproved the SC method by using the best linear unbiased estimatio n  

(BLUE) principle. Their method uses only one training symbol, but consisting of many repeat ed  

parts. The estimation ragne is equal to + L/2 the sub-carrier spacing (L number of repeated pa rts). It 

 improves CFO estimation range and accuracy but increases the required computation. In the absenc e 

 of any frequency carrier offset (CFO), the best method for time synchronization is to calculate th e 

 correlation between a known reference and received sequence. However the presence of allY  

frequency offset reduces the peak of the correlation function. In fact, this frequency offset prevents 

 coherent addition of an individual term in the correlation calculation, and results in a drop of the 

 correlation peak. 

IP(d)1 2  
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Classen & Meyr [21] have introduced a method which jointly finds both the STO and CFO. This is shown 

in Figure 4.17. However, this method is very complex computationally because it uses a trial and error 

technique where the CFO is incremented in small steps over the entire acquisition range until the correct 

carrier frequency is found. In the acquisition stage, it estimates a coarse/integer frequency estimation with 

a large acquisition range: 

In the tracking stage, it locks and performs the tracking for the fine or fractional frequency estimation 

task, in which high tracking performance is required: 

{L-1 
1  

êf = arg IYI+D[P[i] ,  êacq ] • Yi* fpui,êac qi xi*+D[pui] • x[puil 271-nub.D (4.13) 
1=0 

In the acquisition mode, êacq  and êf  are estimated and then, the CFO is compensated by their sum. In the 

tracking mode, only êf  is estimated and then compensated. 

,.. 
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Figure 4.17. Data-Aided CFO Estimation using Pilot Tones 1211 
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Figure 4.18. OFD1VI Time and Frequency Synchronization Techniques Classification 

Figure 4.18 shows the classification of the latest research on OFDM time and frequency synchronization techniques. 
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4.3 Timing Offset and Frequency Offset Compensation Techniques 

The basic method to compensate for CFO offset c is to simply feedback the estimated CFO to the 

oscillator in the receiver. This can be accomplished by digitally multiplying each incoming sample by the 

exponential e-izirneTsampie  It is noted that the minus sign will counteract the rotation caused by the•

CFO. 

While multipath induced phase rotations can be dealt with using differential encoding in OFDM 

communications, the loss of orthogonality due to carrier offset must be compensated for before discrete 

Fourier transform (DFT)-based demodulation can be performed. 

If the timing offset r is less than the cyclic prefix, then it will cause a phase rotation of 27c1cAfr to the 

symbol at the leh  subcarrier. If the timing offset exceeds the cyclic prefix, then ISI will be generated in 

addition to the phase rotation. The phase rotation due to the timing offset is different for different 

subcarriers. 

After the STO is estimated, the STO integer part which is a multiple of the sampling interval is used to 

adjust the starting position of the FFT window, and the STO fractional (residual) part which generates a 

phase offset and can be compensated for at each subcarrier when we cancel the impact of the delay spread 

of wireless channels. 

Once the CFO is estimated, the CFO integer part is a multiple of the subcarrier spacing Af, which will 

cause a symbol or subcarrier shift, this means that the transmitted symbol in one subcarrier will be shifted 

to another at the receiver. The CFO fractional part results in the loss of orthogonality among the 

subcarriers which generates ICI. The CFO impact can be completely eliminated in the time-domain by 

multiplying the received signal by the frequency shift factor el2r e  . 
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da(n) = f 
.nun(n+1)  

e 63 

63 
aru(n+1)(n  aru(n+1)(n  +2) 

63 

n = 0, 1, , 30 

n=  31, 32, ..., 61 (4.1) 

I Ne,i; MRB  

k = n — 31 +[ ak,/ = du  (n), 2 2 n=  —5, —4, ..., —1, 62, 63, ..., 61 (4.2) 

4.4 LTE and LTE-Advanced Synchronization 

In LTE, the primary and secondary synchronization signals (P-SCH and S-SCH) provide acquisition of 

cell timing and identity during cell search. The downlink reference signal (RS) provides cell search, initial 

acquisition, coherent demodulation and channel estimation. The P-SCH and S-SCH signals are based on 

the Constant Amplitude Zero Autocorrelation (CAZAC) sequence. Constant amplitude is required to 

achieve a low peak-to-average power ratio (PAPR). Autocorrelation ensures good time-domain 

properties. 

LTE cell identification (ID) is defined as: Ne i  = 3./V1(D1)  + NJ(),  where  NJ is the physical layer 

identity group 1 carried by S-SCH, and NJ the physical layer identity group 2 can-ied by P-SCH. 

The P-SCH signal carries the physical layer identity NfD2) , which is the cycle of three Zadoff-Chu 

sequences. One special CAZAC sequence is the Zadoff-Chu sequence, P-SCH is a Zadoff-Chu sequence 

du(n) using 3 different root indices according to the physical layer identity, where u is the root index. 

where  NJ defined as (Table 4.1 [33 ] ): 

NJ index u 

0 25  
1 29  
2 34 

Table 4.1. Root Indices for P-SCH 

The 3 sequences based on these indices show the best auto-correlation characteristic from all the Zadoff-

Chu sequences having this length, and simplify the synchronization procedure. They are transmitted on 62 

of 72 reserved subcarriers or 6 RBs (resource blocks) around the DC subcarrier, mapping to resource 

elements. The sequence d(n) shall be mapped to the REs (resource elements) with frequency-domain 

index k and time-domain index 1, according to: 
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where 1. .1 represents the floor function, NZ is the downlink bandwidth configuration, and NeB  is the 

resource block size in the frequency-domain. 

S-SCH consists of two 31-bit BPSK M-sequence. S-SCH carries the physical layer cell identity group 

N/tD1)  [33] . 

s (m ° ) (n)Co  (n) 
d(2n) = « si  (n)C0 (n) 

( mi)  (n)Ci  (n)z (m° )  (n) 
d(2n + 1) = (7.71  

s` "(n)C (n)z (m i ) (n) o 

in sub frame 0 

in sub f rame 5 

in sub frame 0 

in  subf  rame  5 

(4.3) 

where 0 < n < 30. 

The main goal of the P-SCH signal is to perform frame timing offset synchronization, coarse carrier 

frequency-offset detection and sector identification. Sector identification refers to slot timing and physical 

layer ID (0,1,2) detection. The main goal of the S-SCH signal is to perform radio frame timing, cell ID, 

cyclic prefix length, FDD or TDD duplex detection. 

In LTE, a subset of subcarriers for symbol #6 in the slot #0 and slot #10 are designated as a primary 

sYnchronization channel (P-SCH). Furthermore, a subset of the subcarriers for symbol #5 in the slot #0 

and slot #10 are designated as the secondary synchronization channel 1 (S-SCH1) and secondary 

sYnchronization channel 2 (S-SCH2), respectively. The P-SCH and S-SCH are used to transmit the P-

SCH (Primary Synchronization Signal) and S-SCH (Secondary Synchronization Signal), respectively. As 

the first step of downlink synchronization in the 3GPP  LIE  system, the MS uses P-SCH with the period 

of 5ms, transmitted twice in a frame, to estimate symbol timing and CFO. P-SCH is also used to detect 

the physical layer cell identity. As the second step of downlink synchronization, S-SCH is used to detect 

the physical layer cell ID group and frame timing. The LIE DL and UL are composed of physical 

channels and physical signals. Physical channels carry information from higher layers and are used to 

Carry user data, as well as user control, and information. Physical signals do not carry information from 

higher layers and are used for cell search and channel estimation purposes only. 
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The DL physical channels are the physical broadcast channel (PBCH), physical downlink control channel 

(PDCCH), physical hybrid ARQ indicator channel (PHICH), physical control format indicator channel 

(PCFICH) and physical downlink shared channel (PDSCH). The PDSCH Transmitting DL user data uses 

QPSK, 16QAM or 64QAM. The DL physical signals are the reference signal and the primary and 

secondary synchronization signals (see Table 4.2). 

The UL physical channels are the physical uplink control channel (PUCCH), the physical uplink shared 

channel (PUSCH) and the physical uplink random access channel (PRACH). The PUSCH Transmitting 

UL user data uses QPSK, 16QAM or 64QAM. The PRACH carries random access preamble uses the 

Zadoff-Chu sequence. The UL physical signals are the sounding reference signal (SRS) and the 

demodulation reference signal for PUSCH and PUCCH (see Table 4.3). 

Physical Channels Modulation Scheme _ 
PBCH, PCFICH, PDCCH QPSK  
PDSCH QPSK, QAM-16, QAM-64  
PHICH BPSK  

Physical Signals Modulation Scheme  
Reference (RS) Orthogonal sequence modulated by bina ry  

random sequence  
Prima S nchronization P-SCH C cle of three Zadoff-Chu se. uence 
Secondary Synchronization (S-SCH) Two 31-bit BPSK M-sequence _ 

Table 4.2. LTE Downlink Channels and Signals 

Physical Channels Modulation Scheme _ 
PUCCH Based on Zadoff-Chu . 
PUSCH QPSK, QAM-16, QAM-64 _ 
PRACH I Based on Uth  root Zadoff-Chu _ 

Physical Signals Modulation Scheme _ 
Demodulation reference for PUCCH, PUSCH Based on Zadoff-Chu _ 
SRS' Based on Zadoff-Chu _ 
Not currently supported by IQCreator 

Table 4.3. LTE Uplink Channels and Signals 

, 

-----1 
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For an LTE-OFDM symbol with pilots (i.e., Primary Synchronization Signal Zadoff-Chu CAZAC 

sequence), if the tone numbering is correct, (k0  = 0), then the demodulated symbols at pilot position will 

have a high cross-correlation with the known pilots. Otherwise, the cross-correlation is very low [19]. It 

is noted that, even though LTE introduce scalable bandwidth scheme with different FFT/IFFT point, the 

sub-carrier spacing is constant. Therefore, we can only use the 2048-pojnt FFT instead of all possibilities. 

Figure 4.19 (adapted from [36]) shows the proposed  LIE/LIE-Advanced  OFDM synchronization 

Process. The coarse time offset estimate f and coarse frequency offset estimate ê are computed based on 

the received  LIE-OFDM I/Q waveform sequence y(n). The frequency offset estimate ê is used to 

counter-rotate y(n) at an angular speed 2nêfN (coarse frequency correction), while the timing estimate f is 

used to find the correct positioning of the receive DFT window (coarse timing correction). 

In the proposed algorithm, two OFDM symbols y/[n] and yi+D[n], are saved in memory after 

sYnchronization. Then, the signals are transformed into Yi[k] and Yi+D[k] via FFT, from which pilot tones 

are extracted. After estimating CFO from the pilot tones in the frequency-domain, the signal is 

compensated with the estimated CFO in the time-domain. In this process, two different estimation modes 

for the CFO estimation are implemented: the acquisition and tracking modes. In the acquisition mode, a 

large range of CFO including an integer CFO is estimated. 

The main idea of the proposed LTE-OFDM algorithm frequency synchronization is to divide the carrier 

frequency offset (CFO) into a Fractional Frequency Offset (FFO), an Integer Frequency Offset (IFO), and 

a  Residual Frequency Offset (RFO), which can be estimated individually. The coarse or fractional 

frequency offset is performed in the time-domain, whereas the integer frequency offset (IFO) and fine or 

residual frequency offset (RFO) are estimated in the frequency-domain. A complete LTE-OFDM 

sYnchronization symbol timing offset (STO: rsTo = TCTO Tno) and carrier frequency offset (CFO: &TO  = 

eiFo + eRFo) estimation process flowchart in shown below in Figure 4.19. 
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Figure 4.19. Proposed LTE/LTE-A OFD1VI Synchronization using Zadoff-Chu CAZAC 
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Figure 4.20 shows the location of the primary (P-SCH) and secondary (S-SCH) synchronization signals in 

a 10ms LTE frame. P-SCH and S-SCH are inserted into the last two OFDM symbols in the first slot of the 

sub-frame zero and sub-frame five. The P-SCH signal is transmitted twice in each 10 ms frame and can 

Provide frame timing synchronization with a tolerance of 5ms. Figure 4.21(a) and (b) shows the matched 

filtering synchronization using the primary signal (P-SCH) in time-domain and frequency-domain 

respectively [34]. 

LTE-OFDM Radio frame  =  10 ms 

Sub-frame = 1 ms 

Figure 4.20. P-SCH and S-SCH Signals Location in LTE-OFDM Radio Frame 

In order to compensate for frequency selective channels Classen & Meyr94 [21] have used as a pilot 

signal a principle similar to a differential encoded pseudo-noise PN sequence. The novelty of the 

Proposed algoritlun is an application of a Icnown technique by Classen & Meyr94 [21] to a new area of 

LTE/LTE-Advanced. In contrast to [21], which is based on a differentially encoded PN sequence, the 

Proposed algorithm is based on a generated pseudorandom polyphase Zadoff-Chu CAZAC sequence. 

eigure 4.21(a) shows that prior to frequency doniain processing of P-SCH, an initial coarse 

sYnohronization is needed in order to determine an initial position of the DFT window [34]. This initial 

estimation can be extracted either from the CP of the downlink signal, or from the time-domain-matched 

Filtering with the IDFT of the Zadoff—Chu sequence. Figure 4.21(b) shows that once coarse 

sYnohronization has been performed in the time domain, CFO estimation can be accurately obtained from 

Inatched filtering in the frequency-domain [34]. 
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(b) Frequency-Domain Approach 

Figure 4.21. Analysis of Zadoff-Chu CAZAC Matched Filtering LTE-OFDM Synchronization [341 

In Figure 4.22, there are two main steps related to the proposed LTE-OFDM synchronization using 

CAZAC sequence: symbol synchronization, or time synchronization and frequency synchronization. 

In Figure 4.22(a), the portion of the cyclic prefix corrupted by ISI depends on the length of the  chan

response, but, in general, a valid range of values exists for acquiring time synchronization inside the ISI 

safe zone. If the value of f is located within this region, data subcarriers, Xio  will not be affected by ISI ,  

but rather by a phase shift proportional to k index and M. This phase shift causes a rotation of the 

received subcarriers in the I/Q plane and can be easily compensated in the frequency-domain. However ,  

for values of î located outside the ISI safe zone, the DFT window will be corrupted by the contiguous  

symbol, causing dispersion on the received subcarriers and degrading the error rate [34]. In Figure  

4.22(b), in the case of an imperfect frequency correction of ê, the time domain received signal after CFO 

compensation is multiplied by a complex residual carrier; this leads to a shift in the frequency domain of 

the received subcarriers, Yk, resulting in the loss of orthogonality among all subcarriers. 
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4.5 Modulation Efficiency and Synchronization Performance Measurement 

This section discusses the performance and efficiency measurement methods of the LTE modulation and 

synchronization algorithms as well as other parameters that also influence the algorithm performance. 

In digital communications, we often use Eh/No, a normalized version of SNR, as a figure of merit. Ari 

energy signal is defined as a signal having finite energy but zero average power. A power signal is 

defined as a signal having finite average power and infinite energy. Therefore, power is a more useful 

parameter for characterizing an analog signal, whereas energy is more appropriate to characterize digital 

signal. For digital systems, a figure of merit should allow us to compare one system with another at the bit 

level. Therefore, a description of the digital waveform in terms of S/N is virtually useless, since the 

waveform may have a one-bit meaning, a two-bit meaning, or a 10-bit meaning [37 ]. One of the most 

important metrics of performance in digital communications systems is a plot of the bit-error probabilitY 

PB versus Eb/No. Since Eb= S• Tb = S/Rh and No = NIW, we have: 

Eb S (W\ 
No  N 

where Eb: is the bit energy; No : is the noise power spectral density; 

S: is the signal power; N: is the Noise power; W: is the noise bandwidth; R: is the bit rate 

(4.1) 

Eh/No 

S . 

Figure 4.23. BER vs. Eb/NO Performance of LTE-OFDM Modulation over Wireless Channel 
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Figure 4.24 shows the theoretical BER vs. Eb/No  performance over AWGN and a Rayleigh charnel for 

frequency-selective fading with and without equalization. From equation 4.5 we can observed that as the 

Signal power S increases, the bit energy over the noise energy  E,/N0 increases. As the noise power N 

increases, the bit energy over the noise energy Eb/No decreases. As the signal bandwidth W increases, the 

bit energy over the noise energy Eb/No increases. As the signal bit rate Rb increases, the bit energy over 

the noise energy  E,,/N0  decreases. In multipath Rayleigh fading channel, there is one or more major 

reflected paths from Tx to Rx. In multipath Rician fading channel, there is only direct line-of-sight path 

from transmitter to receiver. 

Pigure 4.24. MSE vs. SNR Performance of LTE-OFDM Synchronization over Wireless Channel 

eigure 4.24 shows the theoretical MSE (Mean Square Error) vs. SNR performance behavioural areas. In 

MSE versus SNR performance, the main objective is to get a good prediction of the SNRTH  (Threshold) 

and  reasonable prediction of the SNRNI  (No Information). The MSE is equal to the sum of the variance 

all(' the squared bias of the estimator: MSE(ê) = Var(ê) + (Bias(ê , c)) 2 . Theoretically, the mean squared 

een»* (MSE) of an estimator is one of many metrics to quantify the difference between values implied by 
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an estimator ê and the true values of the quantity being estimated 6. In other words, MSE measures the 

average mean square deviation of the estimator from the true value. 

MSE ( ) = Et(ê — 0 2 ) = E [(ê — E(ê)) + (E ( ) — E )]
2  = Var(ê) + E tê — 02 

 MSE () = Var(Ê) + B2  (ê) 

where ê is the estimator with respect to the estimated parameter e, which shows that the MSE is 

composed of errors due to the variance of the estimator as well as the squared bias. 

The above figure of merit BERJSER vs. Eb/No  and the Mean Square Error (MSE) vs. SNR estimator 

method will be used for performance efficiency evaluation of LTE-OFDM modulation schemes as well as 

the performance efficiency of the proposed LTE-OFDM synchronization algorithm using the Zadoff-C/Iii 

CAZAC pilot in Chapter 5. That is, LTE-OFDM modulation schemes for 2-QAM /BPSK (1 bit/s/Hz), 4' 

QAM /QPSK (2 bit/s/Hz), 16-QAM (4 bit/s/Hz), 64-QAM (6 bit/s/Hz), 256-QAM (8 bit/s/Hz) 

performance efficiency will be experimentally examined and simulated against other synchronization 

methods. In addition, in Chapter 5 the performance efficiency of the proposed LTE-OFDM 

synchronization algorithm using the Zadoff-Chu CAZAC pilot sequence (frequency-domain) will be 

experimentally tested against other synchronization algorithm methods such as cyclic prefix-based 

 method (time-domain) and preamble-based method (frequency-domain). 

In addition, the performance of any synchronization algorithm is determined by parameters such as: the 

minimum SNR under which the operation of synchronization is guaranteed, the acquisition time and 

range (max tolerable deviation range of timing offset, LO frequency), the overhead in terms of the 

 reduced data rate (due to cyclic prefix, preamble, pilot, etc.), complexity, robustness and accuracy in the  

presence of multipath and interferences. 

(4.2) 
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4.6 Conclusion 

This chapter has presented an overview, classified, and analyzed several major OFDM synchronization 

techniques. An OFDM synchronization method for LTE/LTE-Advanced based on an enhancement of 

Classen's technique [21] has been developed and proposed. However, unlike Classen's single carrier 

differential decoding sequence, a Zadoff-Chu CAZAC sequence is used as a pilot multicarrier training 

data. 

The Zadoff—Chu sequence is known as a CAZAC sequence (Constant Amplitude Zero Auto Correlation 

waveform). CAZAC codes are a class of complex-valued pseudo-random noise sequences with a cyclic 

autocorrelation equal to zero, and has been widely used in wireless systems. Zadoff—Chu sequences are 

Used in the 3GPP LTE Long Term Evolution air interface in the Primary Synchronization Signal (P-SCH) 

(so-called primary synchronization channel), random access preamble (PRACH), HARQ ACK/NACK 

responses (PUCCH) and sounding reference signals (SRS). By assigning orthogonal Zadoff-Chu 

sequences to each  LIE  eNodeB and multiplying their transmissions by their respective codes, the cross-

correlation of simultaneous eNodeB transmissions is reduced, thus reducing intra-cell interference and 

uniquely identifying eNodeB transmissions. The Zadoff-Chu sequence improvement over the Walsh—

Hadamard codes is used in UMTS because they result in a constant-amplitude output signal, reducing the 

cost and complexity of the radio's power amplifier. 

The problem of symbol or time synchronization in an OFDM-based system is focused on finding the 

instant at which the OFDM symbol starts (estimation is denoted as f). On the other hand, the problem of 

frequency synchronization is related to the correction of the CFO (estimation is denoted as ê) that affects 

the received signal. 

Modulation efficiency and algorithm performance measurements methods as well as parameters that 

influence the algorithm performance have been presented and discussed. 
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Chapter 5 . Experimental Results and Discussions 

5.1 Introduction 

In this chapter, a proposed algorithm is developed to implement the LTE/LTE-Advanced OFDM 

synchronization and estimations techniques discussed in Chapter 4. First, the LTE-OFDM baseband 

signal is configured and generated using Aeroflex IQCreator TM  ARB software. Then the LTE baseband 

waveform is downloaded into an Aeroflex IFR 3416 signal generator (Transmitter) where the signal is up-

converted and modulated to form the LTE-OFDM FDD RF signal. Next, the LIE RF signal is received 

and down-converted into baseband with a Rohde & Schwarz R&S ®  FSV spectrum analyzer (Receiver). 

The LTE-OFDM baseband BB signal is then captured and saved in an I/Q format file using the CRC 

Spectrum Explorer ®  spectrum monitoring software. Finally, the LTE baseband I/Q waveform file is 

loaded into Matlab where the signal is digitally processed by the LTE synchronization algorithm in which 

symbol timing and carrier frequency offset estimations are obtained. 

5.2 Waveforms Generation, Transmission, and Reception Setup 

In order to replicate the LTE-OFDM realm of waveform creation, transmission, and reception, we need to 

use a combination of four very sophisticated and specialized software packages and hardware 

instruments: IQCreator TM  (for waveform creation), Aeroflex IFR 3416 (for RF transmission), R&S FSV 

(for BB reception), and CRC Spectrum Explorer®  (for I/Q waveform capture). IQCreator TM  is a powerful 

 WindowsTm  based software tool that provides all the necessary features required for a quick and easY 

method to create a modulation scheme from which an ARB (Arbitrary Waveform Generator) come% 

waveforrn can be generated. Waveforms can be created that conform to the LIE standards regarding 

timing, spectral distribution and amplitude probability distribution. Graphical displays of the wavefore 

 FFT, vector and constellation diagrams, etc. can be viewed and exported for use in other WindowsTe  

applications such as Matlab. The resultant waveform can then be downloaded to the Aeroflex 3416 Series 

ARB signal generator. 
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IQCreatorTM  provides the capability to simulate  LIE  systems in accordance with 3GPP Release 8 Version 

8 .5 in the FDD transmission format. IQCreator supports the multiple access schemes followed by  LIE for 

the physical layer which is based on orthogonal frequency division multiplexing (OFDM) for the 

downlink (DL), and single carrier frequency division multiple access (SC-FDMA) for the uplink (UL). 

IQCreatorTM  is capable of supporting the different LTE bandwidth settings 1.4 MHz, 3 MHz, 5 MHz, 10 

MHz and 20 MHz in accordance with the standard. The default full carrier allocation can be overridden 

bY customizing the resource block to the carrier level. Additionally, the parameters for the physical 

channels and physical signals can be configured on a frame and subframe basis. In particular the PDSCH 

Channel modulation can be set to be QPSK, QAM16 or QAM64. Further testing flexibility is allowed by 

setting up different data sources to any of the uplink or downlink channels. Choices are available for 

using the PRBS, all zeros, all ones, random bits, repeating patterns, or any type of user data from a file. 

The Aeroflex IFR 3410 Series signal generator is capable of producing high quality digitally modulated 

carriers with RF modulation bandwidths of up to 25 MHz. An LIE  waveform is packaged and 

downloaded to the Aeroflex IFR 3410 Series ARB signal generator to modulate the LTE waveform. 

The Rohde & Schwarz FSV spectrum analyzer ensures high measurement accuracy. It has a 28 MHz 

signal analysis bandwidth with a base unit (40 MHz optional), 16-bit A/D converter with 128 MHz 

salnpling frequency giving wide dynamic range, excellent display linearity, and a 200 Msample signal 

inenlory. In the standard configuration, the R&S FSV provides an internal I/Q memory in order to capture 

and evaluate I/Q data, which can be output via the LAN interface. The A/D converter samples the IF 

signal at a rate of 128 MHz. The digital signal is downconverted to the complex baseband, lowpass-

fi ltered, and decimated (the sample rate is reduced). The continuously adjustable sampling rate is realized 

USing an optimal decimation filter and subsequent resampling at the set sample rate. The I/Q data is 

\\linen  to a single memory. The data acquisition is hardware-triggered. The maximum number of samples 

fur the RF input is 200 MSamples. 
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Figure 5.1 shows the analyzer hardware from the IF section to the processor. This block diagram 

illustrates the I/Q data signal processing of the LTE RF input, i.e., in the I/Q Analyzer of the R&S FSV. 

The A/D converter samples the IF signal at a rate of 128MHz. The digital signal is downconverted to the 

complex baseband, lowpass-filtered, and the sampling rate reduced. The continuously adjustable same 

rates are realized using an optimal decimation filter and subsequent resampling at the set sample rate. The 

I/Q data is written to a single memory. The data acquisition is hardware-triggered. The maximum number 

of samples for RF input is 200MSamples. After downconversion, the LTE BB signal is captured by the 

CRC Spectrum Explorer and saved in the I/Q format. 
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Figure 5.1. Digital Acquisition Hardware Receiver (R&S FSV) Block Diagram 

The CRC Spectrum Explorer®  (SE) is a flexible software tool that performs spectrum surveillance and 

analysis. Installed on a Windows-based PC, SE works with a broad range of commercial RF receiving and  

digitizing hardware. CRC SE provides the digital signal processing and user-friendly GUI control needed 

 by specialists to assess the usage and quality of the radio spectrum. CRC Spectrum Explorer® core 

routines consist of CRC Wideband Scanner (WBS) and CRC Spectrum Analyzer (SA) software. Tile  

CRC Spectrum Analyzer (SA) provides narrow band spectrum scanning and a dynamic display of povier  

spectral density versus frequency. In this research, the LTE complex downconverted I/Q signal waveforni  

file is then loaded into Matlab for symbol timing and frequency offset estimations using the proof of 

concept STO/CFO synchronization algorithm code. 
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5 .3 Spectrum Sensing Performance Results 

This section describes the spectrum sensing performance assessment using the Receiver Operating 

Characteristics (ROC) curves and the signal detection theory (SDT) distribution curves. Receiver 

OPerating Characteristics (ROC) curves present graphical summaries of a detector's performance and give 

the probability of detection for a given probability of false alarm. 

Figure 5.2 and 5.3 show the receiver operating characteristics (ROC) curves trade-off between probability 

of detection PD and probability of false alarm PFA for different values of SNR, in linear scale and 

logarithmic scale respectively. The graphs show that as the SNR increases the supports of the probability 

distributions PDFs under the null (Ho) and alternative (H 1 ) hypotheses become more disjoint. Therefore, 

for a given false-alarm probability 

stronger there is less overlap (i.e., the noise and signal + noise are further apart) in the probability of 

occurrence curves, and the ROC curve becomes more bowed. Figure 5.3 plots the same data on a 

logarithmic scale for PFA, which better reveals the characteristics of the ROC for false alarm probabilities 

«interest in spectrum sensing signal processing. 

Figure 5.4 and 5.5 show the trade-off between sensing performance (detection probability) and spectrum 

Usage efficiency (false alarm probability). Although the proportion between PFA and PD can be adjusted 

via threshold control, it is not possible to simultaneously attain a low PFA and high PD. In order to 

enhance the sensing performance, the distance between two PDFs needs to be lengthened or the PDF of 

each hypothesis should be steepened. The first way to improve the performance the detection/false-alarm 

trade-off is to increase the SNR. Figure 5.4 illustrates the effect of increased SNR by causing the two 

IlbFs to move fiether apart and the performance probabilities under the two hypotheses using the same 

detection threshold. The second way to improve the performance trade-off is to reduce the overlap of the 

1)13Ps by reducing their variance. Figure 5.5 shows the effect of reduced noise power causing the two 

?I)Ps to move closer to one another using the same detection threshold. 

PFA, the probability of detection PD increases. When the signal is 
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5.4 LTE-OFDM Experimental Waveform Results 

This section describes how the power spectrum density (PDF) are computed graphically from the 

experimentally generated and captured data LTE I/Q waveforms described in Section 5.2. 

First, we use the Matlab function nextpower2  O,  which returns the smallest power of two that is 

greater than or equal to the absolute value of A. (That is, p satisfies 2P >-- abs (A) ). This function is 

useful for optimizing FFT operations, which are most efficient when the sequence length is an exact 

Power of two. If A is non-scalar, nextpow2 ( ) returns the smallest power of two greater than or equal to 

length(A). For instance, for any integer n in the range from 513 to 1024, nextpow2 (n) is 10. For a 1- 

bY-3O vector A, length (A) is 30 and nextpow2 (A) is 5. Next, the N-point f f t ( ) sequence is 

computed. Then, the power spectrum density is found by taking the absolute value of the squared f f t ( ) 

divided by the sequence length N and the sampling frequency Fs. Finally, a shift zero-frequency 

component is performed to center of the spectrum to the origin by using the Matlab function 

ftshift  Q.  

Pigures 5.6 to 5.11 show the power density spectrums (PSDs) for 1.4, 3, 5, 10, 15, and 20MHz scalable 

bandwidth of LTE-OFDM signals. The theoretical and measured bandwidths as well as the power spectral 

density are summarized in the table below. 

r 
Bandwidth (Theory) Bandwidth (Measured) Power Spectral Density (PSD) 

1.4MHz 1.3MHz -30 dB/Hz to 15 dB/Hz 

_ 3MHz 2.8MHz -40 dB/Hz to 9 dB/Hz 

_ 5MHz 4.5MHz -50 dB/Hz to 9 dB/Hz 

_ 10MHz 9.6MHz -60 dB/Hz to 5 dB/Hz 

_ 15MHz 14.2MHz -60 dB/Hz to 5 dB/Hz 

20MHz 18.4MHz -60 dB/Hz to 5 dB/Hz 

Table 5.1 LTE -OFDM Experimental I/Q Waveforms Measured Bandwidth and PSD 
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5.5 BER/SER vs. SNR Performance Results 

This section describes how the bit error rate (BER) and symbol error rate (SER) performance versus 

Signal  to noise ratio (SNR) for 4-QAM, 16-QAM, 64-QAM, 128-QAM, and 256-QAM modulation 

schemes are simulated for LIE / LTE-Advanced waveforms coherently demodulated over AWGN, 

Rayleigh, and Rician channels. 

Figures 5.12 to 5.19 show the BER (bit-error rate) and SER (symbol-error rate) performance versus 

Lb/NO over AWGN, Rayleigh, and Rician channels for 2-QAM, 4-QAM, 16-QAM, and 64-QAM digital 

modulation schemes supported in LIE and LIE-Advanced.  Higher modulation order schemes are also 

given since these are being considered for 4G LIE-Advanced: 128-QAM (8x8 MIMO) and 256-QAM. 

In order to compute the BER/SER vs. SNR over AWGN channel in Figure 5.12 and 5.13, we use the 

Matlab function berawgn ( ) which is the bit error rate (BER) for uncoded AWGN channels. 

[BER, sER] =berawgn ( EbNo , ' gam'  ,M)  returns the BER of uncoded QAM over an AWGN 

Channel  with coherent demodulation. The alphabet size, M, must be at least 4. When k=log, (M) is odd, 

a rectangular constellation of size M=IxJ is used, where 1=2 (k-1) /2 and J=2 (k+1) /2 . The berawgn ( ) 

function returns the BER of various modulation schemes over an additive white Gaussian noise (AWGN) 

Channel .  The first input argument, Eb/N o, is the ratio of bit energy to noise power spectral density, in dB. 

If  Lb/NO  is a vector, the output BER is a vector of the same size, whose elements correspond to the 

different Eb/No  levels. The supported modulation  scheme, which correspond to the second input argument 

to the function for LIE and LTE-Advanced is the quadrature amplitude modulation (QAM). 

Most LTE modulation schemes syntaxes also have an M input that specifies the alphabet size for the 

modulation. M must have the form 2 k  for some positive integer k. For all cases, the berawgn function 

assumes the use of a Gray-coded signal constellation. If we use binary coding, the results may differ. 

116 



— 
BPSK (1 bit/s/Hz)/ 

"--1- 4-QAM/QPSK (2 bit/s/Hz) 
1  16-QAM (4 bit/s/Hz) 
:( 64-QAM (6 bit/s/Hz) 

—A— 128-QAM (7 bit/s/Hz) 
---4- 256-QAM (8 bit/s/Hz) 

17 10o  

10-1  

u 
CO 
a) 

▪ 10 

• 10-4  

1 0
-5 

10.  

OFDM Coherent Demod LTE over AWGN Channel (No Fading) 

20 30 25 

10o  

10-1  

Ei -2 w  10 
 Cel 

BPSK (1 bit/sym)/ 
4-QAM/QPSK (2 bits/sym 
16-QAM (4 bits/sym) 
64-QAM (6 bits/sym) 
128-QAM (7 bits/sym) 
256-QAM (8 bits/sym) 

: f 

: 

5 10 15 
Eb/NO 

Figure 5.12. Theoretical BER OFDM Coherent Demod LTE/LTE -A over AWGN Channel 

OFDM Coherent Demod LTE over AWGN Channel (No Fading) 

CC .3 
:5 10 

10-4  
cn 

10
-5 

5 10 15 20 25 30 35 40 
Eb/NO 

Figure 5.13. Theoretical SER OFDM Coherent Demod LTE/LTE-A over AWGN Channel 

10
-6 

117 



• 

BPSK (1 bit/s/Hz)/ 
• 4-QAM/OPSK (2 bit/s/Hz) 

16-QAM (4 bit/s/Hz) 
—'<- 64-QAM (6 bit/s/Hz) 
—A— 128-QAM (7 bit/s/Hz) 

256-QAM (8 bit/s/Hz) 

••:•+..• 
: •+.+•• 

4-  • : 
o•••+ • 

. . ••• 

: 

••• • • • .... • • ••`• • 

5 10 15 20 25 30 
Eb/NO 

Figure 5.14. Theoretical BER Coherent Demod LTE over Rayleigh Fading Chan 

OFDM Coherent Demod LTE over Rayleigh Fading Channel 
4   

100  

BPSK (1 bit/sym)/ 
4-QAM/OPSK (2 bits/sym 

T` 16-QAM (4 bits/sym) 
—0—  64-QAM (6 bits/sym) 

128-QAM (7 bits/sym) 
0 256-QAM (8 bits/sym) 

n1 

, 

10-1 
 

uJ  

OE -2 
's 

 
10 

uJ  

-2 

10
-3 

10
-4 

e • 

• • nk • • 
4 

j••• 

: 
•  

• • 

25 30 
Eb/NO 

..... 

. . 

35 40 

40 45 50 35 

5 20 15 10 45 50 65 

OFDM Coherent Demod LTE over Rayleigh Fading Channel 
10 

10-1  

uJ  
CO 

Q)  
1-1 •3 -2 
cË 1 0 

Lu 
CO 

1 0
-3 

10
-4 

Figure 5.15. Theoretical SER Coherent Demod LTE over Rayleigh Fading Chan 

1 18  



In Figures 5.14 to 5.15, in order to compute the BER/SER vs. SNR over fading channels (Rayleigh 

fading) and Figures 5.16 to 5.19 (Rician fading), we use the Matlab function berfading ( ) which 

returns the bit error rate (BER) for Rayleigh and Rician fading channels. [BER, SER] 

berfading (EbNo, ' qam' ,M, divorder, K) returns the BER for QAM over an uncoded Rayleigh 

fading (K=0) and Rician fading (K> 0) channels with coherent demodulation, where K=11 2/a2  is the ratio 

of specular to diffuse energy in the linear scale. The default K value is 1 (a line-of-sight component on the 

first path only). 

The alphabet size, M, must be at least 4. When k=log2  (M) is odd, a rectangular constellation of size 

M=IxJ is used, where 1=2 lc( -1)/2 and J=2 (k+1) /2  . The first input argument, E b/No, is the ratio of bit 

energy to noise power spectral density, in dB. If Eb/No  is a vector, the output BER is a vector of the satne 

size, whose elements correspond to the different Eb/No levels. For cases where diversity is used, the SNR 

on each diversity branch is Eb/No/divorder, where divorder is the diversity order (the number of diversitY 

branches) and is a positive integer. It was shown in Figures 5.16 to 5.19 that as the ratio of specular to 

diffuse energy K increases from K=3 to K=6, Eb/No decreases. 

As illustrated in Figures 5.12 to 5.19, for higher order QAM constellation (higher data rate and mode) 

 used in 4G/LTE and RF/microwave QAM application environments (such as in broadcasting or 

telecommunications), multipath interference typically increases. There is a spreading of the spots in the 

constellation, decreasing the separation between adjacent states, and making it difficult for the receiver t ° 

 decode the signal appropriately. That is, there is reduced noise immunity in high order QAM. By moving 

to a higher-order constellation, it is possible to transmit more bits per symbol. However, if the mean 

 energy of the constellation is to remain the same, the points must be closer together and are thus more  

susceptible to noise and other corruption. This results in a higher bit error rate (BER) and so higher-order 

 QAM can deliver more data less reliably and typically requires a higher Eb/No  than lower-order QAM. 

119 



OFDM Coherent Demod LTE over Rician Fading Channel (K=3) 
100  

BPSK (1 bit/s/Hz)/ 
4-QAM/QPSK (2 bit/s/Hz) 
16-QAM (4 bit/s/Hz) 

—*- 64-QAM p bit/s/Hz) 
—A— 128-QAM (7 bit/s/Hz) 

* 256-QAM (8 bit/s/Hz) 

. -",1,  • 
- 4  

25 30 35 40 
1 0 -4 

20 
Eb/NO 

.:. . 

• 

5 10 15 

): 

;.+ . 

& 
+ 

&  + 
+ 

Figure 5.16. Theoretical BER Coherent Demod LTE over Rician Fading Chan (K=3) 

OFDM Coherent Demod LTE over Rician Fading Channel (K=3) 
10

o  

BPSK (1 bit/sym)/ 
4-QAM/QPSK (2 bits/sym) 
16-QAM (4 bits/sym) 
64-QAM (6 bits/sym) 
128-QAM (7 bits/sym) 
256-QAM (8 bits/sym) 

10
-3 

5 10 15 20 25 30 
Eb/NO 

Figure 5.17. Theoretical SER Coherent Demod LTE over Rician Fading Chan (K=3) 

120 

10
-4 

35 40 45 50 

10 -1  

cr uJ 
CO 

1.7'3 -2 ct 10 

LI".] 

10-3 

10-1  

CC uJ  
Cs? 

a) 

Cr -2 
:5 

 10  
uJ  



BPSK (1 bit/s/Hz)/ 
4-QAM/OPSK (2 bit/s/Hz) - 

I  16-QAM (4 bit/s/Hz) 
--*-64-QAM (6 bit/s/Hz) 

A 128-QAM (7 bit/s/Hz) 
—* 256-QAM (8 bit/s/Hz) 

BPSK (1 bit/sym)/ 
4-QAM/QPSK (2 bits/sym) 
16-QAM (4 bits/sym) 

—0- 64-QAM (6 bits/sym) 
—V— 128-QAM (7 bits/sym) 

256-QAM (8 bits/sym) 

100  

10-1 
 

LU 

17'3 -2 ct 1 0 

1.11 

1 0 -3 

1 0-4 

OFDM Coherent Demod LTE over Rician Fading Channel (K=6) 

6 10 16 20 
Eb/NO 

25 30 36 

Figure 5.18. Theoretical BER Coherent Demod LTE over Rician Fading Chan (K=6) 

OFDM Coherent Demod LTE over Rician Fading Channel (K=6) 
10 1)  

10
-1  

CC 
ILI 

a) 
135 
11 -2 10 
Lu 

1 
03 

1 0
-3 

5 10 16 20 25 30 35 40 
Eb /NO 

Figure 5.19. Theoretical SER Coherent Demod LTE over Rician Fading Chan (K=6) 

121 

1 0
-4 

25 30 



5.6 Symbol Timing Offset Estimation Experimental Results 

This section describes the sliding window algorithm experimental implementation in Matlab for the 

sYmbol timing offset estimation based on LTE I/Q waveforms. The LTE waveforms have been 

configured by Aeroflex IQCreator Arbitrary Waveform Generator (ARB) software, and generated by 

Aeroflex IFR 3414 (250 kHz to 4 GHz) signal generator hardware. Symbol synchronization refers to the 

task of finding the precise moment an individual OFDM symbol starts and end, i.e., the correct position of 

the DFT window. The symbol timing result defines the FFT window, i.e. the set of samples used to 

calculate FFT of each received OFDM symbol. The goal in symbol timing offset (STO) estimation is to 

find the correct timing of a frame, a place to start  the N-point FFT for demodulating an OFDM symbol. 

The main idea of the sliding window algorithm is based on the calculation of correlation metrics that 

exploit some periodicity of the OFDM symbol that is due to the cyclic prefix (CP). That is, the cyclic 

Prefix is the prepended replica of the data portion in the OFDM symbol. Consequently, the CP and the 

corresponding data part share their similarities that can be used for the symbol timing offset (STO) 

estimation. Ncp samples and another No,  samples are spaced NFFT samples apart. Now, consider two 

sliding windows, WI  and W2 which are spaced NFFT samples apart. These windows can slide to find the 

similarity between the samples within W1  and W2. The similarity between two blocks of Ncp and Np' 

samples in WI  and W2 is maximized when the cyclic prefix of an OFDM symbol falls into the first sliding 

Window WI. 

At the sliding window algorithm start up, we need to initialize the two sliding window buffers 

J-iding_w= zeros ( 2 , Nw) , where Nw is the sliding window size and is defined as the product of the 

sainpling frequency with the cyclic prefix duration, Nw=f s*Tcp. Then we need to initialize the 

correlation peak buffer Corr_Peaks= H and the STO buffer STOs= . The sliding window algorithm 

starts with a main loop from n=1 to N of all the received I/Q waveform samples data. First, we update the 

sliding window 1 with I/Q waveform samples. Then, sliding window 2 is shifted by NFF1 samples with 
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(m=n-Nfft). Next, the sliding window 2 is updated with I/Q waveform samples by discarding the 

negative index elements (storing only positive samples with loop index m>0). We compute the 

normalized correlation between sliding window 1 and sliding window 2 by dividing corr (n)=-  

abs (sliding_w (1, : )*sliding_w (2 , : ) ' ) with norm ( sliding_w (1, : ) ) *norm ( sl iding_w (2 , : ) ) • 

Now, the correlation threshold for peak detection is set. In this case, the correlation threshold for peak 

detection has been set to cor_thd = 0 . 9. Finally, we perform a correlation peaks detection test 

against the correlation threshold in order to determine the symbol start times. The points at which the 

correlation is presumably maximized yield the STO estimates. 

The STO start times can be obtained by the addition of the correlation peaks with the guard interval 

(cyclic prefix) length. 

Figures 5.20 to 5.25 show the symbol timing offset synchronization with the correct timing of the frame, 

i.e., the estimated OFDM symbol start times. The distinct correlation peaks can be seen at one symb01  

interval (NFFT) apart in the correlation results. 

It is observed that the mainlobe of the STO correlation peak in the extended CP case is wider than in the  

normal CP case (or vice versa the mainlobe of the STO correlation peak in the normal CP is steeper than 

in the extended CP). This is due to the fact that the extended CP has a longer cyclic prefix length. 

It is noted that the peak detection of local maxima or minima of a noisy signal is not simple since there 

may be spurious peaks around true peaks due to the noise. 
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5.7 Carrier Frequency Offset Estimates Experimental Results 

This section describes the experimental implementation carrier frequency offset estimation algorithm in 

Matlab based on LIE I/Q waveforms. Frequency synchronization is related to the correction/elimination 

of the carrier frequency offset (CFO) caused by the mismatch from the RF local oscillator (fe) and the 

Doppler shift (fD). Carrier frequency offset estimation can be performed in two steps: coarse CFO 

estimation and fine CFO estimation. Coarse CFO estimation is the process of estimating the subcarrier 

numbering index k o . Fine CFO estimation is the process of estimating the center frequencies of each sub-

carrier E. Timing errors of the STO result in intersymbol interference (ISI), whereas imperfect frequency 

estimations of the CFO lead to intercarrier interference (ICI). The goal in carrier frequency offset (CFO) 

estimation is to maintain or preserve the orthogonality properties of the sub-carriers, since a frequency 

error results in inter-carrier interference. 

In the Matlab implementation, if we assume that the channel effect is negligible, the phase difference 

between the cyclic prefix (CP) and the corresponding rear part of an OFDM symbol (spaced N samples 

away) caused by the CFO E is 27rNE/N = 2frE. Then the CFO can be found from the phase angle of the 

product of the cyclic prefix (CP) and the corresponding rear part of an OFDM symbol. In Matlab, the 

CFO estimates can be expressed as CFO CP est _ 

angle ( sliding_w (1, : ) *s 1 iding_w (2 , : ) ' ) / (2*pi) for the cyclic prefix-based method, 

CFO_Pream_est = angle (Y (2 , : ) *Y (1, : ) ' ) / (2*pi) for the preamble-based method, and 

CFO_Pilot_est = angle (Yp (2 , kk) .*Xp* (Yp (1, kk) .*Xp) ' ) / (2*pi) for the pilot 

CAZAC-based method. 

Appendix C shows the experimental carrier frequency offset (CFO) estimates, based on LTE I/Q 

waveforms using 1.4MHz, 10MHz, and 20MHz bandwidths for both normal and extended cyclic prefix. 

An example of the experimental carrier frequency offset (CFO) estimation output is shown below. 
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» ofdmLTEdetectionMSE LTE_1-4MHz 64QAM_FDD_DL.das 1.4e6 DL N 

Estimated_CFO_Peaks = 214 234 250 15 31 51 67 

Estimated_CFO_complex = 
1.0e+008 * 
-0.0289 + 1.3386i 0.0137 + 0.7395i 0.0455 + 0.7471i 
-0.0046 + 0.4105i -0.0294 + 0.8070i -0.0181 + 1.8536i 
0.0046 + 1.1355i 

Estimated_CF0s = 
0.2534 0.2471 

> > 
0.2403 0.2518 0.2558 0.2516 0.2494 
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5.8 Algorithms and MSE vs. SNR Performance Results 

This section discusses the performance efficiency and describes the experimental testing of the proposed 

pilot-based Zadoff-Chu CAZAC LTE-OFDM synchronization algorithm as compared to other 

synchronization algorithms, namely the cyclic prefix-based method and the preamble-based method using 

the Mean Square Error (MSE) vs. SNR estimator. 

Figures 5.26 to 5.31 and Figures 5.32 to 5.37 show the MSE (Mean Square Error) performance versus 

SNR comparison for the three synchronization techniques: the cyclic prefix-based method, the preamble-

based method, and the proposed pilot CAZAC-based methods without CFO (e=0) and with CFO (6=0.25). 

For a 1.4MHz downlink using the normal cyclic prefix case, when a carrier frequency offset is set to 

CF0=0.25, compared to the carrier frequency offset case of CF0=0, we can observed that the MSE 

performance degrades from 2.5x10-2  to 5x1012  at a SNR=OdB using the proposed method. In comparison, 

the cyclic prefix-based method MSE has degraded from 6x1012  to 1.6x10' at a SNR=OdB, whereas the 

preamble-based method MSE has degraded from 7x10-2  to 1.3x10 - ' at a SNR=OdB. 

For a 20MHz downlink using normal cyclic prefix case, when the induced a carrier frequency offset is set to 

CF0=0.25, compared to the carrier frequency offset case of CF0=0, we can observed that the MSE 

performance degrades from 4.3x10-3  to 3.8x10-3  at a SNR=15dB using the proposed method. In comparison, 

the cyclic prefix-based method MSE has degraded from 4.2x10-2  to 6.6x10-2  at a SNR=15dB, whereas the 

preamble-based method MSE has stayed the same from 1.75x10 -2  to 1.75x10 -5  at a SNR=15dB. 

As expected, as the CFO increases the mean square error degrades; and as the CFO decreases MSE 

improves proportionally. Overall we can observed from these figures that the proposed CAZAC-based 

method has achieved the best MSE error performance compared to the cyclic prefix-based and the 

preamble-based methods. 
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Figures 5.38 to 5.43 show the Zadoff-Chu CAZAC sequences for u = 25, u = 29, and u = 34 which are 

used as pilot signals in the proposed LTE-OFDM synchronization method in this thesis. The P-SCH 

signal is transmitted twice in each LTE-OFDM radio frame of 10 ms duration (i.e., every 5 ms) and can 

provide frame timing synchronization and coarse CFO detection. 

As discussed earlier, The P-SCH is composed of a 62-length Zadoff-Chu sequence, du(n), generated in the 

frequency-domain. Zadoff-Chu sequences are specially generated pseudorandom polyphase sequences 

with perfect correlation properties. These prope rties make P-SCH particularly interesting for obtaining 

accurate synchronization metrics. 

Figures 5.38, 5.40, and 5.42 represents the CAZAC real part and Figures 5.39, 5.41, and 5.43 represents 

the CAZAC imaginary part of the primary synchronization signal (P-SCH) in the frequency-domain. In 

LTE frequency division multiplexing (FDD) mode, these signals are located on the 62 subcarriers 

symmetrically arranged around the DC-carrier. 

As we can observed from Figures 5.38 to 5.43, one characteristic of the CAZAC code is that it has a zero 

auto-correlation, which means that a CAZAC code is always orthogonal with its cyclic shifted versions 

and has a constant amplitude. 

The major advantages of the CAZAC code include a reduced inter-symbol interference (ISI), minimal 

interferences between multiple antennas, and a lower PAPR. CAZAC codes are able to achieve better 

performance with less training symbols, and thus can be used to enhance the channel estimation accuracy, 

and/or to improve the spectral efficiency, especially when the data field is short. 

As a result, CAZAC codes are regarded as optimum training sequences for channel estimation in MIMO- 

OFDM as well as 4G/LTE systems. 
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5.9 Conclusion 

In summary, an experimental LTE synchronization algorithm have been developed and implemented in 

Matlab where symbol timing offset (STO) and carrier frequency offset (CFO) are estimated using real 

LTE-OFDM FDD I/Q waveform data. 

LTE-OFDM signals have been configured and generated with different scalable bandwidths: 1.4MHz, 

3MHz, 5MHz, 10MHz, 15MHz, and 20MHz, in both uplink (OFDMA) and downlink (SC-FDMA) and 

with Normal as well as Extended cyclic prefixes. The signals have been experimented tested using a 

block with 262144 points. 

In addition, bit-error rate and symbol-error rate (BER vs. Eb/No  and SER vs. Eb/No) error performances 

have been simulated for LIE modulation schemes (QPSK, 16-QAM, 64-QAM) in both AWGN channel 

and frequency-selective Rayleigh/Rician fading channels. 

Several synchronization algorithms namely, cyclic-prefix based, preamble-based (two identical OFDM 

symbols), and CAZAC Zadoff-Chu pilot-based have been analyzed, simulated, experimentally tested, and 

compared using the mean square error (MSE). 

The proposed Zadoff-Chu CAZAC-based method has achieved the best MSE error performance, and 

outperformed the cyclic prefix-based and preamble-based methods. In the Classen & Meyr97 method, the 

size of the cyclic prefix is extended to make the non-ISI portion of the cyclic prefix larger. Pilot symbols 

are used to mitigate the effects of rapid fading in mobile communications. Pilot-assisted synchronization 

and diversity reception techniques are used to combat the effects of fading and dispersion in a wireless 

channel. 

143 



Chapter 6 . Conclusion 

This thesis has investigated several state-of-the-art spectrum sensing methods and the latest research on 

synchronization techniques for frequency-agile radios from the LIE and OFDM perspective. In 

particular, two major challenges related to the strict requirements of time and frequency synchronization 

in multicarrier OFDM, specifically in the context of LIE  (3GPP) and LIE-Advanced  (4G) were 

addressed. The first challenge, that of symbol time offset (STO) or time synchronization, consisted of 

how the receiver is able to determine the exact instant at which the OFDM symbol starts (for the correct 

positioning of the DFT window). The second challenge, that of frequency synchronization, consisted to 

eliminating the carrier frequency offset (CFO) caused by the mismatch of the RF local oscillators (k) and 

due to Doppler shift (j . 

In general, the principle of multi-carrier (MC) orthogonal frequency division multiplex (OFDM) 

transmission is to convert a serial high-rate data stream to multiple parallel low-rate sub-streams. In 

OFDM, the cyclic prefix converts linear convolution into circular convolution. Carrier frequency offset 

(CFO), destroys orthogonality causing inter-carrier interference (ICI) and bit error rate (BER) 

degradation. In single carrier (SC) transmission BER degradation is dominated by the reduction of the 

useful signal component, whereas in MC transmission, BER degradation is determined by the ICI. 

Chapter 2 presented the theoretical background. OFDM can be seen as either a modulation technique or a 

multiplexing technique. The requirements for time offset estimate are determined by the difference in 

length between the cyclic prefix and the channel impulse response. This difference represents the part of 

the cyclic prefix which is not affected by the previous symbol due to the channel dispersion. As long as a 

symbol time offset (STO) estimate does not exceed this difference, the orthogonality of the subcarriers is 

preserved, and a time offset within this interval only results in a phase rotation of the subcarrier 
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constellations. Although OFDMA is widely known from several Standards (Wi-Fi, WiMAX, DVB. etc.), 

SC-FDMA is not yet known from Standards. In an OFDMA downlink, each sub-carrier only carries 

information related to one specific symbol. In a SC-FDMA uplink, each sub-carrier contains information 

of all transmitted symbols. The higher the speed of the receiver (mobile station) and the higher the 

transmission rate, the higher the Doppler shifts will be, and the higher the ICI will be. ICI sets a 

maximum speed limit at which any given OFDM transmission mode can handle before reception fails. 

Chapter 3 presented several spectrum techniques. Spectrum sensing is the first step to implementing a 

frequency-agile radio system. There are three major categories of spectrum sensing techniques: primary 

transmitter detection, cooperative detection, and interference-based detection. The cooperative spectrum 

sensing (CSS) techniques improve reliability and detection capability, mitigate multipath fading and 

shadowing by spatial diversity, and avoid hidden terminal problem. 

Chapter 4 discussed the latest research techniques in OFDM synchronization in the time-domain as well 

as in the frequency-domain. Most algorithms for symbol or time synchronization are based on the 

calculation of correlation metrics that exploit some periodicity of the OFDM signal, that is due to the 

cyclic prefix (Non data-aided) or to a known training sequence or pilot (Data-aided). The advantage of the 

data-aided methods is a wide frequency offset correction range. The disadvantage of data-aided methods 

is a loss in data rate throughput since the insertion of pilot symbols usually implies a reduction of the data 

rate. It should be emphasised that the frequency synchronization at the receiver must be very precise in 

order to avoid any Inter Carrier Interferences (ICI). Carrier frequency offset (CFO), destroys 

orthogonality, causes intercarrier interference (ICI), and bit error rate (BER) degradation. In single carrier 

transmission, BER degradation is dominated by the reduction of the useful signal component, whereas in 

multicarrier transmission, BER degradation is determined by the ICI. In CFO estimation, there is a trade-

off between acquisition range and resolution. In a single carrier system (SC), a single fade or interferer 

can cause the entire link to fail, whereas in a multicarrier system (MC), only a small percentage of the 
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subcarriers will be affected. Also, the closer the symbol time-offset (STO) estimate is to the true timing 

offset, the shorter the cyclic prefix needs to be, reducing the overhead in the system. Frequency-domain 

estimation algorithms often have limitations in their capability and one must ensure that the 

synchronization errors are within the frequency-domain estimator's limits. Usually, this is achieved 

through time-domain estimation/compensation of coarse errors. It is noted that short acquisition time 

leads to lower system complexity and data-aided (DA) approaches, lead to reduced bandwidth efficiency. 

This is the reason why we have used the CAZAC sequence. Since CAZAC codes are able to achieve 

better performance with fewer training symbols, they can be used to enhance the channel estimation 

accuracy, and/or improve the spectral efficiency, especially when the data field is short. As a result, 

CAZAC codes are regarded as optimum training sequences for channel estimation in MIMO-OFDM 

systems. 

Chapter 5 discussed the experimental/simulation results. High level M-ary schemes (such as 64-QAM) 

are very bandwidth efficient, but more susceptible to noise and require linear amplification. The 

combined linear and constant envelope M-ary modulation (QAM) is useful in band-limited channels, it 

has greater bandwidth efficiency, significantly higher  BER,  smaller distances in its constellation, and low 

sensitivity to timing jitter. This is the reason why there are some variations in the MSE vs. SNR 

performance curves. The proposed pilot-based method or CAZAC-based scheme performs both coarse 

and fine frequency offset estimation. The CAZAC code has a zero auto-correlation, which means that a 

CAZAC code is always orthogonal with its cyclic shifted versions and has a constant amplitude. The 

major advantages are reduced inter-symbol interference (ISI), minimal interferences between multiple 

antennas, and lower PAPR. CAZAC codes are able to achieve better performance with less training 

symbols, and thus can be used to enhance the channel estimation accuracy, and/or improve the spectral 

efficiency, especially when the data field is short. As a result, CAZAC codes are regarded as optimum 

training sequences for channel estimation for multicarrier MIMO-OFDM systems in frequency-selective 

fading environment. 
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6.1 Research Contribution 

This research thesis has investigated several state-of-the-art spectrum sensing methods and the latest 

research on synchronization techniques for frequency-agile radios from the LIE and OFDM perspective. 

There are four major research contributions made by this thesis. The first contribution is the application of 

the multicarrier modulation LIE-OFDM in a frequency-agile radio context. The second contribution is a 

comprehensive investigation and classification of the latest research and development on spectrum 

sensing mechanisms and OFDM synchronization techniques. The third contribution is a proposed OFDM 

synchronization algorithm based on the Zadoff-Chu CAZAC pilot sequence (i.e. the LTE primary 

synchronization signal). The proposed CAZAC-based method has achieved the best MSE error 

performance and has outperformed the cyclic prefix-based and preamble-based methods. The fourth 

contribution is the development and evaluation of a proof-of-concept demonstrator. In order to replicate 

the LTE-OFDM realm of waveform creation, transmission, and reception, we have used a combination of 

four very sophisticated and specialized software packages and hardware instruments: the IQCreator TM  (for 

LTE-OFDM waveform creation), the Aeroflex IFR 3416 (for RF transmission), the R&S FSV (for BB 

reception), and the CRC Spectrum Explorer®  (for I/Q BB waveform capture). 

6.2 Future Work 
Spectrum Sensing and synchronization are major challenges in HetNet (Heterogeneous Network) and in 

SON (Self Organizing Network) networks. Also, carrier aggregation is one of the most important 

technologies in the new  LIE-Advanced standards. This technique will also play a significant role for 4G 

communication systems. The task of carrier aggregation is inherent in the cognitive radio world, i.e. the 

manipulation of OFDM waveforms to fill an available bandwidth. Due to the lack of resources available 

(IQCreatorTM  LTE-TDD waveform creation software was not available) and the time constraints, LTE-

TDD synchronization was not investigated in this thesis. This requires further study and investigation. In 

addition, there is a current surge in the demands and momentum for LTE-TDD duplexing techniques. 
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Appendix A. LTE-OFDM Transceiver System Setup 
Below is a pictorial representation for LTE OFDM I/Q waveform creation, generation, transmission, 

reception, and processing. 

(10) LTE-OFDM I/Q Waveform Files 
A.1 LTE Complex Signal I/Q Waveform File Generation Procedure 

1) Create and configure LTE-OFDM parameters (*.iqc) file using ARB software. 

2) Generate  LIE Baseband signal (*.aiq) file 

3) Download  LIE Baseband signal (*.aiq) file to ARB hardware. 

4) Upconvert and generate  LIE RF modulated signal file using ARB hardware. 

5) Feed LTE RF modulated signal file into spectrum analyzer hardware. 

6) Downconvert and generate LTE baseband I/Q signal file 

7) Capture LIE baseband I/Q signal file using SA software. 

8) Save LTE I/Q signal (*.das) file using SA software. 

9) Load LTE babeband I/Q waveform file into Matlab software. 

10) Estimate symbol/frequency offset using STO/CFO synchronization algorithm code. 
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Appendix B. LTE/LTE-A Cell Search Process 
As soon as the receiver starts up, it must search for the presence of OFDM symbols in the received signal. 

Usually, symbol detection exploits some form of repetition in the received OFDM signal. This can be the 

cyclic prefix inserted in the guard interval or the preambles consisting of identical periods. In contrast to 

packet-oriented networks, LTE is a frame-oriented network and does not employ a PHY preamble to 

facilitate carrier offset estimate, channel estimation, timing synchronization etc. Instead, special reference 

signals are embedded in the PRBs (Physical Resource Blocks). Reference signals are transmitted during 

the first and fifth OFDM symbols of each slot when the short CP is used and during the first and fourth 

OFDM symbols when the long CP is used. 

Compensated uplink signal 

Uplink compensation 
time, frequency, etc. Random access signal 

Uplink estimation 
time, frequency, etc. 

BS 
modem 

Downlink sync 
CD frame, time, frequency sync 

cell searching 
Control channel 
uplink sync, info 

A.2 Cell Search and Synchronization Process in LTE/LTE-A 

The cell search and synchronization process consists of the following steps [17]: 

1) The Base station broadcasts a downlink preamble periodically P-SCH and S-SCH, which can be 

used for maintaining a connection to any Base station within the vicinity (alignment in time and 

frequency). 

2) The Mobile station acquires the frame timing, symbol timing, carrier frequency, and Cell ID by 

using the preamble transmitted from the Base station. Base station also acquires information on 

timing and resource for random access. 
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3) The Mobile station transmits a random access preamble using the resource information (time, 

frequency, code) broadcasted by Base station. 

4) Upon reception of the random access preamble, the Base station estimates the uplink symbol 

timing offset, carrier frequency offset (only for FDD case), and power level for the Base station. 

5) The Base station sends a ranging response (as a response to the random access RACH) indicating 

the value of timing advance (TA), carrier frequency offset, and power level for the Base station. 

6) The Mobile station compensates the uplink timing, carrier frequency offset, and power level by 

using the information in the ranging response. 

7) The Mobile station transmits a compensated uplink signal. 
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Appendix C. STO, CFO Estimates, and MSE Data Results 
Below are STO, CFO estimates, as well as the Mean Square Error (MSE) performance experimental 

results for the cyclic prefix-based, preamble-based, and pilot-based methods using normal and extended 

cyclic prefix with LTE bandwidths 1.4, 10, and 20MHz respectively. 

» ofdmLTEdetectionMSE LTE_1-4MHz_64QAM FDD_DL.das 1.4e6 DL N 

Estimated_Corr Peaks = 
470 746 1018 1295 1567 1843 2115 

Estimated_STOs = 
488 764 1036 

CFO_max = 60000 

1313 1585 1861 2133 

Estimated_CFO_Peaks = 214 234 250 15 31 51 67 

Estimated_CFO_complex = 
1.0e+008 * 
-0.0289 + 1.3386i 0.0137 + 0.7395i 0.0455 + 0.7471i 
-0.0046 + 0.4105i -0.0294 + 0.8070i -0.0181 + 1.8536i 
0.0046 + 1.1355i 

Estimated_CF0s = 
0.2534 0.2471 0.2403 0.2518 

MSE_CP_CF0 = 0.4535 MSE_M00se_CF0 = 0.2541 
> > 

0.2558 0.2516 0.2494 
MSE_C1assen_CF0 = 0.2720 

» ofdmLTEdetectionMSE LTE_1-4MHz_16QAM_FDD_DL_ExtCP.das 1.4e6 DL E 

Estimated_Corr_Peaks = 
446 768 1086 1406 1727 2046 

Estimated_STOs = 
510 832 1150 1470 1791 2110 

CFO_max = 60000 

Estimated_CFO_Peaks = 190 256 62 126 191 254 

Estimated_CFO_complex = 
1.0e+008 * 
0.0286 - 5.1599i 0.0155 - 5.5306i -0.0120 - 3.6653i 
0.0009 - 2.7543i -0.0417 - 2.0108i -0.0253 - 1.1094i 

Estimated_CF0s = 
0.2491 0.2496 0.2505 0.2499 0.2533 0.2536 

MSE_CP_CF0 = 0.4437 MSE_Moose_CF0 = 0.3298 MSE_C1assen_CF0 = 0.2364 
> > 
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» ofdmLTEdetectionMSE LTE_10MHz_QPSK_FDD_DL.das 10e6 DL N 

Estimated_Corr_Peaks = 

3737 5938 8126 10314 12521 14715 

Estimated_STOs = 
3881 6082 8270 10458 12665 14859 

CFO_max = 7500 

Estimated_CF0 Peaks = 

1689 1842 1982 74 233 379 

Estimated_CFO_complex = 

1.0e+009 * 
-0.0056 - 0.9575i 0.0039 - 1.0781i -0.0001 - 0.6228i 
0.0113 - 0.8049i -0.0066 - 0.9121i -0.0057 - 0.9059i 

Estimated_CF0s = 

0.2509 0.2494  0.2500 0.2478 0.2512 0.2510 

MSE_CP_CF0 = -0.0357 MSE_Moose_CF0 = 0.2217 MSE_C1a55en_CF0 = -0.3203 
» 

» ofdmLTEdetectionMSE LTE_10MHz_QPSK_FDD_DL_ExtCP.das 10e6 DL E 

Estimated_Corr_Peaks = 

2912 5480 8044 10587 13156 15709 

Estimated_STOs = 

3425 5993 8557 11100 13669 16222 

CFO_max = 7500 

Estimated_CFO_Peaks = 

864 1384 1900 347 868 1373 

Estimated_CFO_complex = 
1.0e+009 * 
-0.0279 - 3.9298i -0.0081 - 3.4419i -0.0036 - 0.8501i 
-0.0032 - 0.3924i -0.0213 - 3.4711i -0.0088 - 3.4083i 

Estimated_CF0s = 
0.2511 0.2504  0.2507 0.2513 0.2510 0.2504 

MSE_CP_CF0 = 0.2593 MSE_Moose_CF0 = 0.2531 MSE_C1assen_CF0 = -0.0486 
» 
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15839 

Estimated_STOs = 

7069 11449 

CFO_max = 3750 

Estimated_CFO_Peaks = 

20221 24628 

» ofdmLTEdetectionMSE LTE_20MHz_QPSK_FDD_DL.das 20e6 DL N 

Estimated_Corr_Peaks = 

6780 11160 15550 19932 24339 

2684 2968 3262 3548 3859 

Estimated_CFO_complex = 

1.0e+008 * 
0.0194 - 1.8456i -0.0049 - 1.9785i -0.0051 - 1.9720i 
-0.0346 - 1.6931i -0.0137 - 2.2736i 

Estimated_CF0s = 

0.2483 0.2504 0.2504 0.2533 0.2510 

MSE_CP_CF0 = 0.0339 MSE_Moose_CF0 = 0.3285 MSE_Classen_CF0 = -0.0428 
» 

» ofdmLTEdetectionMSE LTE_20MHz_QPSK_FDD_DL_ExtCP.das 20e6 DL E 

Estimated_Corr_Peaks = 

9914 15052 20157 25273 

Estimated_STOs = 

10940 16078 21183 26299 

CFO_max = 3750 

Estimated_CFO_Peaks = 1722 2764 3773 697 

Estimated_CFO_complex = 

1.0e+008 * 
-0.0168 - 5.8009i -0.0255 - 6.5586i -0.0665 - 6.3373i 
-0.0650 - 5.9701i 

Estimated_CF0s = 

0.2505 0.2506 0.2517 0.2517 

MSE_CP_CF0 = 0.2578 MSE_Moose_CF0 = 0.2319 MSE_C1a5sen_CF0 = 0.3996 
» 
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