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1. Introduction. 

This report is concerned with continuing studies of forward-scatter meteor-burst 
communications systems which are intended to look at fiindamental aspects concerning 
the use of such systems at any location on the earth's surface (see [1]). 

The original work involved the design and construction of a meteor-forward 
scatter system [2] which still is in operation between Ottawa and the U.W.O. astronomy 
site at Elginfield, near London, Ontario. This system was designed to measure the 
amplitude and angle-of-arrival of meteor echoes on this 600 km. link and a substantial data 
base has been established. These data established the basic performance of such a system 
on this particular path and further studies have been oriented towards the details of the 
capabilities of forward scatter systems as low data rate communications devices. 

The work described in this report had two objectives. The first was to operate a 
system designed to measure the transfer function of a typical system. The equipment to 
do this was designed and built under a previous contract [1] and is a joint venture between 
C.R.C. and U.W.O. Based on the CHERP principle, the transmitter and receiver first local 
oscillator are swept in unison (with appropriate off-set) to determine the time of flight and, 
more importantly, the delay spread in the received signal. A novel synchronization scheme 
using the GPS family of satellites has been used in this experiment. 

The second part of the work involves a study of all of the relevant available data 
which will allow the estimation of the performance of such meteor systems at any location. 
This is expected to tie in with the data from the Ottawa-Elginfield link and to complement 
the transfer fiinction work to provide a complete picture of the likely performance of such 
systems. 

Much progress has been made on both these fronts, though much remains to be 
investigated. The results so far are presented separately in the following two sections 



2. Impulse Response Measurements 

2.1 Introduction 

As part of an ongoing investigation of meteor burst channel characteristics, a 
system for measuring the channel impulse response was designed and constructed as 
previously outlined by Webster et. al. [1 ]. This chapter details the calibration of that 
system and presents results from a preliminary analysis of data collected on the London-
Ottawa link. For completeness, a brief discussion of the impulse response measurement 
system has been included and precedes the discussion of recent research initiatives. 

2.2 Principles of Operation 

A simplified block diagram of the measurement system is shown in Figure 2.1. The 
signal, s(t), emitted by the transmitter is a linear F.M. waveform (chirp) and is described 
by the equation: 

s(t) = p(t)cos(2nfot + re') (2.1) 

where; fo  is the starting frequency of the chirp (Hz), p is the chirp rate (Hz/sec.) and p(t) is 
a unipolar rectangular switching waveform which controls the duration and repetition rate 
of the transinitted signal. The chirp signal generated at the receiver is similar to that 
generated at the transmitter and is described by the equation: 

c(t) = Pi(t — Td)cos( 24.4+ fd le> +7r,ut 2 + (2.2) 

where;  Id  is the frequency offset (Hz), Td (sec.) is the delay between the starting times of 
the chirp waveforms generated at the transmitter and the receiver, 0 is the phase angle 
(rad.) and all other symbols have their usual me,anings. When the signal emitted by the 
transmitter arrives at the receiver after having been delayed by the flight-time, Tp, it is 
mixed with the locally generated chirp, c(t), and produces the receiver output signal, d(t), 
given by: 

d(t) = ±13 kp(t — Ti,k )cos(24fd  + ,u(Tpk  — Td ))t +0,) (2.3.) 
k=1 

where; N is the number of paths between the transmitter and receiver, bk  and Tpk  represent 
the attenuation and flight-times for the kth path and all other parameters have their usual 
meanings. All measurements of interest (time-of-flight etc.) are derived from the spectrum 
of d(t). A sketch of a typical spectrum is shown in Figure 2.2 for the case in which 3 paths 
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Figure 2.1 Simplified Block Diagram of the Measurement System 

exist between transmitter and receiver. In this case, the flight-times for each path are 
estimated from knowledge of the frequency components, fk, the system parameters  1u, fd 
and Td and the equation: 

T T fk — d  
— d • 

It should be noted that lcnowledge of Td requires that the transmitter and receiver timing 
be synchronized and this is accomplished through the use of Global Positioning Satellite 
(GPS) receivers located at both ends of the link. Having obtained the flight-times, the 
corresponding path lengths, Pk, can be computed using: 

(2.4) 

(2.5) 
' k  cT k pk 

where; c is the velocity of light in a vacuum. In addition to providing time-of-flight 
information, the amplitude spectrwn of d(t) represents the impulse response of the channel 
and can be used in conjunction with the Fourier transform to estimate the channel transfer 
function. 
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2.3 System Operation 

The measurement system has been designed to collect data on both a continuous 
and triggered basis. In the continuous mode of operation, the receiver output is recorded 
continuously on vide.° tape for a period of several hours. The disadvantages of this 
approach are that portions of the tape will contain no useful information during the 
absence of suitably ionized trains and that the entire tape must be processed to detennine 
if any such trains were present. The attractive feature of this mode is that a permanent 
record of the signal is always available and can be scrutinized for weak signals using 
digital signal processing techniques. In the trig,gered mode of operation the system records 
data only when trains having suitable ionization are present. The triggering is 
accomplished by transtnitting a 10 ms carrier, or "probe" signal, 20 ms in advance of the 
chirp transmission. When the "probe" signal is detected by the receiver, its output is 
digitized and stored in a convenient form. A diagram showing the transmission cycle is 
given in Figure 2.3. Regardless of the recording mode, repetitive transmission of the chirp 
signal at intervals of 100 ms permit variations in the channel characteristics to be recorded 
over the duration of the burst. For typical burst durations of 1.0 second, approximately 10 
measurements can be obtained. 

20 ms 20  ma»  
Tnutsmission Cyck■mMn 

Figure 2.3 Transmission Cycle 
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Successful system operation requires that both the transmitter and receiver be 
synchronized through the use of G.P.S receivers as outlined in Figure 2.1. The timing 
signals provided by these receivers are synchronized square waves having frequencies of 
1.0 Hz and 1.0 kHz from which the transmission sequence and receiver delay times are 
derived. At the transmitter, the 1.0 lcHz signal is simply divided by a factor of 100 to 
generate a pulse which trig,gers the start of the chirp transmission and a delayed version of 
which initiates the transmission of the carrier signal. At the receiver, however, the process 
for generating the delayed trigger required for proper chirp demodulation is more 
complex. In this case, the 1.0 kHz signal serves as the fundamental reference frequency in 
a P.L.L. multiplication circuit which generates a 100 kHz square wave signal. This signal 
is then applied to a series of counters whose outputs can be "tapped" as necessary, to 
obtain the desired delay time. Circuits at both the transmitter and receiver are re-initialized 
at a rate of once per second (by the 1.0 Hz signal) thereby ensuring proper system 
synchronization. 

2.4 Receiver Calibration 

The objective of the receiver calibration procedures outlined in  this  section, is to 
measure the receiver characteristics under Icnown conditions so that path loss and flight-
time information can be extracted from the receiver output signal d(t). A brief description 
of these procedures and their results are discussed in the following paragraphs. Since the 
preliminary analysis of the data relies exclusively on measurements collected from the main 
receiver output channel, details of the calibration procedures for the I(t) and Q(t) output 
channels, will not be discussed. It should be noted however, that these procedures are 
similar and differ only in the manner in which the data are recorded and processed. 

Path loss and flight-time measurements rely on Icnowledge of the relationships 
between the receiver input and output powers as well as those existing between the 
receiver output frequency and the delay time between the transmitter and receiver. For all 
calibration procedures that follow, these relationships are determined from the spectral 
analysis of the receiver output signal. In all cases, the power spectrum is used and is 
computed by windowing the data with a Hamming window, computing its Fourier 
Transform using a 10,000 point Discrete Fourier Transform (DFT) algoritlun and finally, 
computing the square of the resulting complex values. Frequency and power 
measurements are then made by locating the largest peak in the spectrum. The resolution 
capability of this approach is discussed in Section 2.6. 

Measurement of the receiver input and output powers was accomplished by 
placing a variable attenuator in the receiving transmission line to reduce the level of the 
signal received from the transmitter - which was located approximately 1.0 km away. For 
each setting of the external attenuator, ten measurements of the receiver output were 
made and then averaged together to obtain a single estimate of the output power. Since 
the power at the antenna terminals of the receiver was known (as it was measured using a 
spectrum analyzer) the relationship between the input and output powers was established 
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and is shown in Figure 2.4. The equation relating the output and input powers was found 
to be: 

Pou, =118.165+0.944 118.165+0.944P  

where; Pow  and Pk, are the receiver output and input powers in dBm. It should be noted 
that the absolute level of the receiver output power obtained in this manner is fictitious 
since the load resistance across which the signal was measured was quite large (actual 
value not measured but on the order of tens to hundreds of kiloluns) but for processing 
simplicity, unity resistance was assumed for power calculations. Since the relationship 
between input and output powers is Icnown it can be used in conjunction with the 
expression for the link budget given by: 

L = +GT  +GR  — 4. — LR  — (2.7) 

where; L is the path loss (dB), PT  is the transmitter power (dBm), GT is the gain of the 
transmitting antenna (dB), GR is the gain of the receiving antenna (dB), LT represents 
additional losses at the transmitter (dB), LR represents additional losses at the receiver 
(dB) and Ph, is the power at the antenna terminals of the chirp receiver. Combining these 
equations gives: 

P  —118.165) L= +G T +GR —LT —LR '1" 
0.944 

which relates the path loss to the measured receiver output power. Realistic values for 
these parameters are Pi-54 dBm (measured), GT-:--GR=7 dB (estimated), LTF=1 dB, and Le" 
3.6 dB. Assuming these values, equation 3.8 can be written in simplified form as: 

L=188.57-1.059/1., (2.9) 

where all  parameters are as previously defined. It should be noted that there will always be 
some degree of uncertainty regarding the "true" path loss as the values assumed for the 
antenna gains, feedline losses etc. are only estimates of the quantities involved. 

To calibrate the receiver for flight-time measurements, the attenuation introduced 
by the external attenuator was held constant while the delay times (Td) between the start 
of the chirps at the transmitter and reeeiver were varied. As the delay times were changed, 
the frequency of the receiver output signal also changed and the variations were recorded. 
From equation 2.4, the relationship between the output frequency and the delay time is 
given by: 

f = fd + p(Tp Ta) (2.10) 

(2.8) 
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d Teo = ---c  =3.35 6.1 sec) (2.11) 

N  
TR = ir (

re TPO) (2.13) 

where; f is the measured output frequency, fd  is the frequency difference between the 
transtnitter and receiver chirps, ,u is the chirp rate and Tp  and Td are the propagation and 
delay times respectively. For each delay time a total of ten frequency measurements were 
made and averaged to obtain a single estimate of the "true" output frequency from which, 
an estimate of the propagation time was deduced. The propagation times determined in 
this manner are shown in Figure 2.5. It should be noted that the oscillations in the data are 
the combined result of frequency measurement errors and jitter associated with the delay 
element. 

Since the separation distance between transmitter and receiver was measured to be 
1.005 km, the true propagation time was estimated using: 

where; Teo  is the true propagation time, d is the separation distance and c is the speed of 
light in a vacuum. From the graph showing propagation time as a fiinction of the delay 
time (Figure 2.5) it is obvious that the measured propagation times are greater than the 
true propagation time and this is due to the delay time introduced by the receiver. 
Therefore, a receiver delay time can be associated with each propagation time 
measurement and computed according to the equation: 

TRk = Tp k  ••- Te, (2.12) 

where the index, k, indicates the flight-time at the let delay time setting. Since the receiver 
delay times, TRk, change little over the entire range of delay times, Td, the TRk values were 
averaged to obtain a single estimate for the receiver delay time. That is: 

where; N is the number of delay times for which measurements were made and all other 
symbols have their usual meanings. Following this analysis, the average receiver delay time 
for the main channel was found to be 3.923 j.t sec. Recognizing that the propagation time 
is simply the sum of the receiver delay time and the true flight-time, equation 2.10 can be 
modified and solved for the flight-time giving: 

Tp ,_Td _z + f  —fd (2.14) 
lu 

For this system, the values of these parameters are Td=2.075 ms, /5.0x107  (Hz/sec), 

fd=12 kHz and 7R  =3.923 p.sec. 
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2.5 Noise Floor and Measurement Reliability 

Measurement reliability is closely related to the signal-to-noise ratio (SNR) at the 
receiver output. In instances when the SNR is large, typically greater than 10 dB, 
measurements may be interpreted with great confidence, while those made under 
conditions of low SNR must be treated with caution. In this section, the procedure used to 
estimate noise floor of the system will be discussed and the results used to establish an 
upper bound on the path loss that can be measured with the CHIRP system. 

Due to localized variations in the radio noise environment, it was necessary to 
measure the receiver output noise with the receiver located at Elginfield - the intended 
operating location. Since the system was operated in the trig,gered mode, the transmitter 
(located at Ottawa) was modified to transmit carrier only. When trails of suitable 
ionization and orientation were present, the re,cording system was triggered and the noise 
signals were digitized and recorded on disk. A total of 50 noise measurements were made 
for purposes of establishing the receiver noise floor. The power spectra of 4 such 
measurements are shown in Figure 2.6. From these observations, the noise power was 
observed to be relatively constant over the receiver bandwidth and the noise threshold was 
estimated from the ensemble to be approximately -8.5 dBm. Using this figure as a 
representative value of the noise power and combining it with the expression for the path 
loss (equation 2.9) the signal-to-noise floor ratio was computed as a function of the path 

Figure 2.6 Receiver Noise Measurements at the Elginfield Site 
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loss as shown in Figure 2:7. It should be noted that in the preliminary analysis of the data 
in Section 2.7, spectral components having powers less than -5.5 dBm were rejected as 
noise. As a result, all spectral components that will be treated in the analysis have a 
minimum signal-to-noise floor ratio of 3.0 dB which corresponds to a largest measurable 
path loss of approximately 195 dB. 
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Figure 2.7 Receiver Measurement Reliability as a Function of Path Loss 

2.6 Resolution Testing 

One of the objectives of the impulse response measurements is to detennine the 
number of paths existing between transmitter and receiver. Under ideal conditions, the 
system should be capable of distinguishing between two sinusoids (each representing a 
separate path) whose frequencies differ by 20 Hz - a corresponding path length differential 
of 120 meters. Unfortunately, use of the Discrete Fourier Transform in the power 
spectrum computations, results in speFtral leakage which adversely effects the resolution 
of the system. 

A simple procedure for evaluating the resolution capabilities of various windows is 
suggested by Harris [3] and is used here to evaluate the system resolution. With this 
approach, the frequency difference between  two  sinusoids is decreased until the two 
spectral peaks can no longer be distinguished. The smallest frequency difference at which 
the peaks can be differentiated represents the resolution of the system. Application of this 
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technique to the analysis software for the chirp measurement system revealed that the 
resolution capabilities of the system are approximately one-third of the theoretical 
resolution and consequently, the system can resolve path length differentials greater than 
360 meters. 

2.7 Preliminary Channel Measurements 

Figures 2.8 through 2.11 show path gainglight-time profiles for four bursts 
recorded by the impulse response measurement system on the Ottawa-London link. The 
simple number axis in each of the figures illustrates the evolution of the channel response 
over time, at discrete intervals of 100 ms. In each case it was observed that the path losses 
fell within the range of expected values (150 to 185 dB) which were calculated using data 
collected by the interferometer system of Webster and Jones [2]. Assuming a midpoint 
reflection at an altitude of 100 km and a separation distance of 500 km the corresponding 
flight-time for this link is: 

which is consistent with flight-times me,asured during the experiment (see Figures 2.8- 
2.11) as well as those estimated from the Elginfield data. 

The multipath nature of communication chamiels is frequently described in terms 
of its  mis  delay spread [4,5] which is essentially a measure of the "width" of the power 
delay profile. In the context of the work presented here, the power delay profile is the 
power spectrum of the receiver output signal and is intimately related to the gain/flight-
time profiles shown in Figures 2.8 through 2.11. The delay spread of such a profile is 
computed according to the equation: 

where; S is the nns delay spread (seconds), P(1) is the power level at le delay sampling 
time and D is the average delay time (seconds) of the profile given by: 
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Applying this analysis to the data from which Figures 2.8 through 2.11 were derived, 
produces the results tabulated in Table 2.1. From the data collected to date, bursts having 
delay spreads ranging from 150 to 300 ns occur more frequently than bursts having larger 
delay spreads ranging from 400 ns to 1.0 gsec. While the delay spreads obtained from the 
preliminary analysis of the data appear to be consistent with those reported by Weitzen 
[6,7] and Eriksson [8] the results presented here should be regarded with caution as the 
analysis is still in its infancy. 

Table 2.1 Summary of Delay Spread Measurements 

Sample Burst #1 Burst #2 Burst #3 Burst #4 
Number Spread (ns) Spread (ns) Spread (ns) Spread (ns)  

1 197 - 257 447 733  
2 226 267 - 968  
3 272 271 399 326  
4 272 270 392 290  
5 188 220 297 284  
6 - - 303 408  
7 - - 334 293  
8 - - 402 352  
9 - - 417 383  
10 - - 467 410 

2.8 Concluding Remarks 

Tests and measurements to date suggest that the impulse response measurement 
system is operating within the design specifications and is providing path loss and flight-
time measurements that are consistent with those obtained from the existing interferometer 
system. Although in its infancy, the results of the current analysis suggest that the majority 
of bursts observed to date, have delay spreads below 300 ns but in rare instances can be as 
great as 1.0 gsec. The actual statistics of the delay spread have yet to be established. 
Furthermore, it has yet to be determined what relationship, if any, exists between the trail 
ionization and the delay spread of the channel. 

In addition to determining the delay spread statistics, ongoing research will also 
focus on refinements to the data analysis software with the specific goals of improving the 
resolution capabilities of the system and decreasing the processing time. According to 
some reports in the literature [3,9] the first objective may be accomplished by the use of 
an alternative data weighting, such as the Dolph-Chebyshev window. Improvements in 
processing time can likely be achieved by employing a Fast Fourier Transform algorithm in 
place of the Discrete Fourier Transform (DFT) algoritlun which is currently used for 
spectral computations. Both of these modifications are currently under investigation. 
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3. Determination of the Strengths of the Sporadic Sources 

3.1. Introduction. 

Our central purpose is to describe the flux distribution of sporadic meteors over the 

celestial sphere which in turn determines the propagation capacities of forward scatter 
meteor-burst type systems. To do this we use the radiant distribution model described in our 

previous report to analyse radar-meteor observations. Indeed, no other meteor detection 
method is capable of operating continuously and collecting enough meteor echoes to malce 
the final results statistically significant. Although it was possible in principle to use the data 
collected from the present "short-hop" forward-scatter system operating between Elginfield 

and Ottawa, we preferred not to do this because of contamination of the echo rates by 
interference and availablity of only a two years of data during which there were several 
periods when the system was not operating. 

We have chosen meteor echo data collected at two radar sites: one in Springhill (near 

Ottawa), Canada and the other in Christchurch, New Zealand. Both of these systems were 

patrol in nature, they operated nearly continuously for several years with precisely the same 

equipment setup so rate variations can likely be related to true variations in the flux of 

meteoroids. Details of the systems can be found in Neale (1966), Millman and McIntosh 

(1964, 1966) for Springhill and Ellyett and Keay (1963) for the Christchurch system. 

To use the data, we must choose some width for the data bins which is statistically 

meaningful and we therefore grouped the observed echo rates into 2-hour averages for each 

month during the year. The two hour bins provide an acceptable compromise between 
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minimizing short term increases in flux due to showers without maslcing the diurnal variation 
in sporadic activity. Such a method is justified due to the smooth variation and long-time 
scales involved in sporadic activity changes, both diurnally and annually (Lovell, 1951; 

McKinley, 1961). Though the effects of streams are minitnized by this procedure, some of the 
stronger ones still affect the data. 

Table 3.1 Positions and sizes of the six sporadic sources. 
Source • longitude (*) latitude (*) radius (*) 

Antihelion 198 0 18 
Helion 342 1 16 
N. Toroidal 271 58 19 
S. Toroidal 274 -60 16 
N. Apex 271 19 21 
S. Apex 273 -11 21 

Taking the locations and sizes of the six different sources as shown in table 3.1 above, 
a model distribution of individual sporadic meteor radiants was generated. Specifically, 1000 
sporadic radiants were generated using a mont-carlo procedure for each source, centred at 
the appropriate mean source location given in table 3.1. The distribution of radiants about the 
mean source position was taken to have the form: 

-1n(2)(1-cos(0 -e.)) , P(0 -0 ).exP[ 
1 -c00 

where 8 is the angular distance from the centre of the distribution and 80  is the mean radii of 
the source. This distribution was chosen purely on empirical grounds as it reproduced well 

the physical character of the sources as seen from the surveys and because it behaved well 

(3.1) 
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numerically. 

Having developed a representative model distribution, the next step is to use it to 

interpret the echo data. To do this, we note that the echo data is given as the number of 

meteors detected by the system per unit time. By taldng the model radiant distribution and 

calculating the effective collecting area of each source for a given radar we can then perform 

a least-squares fit on the actual data using the model data as input. The coefficients in this 

expansion then represent the mean strength for each source throughout the year in units of 

flux. The degree to which the fits match the actual echo data and the derived fluxes match flux 

distributions found from other studies will help determine if the model is realistic. 

3.2 Theoretical Considerations. 

In our previous report we extended the Kaiser's (1960) theory of the echo rates of radar 

meteors by incorporating recent findings of the vertical trains length of faint meteors. With 

this theory we were able to estimate the effective collecting area of the Christchurch and 

Ottawa radars. One essential factor is the antenna gain and its variation with direction. Both 

the Christchurch and Ottawa radars used a crossed-dipole antenna fed in quadrature. Note 
that as we are concerned only with relative gain, we reference each gain pattern to the 

nominal zenithal value i.e. vertically above the radar. 

For both systems, the gain patterns are azimuthally symmetric so that the effective 

collecting areas are just fimctions of the altitude of the radiant. Figure 3.1 shows the 
calculated collecting area for the Springhill system. The corresponding diagram for the 

Christchruch system is very similar. The sharp cut-off for Springhill at a radiant altitude of 

75 0  is due to the fact that no echoes beyond a slant range of 370Icm were counted in the final 

statistics (McIntosh, 1966). The shape of the collecting area fimctions for Springhill compare 
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well with those calculated by McIntosh (1966). The corresponding diagrams for the 

Christchurch system are very similar. Published collecting areas for Christchurch have lead 

to erroneous values for flux which were obviously incompatible with other published flux 

values at similar limiting magnitudes, this being first realized by Elford (1967). The root of 

this problem was found during this work to be the published gain pattern in Ellyett and Keay 

(1963) - this result was based on an experimental determination of the gain pattern (Keay and 

Gray, 1963) which used a single dipole receiver suspended from a balloon to measure the 

power transmitted by the antenna. Since the anterma is fed in quadrature the resulting radio 

waves are circularly polarized, a single dipole is insufficient to measure the gain pattern 
properly; a crossed dipole arrangement is needed. Much better agreement with other 
published flux values were obtained for Christchurch when the proper theoretical gain pattern 
was used . 

3.3 Application to the Observed Echo-rate Data. 

We can express the theoretical rates, Ittote(t), by an equation of the form: 

R (t) = E a i  R i  (t) (3.2) 

where the coefficients, aj, represent the source strengths (in units of flux) and the source 111  
at time t. The source strengths are fit to the entire year's worth of rate data so we get one set 

of strengths for each year. The collecting area appropriate to each source was found by 

calculating the average collecting area as a function of time for the distribution of sporadic 

radiants specific to that source. 

A set of typical results of this fitting procedure presented in figures 3.2 and 3.3. The 

top contour rate diagram for each figure represents the observed rate pattern throughout the 
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year while the bottom diagram represents the least-squares fit. As previously mentioned, the 

binning chosen eliminated all but the strongest annual showers. To ensure that the source 

strengths found from the least-squares fit accurately represented the sporadic background, 

the showers which were obviously present in a given years data were "masked" by including 

that shower as a seperate source along with the sporadic sources in the fitting routine. As a 

result, the activity from the shower is essentially eliminated leaving only the sporadic 

contribution. 

In general, considering the simple model employed to represent the sporadic 

background, the fits are remarkably good. Virtually all regions are matched to better than 
10% of the observed rates and most are better than 5%. The diurnal characteristics are correct 
in that a low in rates are seen from each location near 18h local time with peak rates in the 

early morning hours (roughly 06h local) in agreement with other studies, employing radio, 
visual and photographic methods (Lovell (1951), McKinley (1961), Millman and McIntosh 
(1963), Vogan and Campbell (1957), Stohl (1968) and more recently in Mawrey and 
Broadhurst (1993)). The effects of showers as intensely localised (both diurnally and 
seasonally) increases in rates are apparent from both sites. 

Specifically, the Springhill data are heavily contaminated in June (1-90°) by the 

daytime Arietid-( Perseid complex of streams. These are lcnown to be the strongest radio 

streams, being among the first ever recorded by radar methods (Almond, et al., 1952). Lesser 

contamination also occurs for the Geminids, Orionids, and Perseids. Very intense and short-

lived activity fi-om the Leonids is also apparent in 1966 and to a lesser degree in 1965 due to 

meteor storm outbursts. 

The Christchurch data suffer principly from a shower with activity in 

December/January found to have a radiant near (210,-5). Note that this radiant was found 

purely by trial and error, attempting to fit the observed rate patterns with an appropriate 
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collecting ffinction and may represent activity from any one of the ecliptic showers active at 

that time. Other studies have suggested this is activity related to several small streams called 

the Vela-Puppid complex (Ellyett et al., 1961). Lesser contamination occurs for the 8- 

Aquarids in July and Geminids in December. 

Table 3.2a Variation of the apparent source strengths for the 

Ottawa radar ( x 10' lcni2 / hr) 

Source 1959 1960 1963 1964 1965 1966 1967 

AH 9.27 10.4 9.0 11.0 8.6 10.7 12.0 

H 7.17 6.4 10.7 13.3 10.7 13.5 12.8 

NT 3.26 5.1 5.4 4.3 3.4 4.7 5.9 

ST 

NA 

SA 10.5 7.6 14.3 5.6 7.4 13.3 16.2 

Table 3.2b Variation of the apparent source 

strengths for the Christchurch radar ( x 10' cm2 / hr) 

Source 1960 1963 1964 

AH 9.0 15.9 12.7 

H 7.6 12.0 9.7 

NT 

ST 4.9 4.1 • 4.0 

NA 

SA 7.9 12.3 9.5 
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By removing the effects of the major showers we have been able to fit the observed rates well. 

The variation in the source strengths are given in tables 3.2a and 3.2b above, while table 3.3 

below shows the mean realative streangths of the sources expressed as a percentage of the 

total. There is appreciable variation fi-om year to year which may be the result of atmospheric 

processes which affect the detectability of echoes (Elford, 1980). Very large changes in the 

annual detectable meteor echo flux have been observed on several occasions worldwide 

(McIntosh and redlman, 1964; Lindblad, 1978). This suggests a future refinement of the 

model would have to include prediction of the neutral atmosphere temperature profile which 

affects the initial train radius and rate of diffusion of the trail and hence the percentage of 

detectable meteor echoes. 

Table 3.3. The relative strengths 

of the sporadic sources expressed as 

a percentage of total flux. 

Source Relative strength (%) 

Antihelion 35 

Helion 35 

North Toroidal 7 

South Toroidal 7 

North Apex 0 

South Apex 16 
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3.4 Flux Estimates. 

We can combine the fluxes due to each of the six sources to derive the average flux 

of sporadic meteoroids incident on the Earth's atmosphere and so perform another check on 

the acceptability of the sporadic radiant model. In doing this two key parameters must be 

defined: (i) the limiting size of meteoroid visible to the radar and (ii) the total flux at that 

meteoroid size corrected for observational bias. 

We calculated the limiting sensitivity for both the Christchurch and Springhill system 
using the published information on transmitter power, wavelength and pulse length.. The 
minimum detectable power was found by assuming the receivers were near optimally designed 

so that the receiver noise could be found from the system bandwidth (inverse of the pulse 
length) as given by McKinley (1961). The minimum detectable line density was then talcen as 

10 db above noise level (cf. Keay and Gray, 1963). The radio magnitude for a meteor with 

electron line density q (m 4) is defined as (McKinley, 1961): 

M, 40 - 2.5 log(q) (3.3) 

and this corresponds to Mr — 6.8 for Springhill and Mr — 8.6 for Christchurch. These values 

are in general agreement with those derived for the same systems by McIntosh and Simek 

(1980) as —±7, and +8.2 for Christchurch (Elford, 1967). Note, the latter reference used an 

incorrect gain pattern for Christchurch,  hence the disparity. 

To determine the true absolute flux from the values given by the source strength 

(these are really apparent fluxes), we must ensure that all meteors of this limiting magnitude 

and brighter are included in the cumulative sum. 
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Table 3.4. The various meteor-radar systems 

Radar Wavelength (m) Limiting magnitude Reference 

Christchurch 4.32 8.6 Ellyet & Keay (1963) 

Ottawa-Springhill 9.17 6.8 Neale (1966) 

Harvard 7.30 13.7 Elford et al. (1964) 
Kharkov 8.00 10.0 Lebedinets (1964) 

Jindalee 30.00 15.3 Thomas et al. (1988) 

Ottawa/Elginfield 6.00 6.7 Jones & Webster (1992) 

We have listed in table 3.4 the relevant parameters of several other meteor radar 

systems which have been used to measure the fluxes of sporadic meteors. Note that to derive 
apparent fluxes, each author had chosen an appropriate sporadic radiant distribution model. 
For all systems listed, with the exception of Kharkov, the sporadic flux models were early 
versions of the present model, generally based on either the work of Hawkins (1956) or 

Elford et al. (1964). To compare the flux curve derived from the radar-meteor data over the 
magnitude range +6.8 < M, <+15.3 given in the table, model meteoroid flux distributions 

derived from spacecraft dust detection experiments, zodiacal light measurements and impact 

studies are presented in Fig 3.16. The data are from Grün (1985) and references therein as 

well as from Cour-Palais (1969) for the NASA standard meteoroid flux model. These sources 

list fluxes as a fimction of mass - hence a conversion to e,quivalent magnitude as the 

meteoroids would appear in the atmosphere is needed. In all cases a mean sporadic velocity 

of 40 lanis was assumed in accordance with other work (Thomas and Whitham, 1988, Lovell, 

1952) and the magnitude mass relation of Verniani (1973) which was derived from data in the 

magnitude range 6< M,.< 10 was used. In fact, this relationship between magnitude and mass 

seems valid over a wide range (cf. JacChia et al., 1965 for -4 < Mr  < 2 and Duffy et al., 1988 

for 3 <MT < 6 which are all very similar). It is very apparent that the aggreement of the raw 

radio-meteor data is poor agreement not only with the non-radar observations but it also 
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appears to have poor self consistency. 

For many years it has been lcnown that an important observational bias in this regard 

is due to the attenuation of the echoes as a results of destructive intrerference arising from the 

apreciable initial train radius. Recent work has shown that this effect is very significant for 

radars operating above —10 MHz (Olsson-Steel and Elford, 1986). This bias was first 

recognized by Greenhow and Hall (1960), who studied the effect quantitatively by looking 

at the height distribution for three identical radar systems operating at different wavelengths. 
They found that at a wavelength of 17 m only 40% of the meteors were detected; at 8.3 m 

only 8% and at 4.5 m only 1.5%. It is easy to make a correction for the effects of initial train 

radius by interpolating between Greenhall and Hall's estimates of the fractions of meteors seen 

at different wavelengths. By applying the corrections from Cxreenhow and Hall and the 
additional small correction for differences in the limiting sensitivities suggested by Jones 

(1983) it is possible to estimate the true fluxes of each of the sources and thus we obtained 
the results presented in Fig 3.5. It is apparent that the agreement between the fluxes obtained 

from radar-meteor studies and those detennined independently by other means is now 

excellent. Note that the points for Christchurch and Springhill derived from this work 

represent the average summed source strengths over all years where observations were 

available. The errors for these two points are the same size as the symbols. Note that 

decreasing the mean velocity in converting the flux curves from mass to equivalent magnitude 

shifts the curves to the right and vice versa. It will also be noted that we have included the 

data from the Ottawa-Elginfield link and it is evident that this is also in excellent agreement 

with the other observational data. 

Linear regression applied to the corrected fluxes from the radio meteor data yields a 

value for s of 2.08 ± 0.10 in agreement  with the value of 2 chosen earlier for the calculation 

of the collecting area for the sporadic sources. 
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Finally we provide a recipe for calculating the expected the echo rate for a given system: 

(1) From the limiting sensitivity estimate the total flux of meteoroids detectable with a perfect 

(very long wavelength) system. 

(2) Interpolating between Greenhow and Hall's data for different wavelengths estimate the 

fraction of meteors that would be detected at the wavelength used by that particular system. 

(3) Using Table 3.3 above calculate how the total flux is apportioned between each of the the 

sources. 

(4) From the reponse function of the system calculate the composite echo rates due to each 

of the sources. 

With this information it is possible to predict the average echo rates over time of day and time 

of year for any VHF mid-latitude meteor-burst system. It should also enable the location of 

the "hot spots" on the echo surface to be determined theoretically. 
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