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I.  INTRODUCTTION -

Foreéésting is not'new to the telecommunications industry; in'thac _
'iﬁdustry, like any other, producers must plan ahead, and this involves in
some way forecasting suchivariablés és future demana for telecomiunications
equipment and its feSponse to price.changes,lfuture usage of existing equip-
ment, future costs of cépital and 1abor,.etc. What is new is that planﬁers
are beginning t& base ‘their forecasts on more quantitatiﬁe and (we hopé) moTre
reliable methods. In particular, forecasts based oﬁ simple éxtrapdlations of
intuitive "finger 1n the'wind" methods are being.replaced by forecasts based
»6n empiriéally estimated models. | |
Why use models to make forecasts? All forec#sﬁé Are in effect based on
,rsome kind éf model, expliéit or otherwise. . Suppose one %anted to forecast
future installations of telephone‘équipﬁent.' One might.make an "intuitive"

forecast of a 5 percent growth in installations over the next year, and this

might be based on the bellef that expected growth in GNP and in residential and

business construction, with relative constancy in equipment prices, will yield th:l

“kind of demand growth. ' In effect, such an intuitive forecast is based on an

implicit model, since one variableA is being implicitly related to other variables l

Even an "intuitive" forecast of 5 percent growth based on an average of annual
growth rates over the past ten years -in effect relies on an implicit model -
basically an extremely simple time-~series model that ektrapolates'past trends

into the future.




o

There are considerable advantageé,_however,.to~constructing e;glicit
'models for forecasting purposes. Model building forces the individual to

Athink cleariy abouﬁ'and account fpr'all the'important interxelationships

’~involvedAin a problem. The reliance on.iﬁtuition~can be dangerous at times

because of the possibility that important.:elationships will be ignored or

- improperly used. In addition, it‘is important that individuai relationships

be -tested empirically or validated ih some ﬁay 6r another. Unfortunately,
this is usually not done when intuitive forecasts are made. 1In the process
of building a model, however, the individual must test or'validaté not oniy

the model as a whole, but also tﬁe individual relationsﬁipsgthat make up the

" model.

" When making a forecast, it i1s also important to p:ovide a statistical
measure of -confidence to the user of the forecast,.i.e. some measure of how

accurate one might expect the forecast to be. The use of purely intuitive

~ methods usually precludes any quantitative measure of confidence in the resulting

forecast. The statistical analysis of the individual reiationships that make up

é model, and of the model as a whole, makes it possible to attach a measure of

confidence to the mode;fs'forecasts. We will discnss-tﬁis issue of forecast

confidence in more detail later, but for now we simply point out that it provides

-an iﬁportant édvantage'for‘the use of explicit models.

Oncé a model has been ¢onstructed and fitted to data, a sensitivity analysis
can be used to study many of its properties. In'particular, the effects of small

. changes in individual vafiables in the model canvbe evaluated. For example, in -

the case of a model that describes and predicts ihétallations of telephone
\ ' T

. equipment, one could measure the effect on installations of a change in interest

rates or GNP. This type of quantitative sensitivity study, which is important -

both in understanding aﬂd in using a model, can only be done if the model is an

explicit one.
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. ZTvpes of Models. ' -, - - L S _ ' 7

- There are'three general classes of models that can be constructed for '

p zposes of foxecasting qnd analysis. Each involves a different degree of

model complexi y and structural explanation, and each preSumes a d1fferent-'

level of comprehenslon about the real world processes that one is trylng to
model. The three classes of models are as follows: -

A, Time-Series Models. -In this class of models we presume to know nothing

about real world causal relationshlps that affect the varilable we are
‘trying to forecast. Instead we examine the past behavior of a tlme~series"
in order to infer someth 1ing abOut its future behavior. The time~series
model used to produce a forecast might involve the use of a simple linear
A.extrapolatlon model, or ‘the use of a more complex stochastlc model for
adaptive forecasting. , .

‘One example of the use of time-series analysis would be the simple
extrapolation of a past trend in predictlng population growth, Another
Aexample would be the development of a complex linear stochastic model to
forecast passenger loads on an airline. Models such as this have been

‘ developed and used to. forecast the demand forvairline capacity, seasonal
telephone demand, the movement of short-term 1nterest rates, as well as
other economic varlables., Time-series models are particularly useful when'
little 1s known about the'underlying process ‘that one is trying to forecast.
The limited structure in time-seriles models makes them most reliable only in

the short run, but they are nonetheless rather useful.

B. Single—Eduation Regression Models. 1In this class of models the variaBle

under study is explained by a single function (llnear or non-linear) of
explanatorylvariables.' The equation will often be time-dependent (i. e. the
time Index will appear explicitly in the model), so that one can predict the
response over time of the'variable under study to changes In one or more of
. the explanatory variables.v ' '
‘An example of a single-equation regression model might be an equation

. that relates a particular variable, such as’installations of telephone equip-

ment, to a set of explanatory variables such as GNP,_a price index of telephon

equipment, a rate of dInflation, etc. . . , S : o7




:'Ful -Eauat fon Slmulafiou Models. Iu this class of‘modéls the variable %b

‘be studied may be a function of several explanatory variables, but now these

explanatory varlables are related to each ouher as well as to the variable

~under study through a set of equations. The construction of a simulation ..

model begins with the specification of a set of individual relationships,
each of which is”fitted'to available data.‘ Simulation is the process of
solving these equations simultaneously over some range in time.

An example of a multi-equation simulation model would be a complete_‘

model of the demand and supply of telephone equipment. Such a model migh

contain equations that explain the cost of production of equipment, the
supply of equipment as aﬁfuuction of priue, demand for equipment as a func-
tion of price, GNP, and other variables, and changes in the stock of equip-
ment. These endogenous variables would be related to each other and to
other exogenous variables (such as GNP, the consumer price index, interast ,
rates, eté.), through a set of linear or non—linear.equations. Given assump-
tions about the.fu;ure behavior of the exogenous yariables (i.e. those -

variables defermined outside of the model), one could simulate this model

- into the future and obtain a forecast for each of the model's éndosenous

variables. A wodel such as this can -be used to analyze the 1mpact on the

- industry of changes in external economic variables. = : .

Multi—equation simulation models presume to explain a great deal about
‘the structure of the physical process that is being studied. Not only are ‘
individual relationships specified, but the model accounts for the interac-
tion of all these interrelationships at the:same:time. Thus, a five equation
simulation model actually contains more information than the sum of five
individual regression equations; The model not only explains the five
individual relationships, but 1t also describes the dynamic structure implied

by the simultaneous operation of these relatlonships.’

How does ona choose which type of model.to construct? The cholce can be a

difficult one, involving tradeoffs among time, energy, cost, and desired forecast

precision. The'construcfion of a multi-equation simulation model might require

e

- large expenditures of time and money, not only “in _terms of actual_work, but also

-

in terms of computer time. The gains that result frum this effort might Include



.may be extremely difficult.

- Single-Equation Regression Models.

‘block'of the multi-equation simulation model, and the statistical techniques

a better understanding'of the relationships and structure involved as well

6 .

; ) . , .
PP R

as the ability to make a better forecast. However, in some cases these
gains may be small eﬁough so that they are outweighed by the heavy costs
involved. Because the multi-equation model necessitates a good deal of

knowledge about‘thé process being studied, the counstruction of such models

little or nothing is known ébout the determinants of the variable being
studied, when a 1afge number of data points are'available (thus méking some .

kind of statistical inference feasible), aﬁa when the model 1s to be used
largely.fqr shott—term forécasting.l Given some Information abouﬁ the brocesses
involved, however;'it‘m;y not be obvious whether a.time~series modgl or a |
single equatibn regresion model is preferable as a means of forecasting. It
may be reasonable for é_fqrétaster to construct both types of moéels and compare
their relative performances. Or, as we will discussilaﬁef, a time-series model

can be constructed as part of a single equation regression model or multi-equatio

simulation mo&el.

Since all of these models are importént in terms of their potential applica-

tion to forecasting in the telecommunications industry, we will discuss each of

-~

them in somewhat more detail.

Much of the substance of modern econometrics is based on the construction
to ' ’ \

and'testing of single-equation models. The single-equation regression'model is’

probably the most widely used model for forecasting,;it is the basic building

used in its estimation are basic to time¥series modeLs as well;"

n " - G 0N N & .
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The comstructi ion of a siﬁ*ie~equation regression model begins with the

i l

a;ecixic tion oi a relatioﬁsnip between a deneﬁdenL variable and a set of

iﬁdependent v riables. The rclations&ip need- not be linear in the variaoles

themselves, but it is usually linear in the unknown parameters that are to

- be estimated.- For example, we might specify the foll owing-relationship between‘

sales of telepﬁone equipment S, GWP an average price index of equloment P, a

‘Tesidential construction index C, and past sales:

log S, = a, + allog GNP__; f'aziog P, + azlog C, + a,log 8., (1)

The.idea here~is;that sales depends éiiectly'on_not onlyicurrent but also.past
values of GNP, price, and construction. The introduction of the 1agged'sales
variable imposes a long geometrically declining lag on the relationship between
sales ano the other independent variables. Logarithms are taken sincc it is

believed (for purposes of this example) that the relationship between percentage.

_changes is the same for every level. of the variable. -.

The next step is to estimate the unknown parameters a , and a

0* f1r %20 @3 4
This 1s usually done using a varlation of leést-squares estimation. The idea is
to choose the parameters so as to minimize the sum of the squared differences

between .the actual data points (for the dependent variable S) and the predicted

values from the regreséion equation. We will not go into the details of this

_ technique here, as it is rather étandard, and used not only in econometric appli-

‘cations but also in'other statistical applicatiouns.

lModels'that are non-linear in the parameters are called inherently non-linear

More complicated estimation techniques must be used to fit these models. to data, .
and the statistical testing of these models is likewise more complicated. Inherentl;
non-linear models can be constructed, however, and their use is becoming more pre-—
valent as computer capacity becomes more avallable for thelr estimation.

IR T L L T T . . Ce . e Cowmee s e el pres ot ey e
| Ve
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We should"point out that the use_of_ordinary least—squares estimation,

implles certain assumptiois about the equation to be estimated and the

implicit erroriof{the equationiw Clearly no regression equation will be.
sufficient to;explain allﬂgflthe”variation in e:dependent varianle; tnerei
'are_always‘some factorsvthat are:not included:or:thatjcannot be,included
 because data does not extat. . For example, it may be that sales of equipment
‘are also dependentgonmthegyeather (which.cannot;be predicted), people's noods"
(which cannot be measured), and other variablesvthat we have failed to take

into ‘account. All of ‘these unexplained effects can be summarized in the form

of an implicit additive error term for the regression. In order.to obtain

unbiased and efficient _estimates of the parameters. (i.e. estimates‘which on

R I R

the average can be expected to.equal the true values of the parameters, and

estimates that have the smallest possible variance),'certain assumntions regard—-
ing the statistlcal properties of the impliclt error term and its relationship . '
to the independent variables must hold. Again, ye do not have the time- or space

’LO go into those assumptions here, but suffice 1t to say that in many cases wherel
thoseassumptions‘_fail_ to hold_,,.’_alternative e_sti_nation procedure_s can be used to |f

yield unbiased and efficient estimates of the parameters.

Once a model has been_estimated, we would like;to“attach some quantitative
measures to its.validity. In testing a single;equation_regression model, we are.
interested inAthe statistical significance of the individual estimated coefficien
and the significance of the equation'as a nhole-A étandard errors can be computed
'lor the indlvidual coefficients, and tnese indicate the variability of the esti-

mated values of the coeffic1ents from the true values i e.-they provide a measur

of f1t for the individual coeffi01ents. In addition, we can obtain an estimate

o

of the standard deviation of the 1mplicit additive error term, and we call this




the standard errorvof the regression..cfhe standard error of the regression
and the standard.errors:of the indiuidual'coefficientsvare used to determine
confidence intervals on forecasts generated from the‘equation. Again we will
not oo into the details of computing standard errors and otner test statiotics
at this point; it is>standard material that can be found in most textbooks on

econometrics.

Once a single equation regression model has been estimated and statistically

- tested, it can be used to forecast future values of‘the dependent variable. We

can distinguishibetneen tno types of forecasts-generated by'a model; ex post .
and.ex ante.. Both forecasts predict values of the dependent variable beyond
the time period over which the model was estimated but in the ex EEEE case the
forecast perlod 1s such that observatlons on_both endogenous variables and the
exogenous explanatory yariables are known with certainty. lhus,:ez_pgsg_fore-'

casts can be checked against existing data and provide a means of evaluating a

' forecasting model. An ex ante forecast predicts values of the dependent variable

beyond the estimation period, using independent'rariables which nay or may not
be known with certainty, depending on the nature of the data and the length. of
the lags associated with the explanatory variables._'

We may also distinguish between conditional and unconditional forecasts., In

an unconditional rorecast, Values for all the 1ndependent variables in the fore-

casting equation are known with certainty. Any ex Rost forecast,is, of course,

(-

an unconditional forecast but ex ante forecasts may also be uncondltional.

Suppose, for example, that for some industry,.monthly sales, S, -are related

_linearly to two variables Xl and Xz,-but'with:lags ofithreelmonths and four months

resbectively: . - : S ‘ . Zf;;

8(t) = Aéo +'.al‘xl(t—3) + a X, (t=4). e
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If“t&e'cbetflctents of tnis equation were estimated the‘equation could

'be used to proauce uncondi ;onal forecasts of S one month two moaths, and

th ree moqths 1nto the tutu:e.

In a conditioaal fcrecast values for one or more independent varlables

are not known with certainty, so that guesses (or forecasts) for them must be

" used to produce the forecast of the dependent variable, If we ’wanted to use

the equation above to forecast § four months into the future, we would also .
have to forecast Xl one month into the future, making our forecast of S condi- l
tional upon our forecast of Xl' Of course, if the right~hand side of the (
forecasting equation contained no lags, e.gv. if 1t was of the form l
S(t)=a0+aX(t)+aX2(t) ) l
then every ex ante forecast..geneérated by the equation would be alconditi‘o‘nal .
| forecast.

Of course after making a forecast we would also like to have some measure

of forecast -accuracy, 1.e. a margin of error to attach to the forecast. Such

a measure is the standard error of forecast, which is an estimate of the standard
deviation of the forecast error, and provides a confidence boux_id for the forecast
We will discuss the computation and use of the standard error of forecast after

we describe multi-equation models and time-series models.

Mutli-equation Simulation Models.

,explain the interdependencies that may exist among the independent’variab‘les‘
themselves, or how these independent variables are related to other variables.

© In addition, the single equation model explains causaiity in only one direction;

One problem with the single equation regression model is that it does not - l
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i:e., independent variables detefmine.a &ependent variéble, but thé%e is
no "feedback";;el§;ionsﬁiggbanQan,theVdepeq@énggvé;iaﬁ;e‘ahd the indepegdent'
variables. Multi-equation .simulation models,: on .the the# hand, allow us to
account sigpltanebuqiy for .all of ﬁhe intefrelationships between a set of
variables. Often these models consist of é‘sgt of regression eqUations which,
after having begngeétimated,‘afg,solved.simulféneouslyﬂpﬁ § éomputef. However,

some of the eggatignsl;hggﬂgpmprise a simulation model might not be estimated,

“but mightwbe_aggguntinggiqen;ities,'o: even behdvioral 'rules of thumb' that

specify how particular variables will change under different conditions.
Since -many, if not-all, .of the equations that comprise a multi-equation
simulationimodalhqrg thémsglvgé_sing1e4equation regression quels, the methodo-

logical issues discussed gariier'alsoﬁapply here. In addition, however, there

+are two sets of methodological issues that are of particular relevance to

multi~equation simulation models. The first set of issues has to do with some

particular problems that arise in the estimation of these models. The second

set of issues has'to do with the dyﬁaﬁic stru;turerf.the models, i;é. the
dynamic behavior thgﬁ_arises from the ﬁumeroﬁs feedbaEk‘loops that arise when
individual'equations are solved Simultangougly over timé. |

| Methodoiogic;lrissues'in estima;ion-éfise for two éeasons. First,kin a
multi~equation mo&élithéré is a éﬁéstioﬁ éb0;£ whether or mot individual equations
can be identified;”i:e,-wﬁether the sfructure"of'the modei allows for estimation
of the equatioﬁs' parameters, even if there is plenty of.daté available. To
illusfrate this problem, consider a model that'consists-qf two equations, one

that relates quantity supplied to price:
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Since suoply must always equal demand, all of the data will represent the .
| ersection of the two. curves (supply curve and demand curve) represented‘j4'
- by these two equations. Both equations will be unldentified, so that even if

data is available for price and quantity, it will not be possible to estimate

the parameters ans al, bO’ and bl' If, on the other hand, Supplj depended on

an additional vaciable C (a cost index), and demand depended On- an additional

variable Y (per capita income) then our equations would be given by

. .8 . L S U
Q a, + alP +-a2C E S e - (6) |
and ‘ _ _ll
Q® =b. +b.P+b.Y | PR 7 T
- 70 1 2 . S S ll
and both equations would now be identified. Movements in the varlable C would : f

cause the supply curve to trace out the demand curve, by moving along the demand

curﬁe over time. Similarly, changes in the variable Y would causeﬂthe demand

curve to trace out the supply curve over time. Thus, if data were,available

for Q, P,.C and Y it would be possible to estimate all of the parameters of'the

phurt

equations. The set of methodologlcal techniques assoclated with the 1dent1f1cati
problem makes. it possible,to determine whether or not indiv1dual equations are

-

. identified.
The construction of a 31mulation model involves much more than simply putting
together several indiv1dually estimated single equations._ When indiv1dual
regression equations, which may fit the historical data very well, are comblned
to form a simultaneous equation model, gimulation results may bear little resemb—

lance to reality. The difficulty arises because the construction of the simula-
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LiOﬂ model often involves understanding tne dynamic structure of the system

e Cha wadoonen

that results when ind viaual equations are combined, and this may not be a

etraightforward process. The second set of methodological techniques have
to do with analy21ng the dynamic structure of the ‘simulation mouel, and using
that analysisﬂto modify tha model so that it_provides“a better representation
of the real'woridfldéinceﬁa;simuiation'model"is basically a.set of difference
gquations thatbare:solved§sinuitaneously, theinethodological'techniques (which_
uere deVeioped some*time agoiby‘mathematicians‘and engineers) basiCally provide
WaYa of studying the characteristics of difference equations Solutions.-

E As is the case” with a S1ngle equation regression model before a simulation
model 1s used ﬁorfforecasting.one must be able to evaluate it and compare it to

alternative models of the same physical process.’ Model validation and testing

s more complicated for a‘simulation model than it is for a single-equation

regression model. One can begin, as in the single—equation case, to look at

" the set of available statistics (standard errors and the llke) for each indivi-’

dual equation to make a judgment about the goodness of fit of that equatiom.

However, in a 51mulation model each individual equation may have a good statis—

tical fit, but the model as a whole may do a poor job in reproduc1ng the h1stor1ca1

data. The converse may also be true;- the indlvidual equations of a simulation

" model may have a poor statistical fit, but the model’ when taken as a whole may

reproduce the historical data quite closely, Thus, additional criteria must be

used in the evaluation of simulation models. Usually these criteria involve

~

~statistics that describe the simulation performance of the model under difrerent

(A

’conditions. A typical statistic is the root-mean square (RMS) simulation error,

-+ which is. given by
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where Y_ = simulated value of Yt

simulating the entire model over some historical time period. These RMS

'.Cime—Series Models,

RMS errof_

-t S ®

t ©

Y, = actual '.izgiué:’of Yt

ot e

T = numper of periods in simulation.

RMS errors can be computed for each endogenous variaBle of the model by

errors, together with the individual equation' stati.stics, can be used to
evaluate the model as a whole. Other criteria involve the ability of the model l

to pick up turning points in the data, i.e. a sudden change in the historical

data, and, of course, the ability of the model to produce small errors in an I

l '

A time-series model is quite different in nature from the single-equation l

‘ex post forecast.

and multi-equation models des_crib.ed above. In a time-series model we do not

predict future movements in a va}:iable by relating it to a set of other variable.!

in a causal framework; instead we base out predictions solely on the past l

behavior of the variable and that variable alone. Cbnsidex‘, for example, a data

series y(t) representing the hi,storic.al performance of some economic variablé, l

-~

e.g. a production index, or perhaps the daily sales volume for some commodity.

~ We may or may not be able to explain (based on economic theory, intuitive reasonl -

ing, etc.) why y(t) behaved the way it did. If.y(t) represents the sales.volume.l:.'
some good, for example, it may have moved up or down partly in respomse to

c‘;lang;c_s in prices, personél income, and interest fates (or so r;ve. might believe.).l
However, mﬁch of its ﬁovement may have been due to féctors ﬁhat we may simply noi

be able to explain, such as the weather, changes in éons_umer taste, or simply

seasonal cycles in consumer spending. S . ' . _ l
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errors that are so large as to make most of the estimated coefficients

L

It way de‘diffibult_or imposseule to expxain the: movement of y(t)

thﬁouoh the use of SLructnral model il.e. by relating it explicitlj to -
. ‘other economic va~iablea. It may be that data are not-available for Lhose

.cxplanatory varmables which are believed to affect y(t), or if data were

available, the estimation of a reoression model might result in etanoard

statistically insignificant so that forecaet confidence intervals would be
unacceptably 1arge. Even if we could estilmate a statisticallﬁ significant
regressien eéuation-for:y(t), the result may not be useful for foreeasting
puxposes, To obtaln a -forecast for ;(t) from a regression equation, those
explanatory varlables that are mot lagged must themselves be forecasted, and
this may be more difficult'than forecasting y(t) itself. The standard error

of forecast for y(t) with future values of the independent variables known may

be small (if the regression equation fits weil), but the forecast error for'

the independent variables themselves may be so large as to make the total fore-

cast error for y(t) too large_to be acceptable.
Clearly, then, situations may exist where it is impossible ox undesirable

to "explain" y(t) using a structural model, and we might ask whether there

is an alternative means of obtaining a forecast. Are there ways in which

we can observe the data series for y(t) and draw some conclusions about its past

behavior that would allow us to infer something about its probable future behavior’

For example, is there some kind of overall upward trend in y(t) which, because

"~_it has dominated the past behavior of the series,‘might dominate its future

- behavior? Or does the series exhibit some kind of cyclical behavior which we

could extrapolate into the future? If some kind of systematic behavior of this
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" other variables, but does replicate its past behavior'in a way'that mightl

"‘accounta for patterna in the past movements of a Darticular variable, and uses

that information to predlct future movements of the variable. In a sense a

~ linear time-seriles model is the mixed auto-regressive moving average model,

- which is represented by the following equation:

-where

- 1l.e. a weighted average of current and lagged values of a random error term.

;The ‘estimation of the parameters of this equation is somewhat difficult, since

16

type is present, we-can attempt to comstruct a model for the time series

which does not offer a structural explanation for its behavior in terms -of

help us forecast its future behav1or. on tnis basis the time-series model

time—series model is JuSt a sophisticated method of extrapolation and yet it
may often provide'a very effective tool for forecasting.

Most of the modelstthat we work~with belong to the class of:linear;time- ‘
series models introduced by G.E.P. Box and G.M. Jenkins that have recently |

found wide application to economic and business forecasting.2 The ﬁcst basic

T

'yt;l,;..,yt;p are the autoregressive terms, § represents the mean value

. of the series, and the remaining terms represent a moving average error process,

it involves the use of a nonlinear estimation process. However, glven the

availability of a computer facility and the appropriate software, estimation ‘

- does not impose any particular problem.

In order for the above equation to be a valid forecasting tool, the time-

.series to which it ‘applies must be stationarz. This means that the mean value

. of the series, and the expected variation around that mean value, should be the

2 e _
““These models were introduced by Box and Jenkins in their book, Time Series

Analzsis (San Francisco, Holden—Day, l970)
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53ma at 61j PO;ﬂt in tlme. Most economic variab as violate this condition.

o : ,
3

of st tationarity, sinc tﬁey Leﬂd ‘to grow ove& time \so that the mean value

ig an 11credsing function of time). Time-series models can, however, be

uatructed ror non—stdtionary serles in most cases. To do this, the time

" geries is f*rst diFferenoed one or mere tlmes, i e. we const&uet a new ser;es‘

w, fro
. from

w, = Ay, =y, = y;_l,- o ; : - ‘A: _ - (10)
Convenient tests can be used to deter@ine whether wt_ie's;e;ionery; if‘it ;e
not, then the series Ve is differenced and the process islrepeated until a
stationaryvseries results. An autoregressive moving average model can then
be constructed for the stetionary series.' This modeliis then used to produce
forecasts, and the forecasted series is integrated (i.e. summed.up one or more
times) to yield a foreoast of the original series Veo |

Time-series models‘have already found considerebleIapplication~to fofe—
castiuo in tﬁe telecommunications induetiy.‘ In one recent example, time—series
models were constructed and used to forecast the 1nward and outward station
movements of the Wisconsin Telephone Co. using monthly data from January 1951
to October 1966.3 Inward and'outﬁard station'movements in eny month simply
represent the number of telephone installetions or disconnects respectively.
TheAproblem of obtaining forecasts of station movemenee is rather Important to
the telephone industrf; since these‘foreoasts ;fé used as fundameotal inputs for

both short and long-term company planning. The difference between inward-and

outward station movements represents the net increase (or decrease) of»ﬁelephones

" in service, so that an expected positiQe difference would lead to a sequence of"

~See H.E. Thompson and G.C. Tiao, "Analysis of Telephone Data: A Case Study of
' FTorecasting-Seasonal Time Series," Bell Journal of Economics and Management

« ~ Ce . PERRNE) T . 2.
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in the ’supply of teélephones and associated facilities, while overestimating it ' ‘

e
9]

capital expenditures. Undete_stimating the -difference might create a shortage

would result in a premature expansion’of facilities and thus added cost to the
company. In this study it was demonstrated that time~series models could. - I
provide better forecasts of the difference between inward and outward station ! ‘

movements than had been .possible earlier.

One very interesting application of time-series models is in combination ‘ ':
with a single—equation regression model. Suppose,vfor example, that we would
like to foiecast the variable Ve using a regression model Presum'ably such a l :

model would include all those independent varlables that could provide an .

-\-

explanation for nobements in'yt. Let us suppose that the best regress1on
.model contains two independent variables, Xy and xz,,as follows.
Ye = 3, + alxlt ay%,, * € . "‘i l ' .”;;:, i:  (11}

ﬁote that,tbisbequation has an inplicit additive‘errot;tetm thatiaccounts,fot
unexplained variance.in Vs i1.e. it accounts for that part otvthe variance of
yé that is not explained by xl andlkz. (As we mentioned earlier, the additive
Aerror tern 1s implicmt in any regresslon model.) The equation can be estimated
_to obtain values of the parameters ags al, and ays and it can then be used to
forecast Ve Howevet,'one source of forecast error would come about from the
additiVe errox term €, whose future values cannot‘befpredicted.

t .

By subtracting'. the estimated values of Ve from the actual values, we can

.caleculate a residual series u, which repr'e'sents unexplained movement in Veo

i.e._ pure noise. One effective application of time-series analysis is to l
construct a time—series model for the residual series ut'IOf the regtession.
would then substitute the time—series model for the implicit error term in the I ‘

original regression equation. -When using the equation to forecast yt we would I |
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‘also be able to make a forecast of the error term €£ using the time-series
. K . 1

model, The time-ser%ég mbdel provides some information as to what futﬁre
valges of € are likely to be; i.e. it helps "explain" the unexplained
variance in the regression equation. The resulting "combined" model is
likely té provide éuch better.forecasts thén the regreséion equation aione,
or a time-series médei alone, sinée it includes a structural (economic)
explanation of that part of the variance of yt‘that'can be'explained struc~-
turally, and a timé-sérigs:"explanation" of that part of the variance y, that
cannot be explaine& structurally. We think that this combined use of time-
series models and regiéssion ﬁodels:could provide an extremely powerful fore-

casting tool for the telecommunications industry.

‘Forecast Confidence Intervéls.

As we sald earlier, it is very impotrtant when prodﬁcing a'forecésé to
also estimate a standard error of forecasts that can be-used to provide a
confidence interval arouﬁd the forecast. Witﬁoﬁg éhis, theluser of the
forecast has no-way of knowing how reliable it 1s likely to be, and how
much "confidence" he can place in it. It is important tHat the "margin of
error" fbr the forecast be-quantitativei& determined. |

In the case of a single equation regression model, the error associated

with a forecast can come about from a combination of four distinct sources.

First, the random nature of the additive error process in the linear regres-

sion model guarantees that forecasts will deviate ‘from true values, even if

. the model is specified corfectly (i.e.’its'basié structure corgectly reépre~

sents the structure of the real world), and its parameter values are known -
with certainty. Second, the process of estimating the regression parameters

introduces error because estimated parameter values are random variables



.1'studies can. be performed to determine the effects”of'alternative.model

"modei).

,'specifications.‘
h:forecast for_timeéseries models.  In the case of a time-series model, sta-
correctly specified. Given-that it is correctly specified, simple formulas

- can be used to compute a standard error of forecast that takes into account

‘the first two sources of error described above (the third source .of error is

oD
<

which WAy deviate'from the true parameter values. - The estimated parameters

are hnli&ely to equai,tnc true vaiuts of “he'parameters for the model, even

1thou~n they Will (ir they are unbiased) equal those parameters on Lhe average.

Third, in tne case of a conditional forecast errors are 1ntroduced when ',7

.calculated gnesse or forecasts are made for the values of the explanatory

vaaiables in the period in which the fOrecast was made. Flnally, errors may

be~introduced because the model’ specification nmay not be an accurate repre-

sentation of the "true" real world process. This last source of error can

be quite important although it is often ignored in forecasting appllcations.

A set of widely used techniques exists to. compute standard errors of
forecast for a regression-model that take into account the first three

Sources of error.’ We will not describe those techniques here ‘since that

would involve too much technlcal deta11.4, Accounting for specification error

is more problematical; o sim le techniques exist, although sensitivity.

Straightforward techniques also exist to compute standard errors of

tistical tests are also available to determine whether or not the model is

mnot applicable since there are no independent variables in a time-series

The computation of standard errors of forecast is described in some detail -

in Chapter 6 of R.S. Pindyck and D.L. Rubinfeld, Econometric Models and
Economic Forecasts, McGraw-Hill, New York,: 1976

e
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£.'a multi-equ atiOu sxmulation modei the calculation of
standard errors'of.forepast {for each of the endogenous variables of the

model) is mucﬁ more diifieult.; The problem is'that'the'forecast values for

'

‘tne endogenOus var ables are determined not only by the additive error terms

and estimated coefficients of each equation in the model, but also by the

dynamic interaction of the equations when the model is simulated ovexr time.

As a *esult there are no simple formulas that can be used to compu*e stan-

dard errors of forecast for a multi—equation simulation model; However,_an
alternative apptoach aoes exist, and that,is‘stochastic (or, Monte Carlo)

simulation. A stocbastic simulation is performed by specifying, forieach

equation of ‘the model, a probability distribution for the additlve .error -
term and‘:or each estimated coefficient. Vext, a large number (say 50 or lOO)
of simulations are petformed, ane in.eacb simulation values for the additive
error-terﬁs and estinated coefficients are'ehOSen at randomvffom the corres-—

ponding probability distributions. For any particular endogenous variable,

~ the results of the simulation (i e. the resulting set of forecasts) yield
points that trace out a probability distribution of that variable's fore-
~ casted value. Thus theAdispersion of the forecasts about»theit mean value

" can be used to define a forecast confidence Iinterval. We must point out,

however, that this can_be a computatlonally expensive process, and for this

reason forecasters frequently ignore the calculation of confidence intervals

“when working with multi-equation simulation models.
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II.l. THE DEMAND FOR TOCAL. TOLI AND TOTAL TELEPHONE SERVICES*®

*This section draws on a study entitled The Captra Model, for
the Department of Communications of the Canadian Government and
developed by the Institute of Applied Economic Research under
the direction of J.I. Bernstein. In the project A. Anastasopoulos

and V. Corbo participated as consultants and G. Tsoublekas as
researcher. '
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1. Introduction’ '
In thlsisection'We describe the demand characteristics
for the telephone services ofAthe Transtanada Telephone System
(TCTS companies and including Edmonton Telephones). In describing .
the demand, conditions for the systen, we formulate a model whlch

estimates the historical structure. ‘This structural specification

is then utilized to forecast the future trends of the carriers

revenues.

The study of demand behaviour for telephone services is
an lmportant undertaking, because of its role in determlnlng compan]
revenues. Indeed demand systems already exmst depicting the

Canadian telephone lndustry, in general; for example. R. Dobell

~ et. al. [5] and L. Waverman [3{] MoreOVer, their important works

and I.I. Q E. [6]. Our immediate interest is in the general

structural form of the telephone demand relatlons for total, local,

and toll services.

Before proceeding to formulate the module, we must
determine the'appropriate aggregations across economlc agents
(in this case carriers) and commodities (which afe total, local

‘and toll). The demand module dlsaggregates ‘carriers into four

have focused on partlcular demand aspects, as in V. Corbo [4'1, _ '
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categories. We treat Bell>Canada.and.Britlsh Columbia Telephone”'
separately; we~aggregate‘Alberte.Government‘Telephones, Edmonten
Telephones, Saskatchewan.TelecOmmunications and the Manltoba
Telepnone System into one category called publlc companles, we
aggregate Marltlne Telegraph and Telepnone, New BrunSW1ck Telephone'
and‘Newfoundland Telephone into one‘categeryvcalled prlvate'
companies. The;rationale'for thisfaggregation is basedion three
fundamental reasens; Flrstly, BellVCanada and B5C Telephone

are the leaders,'ln terms of market shares, of the 1ndustry and .

SO. are dealt w;th_1nd1v1dually. Secondly the publlc comoanles,

as their name suggests, are government owned whlle the three

remaining companies are privatly controlled. .Finally,;locational

considerations suggest that the western carriers be separated from

" the eastern area. Hence, our transactor disaggregations are derived

from the market share, legal and spatial characteristics of the.

induetry.

Thao oxplication of our work iﬂ divided into thrnc Lurther
sections. In section 2 we develop the theoretlcal framework. and
its rationale, in section 3 we present the estlmated results and

their'evaluation; and lastly we forecast until l98Sithe total, local,

~ and toll demands of the TCTS companies.
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groups. However, because of data limitations, we follow the usual

2. The Theoretical Models

The theoretical basis for the demand model which is
utilized in the econometric investigations is discussed in this
section. The economic theory that we draw upon is,largely the

analysis of the individual household and also from the firm.

In deVeloping the model} thé’first queétion to be
answered is_who afe the_demanders of telephone serVices. Ménifestly,
both households and firms are the demanders, since the teleﬁhone
is a consumption produdt to households and é factor of proéuction
(part of intermediate inputs) to fiims.r'Ideaily, fhen, we woﬁld
desire to construct demand equaﬁioﬁs disaggregated,nqt'only along

supplier and service categories, but, in addition,along demander

route and aggregate the‘household-and'firms"demand for each revenue
category into a single aggregate. We therefore assume that
although the motivations and constraints of consumers and producers

are different the ultimate elements affecting their telephone

service demand are the same.

Individual demaﬁd behavior, accdfding to economic theory,
suggests that given the objedtives of the demanders'(preferences.

for consumers and generally profits for firms), that the quantity

demanded of the,ith service by the kth household in period t (Xk

it)
depends on the nominal income. of the,kth household in period t

(Yt), the price of the 3 th service in period t (P,,), and the

- w uE =

b

-y
,

2
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price of other commodities demanded and supplied by the household -

(Pjti j=1,...,n and j#i). In a functional'ﬁorm we £ind that,7_
' R _ % : . 'k

(1) i = Bip Preres - Ppp¥y)

_ k.. . Eh . o .. . th
where h,. is the demand function of the i7" service for the k

household in period t.

To deri%e,the aggregate household demand for any
service i, in any;period t, we must sum equation (1) over all o
: ‘ _ A

‘ |

J

households who are demanding the service.

J . ‘
k k
Ehyy (PyoreeerPper¥y)

g
<
i it

(2) - L Xy =
k=1 % k=1

where J is the number of household demanders. So then,

| L H 1 I
(3) . Xit - hit (.Pltl'-o’Pnt,Yt’..o’Yt)‘
here XH = g Xk‘ ana h (P ‘ P Yl YJ)
v it T 2 Tt it YLertc o ter Tt
, gy o k ‘ , - - o
o= kZ hit (Plt""’Pnﬁ’Yt)' Notice that in the aggregate demand
=1 * | S )

function the income terms for each household enter separatély‘ 

and noﬁ as an aggreéate. This»fact £akes into ccnéideration.that‘ o
the distributioh.of‘income-among'houSehblds is not fixed. »If'we

" assume that the distribution of income émOng households in‘any

period of time is‘fixéd‘then we can write equation (3) as,

L L H

0 Xy = By (BrpeeerPpeYy)
. T L o - : :
where;Yt,= E~Yt '1s the aggregate income of the households.
=] . ' : ’
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Moreover,; let us, assume that Lhe for rm of the deﬂand functlon

]

does not depend”on‘the‘time period and SO
H

s ‘ P ")
(5) Xig = by (PrpreePuoiYy

For the producers, uhese demands for telephone services

are derlved, ‘not from ut11¢uy maximization procedures as in. the

case of households, but from cost m;nlmlzatlon techniques. - The

th

guantity demanded of'the,ith telephone service by the 2 firm

in period t (Xit) depends on the nominal income. (since output is

given) of the Zth firm in period t (Yi), the price of the i'th

service in period t (Pit>’ and the price of all other commodities

demanded and supplied by the firm (Pjt;jzl,..;ymvand j#i)"‘Hence

we have A
[ ) . -
Xit haad git ’o-v[P ’Y )

(6) et Ye

Py

where git is the lth_firms' demand function for‘the‘ith service

in period t. Summing over all the firms yielde,.

Fo_ - 1 I
{7) Xit = git (Plt""'Pmt'Yt,’“"Yt)
o ’ ’ 7 I 9 .
where I is the number of firms, X.,L = I X ‘and
, . S Lt 9=1 it
(. p__,yt vhy = k. (®. . Y
Jie WaermerrFppr ety 2 lglt 1 et

Again it is not aggregate output which affects the aggregate
producer demand function for the ith service in period t, but

rather all the outputs seperately which reflects the size and

{‘ f‘ -

- w
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comoosrtlon of outputklevels 'for firms demandlng Lelebhone services.
By assuming’ the output composition is flxed in every perlod and

the demand rphctlops ‘do not change over time we get,

N Foo_ F

To "derive the' consumér and producer demand for the iR

service in period’t’‘we must ‘sum equatiohs (5)"and (8).

(9) Xit - Hi ( lt'--.,Prt’Yt,Y )
— H - B : _ - H ,F - ; .
where Xit = Xit +X.‘Lt ’Hl (Pltr--v-r ! YtIY ) hl (Pl.Er_---antl

Yt) + g, (Plt""fpmt’yt) and so Hi is the aggregate (consumer

and producer) demand function for the i th telephone service.

‘Once again by assuming the distribution of income:
between households and firms are fixed and by letting the prices
of all commodities other than the il service be represented by

a price index in period t (P,), we can write equation (9) as,
A LR : ; »

-~

10 = '
_ H F i,
where Yt = Yt-+ Yt .

Now that we have arrived at the aggregate demand function

for any telephone seerce, we are able to 1mpose the 'a prlorl

‘.-.‘.., Lo O [N

restrictions from economlc theory Economlc theory does not predict



the form of the demand function (H ), but the theory does imoose‘
restrictions on the pattern of price and 1ncome effects in systems
of demand behavior. Firstly, household and firm behavior is such-
that the demand function shouldibe homogeneous of degree zero in
the prices and income. In ether words ,- 1f there is an equipropor-
' _tionate_change in all érices and income then the cost minimizing
producer demand and utility»maximizing~consumer demand do hot
change.v Conseqﬁently) the aggregate demand'is not affectedr"This
result implies that we can.write equation (iO) as, |
(11) ¥ig-= Hy (Pit’yts’

where Pip = PityPt, end Y = Y /P, . The variable pit'is the
relative price of the ith sexvice in peried t and Y is the real .

income in period t.

The second proposition pertains to the nature of the
effects of a chaﬁge in the;relative price and the real inceme on
demand. Economic theoxry states.that if the effect of a ehange in-
yt‘is to increase the quantity demanded’then_it muet be true»that‘
the effect of a change in p. t:Ls to decrease the quantity demanded .
Therefore the negativity condition is;

0% . : . 19X,
if ks 0 then it must be the case. that ~—£E_<
Y, | ‘ S P

o
.

The last restriction, in this context, is the so~called
adding up condition which states that the sum of the proportion of
expenditure on all commodities out of income (6r output) must

equal unity. This means that if p £ Fip 1s the expenditure on the

- e e s m e e o

¢
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17" service and there are r commodities then
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i=1 P'j‘\tx e
Y

This restriction, however, is not as important as the previcus

two because we are ‘aggregating across households and rlrms. The
reason is that,in general,this third oondition~holds for consumers,
but does not for producers,unless their production functions
exhibit constant returns to scale. 'Since the nature of the
production funotionsafortthe prodﬁcers who demand'telephone
services is outside the purview of our study, we shall develop
demand models which do and do not incorporate this last condition.
Moreover, Whethermthis last condition is satisfied or not will

not be a prerequlslte for the acceptance or. rejectlon of a

varticular functlonal form.

We have now descrlbed the relevant features of our

gL

soec1f1catlon whlch are derlvable from the theory, for the emplrlcal

appllc tlons of equatlon (ll) it is ‘necessary to spec1allze the

general form of the demand relatlon and to account for stochastlc

\,

phenonena. ‘
. be

2.1 The Linear Demand Model

The linear demand model assumes that the form of the

aggregate demand function (H.) is linear, so that,-

where e, represents the dlsturbance that can occur because H 'may

t
not be strictly llnear ox there may exist measurement errors in
the dependent varlable and also other mlnor Varlables may have

been omitted from the equation.
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We”mustkéiSO'ﬁind that if’B2 >0 then it shoula be ﬁﬁe
case that Bil<'0::fThisiﬁeans that if increases.in income  tend -
to increase demandtthéncincréases in the service?s'pricé tend
to decrease demahd.‘ It;bears'mentionﬁing that equﬁtionv(lz)
satizfies the hombgeneiﬁy and negativity conditions but does not
satisfy the addingfup restriction. WNevertheless, in light of
the coveat sgtated a£ the end of’sectionlz, concerning the adding-
up condition; the linear model should not be dismissed dutright B

on these éroundé.

2.2 The Double-Log Demand Model

In the double-log modei we begin with the general demand
equation, but instead of assuming that it is linear, we assume that

it is multiplicative,

(13 Xig = 89 Pig Yg o Ug oo

where u_ represents the error term and ao.the.qonstant. By taking

t
logarithms of equation (13) we arrive at,

(14) log *it = 80 +‘Sl log Pig +.82-log Vi + et',

where log oy = BO and log u_ = e, .

The double-log formulation, as in the linear case,
incbrpdrates the homogeneity condition. Moreover,'if»e2 > 0 then .
we should expect Bl < 0. ©Notice that the magnitudes of~60,:81,

and 82 will be different from the linear model but {he;gigns of the

-~ . Ny _ ~ .
- A : ! !
§ E % ) K

™ = s me
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Coefficients:shopi@nbegthegsame. The reason for this is that

we are specifying.an.alternative hypothesis concerning the true

- structural form:and; in this case B, and B, are partial price and

partial income.elasticities rather-than partialkrates of change.

Finally,‘the“dqu}é;lgg equation doeé‘noﬁ;incofporate the adding-
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3. The EmpiricaltResults;;_ _ } o N S R e

" .In' a study of the demand for telephone services, the

‘quantity demanded should be measured in some homogeneous unit such

as minutes of calls. Unfortunately, we do not have data at such
a disaggregatedlievel. Therefore, we used a vafiant of revenue

deflated by its Pprice. Wé took revenue for any service i (including
uncoilectabiesfléince they represent unpaid output) and substracted
from it the indirect taxes associated with that particular revenue

catégory.

The price'indéxes for the total, local,and toll services
were obtained from the Bell Canada Rate Hearings Exhibits L3].
Since we had theseupr;pe indexes only for Bell-Cénada, we assume
that the price index for any category afe in a fixed proportiqn
across all carriers in the industry.' If thisiassumptioh does
not hold then the consequences of the error; in the measurement
éf the indexes, are unknown, with regards to the bias'and'the“
inconsistéhcy of. the estimates obtained in ?hefdemand"equations.
Nevertheless, our‘assumptidn'is reasonable because of the fact thét

Bell is the accepted market leader in the industry. Thus proceeding
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with this assumption, we deflated the current approriate révenues
by the relevant price index to obtain a measure of guantity demand-

ed for any service. '

To define tﬁe relative price regressor we diQided the
price index for any service by the cénsumer'price indexeé of iarge
metropolitan areas, within the region, in Which_the carrier has
the jurisdicfioh-to 0peraté, For Bell Canada, we.cénsidered_
the,weighted average.of'the'consumers price ihaékes for Toronto
and Montreal; for B.C.'Telephoné;‘we used the index for Vancouver}
for the public cérriers, We used the index for Wihnipeg; and for
the private carriers, we used the,weighted average of the'indekes

for St. John's, St. John, and Halifax.

Real income was defined as the sum of the nominal gross
provincial products in which the company has Jjurisdiction, deflated

by the appropriate consumer price index.

In performing our regressions we tried the linear, and

double~log models for all these categories in each company."We

also used ordinary and generalized least squares as the estimation

techniques.' The best results are reported in the following tables

(the sample period for Bell Canada is l950¥l975, er‘all.other carrie

1961~-1975 and the indﬁstry(with Bothe constant}»Bl the relative

price coefficient, B, the real income coefficient, p; and py

refer to the coefficients arising from adjusting for autocorrelation’

once and twice).

From Table 1 we find the results for Bell Canada. We

. & oy aE .
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found that the double—lbg adjusted once fof autocorrelation
peer'Fmed'. be:StL*We a;l‘_SQ 5&e that Bl<o’ and B2>O for ?ll the
services, .as. we would expect. . Moreover, since Bell is essen-
tially a mppppgﬁ}st in its ju;isdiétion, then economic. theory
tells us that the cérrier cahnot be operating on the inelastic
segment of its demand curve. This means that it is not sufficient
for Bl (the parﬁial price elasticity of demand) to be negative,

it must be smaller than ~l1. In all three,éategorieé, our results

are consistent with the theory.

Table 2 presents the adjusted double~log results for
B.C. Telephone Company. We can Obser&e.that‘theAfit is very good,
in terms of the significahce of the coefficients, Rz and the
Durbin—Watson statistic. In addition, Bl < Q, Bé >.Q, and ofv
course in all the categories the price elasticity is smaller

(dr equal to) =-1..

In Table 3 the'public carriers' resulfs are‘presentéd.
These estimates we obtained from the linear model, adjusted once
for autocorrelation‘in.the cases of total and tbll, and adjusted
twice for the local teiephone §ervices. Once again £he estimates
are significant and have the correct signs. AHowever,‘because
the model is linearx, Bl is not the price elasticity of demand
but rather the elasticity is nbw variable over>the sam@le éeriod.
Coméuting the.price élasticities.Which Qas defined in sectién 2,

vields the average values of the elasticities over the period:
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Table 1 . - 36
";Beli Canada Demand Egquations
' N gf(ﬁ%values in parentheses)
Demand Category B By B,y Py . R W.
Total ~2.156{ -1.325 .816 .81 .99 .3
(-2.00) | (~8.32) (8.04) (6.95) '
Local +~1.825] -1.061 L7340 . .82 .99 .2
(=1.74) {(~7.02) (7.45) (7.19)
Toll -7.311| -1.567 | 1.205| . .69 | .99 .6
: (=5.71) | (=7.63) | (1L0.03) (4.80)
Table 2
British Columbia Telephone Demand Eguations
(t-values in parentheses)
; . | ; 7 .

Demand Category ~BO Bl 62 Py R D.W
Total ~5.417| ~1.069 | 1.152 .18 .99 .0
(=9.61) {(-7.86) | (18.11) (.69)

Local ~3.319] -1.000 .841 .03 .99 .0
(-4.74) | (-5.29) | (10.63) (.12)
Toll ~-10.209] ~1.000 1.600 .34 | .99 .6
(-13.04) | (-5.19) | (18.20) ] (1.33) |
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Table 3 Y
Publié‘éarriers"Demand'Equations
" (t-values in parentheses)

Demand category "BO' -Bl 82 - P R2 D.W.
Total | 524.163 |-482.819]  .014 | .55 .99 1.6
| (4.74) | (~6.34) | (4.30) | (2.49) :

Local -12.010 | -97.27 | .002 | 1.11* .99 2.1
(-1.82) | (=6.57) | (3.01)} (3.44) IR
Toll 231.815 |-253.830 011 | .47 .98 1.8
(2.63) | (-4.1) | (4.42) | (2.00)
¥ p, = =.01
2 (-.03)
" Table 4
Private Carriers' Demand Equations -
(t-values in parentheses)
Demand Category Bb | ‘Bl 82 Py Py Rz'
Total ' ~8.566 | -1.347| 1.329. | .33 ~.59 . | .99
(=3.27) | (=5.75)|(12.24) | (1.01)- | (~2.32) |
Local -5.087 | -1.233] 1.104 | .68 ~.58 | .99
‘ (-2.28) | (=2.70)| (4.95) |(2.00) | (-1.80)
Toll | -9.880 | -1.457| 1.530 .46 ~.54 | .99
(=3.55) | (~6.83)|(14.67) |(2.00) | (-2.50)

o g oh AN e




Indﬁstry Demand Equations

Table 5

(t=values in parentheses)

)
o

Demand Category

B2

Total

Local

Toll

-4.435
(=4.63)

=~3.457

(~3.38)

~9.709
(~8.08)

-1.353
(-11.68)

~1.073
(-9.10)

-1.462

(-8.57)

1.026

(11.94)

.882
(9.61)

1.423
(13.18)

.61

(2.90)

.63
(3.10)

42

(1.80) |

.99

-99

.99

.9

-
: ___E
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For total services -3.1, for local services -l.4, for toll services

"=3.1., These numbers are consistent with our preconceived upper

bounds.

Finally Tables 4 and 5 present the results for the
privaté companies and the industry_as a whdle;' Ve can-bbsefve
that the descriptive powex, £for the doﬁble—ldg twice adjusted
model for private group and the double-log Qnée adjustéd-for_the
industry, is vefy gobd'by all the uéual statistical and ecoﬁOmic
tests. Indeed, we find that By < ~1 éna B, 5 0 in both Tables 4

and 5 for all categories of telephone services.
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4. .'The Forecast Results. =~ =~ . & ooy i oo

In this segment we present the demand forecasts based

on the estimated results found. in. the previoué.section. From
Tablés 1 - 5 we can obtain the estimated coefficients from which
to base our forepastS‘Qn demand. However, we mus£ exoéeﬁeousiy
forecast'thé relative price and'feal income va;iables. Tolper4
form this task we utili?ed a firét—orderzautorggressive-structure
and estimated this séructure by employing @he.gdchrané-Orcutt
léast squares method,fin.order tb adjpst.forAt@empresence of

autocorrelation.

For Bell Canada;.the relative price for total ser-
vices was derived £rom; _
BLPDTS.~.51 BLPDTS, = .98 (BLPDTS¢.1~.51 BLPDTSg_5),

for local sexvices,

BLPDLS.~.44 BLPDLS,. .= .98 (BL]?DLS ~7—.44 BLPDLS._ ),
) . t c—~1 ” t=~1 ) oo t~2

for toll services,
BLPDTTy~.46 BLPDTT{.j= .97 (BLPDTT{_;-.46 BLPDTT¢.p),
for the real income variable,

oL

BLGPDg=~.73 BLGPDi_1=-1.03 (BLGPDy.1- -73..BLGPD._,).

- For B.C. telephone; the relative price for. total
service was derived from, . e

BCPDTSt=.84 BCPDTS,_j= .95 (BCPDTSg_j-.84 BCPDTSi_5),

-

- e
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" TGGPD,= .1.06 TGGPD,

foxr local servipes,

5CPDLS¢~.75 BCPDLsthl:‘;96 (BééDLs£ni—.75 BcéDLst_2>,
for ﬁoll services, | | |
5CPDTT4= .96 BCPDTTy.y,

for the real income variabla,

v

3CGPDy= 1.06 BCGPDi-1.

' For the publicly-owned companies.we found,
relative price of total services,

TGPDTS~.78 TGPDTSy_1= .96 (TGPDTS¢- 1 78 TGPDTSt 2),~

Zor local services,

TGPDLSL~.71 TGPDLS ~1® .96.(TGPPLSt_l—.7l TGPDLSt_Z),
foxr toll services, ' '

TGPDTTt~ .96 TGPDTT

t—'_l ’

and for the real income variable,

t‘ t=1"

For the private compaies (other than B.C.

for the

Telephone

and Bell Canada) .we derive for the xélative.priceAVariables,

OPPDTSt— .75 OPPDTS .96 (OPPDTS - .75 OPPDTS 2),

£~1 £-1"

for local services,

OPPDLSt~ 64 OPPDLSL -1= .96 (OPPDLSt_l— .64 OPPDLS

or to ll se“v1ces,

Eh

DD
oLLDTTt_ .97 OPPDTT, .,

for the real income,variable.we have,'

OPGPD, -~ .59 OPGPD,_;=1.05. (OPGPD, _,= .59 opgppt_z).

Al

g-2) 7
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Finally-in dealing with the complete telephone

industry we derive; for total services,

i

IDPDTS, -.81 IDPDTS__ ;= .96 (IDPDTS__;- .81 IDPDTS, 2),
for local services, | '
IDPDLSt"' .71 IDPDLSt__l: .96 IDPDLS -.71 IDPDLS 2) '
for toll services, | |

IDPDTT.E: '97”.IDPDTTt—-l’

and finally for the real income varlable,

IDGPD, ~.86 IDuPDt 1= 1.01 (IDGPD__, - .86 IDGPDt 2)

Thus with‘the forecasted vaiﬁes.of the‘exogeneous
variables which we may obtaln from the preceedlng equations and
comblnlng the information from Tables 1 - 5,.we obtain the fore-
casted values for ‘the carrier's services. from 1976-1985, which

are given in Tables 6 - 10 (the units are in .millions).

—‘ ‘ﬁ ‘- - - '
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" Total

1461,
1533,
1598
1665
1737
1808
1885
1968
2051.
2149,

181

028 .
.786
699
677
0472
.597
447

992
520

" Table 6

Forecasted Values of Demand for_Béll Canada (1976-1985)

Local- : Toll
760.518  644.194
783.679 677.223
806.739 - 711.233

830.477 749.196
856.625  791.556
884.480 .838.823
914.155 890.693
946.717 - 947.664

© 980.439 ~1009.288

1017.394 - - 1075.994

o

Ca




- Table 7

Forecasted Values of_Deménd for Bell'CanadalTelephone.
' ©(1976-1985) '

W
Rt a2

Totall Local Toll
354.603 145.039 180.008
413,642 162.390 204.588
480.583 180.910 233.224
557.242 201.140 265.868
644,339 222,739 303.384
743.969 246.164 346.194
8§56.625 271.510 395.045
984 .368 293.242 450.789
1128.901  317.666 514.399
1293.362 345,157 586.985
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Table 8

Forecasted Values of Demand fof.the Public’Companies
' o (1976 - 1985).

ot

¢

Total - Local Toll
453,462 155.170 258.024
493,909 168.294 273,435
532,013 181.488 291.156
568.387 195.005 310.288
603.565 209.051 330.438
638.009 0 223.810 351.455
672.111 239.442 373,301
706.204 256,102 395.994
740.576 273.943 419.580
775.478 293.116 444.120




Table 9

Forecasted ‘Values of Demand for the Private Compénies_
(1976-1985) '

2

[Bod

- @GN Be

661,

215,

Local

940

Total Toll
218.984 90.107 109.727
247 646 101.291 119.224
276.442 110.388 131.631
314,820 1 119.941 148,117
362.491 132.158 167.335
412,403 147.083 1 188.105
463,126 163.204 210.819
520,089 179.648 236.749
586.399 196.763 266.667
163 300.666

-l oE B ON
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Table 10

Forecasted Values of Demand for the Industry

2519,
2787.

3388
3718.
4072.
4455,
4861
5292.
5761.

Total

964
778

891
.017

219
450
970

.002
257

770

Local

~1163.
1247.
.750
.835
.204
.194
.750
.235
095
2026,

1332
1420
1510

1605

1702
1806
1914

(1976-1985)

281
629

367

Toll

1157
1216
1285
1363
1449
1543
1647
1758
1879
2010

479

.825
625
759
.538
797,
476
119
.949
221

e’}
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II.2. THE DEMAND FOR INTERPROVINCIAI, FLOWS OF TELEPHONE SERVICES®

* This section is based on a larger study entitled .
Interprovincial Flows of Telephone Services done under
the direction of Vittorio Corbo for the Department of
Communications of the Canadian government.




In this,éection we present a model that was designed

AN
(2]
[
- es aa

to forecast annually the flow of telephone services originating

~in the provincés of Ontario and Quebec¢ (Bell Canada territcries)

- e

' and destined to each Canadian province,

We formulate?econometric models of demand £or telephone -
services between two points, allowing for diiferences in the demand

equation: depending on the direction .of the call. Thus, the demand

- ..

equation for calls from .Ontario to; say, Bfitish.Columbia is regardedl
as different from the one for telephones calls from British Célumbiéll‘
to Ontario. Five types of sectérs'are distinguished and se?érate
demand equations_and forecasts are_preSented fbr each. - Thesé sectors
Q | are the Production, Service, Government, Public and Household

-gsectors.

In the overall study, on which this section draws, three
-differeht theoxetical forﬁulaﬁions are used for the specificationv
of the demand equation. A "simple deﬁand" model in which the
guantity demanded of telephone-serviceé is expressed as a function

- of overall economic activity (usually the variable chosen in Gross

1

Provincial Product) and of relative prices.

The second model consideied in the study was the so
called “flow.adjustmént" modell. Iﬁ this type of model the
"Gesired level" of telephone services is a function of the vafia-
bles used in our "simple demand model", while the actual level

of sexrvices demanded moves towards .the desired level in some

H]nu'l Pl viivy |H<"Hi illl.l_ullulo-o'l' .Inu_luw,

This term is due to H. S. Houthakkexr - and L.D. Taylof [l:} '

R R R R R .
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The third model studied was a so called "stock. .

adjustment" model. Here the gquantity demanded is a function of

e

~the stock of services already held as well as a function of income

and relative prices. . The change in the stock of services, on

the other hand, is & function of the current purchases of the

service and the rate at which the stock of services depreciates.

*In our case the stock of telephone services is taken to be .the

accﬁmulated value of the quantity demanded of the SerQice andAit,
is assumed to represent the.fhabit" Qf-teleéhone hsef That is,
the more accuétomed'oneAis-to the‘usé of the telephoné (ceteris
paribus) the higher will be the guantity demanded of telephone:

sexvices.

The best resﬁlts, in texms of the statistical properties
of the function fitted and of the forecast performances, were

obtained for the flow adjustment model. Therefore here we will

summarize only the resulﬁs of that model.
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The "flow adjustment model"

In the flow adjustmeﬁt'model, we begin.by assuming :
that the "desired level" of telephone eervices (@*t) is a lindear
function oﬁ'real income (yt} and relative priCes (pt).r In -
addition, ir is assumed that the adjustment. of the actual level
of telephone eervice (a.) toward the desired level follows a

partial adjuStmentgprocess.

Soecrfloally, the Houthakker~Taylor “flow adjuptmcnt“ mOuCl

is given by the followrng two equatlons.

I

o w | o
L (@) qf = by + by ¥y +byp,
and -

(2) 9 ,=_6.(qt = qt)

where g, is theftime'differential.of qg. - fﬁnf

B

ODVlously qg lS an unobserVable quantlty. Furthermore,

in this form ehe model is expressed in continuous tlme, and thererore

to work in descrete time,it is necessary to make some approxlmatlons.

After quite a substantlal amount of manlpulatlons Houthakkex and iaylAl

[ ] obtalned Lhe followrng reduceo form for equatlon (1) and (2)

e\oressed in dlscretc tlme.‘

1.t ey (rg F th1> ey (B P q)
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The type.of equation estimated is of the form:

l]z

i (€)

= Y0 + Y1 [CRPPiﬁ(#) +‘CRPPij‘t-;ﬂ

o Pere)
Yz \ETP
L

(€) * ggét"%%?lﬂ.l* Vg ¥y, mD)

i \ MR

=-Telephone service type k'“(where the types are:
.Production Sector, Service Sectox, GOVecn~_

ment’ Sector, Publlc Secu01 and House“o“d)

orlglnatlng in PrOVlnce i (1 e.: Ontarlo

f'and Quebec) and destined: to province j in

‘f period t (ln;number of calls).

Composite of Real Provincial Product in

ProVincésAikand J in period t. . This com=-
posite is formed by weighing. by 3/4 the

Real Phov1n01al Product RPP of “he Prov1ncé‘

33 where the call orlglnateS‘and by-l/4

of the Pr OVlnCe where Lhe ﬂalJ 15 rccelvec.

- Price lndcy for Tvans—Canada long dlccance3

7%~telephone calls.

Composite price Index. This variable is a

" weighted average of the Retail‘?rice Index

of - the Province whece the ‘calls or;glhute
and Lhe Retail Price Index of the Province
whexre the call is received.  Tha weights.

aro ogual to oach province's sharo of tho

total RPP of both.prbvinces.




N
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A priori, we expect the coefflclents of the above

equation to eXhlblu the followxng SLgn pattern-

Yl?O, y2<0 and Y3>O.

: Due to the presence of a lagged endogenous

varlable in- the :1ght hand sxde of uhe equaulon, we used the
,nlldreth-Lu scannlng technlque to estlmate the COGLLlClent of
the flrstorder auuorecr6551vegmocess in the dlSuurbance. vWé
should also mentloﬁ that all these regressmons were estmmated
with a sample extendipg from the fourth quarter.of 1967 to the

first quarter of 1973.

The results obtained when this type of éqﬁatipn-waé

- estimated appear in Tables 6 to 10.

Feom thasa tablos wo goe thalt our a priocl eupocctotion

_rogarding_tho olgn pattorn of the coolfilclonts Ly satiuficd.

This completes our discussion of the estimation results and
we are now in a pos 1L10n to turn Lo the main purpose of this study,

nancly, the fomocast £or the demand for telephone scrvices for the

period 1974 to 1978.

'7- - - -. -
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1 do uction Sector "Flow Adjustment Mo.del“ ‘ E) 5 ‘
) ‘ 2
ntario to: , Yo Yy Y2. Y5 D R°
:1& | | | | '
ritish -61.162. 0.006 5.005 - 0.707 -0.20 0.982
| Columbia (=1.011) (2.858) - (0.168) - (4.870) (~0.957)
i lberta ~61.971 0.006 4.582 - 0.690 ~0.06. | 0.978
1 !r (=0.854) (2.408) (0.133) (4.773) (~0.00) |
|E skatchewan | ~7.266 10.002 © -6.098 0.342 ~0.10 | 0.913
(=0.219) (1.996) (=0.399) (1.735) (~0.471)
Il luoba ~49.280 - 0.008 | =5.713 0.545 -0.30 0.966
(-0.627) (2.957) (~0.149) (3.441) (=1.475)
Ontario 2041.403 0.872  |4246.410 ~0.516 . 0.60 '0.960 |
(0.247) (4.083) |. (~1.096) (~3.243) (3.518)
uebea 3765.521 0.035  [2317.543 ~0.413 0.80 0.939
(2.558) (1.052) | (-2.915) (~2.343) (6.254)
tew Brunswick | -14.234 0.003 | ~6.202 0.475 -0.20 | 0.968
(~0.498) (2.788) (~0.459) |  (2.857) (=0.957)
faritimes -17.529 0.005 . | =11.944 0.461 0.20 0.973
' (=0.351) © (2.489) (=0.506) (2.590) | . (0.957) ~
rewfoundland ~14.690 0.001 3.165 ©0.750 | =0.40 0.952
: (-1.167) {2.130) (0.565) (4.832) (=2.047) ‘




production

Sector "Fiow Adjustment Model"”

-

(-0.207)

Quebec to YO Yl Y2 -Y3 P
!l
Sritish 37.039 10.002 ~29.772 10.488 -0.10
" Columbia (1.100)  (L.533) (—1.824)- _(3.172): (-0.471)
Alberta 70.658 0.0004 -43.897 0.439 - 0.3
(2.608) (0.390) (-2.961) | (2.647) (1.475)
Saskatchewan . . 27.959 -0.0002 | =16.219 . 0.284 0.30 .
(2.476) | (-0.482) (=2.792) (1.397) (1.475)
Manitoba 63.023 0.002 .| -42.036 0.344 1 0.10
& (1.851) (0.957) (~2.545) (2.238) (0.471)
Ontario 5083.258 ~0.017 |-2914.161 -0.255 0.80
- (5.048) | (-0.705) | = (-4.909) | (-1.228) (6.254)
Quebec 12731.469 0:307 [~8119.633 ~0.604 ~0.80
(3.227) (2.502) (=3.281) | (-3.097) (6.254)
New Brunswick | 105.881 0.0009 ~64.643 0.436 - 0.20
(2.504) (0.422) | '(-3.090) |  (3.083) (0.957)
Maritimes 95.449 ~0.0005 | =54.510 0514 ~0.20
(2.775) (-0.283) (=3.313) (3.924) (-0.957) .
New foundland ‘| 100.227 0.001 | =65.964 | =0.042 0.70
| (4.014) (1.094) (-4.317) (4.598)

Ry
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On'talrio .to | 'YAQ Yy -‘*_("2( ' Y, T 192
I'Sritish 579,215 0.002 -373.774 | =0.273 0.80  |0:973
Columbia (3.521) | (0.450) -4---(=4.017)| (~1.082) (6.254) | °
B21lberta 440.006 | 0.0004 -282.010. | . 0.073 . 0.80 0.968
(2.813) | (0.115) (=3.170) |" (0.277) (6.254) |
Saskatchewan 40.924 0.003 ~39.452 | - =0.277 0.70. 10.960
(1.137) | (2.627) (-2.185) | (-1.447) (4.598) '
Mahitoba . 161.426 | 0.005 - ~120.815 | - 0.311 0 0.30 . |0.97€
| : (1.519) | (1.251) (-2.341) | (1.616) (1.475)
ontario 9177.207 | = 0.932 ~9148.805 | ~-0.329 0.40 - }0.93¢
- (0.640) | . (2.607) (-1.373)| (-1.653) (2.047) )
Quebec 3331.396 | 0.010 | -1999.829 | -0.134 0.80 0.95"
| (3.255) | (0.374) | ' (-3.619)] (~0.666) (6.254)
New Brunswick |  39.229 | - 0.004 . ~43.428 | =0.267 0.60 0.94
(0.755) | . (2.286) (-1.758)] (-1.271)" (3.518)
Maritimes . 147.884 0.006 ~122.939 | -0.361 0.80 . |0.96
’ ‘(1.856)| (2.681) (~2.823) (-2.020) (6.254)
‘New £oundland - 18.877 | . 0.001 ~18.926 0.169 0.60 0.93
A (1.122)

(0.593)

(-1.279) |

©(0.717)

.518)




| 'Service §ector "Flow Adjustment Model" 58
Quebec: to: Yo | Yl Y2 'Y3' } p P,z.
British 277.888 | -0.0004 | -173.241 |  -0.399 0.80 0.97'
Columbia (7.804). | (~6.380) (-7.633) | (2.242) (6.254) |
Alberta 247,300 | -0.001 . ~153.710 | ~0.494 0.80. 10.972
| (7/041) | (~0.894) (=6.967) | (=2.521) | (6.254) | l |
Saskatchewan 33.005 0.0001 '=20.547 | .=0.269 0.70 . 0.90.
\ (4.108) | (0.342) (-4.441) | (~1.356) (4.598) | 0§
Manitoba 137.014 -0.001 ~77.787 |- =0.069 0.60 0.95.
¢ ‘ (6.028) | (~1.465). (~6.105)| (~0.378) (3.518)
Ontario 1136.368 - | =0.030 -557.093| - 0.955 -0.20 - 0.95.
, (2.034) | (-1.282) (-2.222) | (9.'414) (-0.957) '
Quebec 13162.496 | -0.399 | -6276.055 0.790 ~0.00 - |0.914
| T (3.642) | (-2.480) (-3.846)| (6.722) (-0.00) '
New Brunswick | 222.496 | -0.0006 ' -132.355 0.026 0.60 0.948
| (4.927). | (-0.296) (-5.363)|  (0.156) (3.518) ‘
Maritimes 276.000 | =0.003 | =159.410 <0.183 0.70 0.94
: - (6.187) | (-1.930) (-6.092)| (-0-928) (4.598) ,
New foundland 79.781 | =-0.003 -38.705 0.795. | =0:10 '0-.-9.)!
, (3.709) | (-2.693) | (-3.772) |  (6.001) (=0.471)
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( - .
) . . . . | - '.. - - 2 R
jOntarlq to: Yo | Yy Y2 Y3 P P
Sritish 4.960 0.0001 ~3.610 - | 0.719 .| 0.10 | 0.880
l[olumbia (0.428) (0.204) | (-0.741) | (4.080) | (0.471) |
mllberta 3.450 0.0002 | . =-3.209. 0.699 . - -0.20 0.928
1% B (0.399) (0.512) (-0.905) | (5.087) (-0.957) |
askatchewan- 0.754 0.0002 -1.220 - - 0.077 0.20, - "OV.803
(0.167) | (L.041) (~C.629) | (0.397) (0.957) |
{ Manitoba 21.860 0.0004 | -14.990 | =0.280- 0.60 0.89%
-'l*, - (1.635) | ~(0.765) [ (-2.445) (-1.241) = | (3.518) | =
ntario 3354.061 0.032  |-2064.044 ~0.205 0.60 - | 0.94C
(2.086) (0.659) _ | (=2.746)  |. (=0.751) (3.518) | |
ucbec 116.679 | 0.007 ~114.413 | -0.504 - 1 0.80 - | 0.84F
(0.964) | (2.243) (-1.763) | (=3.221) | = (6.254) e
New Brunswick 1.387 | 0.0004 -3.133 | -0.442 ©0.60 | 0.81:
. (0.179) (1.615) (-0.877) | (-2.017) (3.518) |
Maritimes 0.261 | 0.0005 | =2.237 0.026 0.40 | 0.65
(0.016) | (0.808) | (-0.317) {0.107) (2.047)
vewfoundland -| 17562 ~0.00005 | -11.581 | -0.139 0.80 | 0.78
WD, | (2.035) | (-0.175) | (-2.560) | (-0

-189)

(6.254)
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Québec to 0 Ty, Yo Y3 p bt
British 7.259 . -0.0003 -3.365 0.596 —0.30 0.65!
Columbia (2.882) (-1.959) (-3.190) - (2.672) (-1.475) l
Alberta 12.042 -0.001 -5.741 -° 0.860 . ~0.40 | 0.9¢
(4.622) (-3.445) (-5.033) (7.842) (-2.047) |.
Saskatchewan 0.591 ~0.00002] =-0.208 -0.057 -0.10 o.o('
(0.650) (=0,406) (-0.510) (=0.287) (=0.471)
Manitoba 5,497 -0.0002 -2.764 0.098 0.40 ,o.sll
(2.640) ©(-1.397) (=2.775) (0.647) (2.047)
Ontario 63.044 ©0.002 -40.609 | =0.143 0.50 - 0.757 .
(1.100) (0.913) (-1.545) | (-0.670) (2.708) -
Quebec 3122.881 0.064 [-2112.994 -0.463 0.80 0.9
(4.431) (3.145) | (-4.735) (-2.680) (6.254) :
New Brunswick 10.248 0.0005 -7.980 ~0.631 - -0.80 0.7'
o (2.100) - (2.489) (-2.684) (-3.263) (6.254) | ,
Maritimes 8.073 ~0.0004 ~3.703 0.614 © 0.10 }o.sl
- (1.832) (-1.335) (-1.889) (2.975) (0.471) |
Newfoundland 6.207 1 0.0005| * ~5.462 -0.144 0.70 0.8!/
(1.112) (L.795) | “(-1.723) | (-0.648) (4.598)
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lN_.C. = Non Computed

1
[

l '. : LC )uc..x_ P .%ow CLURE LN Mouei” S 6
_J.ntario to: Yo Y_l‘ Y.?.: 73. ‘p -
l o §

. !

lritish ~69.246 0.004 22,194 | —0.024 |  0.70 0.770.

olumbia (-1.020) (1.920) (0.673) .| (-0.108) (4.598) .
{ ‘Alberta ~42.184 0.004 | 5.037 ~0.070 1 0.50 | 0.820
. ) (-0.704) | (1.975) | (0.182) (~0.318) (2.708) | -
! caskatchewan | - ~73.556 0.003 31.038 ~0.121 0.80 | 0.734
i k e (-2.171) (3.118) (1.734) (-0.602) (6.254) |
'anitoba | ~417.393 | = 0.017 174,791 | -0.272 0.80 | 0.691
| (-2.079) | ~(3.033) (1.648) (-1.381) (6.254) |
_‘narld -45931‘.020 1.332  [20578.426 ~0.298 " 10.80 . | 0.515

'(-2.641) |  (3.541) (2.253) (~1.594) (6.254)

!uebec N.C. 0.076 | -555.871 ~0. 345 1,00 | 0.643
l _ : (2.730) | (=0.452) (~1.631) |(3396.221)

New Brunswick | -131.607 | . 0.005 60.161 ~0.117 0.80 | 0.668
i swie (=2.010) | (2.697) | - (1.742) | (-0.546) | (6.254) |

aritimes - —201.142, 0.008- |  85.166 -0.106 0.80 | 0.720
' . (~2.089) (3.051) (1.681) (=0.513) - (6.254) | . . ¢
léwfoundland | 13.115 0.0006 | -10.384 0.103 . 0.20 0.495 -

o (0.226) (0.314) (=0.402) . (0.402) (0.957) o
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$Quebec to: ¥ '
. 10 71 Y2 Y3 p R
British 10.228 :0.0005 ~7.716 0.041 . 0.30 .67l|-
Columbia (0.674) (0.483) | "(=1.189) (0.121) (1.475) |
Alberta 2.610 f.001 | -4.314 | -0.135 0.40  |0.67
- (0.220) (1.°050) (-0.833) | (-0.397) (2.047) “] -
Saskatchewan 8.147. | =0.0004 | =3.840 |  0.520 ~0.10
| (1.846) |- (-1.186) | (-2.098) (1.690) (=0.471)
Manitoba 9.032 10.0001 ~5.646 0.130 0.20
(0.845) (0.153) -| (~1.240) ' (0.400) (0.957)
antar¢o 756.449 -0.018 -360.029 0.409 ~0.00 -
(1.196) (~0.644) (~1.361) (1.574) (=0.00)
Quebec N.C.- 0.628 |-7764.594 ~0.845 1.00 .29!'
- (3.365) (~1.069) (-3.321) |(3396.221)
New Brumswick | -19.649 0.005 0.152 ~0.418 .0.70. 7 {0.70
| (-0.504) (2.277) (0.007) (~1.461) - (4.598)
Maritimes ~1.286 0.004- -9.048 ~0.288 0.30
(~0.032) (1.145) (=0.540) (~0.742) (1.475)
Newfoundland N.C 0.004 ~575.068 0.068 1.00 64
= (0.507) (-2.389) (0.229) | (3396.221)

- e e

.50i|'
.60"§
53}

- e
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N.C. = Non Computed
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. liousenold Sec *or "Flow I\o_) ustment 19
'ﬂ,arlo to: . YO | »‘Yl ) _Y2 Y3 e pz »
!itish 16.985 0.0L7 -89.962 .|  0.337 ~1.000 |0.970
Columbia - (0.077) (4.038) | (-0.768) | (1.714) N.C. g
Alberta ~134.208 0.016 . | 10.530 0.323 . |- =0.90 . |0.950
(=0.957) (4.564) | (0.146) (1.690) | (-8.259) |
skatchewan | ~19.366 . 0.006. ~10.747 0.275 | =0.90  |0.900{
] (-0:203) | (2.695) | (~0.228) (1.218) | (=8.259) |
lanitdba 338,565 |  0.018  |=-271.055. ~0.343 | =0.70 0.955
- (1.674) (3.810) (~2.430) (-1.185) | (-3.921) | . |
 Bcario |-18844.316 | - 2.027 |2265.051 0.266 -0.00 - |0.937:
LT (=0.624) (2.529) (0.162) (1.112) (=0.00) o
Quebec ~356.590 © 0.116 | -235.866 0.096 | = 0.20 | 0.915
l - “(~0.164) | (1.962). | (-0.230) | (0.325) - (0.816) | ~
Sow Brunswick | -32.495 | - 0.015 -37.225 ~0.073 . |  =0.40 10.897
' . | (=0.201) | (2.966) | (-0.485) | (-0.309) (=1.746) | . = -
.aritiines 115.228 0.022 | -156.581 -0.186 - - =-0.30 - 0.903 .
o (0.402) (2.513) - | (=1.132) |° (-0.738) (-jl..258) S
l’ew foundland | 115.175 0.009 = | -116.278 - -0.166 - -0.30 | 0.932
[ " (0.808) (2.329) | (-1.581) (=0.594) (-1.258)
S . N N N . N . :

N.C. -

|
(
1
|

Non Computed .-
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Household Secdtor "Flow Adjustment Model" 64
| Quebec to: - ER T B T v, | Yy P
ritish 12.674 | 0.005 ~19.551 |  0.446 ~0.60 o.a!
Columbia (0.196) | (1.848) (-0.620) (2.521) (-3.00)
i .
Alberta 7490080 || 0.006 | =-38.513 | -0.489 0.70 | 0.op
(1.465) | (4.171) | (~1.920) || (~2.936) (3.921) |.
Saskatchewan -8.600 | 0,001, . 3.192 | 0.346 ~0.70 0.6 8
(-0.855) | (2.286) (9.7 3) .| (2.056) (-3.921)
Manitoba 96.733 | 0.002 ~54.609 ~0.669. 0.50
(3.696) | (1.564) (-3.948) | .(3.173) (2.309)
ontario - 877.600 0.127. | -841.798 ~0.048 0.50 0.896
(0.491) | (1.9504) | (-0.939) | (-0.153) (2.309)
Quebec 29629.613 | 1.136 = |-20041.914 | =-0.141 0.80° | 0.9
(1.710) | (2.714) (-1.786) | (~0.484) (5.333) | ]
New Brunswick | 244.278 0.019 -169.667 | -0.909 0.30 | o,.9'
(3.135) (4.114) (~4.130)| (=3.798) (1.258)
Maritimes 108.218 0,013 | -84.721 | =0.790 0.30 o.s"
. (1.832) | (2.592) (~2.948)| (-2.512) (1.258) _
New foundland | 156.319 0.003 ~101.008 | =0.453 -0.10 o.7!
(2.044) |- (0.617) (~2.839)| (-1.352) (~0.402) i
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I‘OR.UCAS”‘ or D"“&A\TD I‘OQ TELEE I-IO'\TE SJ*RVT.C'L"‘S JJOR THE “ERJ.OD

(S
l,"

1974 - 1978

In tnls sec»mon we make use of the equaelon
ebtlmated 1n the preVlous section to forecase the demqnd for
the neV1od 1974 1978 ’ Be;oxe presentlng the f0¢ecautu, nowever,

we w;ll aescrlbe the procedure we. used to . forecast theexocenous‘

v“rlableo in our model.

Forecast of the .exogenous Vvariables |

" In our models thexe are two main exoqenous VaLlaD¢eS.

The Real Prov;ncmal Product (RPP) and the Relatlve Price of

‘Telephone Services (TC/IP In the case of RPP the bes»‘results

in terms of overqll flt were obualnea by flt»lng the Lollow1“g

ex»enaed autoregre551Ve equatlon.

8 +6D()'+-6éD (t)+6 (t)+6

REP; (8) = 64 + §;Dy
~f+’55 RBPi(t—l)'

where. B |

‘RPPi(t) = Real Provincial Product ip prev;nce idin
_eperiod t. | |

Dl(ﬁ) = Seasohal Dunmy yariable,‘equal“te'oeeiin the

first calendar quarter and zero otherwise.

D2(t) = Seasonal Dummy‘variable; equal to one in.

the second calendar quarter and zero otherwise. -




/’V»‘ I
D,(t) .= S8asonal Dummy variable equal to one in
' the third calendar quarter and zero otherwise.
£t ©.  =Time in quarter&'(t»=>l in th?,firSt quarter

: - o - o ,
of 1966 and increasing! by one unit per gquarter)..

The second major ehogenous varlable 4-ha;. has to be forecasted

is the relatlve prlce varlable. Here, three avenues are ooen
to us. ¢He Llrst 15 to assume that during the forecast perlod

(1974 1978) the nominal. price of . telephone services is constant;

conseouently reoulrlng only that we forecast the approprlate retail

prlce index. The second alternatlve is to assume that ourlng the
forecast period relatlve price of telephone ‘service (TP/IP) is
constant. The thlrd alnernatlve,‘and the one for which the re-
sults appeaxr most reasonable, is to forecast the relative price

of telephone services by making use of an autoregressive process.

For this purpose, the following equation was used:

L PT(8) o | 5. PT(t-1)
n CIP, (%) So ¥ €L T F & ln_cxpij.(t-—l)

Now we will present the forecaSts-obtained.when,the
equations of Table 6 to 10 were used for the structural equations
and the independent Variables were forecasted using the equations

just described.

First, we will present.the forecasts end_thenvwe will
comment on them. In Table 14 we present the forecasts, in this
table we have actual'figures’fof 1972, the yeaf which was used
as the initial point for our projections. We also have actual

figures for the first;quarter:of l973.
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‘Here,dﬁe to space linitations, we will present only the
forecast for Business-telephone services originating in Ontario

and with destination British Columbia -and Alberta™.-

Conclusions

In this paper, structural models were estimahed‘ahd then
used to make forecasts of the interprovincial flows of telephone
servides. When the'stfuctural models were studied, the_émpiriCal

evidence did not reject the hypothesis that flow of services can

be esxplained by strﬁctural~demand equations. These results allowed

us to use‘regression.téchniques‘fo make‘foreCasté. fAn alternative
method of forecasting is the use éf_Time~SefiesJTéchniqﬁés; Time
Series Techniéues'are‘useful for thé:forecaétihg of time‘seriés,
where'the-only informatiéh:which exists ié the time’sériésAitself.

In cases where'systematic_relatiohs exist between économic’vafiablés,
it is mpré fruitful to use these latte# types of reiétions f6:~the"

forecasts. The second method was the one followed here. |

1 ohe study. in which this section is based was carried completed
in, April 1974 and.at that moment only “the actual datu up to the-
A e &1.mrtmt of 1973 wara ~enil :»M . - L :
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IZ.3. THE DEMAND FOR CANADIAN INTERNATIONAL TELECOMMUNICATTON

SERVICES * .

* This section is based on a larger study entitled the
Canadian International Telecommunications Demand Model
(CINTEL) .. The model was developed by the predecessor of
the IAER, the International Institute of Quantitative
Economics (IIQE) - for the Department of Communications of
the Canadian federal government. .The. authors are grateful
to Marcel Dagenais, 0li Hawrylyshyn and Mohan Munasinghe

.who contributed at various stages to the overall IIQE study.
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During the last decade, the rapid growth of interna-
tional telecommunications services, as well as the advent of
new technologies such as satellite and terregtial microwave

links, have given impetus to the investigation of the demand

'for’such"seryice${ -Several recent studies (4), (5), (6), (8)

o g

have examined the impact of a number of economic and demographic

variables on international telecommunications demand in various

countries, particularly in the U.S.

The purpose of this section is to study the demand
for flows of Canadian intérnational telecomnmunications. We
are esbecially interested in forecasting the effect of key
policy wvariables such'aé price and quality'of service on the
volumes of telecommunications flows (i.e. telephone, telegraph

and telex).

Vg - el

PR




‘ ‘ ‘ . . .

" DEMAND MODEL

Telecommunications services are separated into three

modes with different characteristics: telephone, telegraph and

telex. Here, unlike other studies, a distinction is made
between.demands for outgoing and incoming serviéés;“since the
former depends on the preferences of‘Canadian users of these
sér&ices, Whereéé the latter reflects the economic behaviour of
more heterogeneous group of users in other countriesl.' In this
paper due to space limitations we will deal only with outgoing
services for details of the results for'incomiﬁg services refer
to the overall study in which this section of the paper,is'bésed

(reference 2 below).

As shown elsewhere (2), using‘standard-microeconémic
consumer théory and begihning from the very diséggregated
level of indiﬁidual householdé‘and bﬁsiness firms, it is
possible to arrive at an aggregate demand function for each
of the outgoing modes of téleéommunicaﬁions services of the

~

Iorms:

. Although desirable, a further disaggregation of users

into household and business (including government) categories
ls not possible due to the lack of appropriate data, but

this separation is useful conceptually, to 1dent1fy the set
of possible explanatory varlables.
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<. Vi (t) = DI Z.(t
'J,< ) = Dy [“73_< )]

‘where

volume of telephone traffic flowing out

Lo country J in year t in units

TFOC. (t
5 (&)

Ii

of Canada

ol 2

vI(t) -
J( )

of thousands of mihutes ;

volume of telegraph traffic Zlowing out

It

,TGocj(t)
of Canada to country j in year t in units

2
Vj(t)

of thousands of words;

volume of telex traffic flowing out of

TXOCj(t)
Canada to country j in year t in units

3
VI (t

‘J( )

of thousands of minutes}

he form of the corresponding demand function

i

- P T E
for Canadian:users; and _ '
explanatory variables, to be discussed below in more dét?ilf

From now on, whenever a new variable 1s defined, the actual
units used in the estimations will also be given for convenience.
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For a given t&pe of telecommunications service
(i.e. a fixed value of‘i),lﬁhe‘model can be_simpiified by'
assuming that-the form of the demand function D%ﬁ‘is the same.
either: (a) across'ail countrieS'df:deStihation (i.e. as J
varies), for a given year t} or fp) over the years (i.e. as.t
véries), for a giveq!fo:eign countryvj;‘of (c) over all
values of j.and t. Since the data is liﬁiﬁed to é‘time
series'éver"oﬁly 3 years, we arelfdrded'to adopt at the
very outset the cross-section approach (a).. Thus equaiion (1)

may be rewritten:
i i : _ - o

VI (t) = Do | & (8] , S 2

38 t[_jg)] | (2)

i

t

(a hypothesis which is tested empirically and acceptedL,”

Subsequently howevéf, because D, does not vary. over time

the observations can be pooled accoxrding tozapproach;(bl,

yielding the simplest model:
] I L e e
From theoretical'cbnsiderations concerning. the

structure of household and business demand for telecommu-

nications services discussed in (2) the following set of

‘explanatory variables arose:




2 (t) = [P (), 2%y, »X(e), (o), I (), IMP. (t), EXP. (t)
CINV, (t), CTOUR, (t), IMM,(t), CSTR,(t), Qsj (t)_] (4)
- ' .). . .
where . .
pY(t), BS(E), PL(t).:
J J A
= the Canadlan Drlces or telephone, telegraphA
and telex serV1ces to counrrj j.in vear t,
1n current dollars per thousand mlnutes, ver
thousana words, and per thousand minutes
respectively;. -
P(t) = the_aggregate Canadian'price index in
year t;
Ic(t) o= the 1ncome of Canada in vear t, in millions
of current dollars,
.IMPj(t) = the level of Canadlan imports from country j
‘41n year t, 1n mllllons of current dollars,
EXPj(t) = the level of Canadian exports to country jJ
in year t, in'millions of current dollars;
CINVj(t) ‘L‘4f=rthe level of Canadlan 1nvestm nt.in country 3

in year t, in mllllons of current dollars’;




/7 15

~ CTOUR (%) ' =

the rlow of Canadlan tourlStS to country j
in yeat-t; in thousands of persons,
IMMi(t)A - = the stock of immigrants in Canada from
country j in vear t, in thousands of éersonsr
CSTRj(t) i ='the structural parameter for Canadian users
.communicating with. country J in vear t; and
QSj(t) _ = a measure of the quality of service of

telecommunications services between Canada
and country j in year t: index increasing .
from 3 to 9 with decreasing quality;
The justification for this choice of explanatory
variables is given in (2).

Estimations and Results

We wili-woth“with functions linear‘intthe logarithms .
of the Vatiables.f Besides having COnstanthelaSticities,
these functlons poasess the advantage that the magnltudes of
the varlables are consmderably reduced, so that the assummtlon

cf homoscedast101ty 1s more plausmble.~

Even after the logarlthmlc transformatlons,
eolllnearlty in the sample is sevexe between 1mports and

‘exnorts of commodltles, as well as between 1mmlgrant stock-

and the flow of Canadian tourists. Therefore,'ltfls impossible




‘el

(el

to estimate accurately the individual contributionimade'by
each of.theée variables to thé quantity demaﬁded'of teleconm~
munications services. This is not toovmuch.of a problem in.
buf_case because we are interested mainly’in'forecasting the -
_impact of changes iq key policy‘variablés such as pficé and
. quality of service, on the volume of telecommunication. In
our estimations we used imports and éxports tdgether as a
trade flow variable (MEX, () ), and retained the Canadian

1 ,

‘tourist variable~.

1

Outgoing Flows of Telephone Services2

The demand eguation (3) presented in Section Al

can be further restricted to be homogeneous of degree zero

in the money variables Pr, PG, PX, P, IMEX and IC,_as well

as linear in the logarithms:

B N 2% (p)
14 14 P(t)

i

Log TFOCj(t) +

1,1

- IMEX., (t)

P(t)

+ 8117 Log ——— + 51,8 Log TDj(t) + 81’9 WHCj

* 81,10 LCy By, 11 Log Qsj(t),+ elj(t) (6)

1 . ' s e . . .
Obviously, from the specification error theorem (7), <the

coefficient of this last variable in the regression will include
also.the contribution of the tourist flow variable to the total
flow of teleccommunication scrvices. .

For a list of data'sources, see the Appendix to (2). :

——
1,5 l— + 8, ¢ Log CTOUR.
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WHC.,
3

where the new symbols introduced are:

IMEXj(t) = IMPj(t) + EXPj(t);

i

. the telephone density'in oountry"j in vear t,

in telephones per one hundred inhabitents;

I

the working hours commonallty index - between ‘
Canada and country 3 index 1ncreasrng from

1l to-10 w1th 1ncreasrng commonqllty,

LCj. o = the‘language commonalityrindex between Canada
and country 3 indet increasing from 1 to 4

with 1ncreasmng commonalltj, and
lj(t) - = the random error of the regression.

_HIn:Table'l,.the estimated reeults of thie equetion:
for a samplé'of34d countries for'tne_year 1969. 1970 and 1971
are given in lines 1.1, i.2 and 1.3. Here the most srgnlrlcant
coefficients (trade‘and.tourist'variables)~as well as. the

error variancesoBé are very stablel; Usiné atChow test

1

was readlly available only for a very small group of countries.
However, it is reasonable to expect a high degree of coll’nearltv

IMEX and Lo og CINV ; and therefore the coef flClent of

) P _
the formexr varlable should 1nclude most of the contrlbutlon from
the latter The .economic variables Log P(t) and Log I (t) both

between Log

the contrlbutlon of Log"g* is mixed w1th the constant in llnes
ll\..Ol3 - -" :

Another business related variable CINV, should also be included .
‘as one 0of the regressors, but this was not possible since data

" of which refer to~ Canadalare constant for a glven year,_and uhereforc_
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((L), (3)), the null h]pothe51s of equality in the full set of
coefficients in these regre551on equations. 1.1 ,. 1.2 and
1.3 is indeed accepted. ' Therefore, we maj pool tne data

over all three years to obtaln'the results in line 1.4.

We now summarlze thc main characterlstlcs of the -

results in llne l 4.

1. Excluding the- constant term, the prlce of telegraph and -
the price of telex Varlables, the coeff1c1ents of thls
equatlon, are 51gn1f1cantly dlfferent from zero at a

. 5% level w1th the exception of the coeff1c1enL of WHC .

- 2. 'For the price Varlables, only the own p:lce elasticity
“is significantly dlfferent from zero, indicating that the
"demand for telephone services is independent of the
priee ef telegraph and telex services, a result that. is
;also -found in a corresponding study for telecommunlcatlons‘
flows into and out of the United States (Lunmped together)
made by Lago (5). The own price elasticity is =1.391 but
not statietically dlfferent from -1, indicating that

revenues from lnternatlonal telephone serv1ces are falrly

independent of its price.

which is blgnlrlcant at a 6% level. - . ' l
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Table 1: Demand for outgoing flows of telephone services 1 g
.CLencndent variable Loa TFOC:(EJ (¢Xplanatory varlablces detlated) -
. . co. J .
"Explanatory Variables ' .
?r : PT(t) e8¢ty P.}.:(t) IMEX, () ' ey | o ‘ ) ,
[ Ccnsztant |log :3 ~ | Log __3 Log _3 Log — 2l LogCTOUR; (t})| Log==~* |[Log TD,(t)| -WHC, LC, Log Q5. (t} R ©F 34 w e
; Frey, | T T 7B B () R B(i) J J e e ' Je
b 4.713 -.706 ~.297 .503 L275% .525 % L o .283 | 036 .198 T -.822 L .-
: ' £.372) | (-.555) S (-.271) {.264) £3.053) {4.823) (1.907} (.578) - {(1.796} |(-1.455) " | -049 23.49 | 432 37 1es
T, 1£.515 ~1.512 .581 -.724 .293% ©AT5 % L 194 200 | .202 "~1.090 856 , : St
I R (1.253) | -1.222 (.553) | (-.397) " (3.263) | t4.644) (2.173) - |(1.546) - [(1.858) |(-1.967) . | -°°% | 23.92} .42 | 37. it
22.737 -1.924 L440 ~-.843° J281% L La71 % R .039 .032 - 157 -.906 . |. T 22 . ca3 {ae-
foor e <1671 | (la4e) | (-.457) (3.232) (4.527) : (.218) (0453 Jals03) | e1iesay | -859. | 2277319 [ oA
© 4.z .i-21.9%6 | ~1.391% 252 | -.168 | - .2ee* ] Lsoa ¥ '4.006 % ,200% 065 - g3k [0 =0970% | oo oc oo asn | agy
: b-1.€20) [(-2.127) -~ (.450) | (-.173} (5.714) 9.077) . [ (2.664) | (2.366) © |(1.932) [(3.220) | £3.291) RO Bl I
. 'v .. ) ., ) )
l v t . C Lo . P k - y » . . A . . . ‘- ‘
: statistic in parenthesis; -an asterisk next to a coefficient denotes significance
at the 5% level for a two tail test. ' ‘ ' ‘
. ) , . L - ; .m:;n»»-‘-.:---~.r:~;:’!‘""""»"""”." e N e e
.l
- . . ;
3 . l
- - : \
. . =
. =
- , c»&
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3. 2Among the leyéis 6ﬁ‘activity variables, the trade and
tourist.variables(&nd the-variables coliihéaerith them)_ 
are the two mosf important ones explaining the interF
national demand for outgoing telephone services. The
first one enters into the equation through the éxplanation
of businessfdemand in our dissagrégaﬁed'model, and the

second via the explanation of household demand.

4., The inclusion of.the quality variables (Log QS and Log TD)
improves the §2 and makes the coefficient of the pricev
of teléphone Variabie more‘significant, This result .
impliesAthat there is eﬁidencé of a capacity limitations
consfraint in the international telephone_netﬁork; The
coefficient of the own price variable may have bécome more
significant becausé.of the sample is ﬁade mére.Homogeneous

_through the inclusion of the quality of servicé variable}

Outgoing Flows of Telegraph Services

Fof the outfldw of‘teiegraéh“servicés, we again
restrict the demand equation‘to.belhoﬁogénequs of degfeé';u
zero in the moﬁetary Qariables, yielding an’equation'similar.
to (6) except that TFOC is repléced by‘TGOC] and the
variables TD and QS ére'suppreésed bééausé'we,aséume that
there is no capacity 1imitatiqns Qith thé telegraph system.

In the different regressions for this equation, the coefficients

{

g W e

>

ﬂ
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of the variables .involving language and working hours
commonality (LC and WHC) were found to be statistically
insignificant in the preliminary regressions, and these

regressors were suppressed also™. The final results that

- were obtained from these estimations appear in Table 2.

Here again, the trade and tourist flow variables -
have substantial explanatory power, and furthermore the
coefficients are very stable from regression to regression.

t is important to note that in this .set of equations, the

‘real income variable is not significant, according to the’

standard t-test. This can be due to two factors, the first

: I
of which is the small variability in Log = The second

: - - i) :
point is related to the possibility that a service like

telegraph could be demanded mainly by business and in that

case the quantity demanded would be very closely related to
™ : . . .

E%?E . The other important point to note is that the

coefficients of the price variables are now highly significant

Log

for the price of telegraph and the price of telex. The .
coefficient of the telephone price does not have the expected

sign, but is not significant.

. Such effects may be expected 'a priori', because while
telephone services demand practically instantanous access as
well as common language between.callers, telegraph.(and also
telex) services emphasise more leisurely contact in which
LC and WHC play a relatively less important role, =
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Table 2: Demand for outgoing flow of telegraph services

-Dopcndcnt variable Log TGOC. (t) (explanatofy variables deflatcd#
N =4

Explanatory Variables

. F, .\ oG X, s '
zc{gg;égn constant | zog P (t) Log PU(E) | 1oq Pylt) | poqTHEX, (t) ogeTouR, (t) | Log %(_t)_ 72 F ag N Year |
' o) | - B F(t) B (t) PlO | |
2.1 -4.194 ~.266 ~1.745% 2.341% .512% . 224% - C 99
(~.781) (-.311) | (-3.482) (2.690) (9.085) | (3.207) - 43.65 .
-.232 -.893 ~1.991% 2.656 % .449% .279% : .
2.2 (~.040) (-.965) | (~3.619) (2.708) (6.791) (3.662) - 33.24 37
-4.340 -.623 | -1.581% 2.811 % 470% 267%
2. . .267 -
3 (-.663) (-.623) (-2.932) (2.628) (6.654) (3.280) - 2.9-09 33 187
-7.299 -.627 -1.846% 2,596 % .476% 257% 1 1969
2.4 ) . 407 . 194
(-.504) | (-1.234) | (-6.050) (4.889) (13.564) (6.196) (.345) .843 | 96.23 | 216 | 107 | 345,
. 1037
=3.419 637 | -1.850% 37575 % 476% * »
2. . . . .256 Seg
> (<2778 | (-1.261) | (-6.098) (4.902) (13.661) (6.219) - -844 11647 | 215} 107} 2330
' ' 1672
See footnote in Table 1
o =
- . [EaN
S N R .. .. .00
E\C\
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- The coeff crents from llnes 2.1 to. 2.3 -are very

srnllar and when we test the null hyoothe51s for eoualltv of

the conolere set of COeleCleutS u51nq a Chow test, it is
accepted. The pooled recgres sion results appear‘in lines
2.4 and 2.5 In line 2.4 wefinclUde the real income.

varlaole but it is not 51gn1r1cant and therefore we - leave it
out in the f’nal regre551on. "In line 2.5 ~the own prlce

elastlc1ty is -1.850 and it is s1gnlrlcantly lower than —l

be obtained by lowering the Drice of telegraph services.
The coefficient of the price of telex varlable indicates that

a cut in telex prlce will shift some of the demand awaj ‘from

‘This result implies that a subStantlal'revenue increase could

telegraph; an 1mportant cons1derat1on to be taken into account

'byiteleCOmmunications regulatory authorities.ﬂ~

Outgoing Flows of the Telex Services:

The results for the telex equation which is very

in Table 3 Here, we agaln accept the hypothes1s of equality

'or coefflcrents over the years and therefore we can pool the

‘observaclons. One of the most lnterestlng features of these.

IIV.EX
ults is the stable character of the coefflclent of Loc 5

This is expected because telex 1s mostly used by bus;ness and

therefore its demand is more busrness orlented, the levelef

acthlty of 