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1.0 BACKGROUND  

1.1 The CTS/Hermes Program  
- 

The Communications Technology Satellite (CTS), named Hermes, was an 
experimental—g-eS-tationary communications satellite, that was launched 
17 JafitTif5 -1976, as a joint program'of the Canadian Department of 
Communications, and the United States National Aeronautics and Space 
Administration. The European Space Research Organization (now the 

' European Space Agency) was also a participant. 

The three-axis stabilized satellite was designed and built in Canada; 
NASA supplied several spacecraft components (including the 200W TWT, 
with -its- pow-ér-  Conditioning and thermal control hardware), the launch 
vehicle, - and environmental test and operational support; ESA also 

' provided several spaCécraft components (including the 20W TWT's, 
' 

 
expérimental  array electronics, and a parametric amplifier), and 
developed the blanket and solar cells used in the deployable solar 

• arrays. 

CTS/Hermes program management was provided by the Space Comminications 
• s Fimgram Office at the Communications Research Centre in Ottawa, Canada. 

The satellite was operated and controlled from the Spacecraft Ground 
Control Centre at CRC, with support from the NASA STDN network when 
fiecessary. This support became critically important late in life due 
to major problems,with the satellite telemetry transmitter. Use of 
the satellite for communications experiments was shared equallY-bêtween 

, NASA and DOC (alternating daily) until June 1979; Canada then continued 
with demonstrations and experiments ufitil the end of the mission. 

• The satellite ceased operation (due to a compounding of several space-, 

craft problems) in November 1979, after almost doubling its "nominal 
,- design life of two years. The final spacecraft configuration was 

essentially that planned for shutdown at the end of the mission, which 
•had been scheduled for January 1980. 

For conciseness, this report assumes familiarity with the CTS/Hermes 
program through the references  and' the sources listed in them. 

-1.2 Program Objectives and Achievements  

CTS/Hermes had a higher radiated power capability (boresight EIRP of 
59 evi on one channel) than any other satellite launched to date, and 
was one of the first spacecraft to operate in the 12/14 GHz range. 
It is regarded as the forerunner of satellites that are expected to 
provide a wide range of expanded communications services in the next 
decade. 
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The basic objectives of the CTS/Hermes program were: 

•.a): To:develop and flight test the space hardware necessary. to_provide 
an aâàârately_positioned„high.power, high - frequency  communications  . 

. signal- • 

b) To measure and evaluate the characteristics and capabilities of 
communications using this type of signal (including the use of 
small, low-cost, transportable ground terminals). 

c) • To demonstrate, test and evaluate the use of satellite communications 
for various social and scientific purposes, particularly where 
feasibility was significantly enhanced by the signal characteristics 
mentioned in a) above. 

More detailS on the program objectives, and on the methods applied to 
achieve them, are given in References 1 and 2. 

In meeting ail of these objectives, the program was extremely successful, 
and the overall performance of the total system (satellite, ground 
station, ground terminals, and personnel) was of very high quality 
throughout the mission. 

-This success is attested to by: 

a) The satellite remained fully operational for almost twice its 
nominal design life7time of two years. 

) Demand for use of the satellite' by experimenters remained high 
throughout the extended mission. 

c) Virtually all - of the originally planned experiments were successfully 
completed, along with many that were added when the mission was 
extended. 

Significant resources are being committed, in both the United 
States and Canada, to develop future operational services based 
on the CTS/Hérmes experience. 

1.3 Purpose.and Scope of this Report  

A large body of,documentation already exists on 11 'aspects  of the 
CTS/Hermes program. In particular, References  land 4 and the sources 
listed therein provide a detailed picture of the satellite, ground 
station; ground,terminals, and operations. 
ReferenceS 2 and 4 and their associated sources cover the scope and 
substance of the social and technological impacts of the program. 
The overall success of the program is clearly demonstrated, and a 
great deal of information of use in further developing satellite 
communications technology is included. 



Given the successful nature of theimission, the existing documentation 
is largely concerned with the positive aspects of the various parts of 
the program. However, any complex, technically advanced system will 
inevitably have problems; on the CTS/Hermes program, these ranged from 
minor inefficiencies in operations to the final loss of the system. In 
retrospect, and with information and knowledge now available, certain 
features of the design and operation of CTS/Hermes could have been 
improved upon. The lessons to be learned from these aspects can be 
extremely useful in future projects, but tend to be underemphasized in 
most analyses, due primarily to the overwhelming preponderance of 
positive data. 

This report documents comments  and.  recommendations derived from a 
detailed critique of CTS/Hermes on-orbit operations. The areas covered 
include the overall spacecraft operations systk; spacecraft hardware, 
ground control station hardware and software, and off-line hardware and 
software. Communications experiments and ground terminals, and the 
aspects of NASA STDN support that were peculiar to CTS/Hermes are 
specifically excluded. 

•c 
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2.0 CTS/HERMES OPERATIONAL PROBLEMS  

2.1 Data  Gathering  .and  Analysis  

In order to develop the recommendations of Section 3 of this report, 
it was first . necessary to identify those areas of CTS/Hermes on-orbit 
operations where there were significant problems and/or where signifi-
cant improvements could have been made. This was accomplished by: 

a) Reviewing existing documentation, including catalogues of anomalies, 
reports"of discrepancies, logs of mission operations, and recordings 
of telemetered spacecraft data. 

b) Consulting all available spacecraft and ground station operations 
personnel. 

The information gathered was compiled into an itemized list of 
separately identifiable problems, and the list organized into subsets, 
each associated with a different subsystem (where "subsystem" includes 
spacecraft subsystems and a categorization of the other aspects of 
operations, e.g. Ottawa ground station computing hardware, etc.). 

Each item on the list was then analyzed to'provide brief descriptions 
of the problem, its causes (identified and postulated), and its 
consequences (realized and potential). Further analysis led  th 

 recommendations and/or comments associated with each item, generally 
indicating how problems could have been avoided, and improvements 
made, in CTS/Hermes operations. 

2.2 Limitations on Data  Gathering  

While every effort was made to be accurate and complete in the work 
described in Section 2.1 of this report, there were some constraints, 
including: 

a) Time and manpowerwereseverely limited. 

b) Documentation was generally inadequate. 
While Reference 3 was an invaluable source of data on spacecraft 
hardware anomalies, no equivalent listing of problems in other 
areas . eisted, and extracting information from the general 
documentation took an unacceptably long time. 

c) Many of the individuals whose inputs would have been of most use 
were no longer available. In particular, subsystem level expert-
ise (necessary to properly analyze the causes of problems, and to 
generate adequate recommendations for avoiding them) was signifi-
cantly lacking. 



d) By the end of the mission, or shortly thereafter, most of the 
operations personnel were fully committed to other programs. 
Under severe time constraints because of this, their inputs, 
while extremely useful, tended towards generalized, system-
level comments and recommendations, rather than details on 
problems and their impacts. 

The resulting over-dependence on the memories and opinions of a 
small number of individuals possibly compromises this report to 
some extent. Specifically: 

a) Some subsystems  are  perhaps not .covered as completely, or in 
as much detail, as others'. 

b) There may be a tendency to overemphasize problems that arose 
late in the mission  (particularly those related to the telemetrY. 

• degradation and . tà- the'final SPaCécraft lOss), at  the  expense of 
the early Stages. 

2.3 Undesirable Operations Events and Spacecraft Anomalies  

All of the information resulting from the work described in Section 2.1 
• of this report has been tabulated as a list of Undesirable Operations 

Events (UOE's) and Spacecraft Anomalies (SCA's).- This table is attached 
as an Appendix. 

• It should be noted -that: 

a) In many cases, to avoid unnecessary repetition, several items have 
been grouped as a single entry, generally where the problems had 
common, or closely related, causes and/or consequences. - 

The  break-down  into problems/causes/conSequences/recommendations is 
often somewhat arbitrary, particularly where the precise cause-
effect relationship is uncertain. 

c) Many problems impacted more than one subsystem, and thus are 
included several times in the table, with the emphasis, grouping 
(see a above), and break-down (see b above) varied to reflect the 
interests of the specific subsystems. 

Despite the limitations described in Section 2.2 of this report, it 
is felt that the U0E/SCA list forms a reasonably complete critique of 
CTS/Hermes design (in terms of its operational impacts) and operations. 
On a subsystem by:subsystem basis, the table provides a source of 
information ' 

a) The  difficulties  and anomalies that occurred. 

h) The significance of each problem, and the severity of its impact 
on operations. 



6 

c) The probable sources/causes of each problem. 

Further details on some of the more significant problems can be found 
in the reports of several review boards (References 5-10). 

While the list is based on, and directed towards, problems on CTS/Hermes, 
much_ of the information can be applied in other programs. In particular, 
many of the recommendations/comments can be used to identify the 
implications of CTS/Hermes operational problems in the design and 
operation of future spacecraft. 

2.4 Summary of Problems  
- 

The problems that had the grea • est impact on CTS/Hermes on-orbit 
operations were (in order of significance): 

a) Telemetry transmitter problems (Referenèe 5). 

b) NESA-A anomalies (Reference 6). 

c) 0/T impulse delivered after AFP trip (Reference 6). 

d) Loss of battery capacity (Reference 1). ' 

e) EPC-A failure (References 7 and 8). 

f) Variable, degraded LTE performance (Reference 1). 

g) Overheating _of TEP OST (References 9 and 10) . 

The remainder of this section consists of. a brief summary of all the 
.more significant problems encountered in CTS/Hermes on-orbit operations. 

• Details -on thesé (and many others of less significance) are given in 
the Appendix. Note that many of  •the problems listed here would have 

• been minor in isolation, but became major due to interaction with 
others (e.g. telemetry transmission beamwidth would have been adequate 
if both telemetry transmitters had operated at full power). 

2.4.1 • Telemetry transmitter problems (Tx A failed; Tx 8 severely 
degraded), with major impact on al 1  aspects of operations. 

_ 
2. 4 . 2 _ L imited _ beamwi dth tel emetry  transmission.  

- 

 

2.4.3: No ilredu nda nt tel emetry Encoders ; i nadequate tel emetry  in  
several areas . 

2.4.4 Excessively complex command structure and sequences, 
particularly multiple function commands. • 
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2.4.5 Variable, unpredictable, large-scale loss of battery capacity, 
and Cell drop-outs. 

2.4.6 Mismatch between batteries and between cells in each batteny. 

2.4.7 Excessively complex battery management required. 

2.4.8 Battery UVS could not be completely disabled. 

2.4.9 UVS trip was essentially catastrophic. 

2.4.10 Loss of EPC-A. 

2.4.11 Loss of 15% of experiments array power. 

2.4.12 Body arrays kept H/K bus switch open (e.g. post-eclipse). 

2.4.13 SPC-A trip-offs. 

2.4.14 Loss of SATE and TEC. 

2.4.15 NESA-A anomalies (turn-on and running). 

2.4.16 Complex NESA-A management. 

2.4.17 Excessive NESA cycling required. 

2.4.18 0/1" delivered impulse after AFP trip. 

2.4.19 Attitude sensing inadequate for non-standard situations. 

2.4.20 Resources (particularly manpower) insufficient for analysis 
- of anomalis and work-arounds, and for developing, testing, 

and implementing previously unplanned major operations. 

2.4.21 Unexpected attitude transients, wheel speed changes, and 
orbit effects, particularly during N-S S/K and move West. 

2.4.22 Double dead-banding in roll-yaw. 

2.4.23 Wheel speed operating range was too narrow; tachometer was 
too coarse. 

2.4.24 Data/analysis on mass properties and alignment was inadequate, 
particularly regarding variations (daily, yearly and life-time). 

2.4.25 Prime array orientation system was too complex; the backup 
 approach was better, but design and test were not adequate 

for long-term use. 



2.4.26 Array sun sensor fields of view were too narrow. 

2.4.27 Variable, unpredictable, large-scale degradation in LTE 
performance; loss of one LTE. 

2.4.28 Large uncertainties in fuel calculations. 

2.4.29 Thruster preheat required excessive power and time. 

2.4.30 Inadequate thermal telemetry; loss of several RCS telemetry 
parameters; badly placed sensors. 

2.4.31 Excessively complex thermal control required (particularly 
for batteries and RCS). 

2.4.32 Heaters very badly grouped (physically and by command - 
structure); excessive heater cycling; temperature limits 
exceeded. 

2.4.33 Satellite rapidly cooled below survival temperature when 
dissipation from internal components lost. 

2.4.34 TEP OST overheated (due to heat-pipe freezing). 

2.4.35 20W and 200W TWT trip-offs. 

2.4.36 Losses of uplink and/or downlink lock (due to antenna 
updating, S/C anomalies, etc.). 
Significant problems in reacquiring lock. 

2.4.37 Inadequate documentation of all aspects of operations, 
including: 

i) Cumbersome, unclear operating procedures and instructions. 

ii) Lack of information on expected S/C behaviour (as opposed 
- to specification/test limits). 

iii) Lack of easily accessible S/C test and calibration data. 

iv) -_Lack of information on ground-station equipment, and its 
configuration, calibration, etc. 

Summaries of major occurrences, problems, and general 
: operations were too generalized to be easily - add directly 
usable for detailed operations analysis and planning. 

24.38 Inaccurate and inflexible calibration system. 

2.4.39 Slow, time-consuming, complex and inflexible off-line data 
processing. 



2.4.40 On-line computers were too small and slow, to allow S/W 
flexibility, and had inadequate I/O capability. 

2.4.41 On-line S/W was inflexible, over-complex in some areas, and 
under-sophisticated in others. 

2.4.42 Software was very susceptible to problems when TM data was bad. 

2.4.43 On-line software, procedures, etc. were not ready at start of 
on-orbit operations. 

2.4.44 No S/Cswi tchiMOdél - in ground station—S./fol. -  - -- 

2.4.45 Lack of interaction between testing and operations/software 
design and planning. 

2.4.46 Operations personnel were inadequately trained. 

2.4.47 Testing of procedures was inadequate. 

2.4.48 NSP's were virtually non-existent at launch, and had to be 
improvised on-line to a large extent. 

2.4.49 Real-time simulation was not available -for on-orbit operations 
planning and training until well after launch, and there were 
significant problems in the use of the Sigma 9. 

2.4.50 The off-line computer (Sigma 9) was relatively slow and core-
limited; requirements of other users severely constrained its 
use for e.g. R.T.S., data processing, etc. 



- 10 - 

3.0 RECOMMENDATIONS FOR FUTURE SPACECRAFT  

3.1 Introduction  

The recommendations given as part of the Appendix are closely related 
to CTS/Hermes, and tend to be quite detailed; while useful guidelines 
can be drawn from  than  for application to the design and operation of 
other spacecraft, this section is an attempt to provide such guidelines 
in a more direct, less detailed, somewhat generalized form. No attempt 
is made to "weight" the recommendations - this can only be done by 
assessing the impact of the problems that generated them, as described 
in the Appendix. 

It should be emphasized that these recommendations are derived directly 
from the Appendix, and thus are based on a fairly restricted data set. 
In particular: 

a) The positive aspects of CTS/Hermes operations are not included. 

h) The design, integration, test, launch, spin and attitude acquisition 
phases of operations are not included. 

c) CTS/Hermes was a geostationary satellite, and hence always within 
view of the ground-station. 

The satellite was three-axis stabilized; in addition to the obvious 
ACS/RCS requirements, this implies a totally, different thermal/power 
environment from spinners. 

- _ 
The whole program wes experimental, so the behaviour of the satellite, 
was less predictable than that of an operational spacecraft, and its 
control was -heavily dependent ofi telemetered -data. _ _ _ _ 

_ 
While some of the recommendations appear obvious, significant problems 
arose in CTS/Hermes on-orbit operations because they were overlooked 
or underemphasized. 
It is hoped that their inclusion here will help avoid or reduce similar 
problems on future spacecraft. 

Note that more detailed comments/recommendations based cm several of 
the problems with greatest impact are given in the reports of various 
review boards (References 5-10). 

3.2 General Recommendations  

The recommendations in this section are those that apply to the whole 
project; many of the points included at the subsystem level (in Section 
3.3 of this report) are particular cases of general areas covered here. 



Redundant units should be generically different. 
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3.2.1 The design of the spacecraft and the ground control centre 
should proceed from an overall specification of the total 
system requirements and constraints. 
In turn, design of S/C subsystems should proceed from an 
overall S/C system specification, and design of G/S subsystems 
(hardware, software, operating procedures, etc.) should proceed 
from an overall  GIS  system specification. 

3.2.2 Throughout all phases of design, manufacture/procurement, 
integration and test, effective system-level control must be 
exercised, with particular attention paid to interfacing 
between the S/C and GIS, and between subsystems in each. 

3.2.3 Configuration documentation and control must be detailed, 
complète , and constantly updated throughout both pre-launch 
and post-launch phases. • 

3.2.4 Failure modes and effects analysis (FMEA) must begin early in 
the design phase, and must be continuously updated throughout 
both pre-launch and post-launch phases. 

3.2.5  Real -time  mission simulation, using both computer models and 
H/W models of the S/C, should be used to test and evaluate 
H/W, S/W and operational methods and téchniques, and to train 
operations personnel, starting with the Engineering Model, and 
continuing throughout life.  

,.• 

3.2.6 Any elements of the system tâat are shown to be inadequate by 
FMEA, simulation or test must be modified'or replaced as _ 

- appropriate,-  end resources must be available to permit this. 
- Testing of replacements and of modified items must be rigorous 

and complete. Modification (e.g. refurbishment of H/W) is not 
acceptable unless the causes of the problem are completely 
understood and corrected. 

3.2.7 Throughout pre-launch phase, a strong emphasis must be placed 
on reliability and facility of on-orbit operations. Decisions 
and trade-offs based solely on weight, cost and schedule 
constraints can havesevere operational consequences up to and 
including jeopardizing the mission. 

3.2.8 Detailed study of redundancy requirements i§ - essential; in 
particular, where possible: 

i) Partial redundancy must be avoided. 
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3.2.9 In the conceptual design phase, a system level trade-off is 
required between automatic on-board operation, automatic 
ground control, and manual ground control  of  all aspects 
of S/C operations. It must include: 

i) Dependence on, and reliability of, all elements of the 
uplink/downlink loop (ground H/W and S/W, spece H/W, 
RF signals, personnel, etc.). 

ii) Penalties implied in the use of on-board  H/W, particularly 
in cost and schedule due to qualification and test 
requirements. 

iii) The inherent flexibility of ground S/W and H/W vs -
possible use of programmable microprocessors to provide 
on-board flexibility. • 

Note that geostationary satellites are always within view of 
the GIS,  so the high degree of autonomous on-board control 
required for non-stationary satellites is perhaps not necessary. 

3.2.10 Allocation'of resources (particularly manpower) must allow for: 

i) Turn-over in personnel, and the training of replacements, 
• throughout pre-launch and post-launch operations. 

• ii) The occurrence of unforeseen anomalies, failures, etc. 
post-launch, requiring analysis, development and testing 
of work-arounds, etc. (particularly on an experimental 

• -•  satellite). 
_ 

iii) Thé :modification cif on-orbit operations to meet  ni goals 
(e.g. extended life, greater accuracy in orbit control, 

- etc.), requiring design, development, testing, and 
implementation'of procedures, and analysis of consequences. 

- 

3.3 Subsystem Recommendations  

3.3.1 SHF Transponder and Beacon  

-a) Ugfhk-PoW-ér and frequency must be maintained within 
This is difficult when there are many different 

sources of uplink signals. •  

h) Cathodes should remain at least partially heated at all 
_ times;.care must be taken to avoid stripping when high 

voltage is-off. 
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c) Command sequencing/timing constraints must be built into 
ground S/W. Note that: 

i) These conStraints must be supplied to the S/W 
designers as early as possible. 

ii) Building such constraints in the on-board hardware 
is not advisable due to inflexibility. 

) Testing should include some measurement of expected 
behaviour in normal operations (as well as at extremes). 
This data should be available to the operations group 
before launch, and specialist'support should be maintained 
after launch to confirm and, if necessary, modify the 
predictions to cover the remainder of life. 

e) Outgassing in high voltage components (particularly when 
the power level changes significantly) càn be a - problem, 
and should be eliminated if possible. Tests must check 
on the potential for arcing due to outgassing, and 
components (e.g. connectors) redesigned if necessary. 

f) Trip circuits are extremely useful; but must be protected 
against EMI (particularly from arcing -:- see e); sensitivity 
must be carefully controlled to maintain protection while 
eliminating unnecessary trips. 

When-testing shows a sensor is unreliable (e.g. thermally 
-unstable), and it is not corrected before launch, the 
information must be supplied to the operations group. If 
possible, ground S/W should be modified to correct the 
data, or perhaps modify its display so it will not 

• incorrectly impact operations. 

h) -  'Thermal=effects on transmitted signals (strengths and 
frequencies ) are significant; components must be designed 
•and tested to minimize them. Predicted magnitudes, etc. 
should be provided to the operations group. 

3.3.2 SHF Antennas  
- - 
) - _Incorporate an on-board switch to turn off the drive motors 

before hitting antenna stops. 

Ground S/W command structure must include a simplified antenna 
slew system using a standard step size, slew rate, etc., - 
with checks to avoid over-slewing. 

c) Telemetered antenna positions should have the same resolution 
- as the commandable step-size. 
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d) Detailed analysis is required (pre-launch) of the causes, 
effects, significance, measurement and correction of 
deviations from nominal of antenna pointing. Periodic 
measurements are required throughout life. 

3.3.3 Telemetry, Tracking and Command  

a) In the conceptual design phase, a system-level study is 
required of dependence on, and reliability of, telemetry. 
Increasing on-board automatic control (e.g. ACS control 
loops, thermostatically controlled heaters, etc.) reduces 
the impact of failures in the S/C telemetry system and on 
the ground; increasing ground control (S/W or operator 
.initiated heater control, etc.) reduces the amount of space-
qualified  hardware required,  and allows much greater  
operational flexibility (particularly significant on an 
experimental satellite).  

h) For all critical components (e.g. telemetry transmitters), 
redundancy is essential, but a system-level study is 
required to determine whether redundant units should be 
generically identical or not. If no identical units have 
previously been successfully operated in space, the backup 
should be generically different from the prime. If this 
is precluded (e.g. by cost), extremely rigorous and complete 
ground testing is essential. 

Ground tests must include many thermal cycles, with 
continuity testing of all critical components (e.g. 
transmitters) during temperature transitions. 

d) Provide the capability for transmission of telemetry, and 
for ranging, via other communications channels (i.e. SHF). 

e) A- system-level .study of the integrity of the command loop 
is reqüired, particularly to cover anomalous situations 
(attitude, telemetry, etc.). . 

f) A system-level study of the telemetry structure is required, 
including: 

each piece of data useful and/or necessary -. 

ii) What word-length and repetition frequency is required 
: -for-each piece of data. 

iii)' What overall - bit-rate and frame-length is required. 

How-should the resulting structure be implemented 
(digital vs analog words, processing in Encoder or 
at S/S level, sub-commutation, super-commutation, etc.). 



g) Do not use non-redundant telemetry Encoders; despite 
possible weight, cost and reliability penalties, sub-
commutation of data is a much better way of reducing 

' the number of channels required. 

h) A system-level study is required of causes and effects 
of variations in clock frequencies; such variations must 
be minimized (in particular, avoid changing sources), and 
test data on expected behaviour must be available to 
operations planners and ground S/W designers at an early 
stage. 

i) Provide commandable 471  steràdian telemetry coverage; 
should be used only for attitude acquisition and 
reacquisition to avoid interfering with other satellites. 
Perhaps automated if 411-  steradian earth sensors used. 

j) Transmitter and receiver must be designed to minimize 
variations in frequency; the whôle uplink/downlink system 
should operate so that loss of lock does not cause 
significant changes in the frequency of any of the components. 

k) system-level study of command structure is required, 
including manipulation in ground S/W vs S/C H/W, inclusion 
of timing capability, effects of multi-function commands 
(particularly in non-standard situations), etc. Some goal's 
should be: 

i) Procedures end operator inputs must be simplee.nd Clear. 

ii) Unnecessary cycling of on-board'equipment should be 
eliminated. 

Meaningful checks onsafety and appropriateness of 
commands should be included;. potentiallyharmful .  

T command sequences should be-aVoided. . 

iv) All potentially desirable S/C states  must  be directly 
commandable. 

- 15 - 

The emphasis should be on operability, particularly over the 
long terni, and non-standard situations must be included. 

Multiple function commands should be eliminated; value 
commands can be used to avoid exceeding command channel 
capability, and ground S/W modified to keep inputs simple 
(e.g. by grouping commands), while maintaining flexibility. 

It should be recognized that a high-accuracy ranging system 
is an important tool in analyzing RCS performance; this may 
be a more stringent requirement than orbit determination. 

_ 
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3.3.4 Power  

a) It is possible that NiCd batteries are not adequate for 
long-life operational satellites. Perhaps, for example, 
metal hydride batteries are required. 

b) Do not integrate flight batteries on S/C until the last 
possible moment; locate batteries on S/C for easy access/ 
removal/replacement. Avoid subjecting flight batteries 
to harsh pre-launch environment (test and storage); use 
engineering model batteries (or other spares) for S/C 

- level testing wherever possible. 

c) Use heat pipes and thermostatiéally controlled heaters 
and louvres to: 

i) Maintain batteries between 0°C and 15°C. 

ii) Minimize temperature differences between batteries, 
and between cells of each battery. 

d) Battery thermal environment is critically important and 
must be very thoroughly analyzed and tested before launch. 
Modelling must include as much detâil as possible (a single 
node approach is not adequate), and any structural changes 
from those modelled must be avoided, or the analysis repeated 
with the new configuration. 

e) Battery:charging capability must include a high rate (7C/3) _ 
charge  âil-d --éither a voltage  Cbntrolled, temperature compen-
sated:taper charge (with commandable voltage level), or . a ' 
"trickle" charge (essentially to maintain a bias on the 
batteries when not in use). 

- A battery reconditioning system is mandatory and must • include 
a high rate discharge (-C/3); and a low rate discharge (-C/50) 
for use below 1 volt/cell. The system (including telemetry 
data) - must be capable of discharge to at least 0.6 volts/cell, 
and the discharge resistors must be qualified for use at all 
orbit slots. 

g) If,weight, cost and reliability permit, cell-by-bell shorting 
and telemetry would permit a major improvement in batteny 
bperations/behaviour. 

): Batteries should be made as independent of each other as 
possible; if S/C safety requires parallel operations, an 
adjustable isolating Impedance must be provided. 
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i) Charge controllers must be designed to handle simultaneous 
high rate charging of all batteries, at high bus voltages. 

j) Battery current sensors must provide high accuracies at 
low currents, as well as covering the full range of currents 
possible. The data must be available at all times (i.e. do 
not use non-redundant Encoders), and care is necessary to 
avoid discharge currents biasing charge current sensors, 
and vice-versa. 

k) Pre-launch test/analysis/simulation/etc. must provide 
accurate information on: 

i) Usable battery capacity, and its expected behaviour 
over life. 

ii) How to determine when a battery is fully charged. 

iii) How to measure/estimate the usable capacity of a 
battery on-orbit. 

1) It should be recognized that battery management is a very 
complex, time-consuming task. Consideration should be 

• given to including on-board  programmable  microprocessors; 
if this is not feasible, sophisticated automatic ground 
S/W should be implemented, and operators trained in its use. 

m) Under-voltage protection of the batteries is necessary, but 
a system-level study is required-pre-launch, including: 

- 
What components shoùld be switched off by under-
voltage sensor (UVS) trip; it seems preferable to 
at least maintain telwietry. 

ii) - Under what circumstance should UVS trip, and when 
will undesirable trips occur. 

iii) How to recover -from UVS trips. 

The UVS system must be completely over-rideable, and must 
have commandable voltage levels (different for each battery). 
Flexibiltty in what components are switched off would be an 
advantage. UVS Enable/Disable must not be made part of any 
other command. 

- n) _Detailed analysis/testing of thermal/power transients on 
-light-weight, extensive solar arrays is difficult but 
essential (particularly eclipse entry and exit). Under-
voltage and overvoltage protection is necessary, but should 
be kept simple, while still capable of handling extremely 
rapid, large scale voltage transients (on a cold, unloaded 
array). Ground over-ride of the OVC/UVC must exist, along 
with telemetered data on array voltages (as distinct from 
bus voltages). 



o) A detailed and complete failure modes and effects analysis 
is essential for all high power circuits. Particular 
attention should be paid to potential sneak paths, and to 
multi-redundant relay systems. Perhaps series-redundant 
relays should not be used in high power  circuits. ---  --- 

Complete data on power converter behaviour (particularly 
losses) must be obtained in testing, and incorporated in 
ground S/W. Effects of temperature, etc. must be included. 
Data must extend well beyond normal operating ranges to 
cover non-standard situations. 

q) A simple and direct method of measuring array power 
capability on-orbit must be included. 

r) Arrays must be sized to take into account (predictable) 
solar cell degradation, plus some margin for anomalies. 

s) Body array system should be desiged so that: 

i) It is not necessary to jettison H/W when the main 
arrays are deployed. 

The body arrays do not have negative impact on 
on-orbit operations (e.g. unloaded cold body arrays 
holding H/K array OVC open post-eclipse). 

iii) Power from the body arrays is usable on-orbit 
(perticularly in non-standard attitudes). 

t) Whenever possible, power-on resets should be applied to 
all components downstream of  .a  power supply before power 
is supplied to them. 

u) Do not use logic switches where power controlling the 
switch can be off at the same time as power through the 
switch is on. Either use latching relays, or use a 
common power supply. 

Where_a specific sequence is required in powering up 
components, it should be automated (in ground .S/W rather 
than_oArboard, to maintain flexibility). 
_ 
Power/thermal design must take into accountthe possibility 
of long (up.to.3 hours) eclipses of the sun by the moon. 

Accitrate and complete calibration data must be pr&ided 
- trà the opérations  group well before launch. Ground S/W 
_ celibration system must be flexible enough to include a 
_variety of functional forms, and the effects of one 
parameter on others. 

p) 
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3.3.5 Spacecraft Harness - and'Electricalintegration Assembly  

a) Good EMI protection and testing is essential (see 3.3.11). 

h) Perhaps the EIA shOuld be used to sub-commutate temperature 
data (see -3.3.3) and/or to provide independent control of 
each heater (see 3.3.10). 

3.3.6 Attitude Control  

a) i) The earth sensor system must be designed so that 
complete redundancy exists; if this is not feasible, 
design, manufacture and test must be drastically 
upgraded, a complete and rigorous FMEA must be applied, 
and detailed recognition/recovery/work-around 
procedures developed and tested before launch to cover 
any failures. 

ii) Earth sensors should be designed to minimize the 
effects of interferences (e.g. include radiance 
limiters to cut out the sun), and to eliminate 
ambigùous outputs. 

iii) Detailed predictions of sun and moon interferences 
with earth sensors (including number, frequency and 
intensity) must be available early in design  phase; 
preliminary operations planning using this data may 
indicate the need for changes in the sensor or'. ACS 
design. 

Extremely rigorous testing of earth sensors, particularly 
for the effects of thermal gradients, and thermal and'power 
cycling, is essential. If possible, earth sensors should 
not contain any moving parts. 

Do not fly critical components that fail during pre-
launch testing; flight qualified spares should be 
available. Resources must be made available to ensure 
that the causes of any failure are completely under- 

- 7--  stood, and that the replacement (and any other similar 
units) will not fail in the same way. 

:iiï  If  refurbishment of a failed unit is forced (because 
cost constraints preclude carrying enough flight 
spares, of because all flight qualified units fail), 
resources must be available to ensure that: 

_ the causes of the failure are completely under+ 
stood and corrected, --.and 

- all refurbished units are tested rigorously and 
Compl et ely 
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d) Automatic Failure Protection against attitude anomalies 
is essential, but: 

i) All thrusting must be totalling inhibited. 

ii) Resulting S/C rates must be minimized (requires 
high accuracy, high speed on-board wheel speed 
measurement). 

iii) Ground commendable selection of parameters that 
can trigger AFP should be included. 

) A secondary attitude sensing system should be provided; 
if the prime sensor ifidicates a problem, the secondary 
system should be checked, and its outputs used for attitude 
control (possibly degraded), if it indicates the anomaly 
is in the prime sensor rather than in S/C attitude. It 
_may be necessary to use several sensors with a "voting" system. 

-_Detailed.syStem-level design _(including a rigorous FMEA) 4 is 
required before implementing such a system. 

f) Automatid - attitude reacquisition capability should exist. 
The trade-off between on-board and on-ground implementation 
is very complex, but given that an:on-board system would 
require ground backup (in case it failed), and that 
flexibility is essential, perhaps ground S/W is the better 
approach (assuming reasonable telemetry). Note that such 
a system must not use any components that may have caused 
theanomaly (e.g. prime earth sensors) until after ground 
analysis proves they are operating correctly. 

g) The choice of which sensor outputs are used by the automatic 
attitude control loops must be made by ground commendable 
logic - switching, not by power switching. 

h) Attitude control loops must include passive, benign, long-term  
stable modes; systems with one biased momentum wheel Rrovide 

. this'CaPability in two axes, and the third can be implemented 
by using a backup rate integrating gyro, applying an averaged 
duty_çycle to the wheel, etc. Systems with two non-aligned 
biated,momentum wheels can.provide this capability in all 

- three axes.. 

Extensive testing of momentum wheels is essential; particular 
. :attention must  be paid to detecting cage instability, and 
the wheel must be rejected if it appears (refurbishment is 

- not acceptable). The effects of thermal gradients ,and 
cycling on the bearings and lubricant are also  important. 



j) Control loop design must allow for wide variations in 
critical parameters, including damping in flexible 
appendages, sensor time delays, mass properties, mis-
alignments, wheel drag torques, thruster impluse-bits, 
etc. To achieve sufficient flexibility it is probably 
necessary to use on-board programmable microprocessors, 
particularly for long-life satellites. If this is not 
done, a minimum requirement is for sufficient resources 
to allow modification of the attitude control electronics 
after all flight hardware characteristics have been 
measured as accurately - and completely as possible. 
Note that microprocessors may introduce problems df . their 
own. 

k) Design and simulation of ACS must included complete and 
accurate modelling of array operations (standard sun-track, 
standard fast-Slew, and various non-standard operations, 
including slewing of a single array). The detailed form 
of the torques applied to the array is important; some form 
of essentially constant torque drive is preferrable from an 
ACS point of view. 
The coupling of array pitch motion into S/C roll-yaw is 
significant (even for rigid arrays) and must be included 
in analysis and simulation. 

1) Large-scale thruster activity can - cause large-scale 
perturbations in attitude, wheel speed ., etc. To minimize 
this: . 

i) Pre-launch design and integration must minimize 
thruster misalignments and centre of mass variations 
(e.g. perhaps a split array is preferable). 

= Design operations so thruster activity occurs in 
small, frequently repeated blocks, rather than a 
few very large operations. The large manpower 

- 1"eqiiirements implied by this can be reduced by 
automating E-W S/K, N-S S/K and M/D, preferably 
in:ground  $/W. - 

- iii) - Periodically throughout life, calibration measurements 
are required of thruster misalignments, mass properties, 
plume impingement effects, thruster mismatch, etc. 
Qperations, schedules, etc. should be modified to 

- --compensate for these effects. 

iv) . ;If possible, avoid the use of pairs of thrusters, where 
mismatch would cause large attitude disturbances, If 
this is not possible (e.g. for N-S S/K), adequate 
sensing (e.g. a good yaw sensor) and control (preferably 
using ground  $/W for flexibility) must be provided. 
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m) i) 4ir steradian sun sensing is essential, and must be 
available at all times; careful design is required to .  
handle head cross-overs and to avoid glinting problems. 

ii) Relatively coarse 471  steradian earth sensing (or its 
equivalent in e.g. rate integrating gyros) should be 
available for use in non-standard situations. 

iii) Third axis (yaw) angle and rate information should 
be fieadily available; this can be obtained from either 
high sensitivity sun sensors (-0.25° resolution) b a 
star tracker, a high accuracy rate integrating gyro, 
or a state estimation system (which would integrate 
sensor outputs, mass properties data, dynamics, etc. 
to provide the information indirectly). The state 
estimation approach appears to be better (in cost, 
etc.); it should be implemented in ground S/W (for 
flexibility), and can be extended to provide estimates 
of angles and rates When data is unavailable or degraded 
(due to sensor or telemetry problems, sun-earth-S/C 
alignment, etc.). 

n) Bias capability must exist for all sensor outputs used in 
autômatic on-board control. Independent biases are required 
for each sensor .  output (not for each control input), and they 
must be separately and easily commandable. Biases can be 
very useful in optimizing attitude control, but considerable 
resources are required for analysis and implementation. 

o) . i)=-7When -using a single,- biased momentum wheel, the control - 
system (in-roll-yaw) must be optimized to properly .* - 
damp the nutation cone (thus avoiding double dead- . 

• = -- banding and minimizing the required number of pulses). 
See 3.3.6 j ré flexibility requirements.- • 

• 
ii) The wheel speed operating range should be at least 

three times the predicted requirements to cover 
•anomalies, unplanned operations,-etc. Shaping-and 
smoothing of the torque-speed curve should be done : 

- 
 

in the  cOntrol electronics (rather than the driver/ . _ 
- motor hardware), perhaps using programmable on-board 

- =--. microprocessors, • - 
• • • 

• 

iii)'.The tachometer must ,measure wheel speed to better than 
0.1% of  the nominal  operating range.: It should be 
.Keèbgnized.that wheel speed is e critical parameter in 
o-perations planning and design,  and in  ACS/RCS 
_performance analysis and prediction. • • _ 

Ground S/W must provide proper:averaging of wheel speed, 
.and correction of such effects as S/C clock variations. 



q) 
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Independent pulse count and duration telemetry for 
each thruster is essential (for performance analysis, 
detecting problems, etc.); registers should be sized 
to cover both a full day of normal operations and 
the maximum possible activity in non-standard - • 
situations. 

ii) Zeroing registers after sampling must be avoided. 

iii) Ground S/W should include correlation of tâis data 
to provide time and duration of each pulse, with 
automatic recording of the results 

Prediction of expected ACS behaviour, and daily monitoring 
of all critical parameters, is essential (particularly on 
experimental satellites) to provide warning of problems, 
and a data base for predicting future performance. Leaking 
and anomalous firing of thrusters is especially significant 
and hard to detect. 

Pre-launch analysis and post-launch calibration of the 
effects of all thruster firings on the orbit is required; 
off-line orbit determination/prediction S/W should include 
such effects, particularly regular daily impulse (e.g. from 
the offset thrusters). 

s) Alignment of all attitude sensors is critical; particular 
attention must be paid to pre-launch prediction and post-
launch calibration of variations in alignment, and how to 
correct  for their effects (using biases, etc.). 

If heat pipes and louvres are used (see 3.3.10), ACS design 
must-tàke into account torques generated by: 

i) fluid transfer in heat pipes;. 

if) solar pressure on open louvres; 

iii) changing the orientation of louvres. 

•  3.3.7 Structures and Mechanisms  

a) Sags properties have a major impact on operations, 
- and are critically important in ACS/RCS performance 
- - -- 2-anâlysis and prediction. Pre-launch analysis and 

measurement must provide accurate estimates of all 
mass properties including the expected variations 
(daily, yearly, and over life), and the maxinum 
dispersions in the data. Tight control, and good 

- documentation are essential. 
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The impact of the predicted mass properties on 
operations and performance must be thoroughly 
analysed early enough to allow FI/W changes (e.g. 
to ACS control loops) if necessary. Non-standard 
situations should be included. 

Hi)  On-orbit variation .  in mas properties inust be 
minimized e.g. perhaps  a  split array is preferable). 

iv) A systematic measurement of on-orbit mass properties 
shoul d be impl emented. 

v) Data on predicted and measured mass properties must 
be readily, available to operations personnel both 
before and after launch. 

The accurate alignment of many,components (including 
attitude sensors, thrusters, wheel, antennas, etc.) 
is extremely important. The combination of initial 
misalignment, and changes due to space environment 
(zero-g, thermal extremes, etc.) must be carefully 
analyzed for impact on operations and performance in 
standard and non-standard situations. 

in Systematic measurement of misalignments on-orbit should 
be implemented, and methods of correction (ACS biases, 
vectorabl e thrusters , antenna poi nti ng adjustments, 

- etc.) inclu- clecLin-  H/14,—S/g -a- ncl operations design._ 
- - 
Structural damping, particularly in the flexible arrays, 
is very difficult to estimate, and has a -major impact on 
ACS design. Analysis/measurement methods should be developed 

:to,provide realistic numbers. 

) Array orientation control should be kept as simple as 
possible (consistent with reliability requirements). An 
automatic, on-board, sun-tracking controller should be 
impl emented i ncorporating: 

i) Sun sensors with fields  •of view of at least 27r 
steradians; high accuracy (-0.5°) is necessary 
only within normal operating ranges. 

ii) An essentially continuous torque drive system, 
capable of rates up to the maximum expected S/C 

- :is- rate following AFP trip (see 3.3.6 d). 

- lit) A level of sophistication sufficient to maintain 
sun-tracking without wasting power in most non-
standard situations. 
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iv) Ground commandable modifications to controller 
parameters. 

v) Power-on reset for all logic states. 

On-board programmable microprocessors may be necessary. 
Full-scale life-testing of the controller/driver and a 
complete FMEA are essential. 

e) Array orientation telemetry must include: 

i) Unambiguous indication of the array position relative 
to the sun and to the S/C body. _ 

ii) Unambiguous flagging of controller/driver modes. 

f) If possible, design of body arrays/deployable arrays should 
not require jettison of hardware. 

3.3.8 Reaction Control  

a) Low thrust hydrazine systems exhibit large-scale variable 
degradation in performance, with  major  negative impacts on _ 
operations. These problems must be taken into account 
when selecting the thrust/torque system during design phase. 
Other potential candidates include ion engines, magnetic  
torqUers, bi-propellant systems, cold gas systems, etc. 

If a_hydrazine system is used: 

i) Detailed analysis/testing is required to determine 
whether additional thruster activity due to under-
performance consumes additional fuel. It is probably 
necessary to carry extra fuel (perhaps twice nominal) 
to compensate. 

ii) Attitude control systems (on-board and in ground S/W)  
_ must allow for significant, variable, unpredictable _ 

degradation in thrust level. 

iii) H/W,. S/W and procedures must be designed to eliminate 
uncontrolled thruster firing with latch valves closed, 
as gas in the lines will cause significant impulse to 

- be delivered. 

Use of pairs of thrusters where mis-match will cause 
attitude problems should be avoided. Where this is 
unavoidable (appears likely for N-S S/K), control 
systems must be capable of handling large-scale mis-
match (possibly up to 100%). 
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v) Multiple back-up thrusters must be carried. 

c) The performance of the roll-yaw offset thrusters is 
critical to mission success, but very difficult to 
measure due to complex control systems, etc. Detailed 
methods for measuring and predicting performance must 
be developed pre-launch, and peoperly implemented on-orbit. 

d) Detailed analysis of the rate of auto-decomposition of 
hydrazine at various temperatures is required pre-launch. 
Temperature ranges which reduce the rate to an acceptable 
level must be selected, and the thermal control system 
and operations designed to meet these requirements. Temp-
erature telemetry must be adequate to check that the 
requirements are met on-orbit, and operations/hardware 
must permit modifications if necessary. 

e) If a peessurized, blow-down fuel supply system is used: 

i) Diaphragm material must be carefully selected and 
tested to minimize permeation of pressurant into 
the fuel, and to avoid degradation/break-up. 

ii) Design and test must cover the operation of all 
valves under conditions of maximum pressure 
differential. 

iii) Pressure transducers must be protected against 
pressure spikes due to opening or closing valves. 

High accuracy telemetry is required for pressurant 
temperature and pressure if they are to be used to 
determine the amount of fuel remaining. The temp.; 
erature sensor must be properly thermally coupled 
to the pressurant. 

Some'means (other than the blow-down curve or per- 
- formance prediction) shoùld be available to calculate 

remaining fuel in each tank. Possibly a system for 
- detecting diaphragm position/shape is feasible. 

vi)-, TRre-launch analysis of the mass properties of the 
system is required, with emphasis on changes - 

- -, - Idùe to fuel use, temperature.variations, fuel 
transfer between tanks, etc. 

1/11)„Perhaps a four-tank (rather than a two-tank) fuel 
_ .- system should be used. 
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f) RCS thermal control must be integrated with overall S/C 
thermal control, and should be designed such at: 

i) Temperature extremes (hot and cold) are minimized. 

ii) Telemetry includes the temperatures of all critical 
components; specifically, all thrust chamber temp-
eratures must be available. 

iii) Heaters are broken up into small, separately 
commandable elements (to avoid the situations where 
heating a cold area requires overheating a warm area, 
and where several thrusters are heated when only one 
is required). 

iv) Operations are as simple and reliable as possible. 

v) Heater failures are easily identifiable, and redundant 
heaters are available. 

g) Thruster valve materials and design must be selected and 
tested to minimize degradation and distortion, particularly 
due to temperature extremes. 

h) Catalyst bed meterials and design must be such that no 
poisoning, washout, break-up, or other deterioration will 
occur. 

i) Thusters must be designed to fire cold when necessary (to 
avoid time delays and reduce power usage in anomalous 
situations). 

j) Detailed analysis and test of heat soakback from thruster 
firings is required. 
Many intermediate values of temperature and pressure must 
be included to cover the possibility of flashback. 

) BaCkup:thrusters and heaters.muSt be designed to.have 
esentially the same  impact (thermal end power, asvell 
às - thrust and torque) as the prime thrusterS. 

1)- , See,.3.3.6c _ _ _ 

m), - Pi.e-launch performance prediction data should cover -a 
considerablywiderrange ,than planned operations (to allow 
for non-standard situations and operations introduced 

- after launch). 



3.3.9 Apogeellotor  

a) Accurate conductance modelling of the expended 
apogee motor is essential. 

b) Accurate prediction (pre-launch) and measurement (on-orbit) 
of the mass properties of the expended apogee motor is 
necessary. 

3.3.10 Thermal 

a) Overall design, simulation and testing must include 
recognition of: 

i) Large E-W and N-S thermal gradients, and large daily 
and yearly temperature variations experienced by 
three-axis stabilized satellites (as opposed to spinners). 

ii) The variability of S/C operational modes, and the large 
thermal impact this can have, particularly on high-
powered satellites. 

b) As a result of a), active thermal control elements are 
essential. In general: 

i) Heat pipes should be used to distribute heat inside 
the S/C. In particular they should be used to minimize 

_ temperature differences between batteries and between 
cells on each battery. Heat pipes should not be 
exposed directly to space; if this proves necessary, 
detailed analysis/testing is required to ensure that 

__. the fluid will not freeze. 

.ii).  Louvres should be used to control the heat radiated to 
space from the whole S/C (particularly during eclipses 
and in non-standard situations), and from specific 
areas (e.g. batteries). 
Thermostatic control improves reliability (particularly 
in non-standard situations) and reduces the complexity 
of ground operations. 

iii) Thermostatically controlled heaters should be used to 
maintain the temperature of components exposed directly 
to space, and to replace heat lost when component 
dissipations change (e.g. at turn-off). 

c) All  aspects  of thermal environment and control must be 
integrated right from the start of design. 
Specifically, RCS thermal control must be integrated with 
the rest of the thermal S/S. 
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d) Thermal design should be directed towards simple, reliable 
operational procedures, S/W, etc. 
Some implications are: 

i) Thermostatic control of heaters and louvres is 
necessary, but temperature limits must be flexible, 
and ground over-ride capability must exist. Perhaps 
programmable on-board microprocessors should be used. 

ii) Heaters must be broken up into small, separately 
controlled elements positioned such that areas  •that 
experience significantly different thermal environ-
ments do not share the same heater. 

• iii) The -number of heater cycles required, and the number 
and extent of louvre movements, must be carefully 
analyzed, and the impacts on reliability laken into 
account. 

e) Temperature sensors must be positioned and thermally coupled 
to the S/C to provide: 

i) Adequate heater control (on-board and through ground 
command). 

ii) Sufficient information to determine whether each, 
heater is operating correctly. 

-Ehough data to adequately determine the thermal status 
- of the overall S/C, and of components subject to 

thermal extremes or sensitive to thermal variations 
(particularly solar arrays). 

All necessary temperature data and heater flags must be 
available at all times (i.e. do not use non-redundant TM 
Encoders). Note, however, that high rate temperature TM 
is -nôt required and thus sub-commutation can be used. 

g) Detailed predictions of expected thermal behaviour 
(including heater operations, other S/C ôperations, effects 
of degradations, etc.) must be available to the operations 
group before launch, and should be updated throughout life 
-using  réal  S/C data. (Good off-line data processing is a 

- -neèesilty). 
- The:predictions require analysis, testing and simulation 

between and beyond, as well as at, specification limits, 
and should include non-standard situations (heater/louvre 

-: -fàflure, loss of S/C power, operational errors, etc.). 



- 

- 30 - 

v) Detailed checks on distribution of heat generated in 
all high power elements, particularly relays. 

vi) Extensive thermal cycling of critical components, 
with checks on operability ai points throughcidt -thè - __ ____ _ _ _ 
cycles. . 

Pre-launch testing must include: 

i) A wide range of temperature beyond expected; 
+30°C may be required on some components to cover 
Tnaccuracies in modelling and assumptions, changes 
in operations, etc. 

ii) Continuity testing of all components during 
temperature transitions (particularly in S/C level 
test)..  

iii) At least five or six thermal-vacuum cycles on the 
complete S/C. 

iv) The effects of one part of the S/C shadowing another 
part. 

1) Specialist support must be maintained throughout life to 
analyze S/C data and provide: 

i) updates to predictidns (see 3.3.10 g), and reasons 

- 
- - --Fee deviations from the predictions; 

- 
fi) - : warnings of potential problems; 

iii) modifications to operational procedures, S/W, etc. 
= to cover changes in operational modes, problems, 
- failures, etc. 

j)  •Thermal transients at eclipse entry and exit,respecially  
on light-weight, low thermal mass, extensive Solar arms, 
have a major impact (particularly on the power S/S - see 

•3.3.4)-: Detailed analysis, simulation and test , it difficult 
but  essential 

•Thérffial design must include the possibility of long (up to 
three hours) eclipses of the sun by the moon. 

Detailed pre-launch analysis and post-launch calibration of 
theriffial effects on mass peoperties and alignments is 

: required (see 3.3.7). • 
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The batteries are extremely sensitive to thermal environment. 
In addition to using heat pipes to reduce temperature spreads 
(see 3.3.10 b): 

i) High accuracy simulation/modelling is essential (a 
single node approach is not adequate). 

ii) Cell-by-cell temperature telemetry should be available. 

iii) Battery temperatures should be maintained between 0°C 
and 15°C under all charge/discharge situations, using 
heaters and louvres. 

iv) Minor structural changes can have significant thermal 
impact, and such effects must be analyzed in detail. 

n) Battery reconditioning reSistors must be thermally qualified 
to be usable at any orbit slot. 

o) Battery charge controllers must be thermally designed to 
handle all required charge current/voltage combinations. 

p) Resources must be available to replace components that 
fail, or show marginal operation, in thermal test. 

q) Detailed analysis and test is required of the thermal 
interaction between the RCS and the rest of the S/C - see 
3.3.8 for detailed recommendations. 

r) Good thermal modelling is essential; some areas requiring 
special attention include: 

i)- Extendible solar arrays; 

ii) Batteries; , 

iii) RCS thrusters; 

iv):  - Expended apogee motor conductance; _ _ 

v) Multiple solar reflections between angled surfaces. 

-3.3.11 SATE, TEC, S/C Charging, etc.  

' a) 'Déplôyâble solar arrays must be designed with backside 
Shielding a.pproximately equivalent to the front. Possible 
methods include: 

i) Use of  a  conductive grounded layer on the back side. 

Use'9f a :thin aleinumlioneycomb_substrate._ 



Command and data line circuits (including trip circuits) 
must provide protection against short, high-level 
transients. 

c) All second surface mirrors must be bonded with conductive 
adhesives. 

d) All layers of thermal blankets, and all metal parts, must 
B-Fproperly grounded. 

e) S/C level EMI testing using a very fast spark source is 
essential. Results of engienering model tests should be 
used to specify EMI protection of flight components. 

f) Emission and susceptibility levels of telemetry and command 
lines should be tightly limited by EMI specifications. 

g) A system for detecting and analyzing electromagnetic 
transients should be implemented, including: 

i) an external electromagnetic environment .monitor 
on-board; 

ii) independent sensors and counters on all critical lines; 

iii) isolation of on-board power supplies from the transient 
sensors; 

iv) adequate off-line ground data processing and analysis, 
with emphasis on correlating transients with other 
S/C events, particularly anomalies. 

h) Instrumentation of flexible solar arrays is essential and 
should include deflection sensors, accelerometers, tension 
monitors, extension monitors, temperature sensors, and 
methods for measuring array power capabilities and solar 
cell degradation. 

3.3.12 Transmitter Experiment Package  

a) --Alt of the recommendations of 3.3.1 apply to this subsystem 
as' well. 

h) Heat pipes are a good method of removing heat from high 
power tubes and power processors. The system used to 

- :radiate this heat from the S/C must be carefully protected 
.against freezing, perhaps by cfosing off louvres over the 
radiating surface when it is not in use. 



3.3.13 Ground Station Non-Computing Hardware  

a) Ground antenna updating (S-band and SHF) should 'use auto-
track while a downlink is available, with a programmable 
microprocessor to control pointing (using high accuracy 
orbit predittions) otherwise. • 

The  complete S-band loop (ground transmitter, S/C receiver, 
-Se- transmitter, ground receiver) shoùld be designed to 
minimize frequency variations; in particular; step changes 
in S/Ç Rx and Tx frequencies due to loss-of uplink lock, 

-and in ground Rx frequency due to loss of downlink lock, " 
should be eliminated if possible. 

c) Automatic frequency sweep systems should be readily .  available 
on all ground.receivers, and on the S-band transmitter. 
Careful matching to ground and%S/C Tx and Rx characteristics - 
is essential, and the systems should be designed to maximize 
the probability of achieving lock while minimizing the time --- 
required. _ 

Ground equipment (particularly the S-band system) muit lbe 
_ fully protected against EMI and power failures. Perhaps 

a,battery and/or capacitive storage system should be used. 

„ The- critical importance of ground systems in the successful _ 
bperation of a satellite must be recognized early in the 
program, and hardware, setware, testing, calibration, etc. 
designed accordingly. - 
Interfacing (between different components in the GIS, between 
G/S and S/C, and between operations personnel and G/S H/W) is 
particularly complex and significant. On-orbit, periodic test 
and calibration of all ground H/W is required, and adequate 
spare parts must be carried for all essential ,components. 
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c) Protection against, and testing for, the effects of high 
power, high frequency radiation on the S/C (particularly 
IR sensors, and telemetry and command lines) is essential. 

d) Transmissions that are essentially independent of uplink 
are extremely useful and should be incorporated if possible. 
At least one such signal per communications antenna 
(steerable or fixed) should be included (along with an 
independent beacon), and they should be battery powered 
(for access in emergencies). 

e) Good TM data -6n Sit- power ieVels ân 
_

d 
essential; g -münd S/W must provi -de the càpability of 
properly calibrating such data, and of modifying it for 
the effects of temperatures, etc. 

f) High power systems must be designed to minimize surge 
currents (e.g. at relay closing), and the effects of such 
transients must be carefully analyzed and tested. 



f) Ground received signal strengths are important parameters 
in S/C operations and analysis, andmeasurement and recording 
of such data is essential. Analysis of, and allowance for, 
the effects of weather, ionosphere, etc. is necessary. Losses 
and variations due to ground equipment should be minimized by: 

i) accurate antenna pointing (see 3.3.13 a); 

ii) dehydration of waveguides (using_dry air compressors__ 
and automatic regeneratorS- ); -  

iii) de-icing of antennas (perhaps using low-level heating 
currents); 

iv) protecting against EMI (see 3.3.13 d); 

and various other means. 

Checks on operability and mode should be built into all 
critical ground equipment, with feed-back to the control 
computer for display, warnings, and (if possible) correction. 
This is particularly important for all elements of the command 
link. 

Strip chart recorders are extremely important for data 
recording and on-line analysis. Regular, systematic testing, 
maintenance, and scaling and calibration are required. The 
charts must be annotated in detail with pen assignments, 
scales, chart speeds and times; if feasible, an automatic 
printing system should be used to provide this. It would 
also be advantageous if control and monitoring of SCR status 
from the computer were available. 

i) Detailed, accurate, complete, up to date, readily accessible 
documentation is essential, and must include: 

i) The H/W patching/switching system (standard modes, 
procedures for changes, etc.). 

ii) Command logs that incorporate all commands sent to the 
S/C, together with individual command descriptors and 
brief descriptions of  opérations,  discrepancies and 
anomalies. If feasible, this should be automated in 
the off-line data processing system. 

iii) Opérations  schedules that are available for review 
before implementation. 

- 
iv) Descriptions of all H/W, along with test, maintenance 

and calibration procedures. 

v) H/W status reports. 

g) 



j) High quality analogue recording of the S-band downlink is 
essential (to provide data covering computer down-times, 
etc.), and requires good record/playback H/W. 

3.3.14 Ground Station Computing Hardware  

The major computational problem on CTS/Hermes was the general 
inadequacy of the HP2100 and HP-MX to their assigned on-line, 
real-time tasks. The Systems Group was originally told to use 
one HP2100 for all Attitude Acquisition and On-Orbit tasks 
before any analysis was done as the the extent of the eventual 
requirements. The fact that the HP's were too small from a 
core storage point-of-view and generally too slow from a standard 
real-time operating system response viewpoint, compromised 
several on-orbit operations and unnecessarily complicated the 
ground station computing system development and checkout. 

As the eventual computing requirement was too large for core 
and the real-time data update requirement of once per second 
was very time critical, a large and costly Operating System (OS) 
development program was undertaken too soon before launch. The 
small Systems Group was required to spend the majority ,  of its 
time on computer development and checkout, instead of concentrating 
on spacecraft Detailed Operating Procedures (DOP) or on-orbit 
applications programming. The net result was that the ground 
station computing system was not completely debugged by the 
start of the On-Orbit Mission Phase nor were the DOP's complete 
or rigorous. Also during the entire On-Orbit Phase, the computing 
system was incapable of easy extension, major modification or growth. 

It is recommended that a reasonable estimate of the total on-line 
computing requirement be made before a trade-off study is 
performed to determine the mosi-iiinàble computing hardware/ 
software. A non-standard Operating 5ystem executive development 
program should not be required if the appropriate, capable system 
is first selected. The major development and implementation of 
the Ground Station computing system (excluding normal applications 
programming) should be completed by the S/C test phase of the 
program. The system so designed or selected, should be capable 
of straight forward expansion or modification based on actual 
flight or test experience. 

3.3.15 Ground Station Software  

The criticisms of 3.3.14 apply equally well here. Because of the 
general inadequacy of the hardware, various software programs 
were incomplete or inadequate. See Section 15 of the Appendix 
for specific examples. 
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The recommendations of3.3.14 also apply here. All system 
level software development should be finalized along with 
total Ground Station implementation by the S/C test phase 
of the program. Application's programming would be a 
continuôus process extending through S/C test, launch, and 
on-orbit operations. It would of course be bound by normal 
codes of debug/implementation and configuration control. 

3.3.16 NASA/STDN Hardware/Software  

Include any NASA/Ground Station data/command interface 
requirements in early Mission Planning and assess the ** 
implications on ground station hardware/software. 

3.3.17 Systems Planning, Test and Analysis  

a) At the inception of any future spacecraft project, there is 
the requirement for early and experienced overall system 
direction and planning. The system's group (space segment 
and ground segment) should have sufficient manpower and 
computer simulation resources to engage in long range 
planning as well as day-to-day problem solving activity.  
It is very temgfng to forego on-orbit planning for more - 
immediate test and attitude acquisition planning, as was 
done on CTS/Hermes-. -  There is a string - requirement for 
system personnel overlap in responsibility te ensure 
continuity of function - and documentation as staff leaves 
and is replaced throughout the life of the mission. 

h) The above considerations apply equally well to spacecraft 
and ground station test personnel and operations. On 
CTS/Hermes there was a very strong collaboration between 

• spacecraft subsystem  design personnel and spacecraft test  
personnel. However, the involvement of the system's group: 
with spacecraft test was minimal. As a result it  was - fery 
difficult to obtain actual and specific design/test hardware 
information and to factor it into operations Planning and 
software programming. Experience has shown that there is a 
real need for systems/operations interface with spacecraft/ 
ground station design and test personnel. 

c) A real scheduling/manpower problem occurred on the CTS/Hermes 
spacecraft test program particularly With the Engineering 
Model. The spacecraft test procedures were generally 
incomplete and too late for general dissemination and comment - 
before the actual tests. At the very least, they had no 
system's group input. The whole test program was very 
success oriented in that not enough reaction time was 
scheduled before launch to replace or redesign equipment 



that had problems in test. Several eventual on-orbit 
problems that were observed (or should have been observed) 
during test and not satisfactorily acted upon were: 

i) a NESA A anomaly 

ii) Heat pipe freeze up 

iii) RCS valve seating problems 

iv) RCS latch valve opening under pressure problems 

v) Transmitter B (TT&C) degradation during test 

vi) Battery Reconditioning - UVS problems 

vii) Battery B heat leak. 

One critical problem that was caught in test, somewhat 
fortuitously, was in the Overvoltage Housekeeping Switch. 
It originally would not have closed (e.g._post-eclipse), 
thereby terminating the mission; a command function had_to _ 
be added. Test planning, documentation and scheduling 
should be far enough in advance of:launch, particularly for 
an experimental satellite, to allow reaction time and 
thoughtful test implementation and observation. 

It was a conscious policy decision on CTS/Hermes to train 
the duty controllers on-the-job and to provide 24 hour a 
day coverage with 5men in three eight hour shifts. Although 
this arrangement worked in a fashion, there were several 
undesirable consequences. As none of the chief duty 
controllers were active for the design or test phases of the 
S/C or software implementation, it was difficult to transmit 
more than cursory information to them. The chief duty 
controller accordingly had difficulty in training his duty 
controllers and bringing them "up to speed". There was no 
personnel overlap in this minimal panpower scheme let alone 
shift overlap to transmit S/C, GIS configuration information 
from one shift to another. Also as the Mission approached 
its several termination dates, it was extremely difficult 
to keep duty controllers on staff, thtis aggravating an 
already tight manpower situation and compromising S/C health 
with new relatively untrained personnel. 

There is also a general experience/qualification question 
to be answered before training and hiring duty controllers: 
what degree of man-in-the-loop S/C control should be left 
in the hands of what type of individual? With a highly 
sophisticated experimental satellite such as CTS/Hermes, it 



was found that by using technologist level duty controllers, 
brought on-board after launch, it was necessary to automate 
as much of operations as possible. This however created a 
boredom problem for duty controllers, especially on the 
second and third shifts. 

It is highly recommended that eventual chief duty controllers 
be as experienced as possible and be introduced into future 
programs at least by the S/C test phase and be resident in 
the Systems Group. If 24 hour coverage is to be provided 
for future experimental satellites, a minimum of one chief 
plus six duty controllers should be required with  four  daily 
overlapping 8 hour shifts. The regular duty controllers 
should be allowed some pre-launch training time including 
real-time simulation runs. 

e) One of the several problems resulting from incomplete initial 
on-orbit procedures and inexperienced duty controllers 
(particularly at the beginning of the Mission) was that there 
was no clear delineation of authority for specific events/ 
procedures such as thermal control strategy, eclipse operations 
or battery management. It is therefore a recommendation that 
a clear delineation of responsibility and authority be made 
for all mission events and operations. 

f) There was very little htgh-level rational thought given to 
all phases of CTS/Hermes computing requirements or software. 
Table 1 is a reasonably complete list of all the computational 
load from Program inception to Mission termination. 

It is strongly recommended that all mission computing 
requirements be determined well before  'S/C test and before 
a ground station computing system is specified. 

It is recommended, by using modern computing technology and 
analysis, to design/specify a Spacecraft Real-Time Computing 
System (SRTCS) which would allow for all required on-line, 
off-line computation to be done centrally at the ground 
station (including a real-time sidulation capability). This 
could be achieved by using distributed processors under the 
control of an executive computer. The CRC/HCF, by example, 
is based on this distributed digital computing concept. 

It is further recommended that the SRTCS be capable of: 

i) processing all S/C telemetered data. 

ii) providing all S/C command capability 

iii) driving all real-time housekeeping displays 



iv) processing ail real-time S/C control and applications 
requirements 

v) providing a Real-Time Simulation (RTS) capability or 
interfacing with a local RTS. 

vi) providing background data base management for on-site, 
historical, faster than real-time data display. 

vii) providing real-time graphics capability to aid in S/C 
attitude determination and subystem performance 
visualization. 

viii)providing background processing capability such as 
orbit determination/prediction, etc. 

g) Due to the laCk of: 

i) experienced system's personnel 

ii) system/test/design interface 

iii) resources 

iv) ground station/simulation rehearsal 

v) operations/operability input into detailed hardware 
and software design. 

Detailed Operating Procedures (DOP's) and Non-Standard 
Procedures (NSP's) were generally incomplete by the start 
of the Mission On-Orbit phase and difficult to follow. 
Even after the procedures were eventually upgraded, several 
subsystems/operations (i.e., thermal, power, batteries, 
eclipse, attitude reacquisition, etc.) were very difficult 
to manage due  to design hardware/telemetry operability 
deficiencies. _ 

There, it is recommended that trained or experienced systems 
and operations personnel should have early and continuous 
interaction with hardware/software designers. Also 
preliminary DOP's and NSP's for all known events should be 
available for review and update well before launch. 

It is further strongly recommended, that all  procédures and 
operations personnel be tested at the Ground Station SRTCS 
using a Real-Time Simulation. 
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h) It is highly recommended that at the preliminary design 
phase, experienced and knowledgeable spacecraft design 
and operations personnel should assess the overall Mission 
Requirements with a vit  to specifying which functions should 
be automatic versus under manual operator control. It should 
further be decided whether automatic control functions should 
be incorporated on-board the spacecraft or in the ground 
control SRTCS. 

Operational CTS experience indicated Automatic on-board 
control was amixed blessing. While normal autonomous ACS 
pointing control was a decided advantage, ultimately the 
spacecraft was lost because automatic AFP/NESA-A action 
could not be inhibited. 

Operations experience indicated that Automatic on-the-ground 
control was virtually impossible without truly secure and 
redundant telemetry. However, with truly secure telemetry 
it is possible to remove space_certified hardware from the 
spacecraft and perform the function on the ground. This 
would allow relative flexibility in changing automatic 
control policy or modes based on operational experience. 

It is strongly recommended that any automatic control mode 
on an experimental satellite must have a back-up manual or 
procedural control mode. 

i) It is recommended that spacecraft subsytem design should 
proceed from an overall spacecraft system specification 
which clearly defines primary requirements and constraints. 
Detailed system and subsystem schematic diagrams should be 
prepared and updated constantly as the project proceeds 
rather ,  than be initiated late in the project. 

3.3.18 Off-Line Computing Hardware/Software  

The generally slow turn-around time and awkward I/O.transfers 
of the CRC, Sigman 9, batch-mode computer are generally 
documented in Section 18 of the Appendix. The major 
recommendations for non real-time computation are included in 
Section 3.3.17 of this report. The general preference is to 
have a capable, dedicated computer that is ideally located at •  

the ground station or is integrated into the general ground 
station SRTCS. 



4.0 CONCLUSION  

4.1 Summary F 

The CTS/Hermes program achieved considerable success in spite of a 
large number of problems; throughout post,launch operations, there, 
was a high risk of a signifidt ifit7FeKiction in syste -CePibility, 
finally realiied  in  the lo-ss of the satellite. The application of 
resôbrces considerably in excess of those originally allocated, _ _ _ _ 
extradrdinary efforts by  all _Personnel involved in operations. and  
à certain amount of luck were necessary in meeting, and exceeding, 
mission objectives. 

The negative aspects of CTS/Hermes on-orbit operations have been 
surveyed, and the results analyzed to provide recommendations of 
use in the design and operation of future spacecraft. A list of 
problems, causes, consequences and comments/recommendations related 
specifically to CTS/Hermes is given in the Appendix to this report. 
The final recommendations are given in Section 3 of this report; 
obviously, they are somewhat idealized, and their implementation will 
vary depending on detailed cost/benefit trade-offs specific to each 
application. 
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TABLE I: CTS/Hermes Mission Computing Load  

, 
PHASE HARDWARE SOFTWARE DESCRIPTION 

_ 
1) Subsystem and System CRC Sigma 9 Applications's FORTRAN Analysis and design programs for indiVidual 

Design Vendor's Mainframe Programming subsystems and for S/C system. 

2) Spacecraft On-Board RCA-DDA Hardware Non- ACEA-ACS subsystem autonomous attitude 
Controller (ACEA) programmable controller 

3) Spacecraft Test PDP-8 System Assembly and Reduced and displayed S/C data during 
. Machine Language integration and test. 

Programming 

4) Non Real Time (NRT) Sigma 9 SPARCON Various versions of S/C dynamics and ground 
Simulation SED Batch Mode station emulation 

SED Interactive Mode 
, STREAK 

ROBCON 
Mainly FORTRAN 
Programming 

5) Real Time (RI) Sigma 9 Application's FORTRAN - Spacecraft dynamics and subsystem simulation 
Simulation Extensive Modification used to debug attitude acquisition and on- 

to XEROX RT Operating orbit procedures 
System Required - Used for analyst/controller training 

6) Ground Station HP2115/2116 Assembly Language - Two way NASCOM link. 
Interface Programming' ' - RT Simulation - Sigma 9/Ground Station link. 

- Data source to debug HP2100's. . 

7) Attitude Acquisition HP2100 A (no disc) - GCAP - Real-time control of S/C during attitude 
On-Line Control HP2100 B (disc) - Prato On-Orbit System acquisition 

- Non-standard Operating - Included several features of eventual On- 
System Orbit system. 

- Non-standard On-Orbit . 
Configuration 
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TABLE 1: CTS/Hermes Mission Computing Load (cont'd)  

PHASE HARDWARE SOFTWARE DESCRIPTION 

8)On -Orbit HP2100 A/B (disc) - On-Orbit System - Real-time S/C data reduction, monitoring and 
On-Line HP2100 B (disc) - Extensive Modification display 
Control HP21 MX (disc) of HP RI  Executive and - Applications programs 

Operating System - S/C command capability 
- Modification of 
TELESAT OS 

9) On-Orbit Sigma 9 Application's FORTRAN 
Off-Line Programming 
Computation 

a) S/C Data Sigma 9 TEODPS/CTSOPS. - Experiments archival data storage/display 
' Reduction CALHIST - Operations data plotting routines 

b) Orbit Determination Sigma 9 GTDS - Goddard very large orbit prediction program 
and Events SED ORBDET with ephemerides to predict solar/lunar 
Prediction interferences 

- SED subset for rapid analysis of major 
• r . 

operations 

c)HP2100 Sigma 9 - APPL-DAT 
, 

- Preparation of time sequenced messages and 
Data Preparation parameter values for the on-line P2100's 

' - Transferred via paper tape 

d) Performance, Sigma 9 Application's FORTRAN - Thermal analysis 
Analysis Programming - Fuel budget 
Programs 1 I I 1 ; - ACS analysis 

- RCS analysis 
- Battery operations analysis 

1 - Telemetry analysis 
, 



APPENDIX  

List of Undesirable Operations Events 
and Spacecraft  Anomalies 

(Derived from CTS/Hermes On-Orbit Operational Experience) 

Abbreviations:  UOE 
SCA 
SHSPS 
OIP 

Undesirable Operations Event 
Spacecraft Anomaly 
Suspected Hardware, Software, Procedure or System 
Operation in Progress 

Subsystems: 1. SHF Transponder and Beacon 
2. SHF Antennas 
3. Telemetry, Tracking and Command 
4. Power 
5. Spacecraft Harness and Electrical Integration Assembly 
6. Attitude Control 
7. Structures and Mechanisms 
8. Reaction Control 
9. Apogee Motor 
10. Thermal 
11. SATE, TEC, S/C Charging, etc. 
12. Transmitter Experiment Package 
13. Ottawa Ground Station Non-Computing Hardware 
14. Ottawa Ground Station Computing Hardware 
15. Ottawa Ground Station Software 
16. NASA/STDN Hardware/Software 
17. Systems Planning, Test and Analysie 
18. Off-line Computing Hardware/Software 

1. Steady-State Operations 
2. On-Line Ranging Operations 
3. Off-Line Orbit Determination/Events Prediëtion - 
4. Momentum Dump Operations 
5. E-W Stationkeep Operations 
6. N-S Stationkeep Special Operations 
7. NESA Operations 
8. Active Thermal Control Operations . 
9. Battery Recharge Operations 
10. Battery Reconditioning Operations 
11. Eclipse Operations 
12. Longitude Change Special Operations 
13. Attitude Recovery Non-Standard Operations 
14 ,  SHF Operations 
15. Special Experiments Operations 
16. Off-Line Sigma-9 Data Preparation Operations 
17. CTS/Hermes Real-Time Simulation 
18. Operations, Personnel, Schedules, Procedures 
19. Other . 
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1 . . . . 
i Subsystem #1: SHF Transponder -and Beacon 
P 

a.  

b. 
c.  
d.  

a.  
b.  

c.  

14 

14 

8 

1 

11/14 

1.3 

1.4 

1:5 

Heaters/Temperature Sensors 1. Temperature sensors not properly 
(throughout life) located. 

Beacon • . 
( throughoUt life) 

1. UneXpécted (but within spec:). 
variations irrfrequency,(rapid 

. jumps and long  term). 

Beacon Difficulty in attaining high power due 
(Eclipse exit, Day 073, 1977) to •either: , 

1. Ground equipment (e.g. locking on 
a side-band) or 

2. Loss of gain In multiplier or 
3. Too rapid switch-on of Ugh power. 

Inadequate heater control 
- possible damage due to 

thermal extremes. 
Excessive time and manpower 
required• for analysis, 
scheduling, etc. 

Time and manpower required 
for analysis. 
Sonie  difficulties for SHF 
beacon experimenters. 

a: Time and . manpower required 
for testing and analysis» 

b. Potential loss of beacon 
(very unlikely). 

a.  

b. 

a: 

 b. 

OIP SHSPS 

2011  TWTA's 
(throughout life) 

. 1.2 20W TWTA Cathode Heaters 
(throughout life)  

PROBLEM 

DESCRIPTION 

1. Trip-offs while uplinking, believed 
to be due to overdrive, 

2. Trip-offs following removal of 
uplink, believed due to arcing in 
the connector caused hy outgassing. 

1. Cathode Heaters had to be on for 
-3 minutes. before HV on, 

2. Switching Off HV (by trip or ground 
command) also sWitched off the . 
cathode heater. , 

CONSEQUENCES 

Communications interruptions, 
Cycling of tubes. 
Complex command sequences. 
Loss of essential data (when 
no telemetry) 

Complex command sequences. 
Risk of timing error 
damaging Te 
Large number of cathode 
heater cycles. 

COMMENTS/RECOMMENDATIONS 

1. Better control of users. 
Possibly build-in limiters on-
board. 

2. Redesign connector. Better EMI 
protection on trip circuits. 

1. Include automatic sequencing/ 
timing of commands (on-board 
or in ground S/W) - must be 
over-rideable. 

2. Leave cathode heaters on. Care 
needed to avoid strippingcathode 
when HV off. Supply from 
batteries when array power 
unavailable. 

1. Better system design, with 
heater and sensor locations 
integrated earlier in the design. 

2. Possibly need thermostatically 
controlled heaters. 

1. More analysis/testing on 
expected operational behaviour 
(as distinct from meeting spec.). 

2. Better communications of such 
data to operations group. 

Probably not a real problem 
1. Upgrade ground equipment and 

operation, 
2. More pre-launch testing/analysis 

of low temperature beacon 
behaviour. 

3. Upgrade ground procedures/ 
implementation. 

U0E/ 
SCA 

1.1 



Subsystem #1: SHF TranSponder and Beacon (continued) 
Ft- - 3 • 

UOE/ 
SCA SHSPS 

DESCRIPTION 

PROBLEM . 

CONSEQUENCES 
OIP COMMENTS/RECOMMENDATIONS 

Beacon - 
(throughout life) 

T81 and TB2 GRSS 
(Day 190, 1978) 

Whole subsystem 
(throughout life) 

NT #2 PWM 50V Voltage 
(throughout life) 

1.10 Beacon and Spurious GRSS's 
(e.g.  Bay 207, 1979)  

1. RF drive to beacon from Rx 1 -2 dB la. 
low (within spec.). 

1. Fluctuations in signal strengths 
believed due to thermal effects on 
output coupler; 

1. Various parameters (temperatures, 
currents, etc.) out of limits, but 
not indicative of real problems. 

1. Fluctuations in telemetry due to la. 
thermally unstable voltage divider. I 

1. Periodic drops in signal strength, 
at the same time as S-band SS 
dropped - probably due to ground 
equipment. 

Time and manpower required 
for testing and analysis. 

Time and manOwer required 
for testing and analysis. 

Time and manpower required 
for analysis. 
Reduction in credibility of 
limit checks. 

Time and manpower required 
for analysis, 

Time and manpeWer required 
for teSting and analysis. 

1 Probably not a real problem 
1. Better analVsis/testing on 

expected operational behaviour 
(as opposed to meeting spec.). 

1 1. Better analysis/designof coupler. 
2. More testing of thermal effects. 

1 1. Better communication of expected 
behaviour, particularlyvariation 
over lifetime, from design/test 
group to operations group. 

2. More careful control of limits 
used in ground S/W. 

1 Known before launch 
1. Do not fly unreliable sensors_ 
2. Better communication of such 

shortcomings to operations group. 

1 1. Upgrade ground equipment and 
operations_ 

1.6 

1.7 

1.8 

1.9 

a. 

a.  

b. 

a . 

I, •.. 

11 . 



1. 

2. 

2.1 

2.2 

2.3 

2.4 

Antenna Steering Commands 
(throughout life) 

Antenna Steering 
(e.g. Day 303, 1977) 

Antenna Position Telemetry 
(throughout.life) 

• 

Boresight Antenna Positions 
(throughout life) 
(e.g. Day 036, 1976) 

14 

14 

14/1 

14/1 

I Subsystem #2: SHF AnténnaS. • 
1 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

U0E/ 
SCA 

SHSPS 
DESCRIPTION 

OIP 

I.  Complicateà commands, difficult to 
relate to actual antenna:movement 
required. 

1. Hit mechanical antenna stops with 
drive motors energized. 

1. Telemetry resolution coarser than 
commandable step-size. 

2. Telemetered positions varied (due 
to Encoder switching, thermal 
effects, etc.) with no change in 
true positions. 

DifficultieS in Obtaining antenna 
positions when boresighted at . 
Ottawa. • 
Discrepancies between measured and 
predicted antenna positions when 
boresighted at Ottawa. 

a. Command errors, including 
incorrect final position, 
incorrect rate of slew, 
hitting stops, etc. 

a. Possible failure of antenna 
motors and loss of steerabil-
ity. Possible damage to 
antennas (unlikely). 

a.Confusion over differences 
between calculated and tele-
metered positions, 

b. Occasional unnecessary extra 
commands sent to "correct" 
positions, 

a. Confusion as to precise 
absolute pointing of antennas. 

b. Possible small errors in 
antenna pointing. 

1. As was done on CTS, build 
simplified command structure in 
S/W including standard stepsize, 
slew rate, etc. for standard 
operations. Maintain general 
command capability for 
flexibility. 

1. Ground S/W should include checks 
on all steering commands t)avoid 
driving into antenna stops. 

2. Incorporate an on-board switch 
to turn off drive motors before 
hitting stops. 

1. Increase telemetry resolution. 
2. Use digital telemetry rather 

than analogue for positions. 
3. Perhaps use calculated position 

for ground display/control with 
internal S/W check against 
telemetered position. 

4. System level study of step-size 
(commandable, observable and 
needed for pointing accuracy) 
required. 

1. System level study required of 
causes, effects, significance, 
measurement, and correction of 
antenna pointing deviations 
from nominal. 

I • 

: I 

, • i I 

I 

I • • • • :• •I l I 
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Subsysten #3: Telemetry, Tracking and Command 

UOE/ 
SC" 

3.1 

OIP 

All 

SHSPS 

Telemetry -Transmitters (Tx B 
degradation started before 
launch and continued through-
ottt life, with the first 
major drop on Day 108, 1976 
and the first observed effect 
on Day 189,-1976; Tx A failur 
occurred on Day 259, 1976) 

Note that, without this 
problem, the S/C probably 
would not have been lost 
(see consequences e, f and 
g in particular). 

PROBLEM 

DESCRIPTION 

1. Drastic reduction in Tx B output 
power. 

2. Failure of Tx A. 

This Was the biggest problem on CTS/ 
Hermes. 1 
Tx A failure was abrupt and total. 
Tx B behaviour was very complex; the I 
effects on output power included a 
long-term decrease, and abrupt step- I 
decreases of various magnitudes, some ' 
of which were reversible. In general, 
the Ottawa GRSS was either. above the 
Ottawa_G/S decommutation threshold 
(high power mode), ored20 dB below 
threshold (low power mode). Low power 
mode occurred more and more  often, for 
longer and longer periodsas the-miss -1On 
progressed, and become essentially 
permanent in 1978. Some possible 

I causés were:' 
Ia) Impedance mismatch caused by thermal 

expansion in the substrate. 
b) High power stage ran hot, damaging 

some components, 
c) Radiation damage to output 

transistors. 

CONSEQUENCES 

a) Loss or severe degradation of 
telemetry for a large part of 
the mission. 

b) Significant increase in risks 
associated with all phases of 
the mission. 

c) Major re-definition of all 
operations to reduce these 
risks and reduce/remove 
dependence on telemetry. 

d) Dependence on NASA STDN 
stations for telemetry(latter 
half of mission). 

e) Rapid loss of data, and loss 
of simultaneous use of both 
telemetry antennas, when 
attitude anomaly occurred. 

f) Major problems in on-line and 
off-line interpreting of • 

noisy data. 
g) Loss of capability of auto-

matic monitoring and command-
ing of the S/C, via ground 
computers, due to noisy data. 

COMMENTS/RECOMMENDATIONS 

1. System-level study required of 
on-board vs on-ground control, 
including reliability of ground 
station, uplink, downlink, 
transmitters, receivers, 
decoders, encoders, S/W, etc. 
This must be done in the con-
ceptual design phase, with full 
recognition of the implications 
of making the S/C dependent on a 
ground loop vs the problems of 
inflexibility, reliability, 
qualification levels, etc., if 
the S/C is made totally self-
contained. 

2. System-level study required of 
the philosophy to be used in 
choosing redundant equipment, 
specifically whether redundant 
units should be generically 
identical, or not. Again this 
must be done in the conceptual 
design phase. 



• 
Subsystem #3: TelèmetrTracking and Command (continued) 

UOE/ 
SCA 

3.2 1. Loss of good TM. 

DESCRIPTION 
OIP 

All 

SHSPS 

Tel  emetry Transinitters 
• (throughout life) 

This item is a continuation 
of 3.1,.but at a much more 
detailed level. Many of the 
points raised here should be 
covered if the recommendation 
of 3.1 are followed. 

PROBLEM 

CONSEQUENCES 

a. Array autotrack required 
(clock mode needed TM for 
daily updates). Risky due to 

' lack of testing. 
lb. Many components subjected to 

temperature extremes because 
of: 
I) Lack of TM to detect 

extremes. 
11) Modified heater opera-

tions due to lack of 
control TM. 

III) Minimizing heater 
switching to reduce risk 
of undetected incorrect 
state. 

c. Command verification  only 
 available on some SHF sub-

system commands. 
d. Wheel speed measurement from 

nutation cone period (using 
SHF signals) required. 

e. Monitoring of S/C attitude 
during major operations via 
SHF signals required. 

f. Monitoring for attitude 
anomalies via SHF signals 
required. 

g. Numerical data displays 
• virtually useless due to 

noisy TM. 
h. Much of the S/W for monitor-

ing the S/C was virtually 
useless due to noisy TM, 

COMMENTS/RECOMMENDATIONS 

1. Drastically upgrade design/test/ 
analysis of transmitters, part-
ticilarly to cover the effects 
of thermal cycling 

2. Provide a redundant telemetry 
link via the SHF (e.g. the 
beacon) 

a. Arrays should be designed and 
tested to operate normally in 
auto-track, 

b. Heaters should be thermo-
statically controlled_ 

c. Where possible, commands should 
be grouped, with one element of 
each group creating an effect 

, observable on the ground without 
telemetry. 

d. Detailed analysis of mass 
properties (including daily, 
yearly, and life-time  variation  
and predicted dynamic behaviour 
should be available to operations 
group. 

e/f Perhaps additional beacons (SHF 
or S-band) should be provided to 
give direct, passive attitude 
information. 

g. Maintain capability for display-
ing as much TM as possible in 
graphical form (SCR's, plotters, 
video graphics). 

h. Possibly'include sophisticated 
data filtering system in ground 
S/W. 



3.2 Telemetry Iransmitters 
(cont) (continued) 

Telemetry'Encoders 
(throughout life) 

3.3 

. . • 
1 Subsystem 43: TelemetrY, Tracking end Command (continued) 

COMMENTS/RECOMMENDATIONS 
DESCRIPTION 

U0E/ 
SCA SHSPS 

-PROBLEM.  

CONSEQUENCES 
OIP 

1. Loss of good 111 (continued) • 1 1 . .• 

j • 

k. 

1. 

1. Non-redundant Encoders. Used . a. 
because there were not enough TM 
channels on One encoder to carry 

• all required information. Encoder b. 
A was used primarily for launch, 
drift and attitude acquisition 
phases, and for special operations c. 
(e.g. M/D) on-orbit. Encoder B was 
used for most on-orbit operations. 

. Most of the TM  on  structures, SAMA 
and SATE, plus most RCS temperatures, 

• one heater flag and various other d. 
data:were only on Encoder A. llost 
of the TM on SHF and TEP, plus six 

• heater flags and various Other data, 
• were only on Encoder B. 

e. 

Loss of uplink lock. (andhence 
commandability) notobservablé 
due to noisy/no TM (mostly 
following attitude anomalies) 
Problems with ranging system-
tùrning on and off ranging 
tones directly impacted Tx B 
low/high power mode. 
Loss of ranging capability 
when Tx B in low.  power mode. 
Switching ground station 
(e.g. from Ottawa to NASA STDN 
station) frequently caused 
Tx B low/high power mode 
switching. 

Significant increasen com-
plexity of ground S/W for 
processing TM. 
Significant increase in com-
plexity of thermal prodedures 
due to lack of data. 
Several components subjected 
to'temperature extremes 
because of lack of data and/or 
errors in procedures/software/ 
operations due to complexity. 
Cycling of encoders required 
to obtain some data,'partiC-
ularly thermal (with an im-
plied increase in the risk 
of  failure). 
Lack.of data on which to base 
changes in operations (part-
,icularly for zero telemetry 
planning).  

All I.  System-level study of integrity 
of command loop required, part-
icularly to cover anomalous 
situations (attitude, telemetry, 
etc.). 

/k/1. Provide a redundant ranging 
system ) (via  SI-IF).  

j/k/1. Perhaps the prime ranging 
system should be independent 
of the telemetry system. 

All 1. System-level study required of 
precise TM requirements, 
including: 
i) Is each piece of data use- 

ful and necessary. 
ii) What word-length and re-

petition frequency is 
required for each piece of 
data. 

iii)What overall bit-rate and 
frame length is required. 

iv) How should resulting 
structure be implemented 
(digital vs analog words, 

' processing in Encoder or 
at S/S level, sub-
commutation, etc.). 

Many of the other recommendations 
for this subsystem would be 
çovered by the results of this 
study. 



r.  
Subsystem /13: TélemetrY, Tracktng and Command (continued) 

PROBLEM . 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 
U0E/ 
SCA SHSPS 

CONSEQUENCES 
OIP 

3.3 
(con t)  

Telemetry fncodèrs (cont'd.). 1. Non-redundant Encoders (continued). f. Confusion due to changes in 
telemetered data when Encoder 
switched (particularly wheel 
speed). 

g. Variations in array stepping 
(when in clock mode) when 
Encoders switched. 

h. Potential-risk of loss of 
critical data if an Encoder 
failed. 

All 2. If there are not enough TM 
channels, selected data (e.g. 

• temperatures) should be sub-
commutated. Care must be taken 
In selecting the data, and there 
may be weight/cost/reliability 
penalties, but non-redundant 
encoders are not an acceptable 

• alternative. 
3. System-level study required of 

the impact of using incompletely 
redundant units. 

a . 

b; 

When in clock mode, the 
arrays had to be manually 
updated (,,, l/day), and Encoder 
Éwitching aused significant 
variations in stepping. 
Many TM parameters (part-
icularlY wheel speed) depend-

- ed on clock frequency. 
Adjustment was complex, time-
consuming, and prone to 
errors. . 

Various 1. System-level study required of 
all causes and effects of de-
viations in clock frequencies 
from nominal. 

2. Do not change clock source. 
• 3. If possible, use more accurate, 

more stable clocks. 
4. More testing/analysis on ex-

pected operational behaviour 
(as distinct from meeting spec.),, 
Better communication of such 
data to operations group. 

a. Arrays should be designed and 
tested to operate normally in 
auto track. 

b. Build measurement of, and 
correction for, clock frequency 
effects in ground S/W. 

9 

1. Deviations from nominal in clock 
frequencies. 

2. Differences between clockfrequencie 
of two Encoders. 

3. Variations in clock frequencies 
(short term at turn-on, daily, and 
long-term) believed due to thermal 
variations. 

1 3.4 Telemetry Encoders 
(throughout life) 

,-- 



7 

lie  

SHSPS 

Telemetny -Antennas 
(e.g. Day 100, 1976) 

! Subsystem #3: Telemetry, Tracking and Command (continued) 

UOE/ 
SCA 

3.5 1. Lack of 4n Steradian coverage, 

DESCRIPTION 

PROBLEM 

a. Loss of TM when attitude 
anomalies occurred, drastic-
ally increasing risks and 
complexity of recovery, 

CONSEQUENCES 
COMMENTS/RECOMMENDATIONS OIP 

13 1. Provide commandable 4n Steradian 
TM coverage (used only for atti- 
tude acquisition and re-acquisi- . 
tion to avoid interfering wtth 
other satellites). Perhaps 
automated if 4n Steradian earth 
sensors used. 

3.6 -Telemetry Data in General 1. Ambiguous flagging of operating 1. Confusion and risk of 
(throughout life) modes of Array Orientation 

1  
Incorrect mode. 

Most of these items are Controllers, 
covered (in more detail and 2. Lack of cell-by-cell battery 
froma different point of temperature and voltage. 
view) in other subsystems. 3. Undersized pulse count registers 

(ACS and RCS). 
4. Lack of resolution in SHF antenna 

position TM, 
5. Undersized registers for array 

orientation angles. 
6. Sub-commutated Transient Event 

Counter TM. • 
7. Sub-commutated TCU flags. 
and many other problems related to the 
TM structure. 

Various 1. See Recommendations of 3.3. 
2. In general, sufficient data 

(e.g. temperatures) should have 
been sub-commutated to permit 
more complete TM in these (and 
other) areas. 

2. Contributed to battery 
degradation. 

3. Made performance analysis and 
prediction very difficult. 

4. Confusion and occasional 
extra commands. 

5. Uncertainty, particularly 
In attitude anomalies, 

1 6. Lost a lot of data, 
7. Erroneous indication when 

TCU's OFF. 

I I 



• A._ ,4111 
1 
Subsystem #3: TelEmetry, Tracking and Command (continued) 

SFISPS 

S-band DoWnlink 
(throughout life) 

3.8 I S-Band Uplink 
[(throughout life) . 

3.9 I NASA STDN Command Link 
I (throughout life)  

PROBLEM 

DESCRIPTION 

1. Loss of lock/noisy data due to inter-
ference from sun, or from other 
satellites. 

2. Loss of lock due to loss of uplink 
lock, and difficulty in re-acquiring 
lock after loss (particularly 
following attitude anomalies). 

3. Unexpected variations in GRSS - 
possibly due to atmospheric effects, 
ground equipment, S/C charging, etc. 

1. Loss of lock due to station hand-
overs, ground station power fail-
urés, incorrect updating of ground 
antenna, S/C antenna null (following 
attitude anomalies) and (possbly) 
unknown other causes. 

1: OccaSional commands not executeà. 

ONSEMENCES 

a. Loss of critical data 
(usually for short times) e  
increased ris.ks, extended 
re-acquisition times, etc. 

a. Loss of commandability. 
b. Loss of telemetry (see 3.7). 

a. Potentially catastrophic. 

OIP 

All 1. These effects must be included 
in study of Recommendation 1 of 3.1. 
Possibly need sophisticated 
signal/data filtering system on 
ground. 

2. Free-running  SIC  Tx frequency 
should be closer to locked 
frequency. Perhaps a better 
sweep system is required. 

All 1. Improve station handover 
procedure. 

2. Improve protection against 
effects of G/S power failures. 

3. Improve prediction and imple-
mentation of G/S antenna 
positioning. Possibly use 
auto-track. 

Various 1. Upgrade check-back system 
between commands transmitted 
by ground station and those 
received by support station. 

U0E/ 
SCA 

3.7 

COMMENTS/RECOMMENDATIONS 



, • 
Subsystem ià: TelemétrY, traCking and Command (continued) 

. PROBLEM . 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 
UOE/ 
SCA SHSPS 

CONSEQUENCES 
OIP 

3.10 Commands in  general 
(throughout life) 
Most of these items are 

 covered (in more detail and 
from a different point of 
view) in other subsystems. 

Relatively minor command 
errors occurred. Potential 
major command errors. 
Complex operations instruct-
ions and checking required. 
Some  operations were 
compromised, particularly 
thermal. 

1. Complex attitude bias commands. a. 
2. Complex SHF antenna steering 

commands. 
3. Time delays required between SHF b. 

transponder commands. 
4. Multiple Thermal Control Heater 

commands. 
5. Linked RCS Heater/Offset Thruster ' 

commands. 
6. Multiple purpose commands in 
'general. 

7. inability to command PRC Parameter 
Set #4 directly. 

8. Several heaters should have been 
broken up into several separately 
commandable parts (if enough 
command channels had been.avallable), 

and many others related to command' 
structure. 

Various 1. System-level study required of 
optimum command structure, 
including simplicity and safety 
of operator instructions, 
manipulation in ground S/W vs 
In S/C H/W, use of valuecommands, 
inclusion of timing capabilities, 
effects of multi-function 
commands (particularly in non-
standard situations), etc. Some 
of the goals should be: 
a) Operator inputs must besimple 

and easily understood. 
b) Unnecessary cycling of on-

board equipment should be 
eliminated. 

c) Meaningful checks on safety 
and appropriateness of 
commands should be included, 

d) All potentially desirable 
SIC  states should be- 
commandable. 

The emphasis should be on 
operability, particularly over 
the long term, and including 
non-standard situations. 

2. To reduce number of commands 
required, increase use of value 
commands. 



Command Link 
(e.g. Day 077, 1978) 

Ranging System 
(throughout life) 

ç.  

SubSystem #3: Telemetrjr, Tracking and Command (dontirMed) 

PROBLEM . 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

3.11 

1. Discrepancies betweén impulse 
délivered to S/C (e.g. during E-W 
S/K) as calculated froM orbit 
determination and from RCS perform-
ance data,(Discrepancies exéeeded 
estimated erilors.) Origin 
uncertain. 

U0E/ 
SCA SHSPS 

CONSEQUENCES 
OIP 

3.12 

1. Commands not executed dim to ground 
equipment configuration (e.g. 70  kHz  
off) and/or problems. . 

a. Relatively minor effects (e:gj Various 1. 
0/T armed and AFP Enabled I (e.g. 7) 
through a sun interference). 
Potentially severe. 

Minor uncertaipties In orbit 
predictions. 
Majcir uncertainties in RCS 
performance  analysis and 
predictions. 

a.  

b.  

2/3 

Build in checks on all g round 
 equipment, with feed-back to 

computer. 
2. Upgrade ground operations. 

1. Upgrade on-line ranging system 
(e.g. measurement of time 
delays), off-line processing of 
data (particularly error 
estimates), and RCS performance 
prediction. 

2. Early recognition of the 
importance of accurate measure-
ment of delivered impulse for 
RCS performance analysis/ 
predictions. 



Battery Capacities 
(throughout life) 

This was one of the major 
problems on CTS/Hermes. 

9 

7 . 

, 

Subsystem #4: Power 

U0E/ 
SCA 

4.1 a.  

b.  

c.  

d.  

e. 

f.

 9- 

PROBLEM 
SHSPS 

DESCRIPTION 

1. Large-scale, unequal degradation in 
battery capacities, largely 
irreversible, over life. 

2. Unpredictable Cell drop-outs (durin 
eclipses and reconditionings). 

Bellev. ed to,be due to: 
Although nôt explicitly 3. Subjecting flight batteries to hars 
included here, this problem prelaunch environment (test and 
Was considerably magnified by storage). 
the degradation/loss of 4. Overhéatidg of batteries due to 
telemetry (see 3.1). ' apogee Motor heat sOak-back. • 

5. Overheating of Battery B due to hea 
.Note that theSe problems . path to aft platform (mispoititioiled 
contributed significantly to battery mounting post). . 
.the loss of the S/C• (see 6. Overheating of both batteries;  and 
consequence.e) : excessive thermal gradients between 

batteries and between cells in each 
• battery, due to inadequate therMal 

analysis and design. 
7. inadequate daily charge/ditcharge 

regiMe, particularly: 
à) Long open«circuit stand times. 
b) Long periods of very low dis-

charge (through the Common  Diode 
Rail). . . 

c) Charge currents tdo loW. _ d) Uncertain definition of end of 
charge. 

OIP 
CONSEQUENCES 

Uncertainties in predicted 9/10/11/ 
capacity for eclipses, and 13 
following attitude anomalies. 
Generally.too low a capacity 
to sustain full loads for 
eclipses and after attitude 
anomalies (later in life). 
Load shedding required during 
eclipses-increased risk of 
failure of various componentl 
High risk of undervoltage 
trip towards the end of 
eclipses and during attitude 
anomalies. 
Highly likely that UVS trip 
occurred shortly after 
attitude anomaly at S/C loss. . 
Excessive manpower and time 
required to analyse and 
manage batteries. 
Complex operations required, 
causing occasional errors 
(which further degraded 
the batteries). 

COMMENTS/RECOMMENDATIONS 

1. Include better estimate of 
degradation effects in sizing 
batteries. 

2. Possibly use a shunt-regulated 
system, perhaps using array 
orientation to control heat 
dissipation (but note possible 
conflict with ACS). 

3. Possibly use chemicallydifferent 
batteries (e.g. metal hydride), 
particularly for longer life 
satellites. 

4. Do not integrate flightbatteries 
on S/C until last possiblemoment 
(use E/M batteries, or other 
spares, for pre-launch S/C level 
testing wherever possible). 
Locate batteries on S/C for easy 
access/removal/replacement. 

5. Drastically upgrade thermal 
design/analysis/testing of 
battery system (single node 
approach is not adequate). 
Possibly use heat pipes to 
minimize temperaturedifferences 
between cells and between 
batteries. Possibly use 
thermostatically controlled 
heaters and louvres to maintain 
battery temperatures between 
0°C and 15°C. 

1 1 



4.1 Battery Upacities.  
. (cont) (continued) 

Causes of capacity loss (continued) 
8. Inadequate reconditioning regime, 

particularly: 
a) Inability to achieve less than 

0.9 volts/cell, 
b) Low discharge rate. 
c) Low recharge rate. 
d) High temperatures. 

9. Uneven sharing of loads by batteries 
causing further degradation of the 
weak battery„causing worse load-
sharing, etc. 

10. Inadequate current monitoring 
capability, particularly at low 
discharge rates, due to: 
a) non-redundant Encoders/  
b) inaccurate sensors, 
c) inadequate calibration. 

11. Inadequate voltage monitoring 
capability, particularly: 
a) No voltage telemetry below 0.8 

volts/cell. 
b) No indication of voltage spread 

between cells, or of voltage of 
lowest cell. 

High risk of cell reversal in 
reconditioning due to spread 
in cell characteristics. 
(Potentially catastrophic 
failure when recharged) 
- required continuous moni-
toring by battery experts. 
Self-discharge of batteries 
(due to build-up of internal 
impedance) causing further 
uncertainties in recharge 
requirements. 

h. 

1. 

9/10/11 
13 

, • 
Subsystem #4: 

A- - 140  
Power (centinued) 

UOE/ 
SCA SHSPS 

DESCRIPTION 

PROBLEM . 

CONSEQUENCES 

' 
OIP COMMENTS/RECOMMENDATIONS 

6. Upgrade thermal design/analysis/ 
testing of all components inter-
acting with the batteries, and 
do not fly changes without com-
plete thermal analysis. 

7. Charging capabilities should 
include: 
a) A high rate charge (-C/3) 
and either 
b) A voltage controlled, temp-

erature compensated taper 
charge, with commendable 
voltage level. 

or 
c) A "trickle" charge, essent-

ially to maintain a constant 
bias on the batteries when 
not in use. 

Note that b) or c) would operate 
at all times array power is 
available, and would normally 
supply the C.D.R. 

8. A reconditioning system is 
mandatory. It should include: 
a) A high rate discharge (-C/3) 

and 
b) A low rate discharge (-C/50) 

to be used below 1 volt/cell. 
c) Capability for discharge to 

at least 0.6 volts/cell. 
9. If at all possible, battery 

voltage and temperature TM 
should be cell by cell. In 
any case, battery voltage TM 
must cover at least 0.6 volts/ 
cell (preferably 0.0 volts/cell) 
to 1.6 volts/cell). 



Subsystem #4:  Power (cantinue0 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

. CONSEQUENCES 

U0E/ 
SCA SFISPS 

DESCRIPTION 
OIP 

Loss of Capacity 
(continued) 

9/10/11/10.A major improvement in battery 
13 - operations would result if the 

capability existed for cell-by-
cell shorting. Essentially 
complete reconditioning could 
then be achieved and, when not 
required (i.e. non-eclipse), 
some of the batteries could be 
stored in a benign mode. Major 
problems exist, however, in 
weight, cost, reliability, 

. telemetry and command reauire-
ments, etc. 

11.Either 
a) Operate batteries entirely 

separately (probably not 
feasible from a S/C safety 
point of view). 

or b) Provide a means of adjusting 
load sharing between them 
(e.g. on adjustable 
isolating impedance). 

12.Charge and discharge current 
sensors should: 
a) cover the full range of 

currents, 
b) provide high accuracy for 

low level carrents, 
c) be continuously available 

•  (i.e. do not use non- , 
redundant Encoders). 

4.1 I Battery Capacities 
(cont) I (continued) 



Subsystem #4: PoWer :  continued) 

• 
SHSPS 

Battery  Management  
(throughout life) 

UOE/ 
SCA 

4.2 1. Virtually full-time battery special 
ist support required to monitor 
battery behaviour, schedule charge 
cycles, schedule and monitor 
reconditioning cycles  and predict 
future performance/behaviour. 

2. Reconditioning times were severely 
constrained because of possible 
overheating/delamination of dis-
charge resistors if used when in 
sunlight. This caused major 
scheduling/manpower problems, 
particularly with bad/non-existent 
telemetry. 

3. Battery operations in general were 
unique to thése batteries and 
varied literally daY by day. 

4. The battery charge controllers ' 
could not handle high voltage, 
high current charging. 

DESCRIPTION 

PROBLEM 

a. Limited.resources severely 
strained. 

b. Virtually total dependence 
on specific individuals.. 
Potential for major problems 
if such individuals 
unavailable. 

c. Complicated procedures 
causing occasional errors 
(e.g. automatic switch from 
C/10 to C/20 at high charge 
voltage). 

CONSEQUENCES 
01P 

9/10/11/ 1. Using analysis/test/simulation/ 
13 experience/etc., better defini- 

tions are required (pre-launch) 
of: 
a) Battery capacity, 
b) A fully-charged battery. 
c) How to determine when a 

battery is fully charged, 
d) Expected changes in battery 

capacity with life, use, etc. 
2. Battery management can be 

significantly improved by: 
a) Possibly including on-board 

(programmable) micro-
processors. 

b) Upgrading ground S/W and 
procedures, and operator 
training. 

c) Positioning and qualifying 
reconditioning resistors to 
be usable at all orbit slots. 

d) Designing charge controllers 
to handle all required 
charge current/voltage 
combinations. 

e) Provide command capability 
to override all automatic 
switches. 

COMMENTS/RECOMMENDATIONS 



A- 

Battery Under Voltage Sensor 
(throughout life, but 
particularly in 1978 and 1979 
eclipse seasons) 

Note that these problems 
contributed significantly to 
the losS of the S/C (see 
cohsequenceS c and d). 

• 
;Subsystem #4: Poker (cOntinued) 

UOE/ 
SCA 

4.3 

SHSPS 

1. 

2. 
3. 

14. 

5. 

PROBLEM 

DESCRIPTION 

UVS was not overrideable - even 
when disabled, UVS trip on one 
battery would enable UVS on the 
other battery. 
Voltage for UVS trip was fixed. 
UYS trip caused loss of virtually 
all S/C information (TM, S-band 
carrier, 200W  TNT).  Since array 
power loss was essentially a pre-
requisite for UVS trip, the 
remaining information (20W TWT, SHF 
beacon) was also unavailable. 
Recovery from UVS trip was 
extremely complex and Ill -defined 
primarily due to the interaction 
between 1 (above) and parallel, 
mismatched batteries, giving a high 
probability of multiple UVS trips. 
UVS was enabled whenever a battery 
was put on charge. 

CONSEQUENCES 

a. High risk of UVS trip par-
ticularly late in life when 
batteries had degraded in 
voltage and capacity. 

b. Lack of access to low 
voltage capeitylate in life 
(required eclipse load sheds, 
etc.). 

c. High probability that UVS 
tripped shortly after atti-
tude anomaly at S/C loss, 

. and that S/C could have beén 
recovered otherwise. 

'd. Low probability of recovery 
from UVS trip. 

e. Complex command sequences, 
with potential for error. 

OIP 

10/11/13 1. Provide command capability to 
com?letely override all auto-
matic swetches. 

2. UVS protection is necessary, 
but a system level study is 
required including: 
a) What is being protected 

(S/C vs batteries). 
b) What components should be 

switched off by UVS trip. 
c) Under what circumstances 

should UVS trip. Under what 
circumstances will undesir-
able trips occur. 

d) How to improve flexibility 
of UVS systems (e.g. ground 
control of trip voltage and 
of components switched off 
by trip). 

e) How to recovery from UVS 
trip, etc. 

This study must take place 
before the UVS is designed and 
WITFIénted. 

3. Provide command. capability to 
change UVS trip voltage to 
allow for battery degradation. 

4. Leave (at least) S-band carrier 
on after UVS trip. 

5. Greater care should be taken in 
desigingmulti-functioncommands 
(see 3.10, Recommendation 1). 

6. Improve battery system design, 
particularly separability (see 
4.1, Recommendation 11). 

COMMENTS/RECOMMENDATIONS 



! - „. 

, Subsystem 04: Pèwer (continued) 

SIISPS 

Experiments Power Converter 
(EPC A failed on Day 064, 
1976. Damage probably 
occurred in earlier eclipses) 

UOE/ 
SCA 

4.4 

PROBLEM 

DESCRIPTION 

1. EPC A failed - unable to supply 
regulated voltages required by SHF 
components. 

Believed to be due to: - 
2. Very large and rapid thermal 

transients of the arrays at eclipse 
entry.and -exit caused much larger 
and more rapid voltage transients 
than the automatic protection 
circuits (OVC/UVC) could handle. 
Overvoltage at eclipse exits 
damaged one or more of the OVC/UVC 
relays. - - 

3. The internal coils of the high 
power.OVC/UVC relays were not 
properly heat sunk, leading to 
further damage. 

4. The damaged relay opened anomalOus-
ly (power lost on 76V bus, but not 

- on EPC) then closed again (array 
collapsed due . to  76V bus load), . 

5. A reverse sàrge through the EPC 
current limiter (from capacitance 
downstream of the EPC to the 76V 
bus.loads) damaged the limiter so 
that normal current flow through 
the EPC.was permanently inhibited. 

6. Pre-launch test data indicated 
weakness in the relaY that:failed, 
.(notrecognized until  post-anomaly 
analysis)i . 

OIP 
CONSEQUENCES 

a. High risk of loss of all SHF 11/14 
communications (if redundant 
EPC had failed). 

b. Complex éperations.and 
commanding sequencesrequired 
to protect EPC Bi Specific-
ally automatic OVC/UVC could 
not be used for eclipse 
operations. 

c. Large amounts of time and 
Manpower required for 
analysis and testing of 
problem, vérification of 
safety of using EPC B in - 
éclipse season, and develop-
ment of procedures for using 

. and  protecting EPC B. 
d. Suspension of all SHF 

' operations for two eclipse 
seasons. 

COMMENTS/RECOMMENDATIONS 

This problem proved the validity 
of a) carrying redundant units 

and b) being able to override 
automatic switching. 

1. Drastically upgrade analysis/ 
testing of transients (thermal 
and power) on light-weight 
arrays, particularly at eclipse 
entry and exit. 

2. Upgrade thermal design/testing 
of high power relays. 

3. Upgrade analysis of test data 
on critical components. 

4. Upgrade failure modes and 
effects analysis. This might 
have indicated that series 
relays should not be used in 
high power circuits. 

5. Upgrade analysis of potential 
sneak paths, particularly in 
high power circuits. 



SHSPS 

Housekeeping Power Converters 
(throughout life) 

Solar Array Power 
(throughout life - loss of 
15% of array power.occurréd 
oh Day /60 D  MO 

a. 

b. 

c.  

1. 

2. 

1/11 

1 

Pç - ite 
! Subsystem #4:  Pewer (cOntinued) 

U0E/ 
SCA 

4.5 

4.6 

4. 

3, 

OIP 
PROBLEM 

DESCRIPTION 

1. Lack of accurate data on power 
required for various loads 
(particularly converter losses). 

.2. Lack of data on behaviour of power-
converters at low voltages. 

1. Loss of -15% of experiments array 
power, believed dûe to arcing on 
the pallet diode board. • 

2. Lack of accurate array temperature 
data due to: 
a) Only temperature data was part 

of SATE and was lost with SATE. 
h) Dummy cell over temperature 

sensor was thermally different. 
from main' power cellS. 

3. After SATE failed, measurement of 
array power capacity required 
successively .loading the bus.. 

4. Solar cell degradation.  

CONSEQUENCES 

Uncertainties in predicting 
effects of load sheds (in 
eclipses). 
Time and manpower required 
for post-launch S/W changes 
to correctly calculate 
converter power , usage 
(particularly MWC). 
Power/thermal status unknown 
after UVS trip (e.g. at S/C 
loss). 

Potential constraints on 
experiments use. 
Inaccurate data on array 
thermal behaviour. Complicat- 
ed attempts to measure array 
power capacity, etc. 
Complex operations required. 
Risk of overloading bus, 
causing collapse of arrays, 
leading to trip-offs of 
various components under 
full power. Large uncertain-
ties in results. 
Steady decrease in array 
power - requires periodic 
array power capacity 
measurements. ' 

COMMENTS/RECOMMENDATIONS 

1. Upgrade test measurement of 
power usages, as functions of 
currents, voltages, temperatures, 
duty cycles, etc. Better 
communication of this data to 
operations group. 

2. Pre-launch testing should 
extend beyond expected 
performance region. 

1. Improved protection against S/C 
charging andits effects (see 
Subsystem  111). 

2. Provide temperatures sensors on 
main power array cells, as part 
of H/K, not experiments. 

3. Provide redundant direct means 
of calculating power capacity 
as part of H/K, not experiments, 

4. Not really a problem, as both 
the effect and its magnitude 
proved predictable. Note that 
arrays must be sized including 
this (particularly for long-
life S/C). 

1 1 1 



SNSPS 

Solar Array Power 
(continued) 

6. 

5. 

,Subsystem #4:  Power (céntihued) 

U0E/ 
SC" 

4.6 5. Power and N/W wasted in 
a) Jettison of part of body array 

in attitude acquisition. 
b) Power froffi remaining body arrays 

not usable. 
6. Under no load, cold body arrays 

" supplied high voltage. 

DESCRIPTION 

PROBLEM . 
OIP 

CONSEQUENCES 

Potential decrease in wéight. I 
Potentially simpler thermal 
design (if JBSA's retained, 
or not there in the first 
place). Potential increase 
in available power. 
FI/1( bus switch remained open 
post-eclipse. Manual closing 
was risky due to laék of 
array voltage TM. 

COMMENTS/RECOMMENDATIONS 

5. System level study required of 
body array when on-orbit, 
including: 
a) Optimizing use of H/W. 
b) Potential for providingpower 

when prime array power 
unavailable. 

c) Other impacts on prime 
system (see 6). 

6. Either: 
a) break connection between 

body array and power S/S 
after deployment of main 
arrays, 

or b) clamp the voltage of the 
body arrays below the H/K 
011C level. 

In any case, provide telemetry 
on array  voltage (in addition 
to bus voltage). Note that 
the command to close the H/K 
bus switch was a late addition 
on CTS/Nermes. Without it the 
S/C could have been lost much 
earlier - another example of 
the need to provide override 
capability on automatic 
switching. 



SHSPS 

Secondary Power Converter 
(Day 273, 1976 

Day 079, 1977) 

!• 

Subsystem #4:  Power  (continued) 

U0E/ 
SCA 

4.7 1. SPC-A tripped off. Possibly due 
to SIC charging and/or problems 
In SATE (particularly since there 
were no trips after SATE failee. 

DESCRIPTION 

PROBLEM 
0.11) 

CONSEQUENCES 

a. Loss of all secondary 
modules (hence encoders, 
hence telemetry). 

b. Uncertain secondary module 
configuration when SPC 
turned on. 

c. RCS Heaters E, F and G 
turned partially on. 

d. Potential damage to solid 
state switches - controlled 
by secondary modules. 

e. Complex and uncertain (see 
b) operation for recovery, 
with associated riskoferror. 

COMMENTS/RECOMMENDATIONS 

1. Upgrade protection against S/C 
charging (see Subsystem #11). 

2. Wherever possible, power-on 
resets should be applied to all 
components downstream ofa power 
supply before power is supplied 
to them. Possibly power-off 
resets of some sort could be 
used instead. 

3. Do not use logic switches where 
power controlling the switch 
can be off at the same time as 
power through the switch is on. 
Either: 
a) Use latching relays or, 
b) Use a common power source. 

4. Turning off RCS and SAMA 
secondary power (by command or 
trip) should have turned off 
the appropriate 27.5V power 
supply. 

5. Where a specific turn-on 
sequence is required, it should 
be automated either on-board or 
,in ground S/W (e.g. RCS 27.5V 
on before RCS secondary module 
on). 

6. Possibly isolate Encoder (as 
well as Tx) power supplies. 

!I 



Potentially catastrophic if 
power available from arrays 
drops too much for too long, 
or if temperature of arrays 
raises voltages above OYC 
point for too long. 

Confusion in operations, and 
reduced efficacy of some 
S/W. 

Power (cOntinued) 

SHSPS 

Eclipse Durat.ions 

4.9 (Whole Subsystem 
I (throughout life) 

. 11 i 

U0E/ 
SCA 

4.8 

CONSEQUENCES 

PROBLEM 

DESCRIPTION 

1. No allowance was made in design, a. 
test, or planning for long eclipses-
of the Sun by the moon (theoreti-r. 
cally up to 3 hours from entry into 
partial to exit from partial). 

1. Erroneous data displayed. In 
particular, battery discharge 
currents showed non-zero values 
when batteries were on charge, and 
these values varied depending on 
charge rate, etc. 

OIP 

11 Did not occur, but is a 
possibility. 
1. Upgrade predictions of possible 

eclipse occuérences. Detailed 
analysis of worst case required. 

2. Design thermal/power subsystem 
(particularly batteriés) to 
handle this worst case. 

All 1. Sensors must provide consistent 
outputs. 

2. Accurate  ana  complete calibra-
tion data must be supplied to 
operations group well before 
launch. 

3. Calibration S/11 must be 
flexible enough to include: 
a. A variety of functional 

forms. 
b. The effects of other 

parameters (e.g. tempera-
tures) on the sensor 
outputs. 

a . 

COMMENTS/RECOMMENDATIONS 



, • • 
Subsystem #5: Spacecraft Harness and Electrical Integration Asscubl.V 

SUSPS 

.- 

S/C Wiring Harness 

EIA 

1 

1/8 

It 

•• ■ • 

III. 
• ■ 

U0E/ 
SCA 

5.1 

5.2 

OIP 
PROBLEM 

DESCRIPTION 

1. No obvious direct problems 
- perhaps some S/C charging 

problems (see S/S #11) 

1. No obviouS direct problems - 
- heater commands and temperature 

data processed - in this unit 
should have been upgraded (see 
S/S #3 and #10) 

Also TEC included in EIA (seè 
S/S #11) 

CONSEQUENCES 

a. See S/S #11 

a. Seé S/S 03, 10 and 11 - 
b. It is possible that loss of 

SATE and SPC A trips 
resulted from occurrences 
in TEC/EIA. 

COMMENTS/RECOMMENDATIONS 

1. Possibly needed improved EMI 
protection. 

1. Possibly subcommutation of 
thermal data should have been 
built into EIA. 

2. All heaters should have been 
separately commandable - could 
have been implemented in EIA. 

3. Possibly need improved EMI 
protection. 



SHSPS 

Non-Spineng Earth Sensor A 

(Turn-on Anomalies: 
1 on Day 100, 1976 , 
3 on Day 101, 1976 
1 on Day 143, 1976 
1 on Day 120, 1979 
Running Anomalies: 
Day 227, 1977 . 

'Day 322, 1977 ,  
Day 120, 1979. . . 
Day 237, 1979 
Day 330,  1979) 

This was One of the major , 
- problems on CTS/Hermes: - 

Although not explicitly in-
icluded here, this probleM was 
considerably magnified by the 
degradation/loss Of telemetry 
(see 3.1). 

Note that, without these 
problems, the S/C would nOt 
havé  been lost (see 
consequence d).' 

Several other IteMs (e.g. 
6.2) relate directly to 
these problems. 

: Subsystem #6: Attitude'Control 

UOE/ 
SCA 

6.1 

,PROBLEM 

DESCRIPTION 

1. Anomalous behaviour after some 
- turn-ons: 

a) Scan output saturated for -25 
seconds  after turn-on (normally 
esSentially constant at -20% Of 
saturation) 

b) Scan outPu -Csaturated after 
warM-up completed (-80 seconds 
after turn-on) (normally 
measured pitch error). 

c) Cross-scan output saturated 
after warm-up completed 
(normallY measured-roll error). 

d) Earth presence flag remained . 
- high after losÉ of earth from 

field of view (normally low . 
: during warm-up period,  and. when 

earth . not in field of view): - 
Nate that when NESA-A was on, -  and its 
EP high, NESA-A Scan controlled pitch 
and, When NESA-B was off or its EP, 
low, NESA-A cross-scan controlled 
roll-yaw. - 
2. Running anomaly: 

a) During normal operations (both 
NESA's on), NESA4 scan and 

, cross-scan outputs occasionally 
step-changed to saturation, and 

• - remained there. 
b) Earth presence flag remained 

high after lésse'earth from 
• field of view. 

The two : anomaliesarebelieved tO be 
related. Possible causes are: 

OIP 
CONSEQUENCES 

a. Automatic Failure Protection 1/7/13 
(AFP) tripped causing 
I) main tank latch valves 

closed, 
11) switch to redundant ACE 

and MWC. 
. iti) After 5 second time 

delay, ACE activated in . 
CWS (constant wheel 
speed) mode. Wheel 
.speed dropped -15 rpm, 
then,stabilized; S/C 
pitch rate stabilized 

• at -1°/minnte.' 
b. Pitch rate caused NESA B to 

lose the earth. Saturated 
• NESA-A.cross-scan caused 

roll-yaw thrusters to fire 
at high rate with long on- 

• times, Unexpectedly causing: 
1) Large unpredictable 

• changes in pitch rate, 
11) Large-Écale roll-yaw • 

, coning and precession. 
c. Pitch rate/coning/precession 
, caused loss of array traCk-

henée loss of array 
• Power  and UVS trip (see S/S 

#4). 
d.tosS of S/C (Day 330; 1979) 

due to: , 
• I) Loss of all S/C infor.  

motion. 
11) LosS Of power,to tern-

, ponentS necessary for 
• reéovery.  

COMMENTS/RECOMMENDATIONS 

1. Minimize use of moving parts in 
all critical components. 

2. Do not fly components that fail 
duriiii pre-launch testing. If 
it is essential to refurbish 
and fly components after they 
have failed, time and resources 
must be available so great care 
can be taken to ensure that the 
causes of the failure are com-
pletely understood and correct-
ed. Much better to have fully 
qualified spares available. 

3. Do not fly partially redundant 
units. Where incomplete re-
dundancy is forced (e.g. by 
weight considerations): 
1) Design, manufacture and 

testing of units must be 
drastically upgraded. 

11) a complete and rigorous  
FMEA is a necessity  to 
determine whether this 
results in unacceptable 
risks. 

iii) Detailed recognition/ 
recovery/work-around 
procedures must be devel-
oped (before launch) to 
cover any failures. 

4. Automatic failure protection 
against attitude anomalies is 
essential. However, AFP trip 
must totally inhibit all 
thrusting, and shou1d-re7 de-
signed to minimize resulting 
S/C rates. Specifically, on 
CTS/Hermes, 



6.1 .NESA-A Anomalies 
(cent.)  (continued) 

Subsystem #6:.  Attitude contmt (continued) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 
UOE/ 
SCA 

SHSPS 
CONSEQUENCES 

OIP 

3: Sticking of the scanning mirror, 
either complete, or on a high per- 

. centage of scans.(Note that the 
mirror on this NESA stuck during 
pre-flight testing). Stickihg may 
have been related to thermal 
distortion/unstable flex pivots/ 
contaminants/motor problems/ 
overheating. - 

4. PoSSibly some form of EMI and/or 
electronics failure/anomaly. May 
have been triggered by S/C charging 
sun reflections, SHF radiation, 
etc. • 

5. It appeare likely that there weee 
correlations between the occurrence 
of ,NESA-A  anomalies and: 
1) NESA-A témperatures 
11)  Sun  position relative to the 

• S/C. 
6. It is possible that the anomalies  

were induced, or at least their 
probability increased, by  excessive 

 NESA-A power cycling. , 

d) (Continued) 
iii) Loss of thermal dissi-

pation causing S/C to 
bedome too cold to 
function. 

Note that all of a,b,c and d 
occurred fi  on Day 330, 1976. 
The dynam c mode resulting from 
other anomalies were (largely 
fortuitously) such that array . 

 tracking was not permanently 
lost. In particular, if the 
roll-yaw thrusters were inhibit-
ed before NESA-B lost the earth, 
the pitch rate remained low, a 
no coning/precession occurred. 
Secondary Consequences. . 
e. Loss of SHF communications 

(for up to 1 day for each 
. anomaly excépt last). 

f. Extremely complex and uncer-
tain recoveries, with ex-
cessive use of manpower and 
other resources. 

g. Excessive manpower, time and 
computing resources required 
to: 

_ i) Analyse anomalies. 
11) Develop and test proc- 

edures to minimize 
occurrences of anomalie 

• and to recover from 
. anomalies. 

iii) Train operations 
personnel in use of new 
procedures.  

4. (continued) 
i) AFP trip should have in- 

hibited the ACE outputs to 
the 0/1  (could have been 
implemented in automatic 
ground S/W if TM were 
usable). 

11) The time delay before 
initiation of CWS mode 
mode should have been 
much shorter, and the 
tachometer bit-size much 
smaller. 

5. Provide an indpendent secondary 
attitude sensing system.  If the  
prime system indicates an anom-
aly, the secondary system 
should be checked, and its out-
puts used for attitude control 
(possibly degraded) if it in-
dicates the anomaly is in the 
prime sensor, rather than in 
the S/C attitude. It may be 
necessary to use several sen-
sors with a °voting" system. 

6. Provide an automonous on-board 
attitude re-acquisition cap- 
ability. 

Note that 5 and 6 (above) require 
very  careful system-level design, 
including FMEA, reliability, etc. 
7. Upgrade pre-launch testing of 

essential sensors, particularly 
for effects of thermal grad-
ients and cycling, and for 
durability. 

nd 



t; 

Susystem #6: Attltude - Control . (continued) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

U0E/ 
SCA SHSPS 

CONSEQUENCES 
OIP 

1. , To remoVe a NESA from the attitude a. 
control loops it was necessary to 
turn it Off (e.g. to àvoid sun 
interference on the NESA causing b. 
loss of attitude lock). 

2. After the NESA-A turn-on anomaly 
ocCurred, NESA Switching waS 
reduced to-an absolute minlium by: c. 
a) flying through NESA-A moon " 

interferences, . 
b) leaving both NESA's On through' 

, NESA-B intérferencés (but 
- Anhibiting the effect on thé 

attitude of the NESA-B outputs), 
é) reducing the safety margins on 

the NESA sun and moon inter- 
- fererice zones. , • • , 

Secondary Consequences (cont.) 
.h. Introduction of operations 

that involved: 
I) Higher risks (e.g. -  . 

flying through NESA-A 
moon interferences). 

Il)  Complex scheduling (e.g. 
NESA-A turn-ons). 

111) Excessive use of 
Specialists (for all 

. NESA-A operations). 
I.  Potential for catastrophic-

failure when AFP disabled 
(completely uncontrolled 
pitch rate if NESA-A anomaly 
occurred). 

Excessive"cycling of NESA's; 
'this probably contributed to 
the NESA-A anomalies (6.1). 
High riSk turn-ons of NESA-A, 
requiring specialist assist-. 
ance and complex scheduling 
and operations. 
Flying through NESA-A moon 
interferences (to reduce. 
cycling) resulting in large- 
scale attitude perturbations 
.(up tO 2°), risk of attitude . 
control loss, complex oper-
ations, and the need for 
specialist assistance. - 

6.1 NESA-A Anomalies . 
(cont) (continued) 

NESA Switching 
(throughout  11 le)  

Note that many of these 
problems are closely related 
to 6.1, as causes or effects. 

"I! 

7 1. The choice of which sensor outputs 
are used to control the attitude 
should be made by logic switching, 
not power switching. 

2. Passive, benign, long-term stable • 
modes should be designed into all 
attitude control loops (e.g. roll-
yaw control with 0/T inhibited on 
CTS/Hermes). Specifically, in pitch, 
CWS mode is an essential minimum, 
but should be modified to drasti-
cally reduce the resulting pitch 
rate such that earth-lock is main-
tained (over e.g. the duration of 
sun interference) with no sensor 
inputs to the control loop. Some 
possibilities are using a rate 
integrating gyro, applying an 
averaged duty cycle to the wheel, 
etc. 

6.2 
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Subsystem #6: AttftudéContrbi (Contifiuéd) 

U0E/ 
SCA snsps 

DESCRIPTION 

PROBLEM 

CONSEQUENCES 
tOMMENTS/RECOMMENDATIONS 

6.2 NESA Switching (continued) 
(cont) 

Pitch Transients 
(throughout life) 

3. The number of NESA interferences d. 
was not properly included inmiSsion 
planning (particularly moon intér-
ferences). The effects were not 
wéll understood, and operations to 
deal with them were not optimized e. 
until well after launch. 

1. 

1. "Pitch Glitches"-small (up to 0.2°) 
short-term (-2 minutes) transients 
in pitch, more or less at random 
throughout life. 

Possible causes are: 
2. Variations in wheel drag torques 

due to variable bearings, thermal 
effects on lubricants, etc. 

3. Caging instability. 
4. NESA problems. 
5. EMI/electronics problems in control 

loops. 
6. Anomalous torques from pitch 

thrusters (see 8.1). 
7. Some of the glitches may have been 

due to interaction between register 
overflow in control loops, array 
stepping, and flexible array .  
dynamics. 

Cancelling AFP during NESA-B 
sun interferenCes, with 
potential for S/C loss if an 
anomaly occurred, and comple. 
operations required. 
Decreased safety in ignoring 
marginal interferenées. 
Excessive time and manpower 
to design and test new 
procedUres.' 

Minor attitude perturbations 
Time and manpower for anal-
ysis, testing,  etc.  

3. Sensors should have built-in 
capability for ignoring inter- - 
ference effects (e.g. radiance 
limiters . to cut out sun). 

4. Upgrade pre-launch prediction 
of interference occurrences 
and effects, and system-level 
analysis of operations to deal 
with them. 

1. Upgrade pre-launch testing, 
analysis and Q.A. on wheel, 
particularly bearings/lubricant .  
Note that: 
I) No way has yet been found 

to eliminate cage InstaL 
bility in wheel manufact-
ure but 

ii) Methaii-  have been devised 
for detecting such insta-
bilities, so that suspect 
wheels can be avoided. 

2. Upgrade detailed analysis/ 
simulation of expected pitch 
loop behaviour; specifically, 
more detailed modelling of 
array stepping effects is 
required. 

3. Reduce array step-size (in 
auto-track mode). Perhaps some 
form of essentially constant 
torque drive is feasible. 

6.3 a .  
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SI1SPS 

Pitch TraKsients 
(major operations) 

Subsystem 16: Attitude'Control . (contlnued) 

U0E/ 
SCA 

6.4 

OIP 

4/5/6/ 
11/12/1 

PROBLEM 

DESCRIPTION 

1. Significant (n,0.5°) pitch trans .- 
ients of up to 5 minutes duration 
during momentum dumping, major 
arrays slewing and other major 
events. 

Basically dué to an overly sluggish 
pitch controller which was the result 
of: 
2. Fixes incorporated to .compensate 

for a Significant under-estimate 
of time delay in.NESA's used in 
early çontrol system design. ' 

3. Assumption of very low damping in 
arrays in control system design. 

CONSEQUENCES 

a. Predicted pre-launch. Some 
impact on SHF communications 
Could be of major signifi-
cance for an operational .S/C 

b. In general, the pitch loop 
was significantly "sloppier" 
than necessary (i.e. a 
tighter design of the contro 
loop would have reduced both 
magnitude and duration of 
transients). 

c.TiMe and manpower required 
• for analysis and simulation. 

COMMENTS/RECOMMENDATIONS 

1. Significantly upgrade modelling 
of sensors early in the design - 
of control loops. 

2. Design control loops to handle 
wide dispersions in assumed 
parameter values. 

3. Design control loops to handle 
a much wider range of damping 
in flexible appendages, perhaps 
using programmable micro- 
processors on-board. 

4. Develop a system for more 
accurately calculating or 
measuring flexible body damping 
pre-launch. 

5. Perhaps build in mechanical 
dampers of flexible appendages 
to provide known,  minimum  damp-
ing. This is, however, in-
efficient and inflexible 
compared to 3 (above). 

6. Upgrade analysis of expected 
performance (as opposed to 
meeting spec.) and improve 
communication of such data to 
operations group. 

1 

• • ; • 
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6. 5 

6.6 

Roll -yaw Effects of Array 
Slewing 

Attitude Effects of Major 
Events 

Note that neither the move 
West, nor N-S S/K were 
included in the original Se 
'design and operations 
planning. • 

a. 

b. 

a. 

b. 

c. 

d. 

e. 

f. 

9. 

4/5/6/ 
11/12/15 

5/6/12 

Attitude Control (continued) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

U0E/ 
Sc"  SHSPS 

CONSEQUENCES 
OIP 

1. Roll-yaw effects of normal 
(essentially simultaneous) array 
slewing up to 0.1 0 . 

2. Slewing of a single array created 
roll-yaw cone of 0.4° half-cone 
angle. Analysis showed that a 
longer slew could have given up 
to 2° half-cone angle. 

1. Large roll-yaw errors (-1-2°) 
resulted from large-scale E-W (for 
move West) and N-S (for inclinatio 
control) thruster firings. 

2. Large wheel-speed changes (up to 
600 rpm) resulted from the sanie 

 firings. 
3. Large yaw errors during N-S S/K 

caused major E-W effects on the 
orbit. 

These effects were caused by: 
4. Thruster misalignments. 
5. The variable position of the S/C 

centre of mass (daily and over life) 
6. Thruster mis-match and under-

performance (particularly during 
N-S S/K). 

7. Inadequate yaw sensing/control 
(particularly during N-S S/K). 

8. Plume impingement effects in N-S 
S/K. 

Note that many of these were not 
accurately predictable. 

Time and manpower required 
for analysis and simulation. 
Negated some operational 
methods of protecting 
against, and recovering 
from, UVS at eclipse exit. 

TM was necessary to ensure 
these effects did not get 
too big. Given bad TM (see 
3.1) this severely constrain 
Ed times/durations of these 
operations. 
The magnitudes of these 
effects depended on time of 
day, putting further con-
straints on timing (to keep 
the effects within acceptabl 
bounds). 
Additional operations 
(momentum dumping and E-W 

•S/K) were required to re-
cover from these events. 
Considerable 0/T activitywas 
required for attitude 
recovery following these 
events. 
Extra fuel was required (for 
c and d above). 
SHF communications was 
severely constrained during 
these events. • 
Excessive manpower required 
for planning, testing,super-
vision, analysis, etc. 

1. Upgrade detailed analysis/ 
simulation of coupling between 
roll/yaw and pitch through 
arrays. 

2. Pre-launch analysis/design of 
control loops should include 
non-standard array operations. 

1. Misalignments and mass properties 
variations that are perfectly accept-
able for normal operations may severe-
ly constrain operations requiring 
large-scale thruster activity. 

2. Thruster misalignments and 
centre of mass variations  should 
be: 
a) minimized pre-launch (e.g. 

perhaps a split array is 
preferable) 

b) analyzed as far as possible 
for effects pre-launch, 

c) calibrated as accurately as 
possible psot-launch, and 
periodically throughout life, 

3. If possible, thruster activity 
should occur in small,frequent-
ly repeated blocks, rather than 
a few very large operations. 

4. N-S S/K using paired thrusters 
requires: 
i) drastically improved yaw 

sensing and control, 
ii) drastically reduced 

thruster mismatch, 
iii)detailed analysis and on-

orbit calibration of plume 
impingement (as was done 
on CTS/Hermes). 

!I I 



Subsystem #6: Attftude'Controt (continued) 

U0E/ 
SCA 

6.7 

OIP 

1/5/6/ 
12/13/15 

PROBLEM_ 
SUPS 

DESCRIPTION 

Attitude Sensors 1. Earth sensor prime (scan) outputs 
(throughout life) saturated for errors >2.8°. 

2. Earth sensor secondary (cross-scan) 
Note that, without these outputs were ambiguous for errors 
problems, it is possible that >3.5° in one direction, and satu- 
the S/C would not have been rated for errors >3.50  in the other 
lost. direction. 

3. No earth sensor outputs for errors 
outside the ranges +21 °  (scan 
direction), +12°/-5e  (cross-scan 
direction). 

4. Sun sensor bit-size -1 0  on-axis 
(considerably larger off-axis). 

5. Sun sensor outputs were anomalous 
and variable in the regions of head 
cross-over. 

6. The rate gyros were too insensitive 
for use except at very high rates 
(e.g. in attitude acquisition). 

7. The sun sensors occasionally gave 
anomalous readings, possibly 
related to,shadowing and/or 
glinting. It is possible (though 
felt to be unlikely) that the 
NESA's also had occasional problems 
with glinting. 

CONSEQUENCES 

a. Attitude re-acquisition was 
extremely complex and took a 
long time (up to 24 hours) 
because of general lack of 
attitude information. 
Specifically: 
i) Until the yaw axis was 

withing 21° of nominal 
only sun data was avail-
able, leaving the angle 
of rotation about the 
sun line unknown. 

ii) When the earth was with-1 
 in view of one of the 

NESA's, the data was 
confusing and difficult 
to use. 

Ili) The relationship between 
sun-line angles and S/C 
angles is complex. Cal-
culation of rates, di-
rection and magnitude o 
correction torques re- 

- quired, etc. is very 
difficult and prone to 
error. 

b. Performance analysis and 
torque environment measure-
ment was extremely difficult 
due to the lack of high 
accuracy yaw sensing. 

c. Control of yaw errors during 
major thruster firings was 
extr'emely difficult, and not 
totally.  successful (e.g. 6.6, 
Problem 3). 

COMMENTS/RECOMMENDATIONS 

1. Relatively coarse 4n steradian 
earth sensing (orits equivalent 
in e.g. rate integrating gyros) 
should beavailable. Normally 
off (to conserve power, life-
time, etc.) but automatically 
turned on if a major attitude 
anomaly occurs (see 3.5). 

2. 4n steradian sun sensing is 
essential, and should be avail-
able at all times,but the whole 
system should be upgraded. 
Specifically: 
1) Improve handling of head 

cross-overs. 
ii) Eliminate anomalous out-

puts. 
iii) Improve sensitivity for 

sun angles close to 
nominal (for at least some 
parts of the orbit). 

3. Ground S/W should be upgraded 
to (on-line) integrate all 
available data (mass properties, 
dynamics, sensor outputs) to 
provide as accurate as possible 
an estimate of the angular 
position and rates of the sat-
ellite at all times (with or 
without telemetry). 

4. The outputs of the prime NESA's 
should not saturate at -15% of 
field of view (-50% would 
appear reasonable). 

I ' 
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Extra command required - no 
observable effécts on 
attitude. 
Very difficult to chéck 
exact timing, MESA outputs, 
etc. due to bad TM 

a. 

b. 

5. Possibly high accuracy rate - 
gyros and/or rate integrating 
gyros should be used. 

6. Possibly a star tracker should 
be used. 

Note that 5 and 6 are costly in 
money, weight, etc., but they do 
provide yaw information when the 
earth, S/C and sun are aligned 
while sun/earth sensor combinations 
do not. 3 (above) might, however, 
achieve the same result. 
7. If possible, all ambiguity 

should be removed from sensor 
outputs, using 3 (above), 
different earth sensors, or a 
different sensor layout. 

8. Upgrade analysis and testing 
of shadowing and reflection 
effects for all earth and sun 
sensors. 

1; Investigate potential for 
partially effective automatic 
switching. 

2. Upgrade isolation and EMI 
protection on command lines. 

• 

Subsytem f6:  Attitude  Control (continued) 

'PROBLEM . 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

110E!  
Sc"  SHSPS 

CONSEQUENCES 
OIP 

6.7 I Attitude Sensors 
(cont.) (continued) 

Momentum Wheel Converter 
(Day 277, 1978) 

1. Switch from MWC A to MWC 8 àt 
NESA-A turn-on. 

May have  been caused bY:, 
2. "Partial" AFP due teparttali  NESA-A 

anomaly (see 6.1). 
3. Coupling between command lines. 
4. EMI (é.g. froM S/C charging). 

' 

11 • 1 e 
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6.9 

6.10 

6.11 

a. 

b. 

c.  

d. 

1 

Subsystem #6: Attitude'Control 
Pr =31-1)  

continued) 

COMMENTS/RECOMMENDATIONS 
DESCRIPTION 

U0E/ 
SCA SHSPS 

PROBLEM 

CONSEQUENCES 
01P 

7 

1 

1 

Roll and Pitch  Blases  
(throughout life) 

Roll-Yaw Control 
(First observed Day 045, 

Roll-Yaw Control 
(threughout life) 

This problem is directly 
related to 6.10 

1.Bias commands were complex, diffi-
cult to use, and open to error. 

2. Blases  were on control loops, not 
NESA outputs. 

3. There was a lack of planning and 
Information ,  on biasing in pre- 
launch. 

1. At low  externattorquelevels 
(equinox season) double dead- , 
banding occurred because the rate-
pathldesigned to damp nutation 
withih the dead-band) timed out. 

2. The rate-path time-out was cal-
culated using mass.properties 

. significantly different from on- 
orbit values. 

1. Damping of the nutation cohe - in-
. side the dead-band was minimal, 

. particularly at low external. • 
, torque levelS. 

. -  

a.Biases were not used (except 
in special tests), introduc-
irig minor pointing errors 
and disturbances: 

b. If non-zero biases were used 
they would have to bé  change  
at every change in NESA ON/ 
OFF status, and in NESA EP 
status. 

Excessive 0/T firing (severa 
hundred, per day). 
Wheel speed operating range 
had to be moved higher 
(close to unstable region). 
Usable wheel speed range 
reduced (impacted some 
special operations - see 
6.6, Problem 2). 
Excessive time and manpower 
required for analysis, re-
design of operations, test-
ing, etc; 

a. Excessive 0/T firing' (-50- 
- 100/day). 

- 1T--Separate-bias commands; design 
groundS/Wso that inputs are in 
decimal counts, or degrees. 

2. ACE should include independent 
bias registers for each NESA 
output. 

3.Upgrade analysis and testing to 
provide better information on 
fixed and variable biases re-
quired, and how to operation- 

- ally implement them. 

1.Design control loops to handle 
wide dispersions in assumed 
parameter values, perhaps using 
on-board programmable micro-
processors. 

2.Upgrade design of rate-path 
(e.g. perhaps time-out was 
unnecessary). 

3.Upgrade system-level analysis 
and control of mass properties 
and their effects on S/C sub-
systems. 

1. Better roll-yaw controller 
design, including optimization 
of rate-path parameters. 
Probably requires capability 
for changing e.g. rate-path 

, limiter on-board (possibly 
using micro-processors). 

1976 
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Subsystem #6: Attitude Control continued) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

U0E/ 
SCA SHSPS 

CONSEQUENCES 
OIP 

6.12 

6.13 

Wheel Speed 
(throughout life) 

Pulse Count Telemetry ' 
(throughout life) 

These probleffis were consider-
ably magnified by the 
degradation/loss of telemetry 
(see 3.1). 

1. Designed wheel speed operating . a. 
range was not wide enough. 

2. Torque-speed curve of driver/motor 
had extremely rapid fall-off -5% b. 
above designed operating range. 

3. Wheel speed tachometer was c. 
extremely coarse. 

4. Wheel speed telemetry depended on 
telemetry bit rate (which was d. 

• significantly different from 
nominal, and varied considerably, 
see 3.4). , 'e. 

Note that wheel speed changes were one 
. of the prime indicators of RCS  perfor- 
mance,  but high accuracy was required. 

. . 
l. On-beard 0/1  pulse counters over- a. 

flowed after 31 pulses on any one . 
- thruster.  
2.'0d-board Pulse counters continued 

' Incrementing when 0/T inhibited.  

Momentum dumping required 4/5/6/ 
more frequently than 12/15 

• necessary. 
Pitch loop was unstable at 

I 
wheel speeds above 400 rpm. 
Severely constrain some 
special operations see 6.6, 
Problem 2). 
ConSiderable difficulty in 
calculating actual wheel 
speeds accurately. 
The large tachometer bit-
size contributed significant-
ly to pitch rates after AFP 
(see 6.1). 

Tracking . of pulse counts 
(for performance analysis, 
fuel use calculation, etc) 
was extremely difficult and 
time-cOnsuming. 

1. Drastically expand wheel speed 
operating range. Much of the 
shaping and smoothing of the 
torque-speed curve done in the 
driver/motor hardware should 
have been done in the control 
electronics (perhaps using on-
board programmable micro-
processors). 

2. System-level study required of 
tachometer uses/requirements. 
Much higher resolution than 2% 
of nominal operating range - 
required. 

3. See 3.4 - Recommendations 1,2, 
3 and b. 

4. Ground S/W must be capable of 
simultaneously and  independently 
averaging several subsets of 
parameters and displaying the 
results. 

1.Ob-board pulse counter's should 
be sized td include the 
maximum expected pulses for  
one day. 

2. Inhibit pulse counters when 
thrusters are inhibited. 



Subsystem  16: AttitudéControl (continued) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 
U0E/ 
SCA 

SHSPS 
CONSEQUENCES 

OIP 

See 6.13a (above). 
Considerable data was lost 
In attitude anomalies and 
re-acquisitions. 

6.14 Pulse Rate Telemetry . 1. 
(throughout life) 

These problems wereconsider- 2. 
ably magnified by the 
degradation/loss of telemetry 3. 
(see 3.1). 

4. 

0/T pulse duration telemetry was a. 
combined for positive and negative b. 
thrusters: • . „ • . 
The telemetry was zeroed after each , 
°input." 
Thé teleffietry,saturated at lower 
duty cycles than occurred In 
attitude anomalies. ' 
Telemetry was nulled If sampling 
occurred while a pulse was in 

.progress. 

1.Separate pulse duration 
telemetry should be included 
for positive and negative 
thrusters. 

2.Telemetry should persist after 
sampling, and should increment 
to overflow. 

3.Counters must be sized to allow 
for 100% duty cycle. 

4.Ground S/W should includecross-
referencing between this TM and 
pulse counters to provide time 
of starti and durationj of each 
pulse, with automatic recording 
of this data. 

1/4 

1/7 

6.15 Wheel Speed Rundown 
(started after  attitude 
anomaly and-re- acquisition  
of Day 322, 1977). 

NESA Temperatures 
(spin phase and summer 
'solstice). 

1.Rate of change of wheel speed-in- a. 
creased from -20 rpm/day to -40 
rpm/day. Returned to normal after 
-3 weeks. 

Possible  causes  were: b. 
2.Leakage from pitch thrusters 

(following use in attitude re-
:acquisition): 

3.Some unknown • external torque. . 
_This Was never satisfactorily 
explained. 

• 
1: Apogee motor soak-back caused ex- a. 

cessively high NESA temperatures 
for excessively long duration: b. 

2. NESA's reached unexpectedly high 
temperatures on-orbit (summer 
solstice). ' 

Considerable time and man-
power required for analysis. 
Made very difficult by bad 
TM. 
Minor adjustment required in 
M/D Scheduling. 

May have contributed to 
NESA-A anomaly (see 6.1). 
Potential for damage to both 
NESA's (would probably have 
been.catastrophic). 

1.Possibly upgrade thruster valve 
system. 

2.Provide some means of detecting 
leaks from thrusters. 

3.Use redundant encoders, and put 
temperature sensors on all 
thrusters. (Temperature data 
might  have indicated anomalous 
cata ytic decomposition in 
inactive thruster). 

1. Upgrade thermal analysis/design/ 
testing. Specifically: 
I) Improve conductance model- 

ling of expended apogee 
. motor. 
ii) Include effectsofmultiple 

solar reflectances between 
angled surfaces. 

6.16 
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MESA Alignments 
(throughout life) 

Wheel Speed Measurement 
(throughout last 3 years of 
life) 

SubsysteM #6: Attibide . Control (continued) 

COMMENTS/RECOMMENDATIONS 
DESCRIPTION 

U0E/ 
SCA SUSPS 

PROBLEM 

CONSEQUENCES 
OIP 

6.17 1. Mismatch between numbersofpositiie 
and negative 0/T pulses. Indicative 
of mis-alignment between NESA and 
wheel. 

2. Variable mismatch between NESA-A 
scan/NESA-B cross and between 
NESA-B scan/NESA-A cross. Indica-
tive of variable misalignment 
between NESA's. 

3. Discrepancies between measured and 
predicted SHF antenna positions 
when boresighted at Ottawa. 

Possible causes are: 
4. Thermal distortions. 
5. Basic component alignments. 
6. Mechanical changes from test 

environment to on-orbit. 

a. Minor increase  in total num- 1/7/14 
ber of pulses fired by one 
0/T. 

b. Time and manpower requiredto 
analyze and monitor. 

c. Confusion as to precise ab-
solute pointing of SHF 
antennas. 

d. Possible small errors in SHF 
antenna pointing. 

e. Small attitude perturbations 
(up to 0.1°) at NESA 
switching.  

1. System-level study required of 
causes, effects, expected mag-
nitudes, variability, measure-
ment, and correction of ACS 
component misalignments. 
Should include a much clearer 
analysis of requirements/ - 
significance of absolute  point-
ing accuracy vs stability  of 
pointing (short-term and long-
term). 

2. Upgrade measurement/analysis of 
misalignments (pre-launch), and 
communication of this data to 
operations group. 

6.18 1. Due to degradation/loss of TM, 
wheel sPeed had to be estimated by 
measuring nutation period Using 

-SHE signals. There was a consider-
able degreé,of uncertainty in the 
measurements. 

a. Minor uncertainty in wheel 
speed. Could have become a 
major problem if TM complete 
ly lost. 

b. Some uncertainty as to 
possible changes in mass 

• properties. 

1/4 1. Detailed analysis of mass pro- 
perties and dynamics should be 
carried out pre-launch to pro-
vide accurate relationship be-
tween nutation period and wheel 
speed. Must include daily, 
yearly and life-time variations 
in mass properties, differences 
between true and observed 
nutation period, etc. 

2. Use nutation period measurement 
to verify on-orbit mass 
properties. 



6.19 

6.20 

Attitude Control Electronics -
(throughout life) 

Commanding Errors 
(various times throughout 
life) 

Subsystem f6: Attitude Controt(continued 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

U0E/ 
SCA SHSPS 

DESCRIPTION 
OIP 

1. Roll/yaw controller left enabled 1. 
' through NESA-B sun interference.' 
2. Several tiMes controllers left • 

enabled through moon interferences, 2. 
or disabled later than scheduled. 

Caused"by: a. 
3. Ground equipment configurelon 

, errors. . • 
4. Operate errors. 

1. PRC parameter set 4 could only be a. 
selected by the ACE power-on reset. 
(Switching ACE's lad many other 
major effects) 

2. The pitch and roll/yaw controllers 
were, in general, relatively 
inflexible. 

b. 

.Recovery from(non-AFP)atti- 6/12/15 
tude perturbations (e.g. 
following major E-W S/K) 
involved: 
I) somewhat less stable 

control, 
Il) more 0/7 pulses and 

fuel use e  
than would have occurred if 
parameter set 4 were avail-
able. 
Sufficient flexibility ex-
isted for CTS/Hermes but: 
i) improvement feasible, 
ii) longer life S/C might 

have problems. 

Large (-1°) attitude pertur- 7 
bations, but no long-term . 
effects. 
No significant observable 
effects. 
Potential for major attitude 
disturbances up to and 
including AFP trip. 

1. All logic states should be 
directly commandable (without 
power switching). 

2. Use on-board programmable 
micro-processors. 

1. Upgrade ground procedures and 
training. 

2. Possibly automate commanding at 
least for standard operations. 

3. Build-in checks on status of all 
critical ground equipment, with 
feed-back to computer. 



a. Potentially catastrophic 
loss of S/C if, e.g. NESA-A 
anomaly occurred with AFP 
cancelled. 

a.Considerable confusion. 
Time and manpower required 
for on-line corrections. 

b.Potential for significant 
operational errors. 

a.Erroneous indication when 
TCU's off. 

b.CoMplex S/W required - 
occasional areaS of con-
fusion. 

6.21 

6.22 1. The engineering values of several 
parameters (particularly NESA 
cross-scan outputs) were in error 
in at least some parts of their 
fanges. 

1.TCU flags were subcommutated, but 
the subcommutated address:stopped 
updating when the TCU's were  off.  

2. Several other .parameterS were sub-
commutated "unnecessarily. 

Subsystem f6: Attitude Céntrol (continued) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION • 

U0E/ 
SCA SliSPS OIP 

CONSEQUENCES 

Undesirable Operations Modes 1. AFP cancel command after AFP trip' 
(throughotit life) - would leave . S/C unstable (because 

CWS cancelled at the same time). 
2. During attitude re-acquisitions 

. it was necessary to éperate for 
long times with AFP cancelled and 
pitch loop enabled. . 

. 3. AFP had to be cancelled during 
NESA-B sun interferences. • 

7/13 1. System-level analysis required 
of effects of all command se-
quences (including non-standard). 

2.Logic switching should be avail-
able to select parameters that 
can trip AFP (and other auto-
matic switching). 

3.Wherever possible, multiple 
function commands should be 
avoided. 

Telemetry Calibration ' 
(throughout life) 

6.23 SubcOmmutated Data 
(throughout life) 

1/7 1. Drastically upgrade measurement 
and recording of calibration 
data (pre-launch). 

2.Ground S/W must include capabil-
ity of using many different 
functional forms for calibration. 

3. A direct comparison of test 
calibration data vs implemented 
calibration S/W outputs should 
be available to operations-group. 

1 1. A system-level study of TM 
structure required (see 3.3, 
Recommendation 1). 

2. Do not sub-commutate data when 
spare bits are available. 

3.Avoid sub-commutating power flags 
4.Subcommutation mechanisms must not 

be powered by components whose 
status is part of the sub-
commutated data. 

I 1 



6.24 

6.25 

6.26 

Subsystem f6: Attitude Control (continued) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

U0E/ 
SCA SHSPS 

DESCRIPTION 
OIP 

0/T Effects on Orbit 
(throughout life) 

Sun Sensor Misalignments 
(throughout life) 

Low Thrust Engines - 
(throughout life -.first 
observed effects, Day 259, 
1976) 

This item is covered in more 
detail in Subsystem 8. . 

9- 

1. Because the 0/1  were offset 10° 
into yaw, they produced a. non- 

' trivial.E,W effect on the S/C 
orbit (-0:075 cm/sec/day). This 
was . not predicted - the radial 

. effect of the.thrusters was (as 
predicted) negligible. 

1. Significant and variable mis-
alignments existed between the 
various sun sensor heads. 

1. Unexpected reduction (up to 60%) 
• of impulse delivered by Various' 

low thrust engines. 
2. Loss of all thrust from one off-

set thruster. 
Believed to be due to: 

3. Gas bubbles in fuel lines. • . 
4. Possible valve deformations. 
5. Possible contaminant build-up. 
etc.  

a. Minor errors in orbit pre- 3/5/12 
diction; calculation of E-W 
S/K requirements, etc. 

a. Inaccurate yaw sensing, and 
inaccurate attitude sensing 
in re-acquisitions. 

b. Contributed to orbit dis-
tortions due to N-S S/K (see 
6.6). 

a. Significant increase in num- 1/4/5/ 
ber of operations (M/D, E-W 6/12/13 
S/K, etc.) required. ' 

b. Inaccuraby in predicting ef-
fects of major operations 
and hence in scheduling them 

c. Some operations curtailed 
when  TN  bad because of un- 

• predictability. 
d. Significant increase in com-

plexity of attitude re- 
acquisition. 

e. Attitude perturbations 
("'0.2° ) after one 0/T failed. 

f. Backup 0/T required for 
normal operations. 
Major attitude perturbations 
during N-S S/K. 

1. Pre-launch analysis and post-
launch calibration of the effects 
of all thruster firings on the 
orbit is required. 

2. The off-line orbit determination 
prediction S/W should have the 
capability for including these 
effects. 

1. Sun sensors are critically 
important and their pre-launch 
alignment must be as accurate 
as. possible. 

2. On-orbit calibration of the 
misalignments, and S/W modifi-
cations to correct for them 
should be carried out. 

1. Design of controllers and 
operations must allow for 
significant, unpredictable.and 
variable degradation in thrust 
levels. 

2. RCS subsystem should be upgraded 
to minimize this problem. 

3. Wherever possible, use of pairs 
of thrusters should be avoided 
if mismatch will create signifi-
cant problems in attitude 
control. 



fir 

Subsystem #6: Attitude Control (continued). 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

U0E/ 
SCA SHSPS OIP 

DESCRIPTION 

6.26 Low Thrust Engines 
(cont) (continued) 

Arcirg on Solar Arrays 
(Day 160, 1976) 
(see 4.6) 

a. 1. Large-scale attitude perturbations 
believed due to expulsion of 
material during arcing  on the  
pallet diode board. 

h. Uncertainty in fuel use 
calculation, hence in mass 
properties, and in fuel 
margin. 

No significant problems in 1 
attitude recovery by 
standard on-board systems 
(AFP did. not trip). 

I 1,1 

6.27 



SHSPS 

Mass Properties 
(throughout life) 

i 

Subsytem #7: Structures and Mechanisms 

U0E/ 
SCA 

7.1 

PROBLEM 

DESCRIPTION 

1. Inadequate data on mass properties 
- measured pre-launch,predicted 
for post-launch, and actual post-
launch values. 

2. Inadequate data on variations in 
Mass properties (daily, yearly and 
over life) - predicted and actual. 

3. Inadequate pre- and post-launch 
.analysis of impact of mass proper-
ties (and their uncertainties and 
variations) on dynamic behaviour, 
thruster torques, orbit changing 
manoeuvres, etc.  

OIP 
CONSEQUENCES 

a. Uncertainty, confusion and 1/4/5/ 
unpredictability of effects 6/12/13/ 
of M/D, E-W S/K and other 15 
major S/C operations. 

b.Performance analysis of ACS 
and RCS made significantly 
more complex. 

c. Analysis of, and recovery 
from, attitude anomalies 
made more difficult. 

d. Measurement of dynamic 
behaviour via SHF signals 
(for zero-TM) made much less 
accurate. 

More detail on some of the 
problems is given in S/S 6. 

COMMENTS/RECOMMENDATIONS 

1. Drastically upgraded mass prop-
erties analysis, measurement, 
control and documentation re- 
quired pre-launch. 

2. Pre-launch system-level study 
required of: 
i) Maximum discrepancies 

possible between predicted 
mass properties and actual. 

ii) Expected variations in mass 
properties due to array 
motion, changes in array 
shape, fuel use, fuel trans-
fer between tanks, thermal 
variations in structures, 
etc. 

iii) Impact of discrepancies and 
variations on  SIC  dynamics 
and operations, and how to 
minimize. 

iv) How to measure on-orbit 
mass properties. 

v) Whether a method of ad-
justing on-orbit mass 
properties is required. 

' I .1 



Subsystem #7:  Structures and Mechanisms 

U0E/ 
SCA 

7.2 

7.3 

SHSPS 

Alignment 
(throughout life) 

Structural Damping 
(throughout life) 

OIP 

1/4/5/ 
6/12/13/ 
15 

PROBLEM 

DESCRIPTION 

1. Lack of easily accessible and 
usable alignment data on critical 
components. 

1. Structural damping, particularly 
•  in arrays, was significantly 
underestimated. 

CONSEQUENCES 

a. Uncertainties in predicted 
effects of M/D, E-W S/K, etc 

b. Uncertainties in performance 
analysis of ACS/RCS. 

c. Unexpectedly large attitude. 
transients during major 
events. 

d. Uncertainties and minor 
errors in SHF antenna point-
ing. 

a. Contributed significantly to 
unnecessary.sluggish control 
loop design, particularly in 
pitch (see S/S 6 for more 
details).  

COMMENTS/RECOMMENDATIONS 

1. Upgrade documentation of pre-
launch alignment measurements. 

2. Pre-launch system level study 
required of: 
i) Maximum changes possible 

between pre-launch measure-
ments and on-orbit mis-
alignments. 

ii) Expected variations in mis-
alignments due to thermal 
distortion, mechanical 
relaxation, etc. 

iii)IMpact of misalignments on 
S/C performance, and how 
to minimize. •  

iv) How to measure and compen-
sate for misalignments on-
orbit. 

1. Develop a system for more 
accurately calculating or - 
measuring damping characteris-' 
tics pre-launch. 

2. Possibly build in mechanical 
dampers - very inefficient. 



7.4 

• 7.5 

Dynamic Behaviour 
(throughout life) 

Grounding 
(throughout life) 

1. GroundiUg of some structural 
elements (particularly the solar 
arraY) waS inadequate. 

1. Waste of H/W and power when 
JBSA's jettisoned. 

1.6 Jettisonable Body Solar 
fixraYs 
(attitude acquisition) 

Array Orientation Control 
(throughout life) 

Noté that without these 
problems, the S/C probably 
Would nôt have been lost, 
(see consequence g) 

7.7 

À 

Subsystem #7: Structures and Mechanisms (contintied) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

U0E/ 
SCA SHSPS 

DESCRIPTION 
OIP 

I. Larger than expected attitude per- a. 
turbations due to Array stepping 
and arraY slewing, particularly 
when one array slewed alone. b. 

c . 

Minor but unnecessary atti-
tude perturbations. Possible 
impact on SHF coMmunications. 
Time and manpower for • 
analysIs. 
Introduced same constraints 
oh non-standard operations. 

a. Arc on pallet diode board 
caused significant attitude 
perturbations, and the loss 
of -15% of experiments array 
power. 

b. Several other possible EMI-
caused phenomena (see -S/S 11 

a. Potential weight saving. 
b. Potential increase in power 

available, particularly in 
non-standard attitudes. 

c. Potentially simpler thermal 
design. 

1/11 1. Reduce array step-size in auto- 
track mode. 

2. Upgrade pre-launch analysis and 
simulation of array stepping 
and slewing and their impact on 
dynamics and control in all axes 
(particularly coupling into 
roll/yaw). Include non-standard 
array operations. 

1. Upgrade grounding and S/C 
charging/EMI protection - see 
S/S 11. 

1/13 1. Design structures and mechanisms 
to eliminate the need to jettison 
H/W and solar cells (if 
possible). 

1. Very complex multiply-cross- a. 
linked array orientation control-
ler/driver/motor system. Potential 
for: 

• 1)" Permanent fast  slew 
ii) Prime and redundant  drivers b. 

on together. 
2. Primary control mode used clock 

stepping. 

Complex command sequence 1/11/13 
required;  m iner errors 
occurred (wrong doublet step 
size, etc.): Potential for 
catastropic errors. 
Complex  Th requirements; in-
sufficient space left ambi-
guities in flagging of 
operational modes. 

1. System should be designed and 
tested with sun-track mode as 
prime. 

2. Detailed study of control/drive 
modes, cross-strapping require-
ments, etc. Emphasis should be 
on reliability (including poten-
tial for errors), but simplicity 
must also be a major design goal 
(e.g. eliminate interlacing 
capability). 



(continued) 

3 . 

4: 
.5. 

6. 

. 1 › , . - ! . ! p 111 

I LbYsteM ei Sirtictures and:Mechanisms 
i 

i! 1 
i PROBLEM 

COMMENTS/RECOMMENDATIONS 
DESCRIPTION 

UOE/ 
SCA SNSPS 

CONSEQUENCES 
OIP 

7.7 
(con t)  

Àrray Orientation Control 
(continued) 

7.  

8.  

Array sun sensors had inadequate 
fields of view 
Auto-track dead-band was too large. 
Auto-track mode (particularly sun-
sensors) was not qualified for 
permanent use. 
Unsophisticated auto-track control- d. 
lers would reverse slew unnecessar-L 
ily under the appropriate dynamic e. 
conditions (e.g. at first sun re-
acquisition after loss of tracking 
due to pitch rate> slew capability). f. 
Uncertainty in operating mode at 
turn-on. 
In clock mode, probability of 
achieving interlaced stepping was g. 
50%. Fortunately, this had no 
impact on S/C behaviour/performance. 

c. Non-nominal clock frequencies 
required daily manual update 
of array  orientation  when in 
clock mode. This was:acomplex 
operation, and required good 
telemetry. 
Clock mode inadequate after 
attitude anomalies. 
Effects of stepping on pitch 
were unnecessarily large in 
auto-track. • 
Use of auto-track mode was 
risky, and wasted scarce 
battery power under some 
conditions. 
Loss of array sun-track for 
varying durations was highly 
likely after attitude 
anomalies, e.g. 
i) A half-cone angle of 

-40° in roll-yaw, and a 
pitch rate of 112°/min-
ute caused pertnent 

' loss of array acking 
on Day 330, 1979. 

11) Permanent loss of sun 
tracking could have re-
sulted from a 10° pre-
cession (in  the  
appropriate direction) 
at solstice. 

3. The array sun sensors should 
have drastically expanded 
fields of view (2u Steradians 
appears reasonable). 

4. In auto-track, step size should 
be significantly reduced. Per-
haps, in standard mode, some 
form of essentially continuous 
drive is feasible. 

5. Controller design must take 
into account non-standard sit-
uations (particularly attitude 
anomalies) and should be con-
siderably more sophisticated. 

6. Power-on reset should have been 
used to put controller and 
switching in safe, known state. 

7. A higher fast slew capability 
would have been helpful after 
attitude anomalies, but the 
power requirements might have 
been too high. 

8. Detailed study required of 
telemetry to ensure no 
ambiguities. 



Array Angle Encoders 
ithroughout life) 

Array Deflection Sensors 
(throughout life) 

SAMA Power Switching 
(Day 273, 1976 
Day 079, 1977) 

Considerable ambiguity and 
confusion re array orienta-
tion, particularly after 
attitude anomalies. 

No significant consequences 
except for ACS experimenters. 

Complex command sequences re-
quired, with potential for 
errors. 
Potential for partially on 
circuits, and damage to solid 
state switches when secondary 
module off with MHC power 
supply on. 

Encoder range was 30°. 
Two bits lost from Encoder outputs 
(problems observed in this area 
pre-launch). 

. Occasional apparent steps backwards 
(not real). 

4. Used 8 flags for TM. 

. e ! 
' 1110 

ubsystem #7: Structures and Wechanisms (continued) 
1 

U0E/ 
SCA 

SHSPS 
DESCRIPTION 

PROBLEM 

CONSEQUENCES 
01P COMMENTS/RECOMMENDATIONS 

7.8 

7.9 

7.10 

a. 

1. Deflection Sensor data did not cor- a. 
relate with other data due to mixed 
up sensors/calibrations: . 

1. Uncertain secondary Module config- a. 
uration when'SPC turned on, 

2. Logic switches controlling power 
Supplied by SAMA - 27.5V controlled b. 
by power from SAMA secondary module. 

1/11/13 1. Encoders must cover full 3600  
positions unambiguously. ItdoEs 
not appear that 0.125° resolu-
tion was necessary. If it is, 
increase the word size (to 13 
bits) rather than decreasing 
the range. Possibly a coarse 
sensor and a vernier would be 
best. 

2. Do not fly components that fail 
durTi pre-launch testing. 

3. Upgrade design, manufacture and 
testing of encoders. 

4. Use a digital word rather than 
multiple flags. 

1/11 1. Upgrade identification and con- 
trol of similar but non-
identical components. 

1. Wherever possible, power-on re-
sets should be applied to all 
components downstream of a 
power supply before power is 
applied to them. 

2. Do not use logic switches where 
power controlling the switch 
can be off at the same time as 
power through the switch is on. 
Either: 
i) Use latching relays or 
ii) Use a common power supply. 

3. Turning off the SAMA secondary 
power (by command or trip) 
should have turned off the 
27.5V power supply. 



Strùctures and Mechanisms (continued) 

PROBLEM 
SHSPS 

DESCRIPTION CONSEQUENCES 
OIP COMMENTS/RECOMMENDATIONS 

7.10 i SAMA Power - Switching 
(cont.) (continued) 

1/8/9 

4. Automate (on-board or in 
ground S/W) switching sequence 
for SAMA power supplies. 

1. Possibly use array orientations 
to manipulate solar torques, 
thus reducing number of thrust-
er firings, fuel used, etc. 

2. Possibly use array orientations 
in conjunction with a shunt 
regulated system, to control 
thermal dissipation in shunt, 
battery charging, etc. 

Note that: 
1) These appear to bemutually 

exclusive 
ii) Major stystem-level study 

is required before at-
tempting to implement 
either of them. 

7.11 Potential Uses of Arrays (Not - Implemented on CTS/Hermes) 
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tubsystem #8: Reaction Control 

U0E/ 
SCA 

8.1 4/5/6/ 
12/13/15 

OIP- 

• 

SHSPS 

Low Thrust - Engines 
throughout life - first 
ajor drop in performance of 
1 observed on Day 259, 1976) 

Note that these problems 
contributed to the loss of 
the S/C - see consequence Z. 

• PROBLEM . 

DESCRIPTION 

É Many of the LTE s s, particularly 
those that were used a lot, ex-
hibited extremely variable under-
performance (delivered impulse as 
low as 40% of predicted for a pulse 
train; possibly as low as 0% for 
individual pulses). 

The most probable cause was: 
2. Gas bubbles in the lines (see 8.3 

below). 
Other possible causes include: 
3. Degradation of valves (e.g. valve 

seat swelling as was observed in 
pre-launch test) as a result of 
excessive temperatures and/or 
material degradation. 

4. Two phase flow in the lines and/or 
thrust chambers due to excessive 
temperatures (perhaps soak-back 
from the thruster itself and/or 
flashback). 

5. Line blockage by  contaminant g due 
to e.g. diaphragm degradation/ 
partial break-up. 

6. Catalyst bed poisoning, washout, 
cracking or other deterioration•  

7. Freezing of hydrazine in the lines/ 
chambers. 

CONSEQUENCES 

Extreme unpredictability of 
results of major operations 
(momentum dumping, E-W 
stationkeeping, N-S station-
keeping, etc.). 
Severe constraints on major 
operations (particularly when 
TM was bad). 
Very complicated scheduling 
of major operations (part-
icularly when TM status was 
unpredictable). 
Significant increase in num-
ber and complexity of major 
events. 
Significant increase in num-
ber of thruster firings re-
quired; possibly increased 
fuel usage. 
Large-scale uncertainty in 
fuel usage/margin as calcu-
lated from performance data. 
Large attitude perturbations 
dUring N-S S/K due to large 
mismatch between thrusters. 
During N-S S/K, yaw errors 
caused significant tangential 
thrusting, leading to large-
scale orbit deformation. This 
required extra E-W S/K and 
fuel use. 
Unexpected, unpredictable 
small attitude perturbations 
during all major events. 
Some constraints on SHF 
operations, particularly 
during N-S S/K. 

COMMENTS/RECOMMENDATIONS 

1. Since these problems appear to 
be generic to hydrazine systems 
(ref: OTS, ATS, etc.), perhaps 
some other thrust/torque system 
should be used. Some potential 
candidates are: 
I) Ion engines 
11) Magnetic torques 
111) Various bi-propellent 

systems 
Iv) Various cold-gas systems. 

2. A system-level study is required 
in the conceptual design phase 
to select the optimum torauing 
system, and these problems must 
be taken into account if hydra-
zine systems are to be consid-
ered. 

3. If a hydrazine system is used, 
the impacts on the S/C include: 
1) Extra fuel must be carried 

(to allow for extra 
thruster use to compensate 
for under-performance). 

ii) Attitude Control Systems 
(on-board and in ground 
S/W) must allow for signi-
ficant, unpredictable and 
variable degradation in 
thrust levels. 

iii) Use of pairs of thrusters 
where mismatch will cause 
attitude probl EMS should 
be avoided if possible. If 
such use is unavoidable 

a. 

b. 

C . 

d. 

e. 

f. 

9. 

h. 

1. 

j. 



8.1 Low Thrust - Engines 
(cont) (continued) 

It• 

!Subsystem #8: Reaction Contr01.(continued) 
!. 

PROBLEH 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

UOE/ 
SCA SHSPS 

CONSEQUENCES 
OIP 

k. Excessive time and manpower 
required for analysis of 
problems, redefinition of 
procedures, special S/W 
(e.g. for N-S S/K), sched- 
tiling, specialist supervision 
of operations, etc. 

Z. Increased difficulty and 
uncertainty in: 
i) Reacquiring after 

attitude anomalies. 
ii) Analyzing effects of 

attitude anomalies. 
iii) Predicting 'effects of 

attitude anomalies. 

3. iii)(continued) 
(appears likely for N-S 
S/K), control systems must 
be capable of handling 
large-scale mismatch 
(possibly up to 100%). 

4. It is possible that these 
problems could have been avoid- 
ed by significantly upgrading 
the RCS design. Specifically: 
1) Drastically improve ther-

mal design to reduce ex-
tremes (hot and cold) and 
to minimize temperature 
cycling. 

il)  Upgrade valve materials 
and design. 

iii) Upgrade diaphragutoreduce 
permeability and degrada-
tion. 

iv) Upgrade catalyst bed 
materials/structure. 

5. More complete mapping of 
thruster firing is required in 
test, particularly over inter-
mediate ranges of temperature 
and pressure. 



Subsystem ;8: Reaction'Controlt.(continued) 1 I 

OIP 

1/4/5/ 
6/8/12/ 
13/15 

UOE/ 
SCA 

8.2 

8.3 • !Gas Generation 
1(throughout life) 

Note that, without these 
problems, the S/C would  flot  
have been lost (see 
Consequence a). 

rDfset Thrùsters 
ay 270, 1979) 

SHSPS 
PROBLEM 

DESCRIPTION 

1. Zero • thrust from one 0/T (01). la. 
Possible causes included: 
2. Valve sealed shut due to distortion 1 

and/or material degradation, possi-
bly as a result of excessive b. 
temperatures. 

3. Fuel lineorfilter blockage by con-
taminants (e.g. from the diaphragm). c. 

4. Catalyst bed poisoning, washout or 
cracking. 

5. Loss of the chamber heater (unlike-
ly because heater current drain did 
not change, but possibly because no 
chamber temperature available). d. 

6. Freezing of hydrazine in line and/ 
or chamber. 

It is possible that this failure is 
directly related to 8.1. Certainly 01 

,exhibited signs of major degradation 
before failure. It was very difficult e. 
to determine the performance levels of 
the 0/T in general due to the complex 
dynamics/control involved, and due to 
lack of good mass properties data. 

1. Significant quantities of gas were a. 
present in the fuel tanks and lines, 
In  both dissolved and free (bubble) 
form. 

Possible sources: 
2. Permeation of the pressurant 

(nitrogen) across the diaphragm. b. 
3. Auto-decomposition of hydrazine in 

the lines, with the rate drastical-
ly increased by high temperatures. 

CONSEQUENCES 

Relatively large-scale roll-
yaw attitude errors (of up to 
0.25°) until switch to 
redundant thrusters. 
Backup 0/T 03 and 04 had to 
be used. Potential catas-
trophe if 03 failed. 
Heater for redundant thrust-
ers required more power 
(impacted eclipse load 
shedding), and increased the 
temperatures in all four 
rocket engine modules (REMS). 
Excessive time and manpower 
required to analyze problem, 
test thrusters, redefine 
procedures, and monitor for 
thermal problems when 
redundant thrusters in use. 
Uncertainties introduced in 
using unfamiliar thrusters 
(e.g. in size on cone ex-
pected after attitude 
anomaly). 

The 0/T generated significan 
impulse when fired with  the 
main tank latch valves 
closed. This caused large 
cone/precession effects after 
attitude anomalies (see 6.1). 
Bubbles, two phase flow, etc. 
caused significant degrada- 

' tion in thruster performance 
(see 8.2). 

COMMENTS/RECOMMENDATIONS 

1. See Recommendations of 8.1 in 
general. 

2. Develop (pre-launch) detailed 
Methods of measuring 0/1  per-
formance throughout life. 

3. Upgrade monitoring and analysis 
of 0/T performance on-orbit. 

4. Design back-up thrusters (in-
cluding heaters) to have 
essentially the same impact on 
the system as the prime thrust-
ers (particularly thermal and 
power). 

5. Possibly use a surface •tension 
system (if contamination from 
diaphragm).Notethat this would 
probably worsen the problems of 
8.1 and 8.3. 

1. See Recomméndationsof8.1 in 
general. 

2. Drastically upgrade pre-launch 
analysis of auto-decomposition 
rate of hydrazine, and select 
temperature ranges to reduce 
it to an acceptable level. 

3. Drastically upgrade the thermal 
design and operations to meet 
the requirements of 2 (above). 



8.3 I Gas Generation 
(cont.); (continued) 

8.4 Fuel Tank Pressure 
(throughout life) 

4.'Vapourization of hydrazine,'again ; 
significantly impacted by tempera-1 
ture. 

Note that dissolved gas had minimial 
impact.  Creation of gas bubbles is ! 
significantly increased by: 
5. Daily (and shorter term) tempera-

ture cycling. . 
6. Decrease in pressure. 
7.Existance of formation points (e.g. 

sharp corners, fine filter elements 
etc.). 

etc. 

1.West fuel tank pressure was not 
available. Lost at initial opening 
of main tank latch valves in spin 
phase. Valves chattered under high 
surge flow; resulting pressure 
spikes permanently damaged the 
pressure transducer. 

2.East tank pressure sensor was high-
ly non-linear, insufficiently sen- 
sitive, and suspect in performance 
and calibration. In pre-launch. 
testing, this transducer failed, 
and was "band-aided" for flight. 

Note that the two failures mayhave 
been related. 

Subsystem #8:' Reaction Contriol.(continued) 

U0E/ 
SCA 11SPS 

DESCRIPTION 

PROBLE:4 

CONSEQUENCES 
OIP COMMENTS/RECOMMENDATIONS 

1/4/5/ 
6/12/13/ 
15 

c. Unexpected variations in tank 
pressure occurred. 

d. Relationship between tank 
pressure and remaining fuel 
was very uncertain. 

e.ACS/RCS performance was un- 
predictable because of 
pressure uncertainties. 

a. Unexpected changes in tele-
metered tank pressure - may 
have been due to gas in the 
system (see 8.3) rather than 
pressure transducer. 

b.Large uncertainties in RCS 
and ACS performance analysis 
and,prediction. 

c.Large uncertainties in cal-
culation of remaining fuel. 

d. Excessive time and manpower 
required for analysis of 
problems. 

e. Potential for loss of all 
pressure data (for fuel 
caléulation, performance 
prediction/analysis, etc.) 
if East tank pressure sensor 
failed.  

4. Automatic failure protection 
trip must ensure that no 
thrusters can be fired. 

5. Possibly modify the mechanical 
design of fuel flow:paths to 
eliminate bubble formation 
points. 

6. Possibly change to a constant 
pressure fuel supply system. 

1. Do not fly components that fail 
durriii pre-launch testing. If 
it is essential to refurbish 
and fly such components, time 
and resources must be available 
so great care can be taken to 
ensure that the causes of the 
failure are completely under-
stood and corrected. Much bette-
to have fully qualified flight 
spares available. 

2. If .a  component fails during 
test, additional, more rigorous 
testing should be applied to 
all similar units. 

3. Testing of a pressurizéd system 
must include operation of all 
valves under conditions of 
maximum pressure differential. 

4. Pressure transducers can and 
must be protected against 
pressure spikes. 

•I I 
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Subsystem #8: ReaCtion Cont e(càntinued) 

1. 

2. 

b. 

C. 

d. 

e. 

Thruster Chamber Temperatures 1. 
(throughout life) 

2. 
Note that these problems 
éontributed to the S/C loss 
(see Consequence c). 

3. 

4. 

fROBIIM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

U0E/ 
Sc"  SHSPS 

DESCRIPTION 
OIP 

8.4 
(con t)  

Fuel Tank Pressure 
(continued) 

8.5 Fuel Tank Temperature 
(throughout life) 

a. 

b. 

West fuel tank temperature was not 
available. The power supply burned 
out as a result of a short caused 
by the damaged pressure transducer 
(see 8.4, Problem 1). 
Fuel tank temperature sensors did 
not indicate fuel/pressurant 
temperature. 

All thrusters required preheating 
before firing. 
The chamber temperatures of all 
four 0/T, and of the East and West 
thrusterswere unavailable, as the 
had the same power supply as the 
West fuel tank . temperature (seé 
8.5, Problem 1). 
No chamber temperature sensors wet. - 
flown on the backup roll, pitch and 
yaw thrusters. 
The chamber temperatures  on the 
prime roll, pitch and yaw thrusters 
were only.avallable on Encoder A. 

Some uncertainties in cal-
culation of remaining fuel. 
Potential for loss of blow-
down system of calculating 
fuel if East tank tempera- . r 
ture sensor had failed. 

a. Uncertainties in temperature. 4/5/6/ 
of some thrusters when fired 12/13/15 
Potential damage if too cold 
Could have contributed to 
8.1 and 8.2. 
Uncertainties in RCS perform 
ance analysis and prediction 
Long  preheat times required 
on all thrusters. Signifi- 
cantly greater times required 
for those with no chamber 
temperature TM, and when TM 
was lost. 
Had to switch to Encoder A 
for virtually all operations 
involving thruster firing. 
Excessive power and time re-
quired during re-acquisition 

5. Some means (other than the 
predicted blow-down curve) must 
be used to calculate remaining 
fuel. Possibly a system for 
detecting diaphragm position/ 
shape is feasible. 

1. Locate tank temperature sensors 
inside the tank, preferably 
immersed in the pressurant, if 
feasible. 

2. See 8.4, particularly 
Recommendation 5. 

1. All thrusters should carry 
chamber temperature sensors. 

2. See 8.4, Recommendations1,2,3,4 
3. Use fully redundant Encoders 

(see 3.3). 
4. If feasible, systeus should be 

designed so thrusters can be 
fired cold. This is particu-
larly important for time and 
power saving in attitude 
re-acquisition. 

5. Upgrade accuracy/reliability 
of predicted required preheat 
times (to minimize time 
required when temperature data 
is not available). 

1 

8.6 



a.  

b.  

C.  

d.  

e.  

f.  

. I 
Subsystem #8: Reaction Côntrol.(continued) - I 

I 
PROBLEM 

COMMENTS/RECOMMENDATIONS 
CONSEQUENCES 

U0E/ 
SC,' SHSPS 

DESCRIPTION 
OIP 

8.7 Thermal Control of Lines, 
Valves, Tanks, etc. . 
(throughout life) 

Note that it iS highly likely 
that these problems contri-
buted significantly to the 
problems discussed in 8.1,. 
8.2 and 8.3. 

1/8 1. Insufficient and improperly placed 
temperature sensors (e.g. no 
sensors on critical elements in 
the East REM). 

2. Heaters were not located properly 
(e.g. heater used for North and 
South REM's put too much heat into 
main S/C body rather than REM). 

3. Heaters were very badly grouped 
(e.g. Heater G had elements in all 
four REM's). 

4. RCS operations (thermal control, 
and thruster preheat and firing) 
had an unexpectedly large impact 
on the rest of the S/C. Similarly 
S/C operations (especially TEP 
operations) had a significant 
impact on RCS thermal behaviour. 

5. Many heater commands performed 
multiple functions. 

6. Most of the critical temperature 
TM, and one critical heater flag, 
were only available on Encoder A. 

7. Operational temperature limits were 
originally chosen as expected 
values, rather than allowable 
extremes. 

Large uncertainties in ther-
mal control. 
Over one day, the East REM 
was coldest when the West 
REM was hottest (and vice 
versa). Despite this, it was 
not possible to heat theEast 
REM without also heating the 
West REM. Similarly (over a 
year) for the NorthandSouth 
REM' s. 
Excessive heater cycling (up 
to 10 per day on one heater) 
required, with attendant 
risks of heater failure. 
Extremely complex and fre-
quent heater operations, and 
complex S/W required, with 
resultant errors (some 
severe, potentially 
catastrophic). 
Operational temperature 
limits were frequently ex-
deeded, even though they 
were adjusted outwards many 
times (to reduce heater 
cycling). 
Components subjected to un-
necessarily extreme high and 
low temperatures, and un-
necessary cycling between 
them. 

1. RCS thermal control must be 
integrated with S/C thFmal 
control system. 

2. Drastically upgraded analysis, 
design and test of RCS thermal 
control required, with much 
more attention paid to the 
simplicity and reliability of 
the requiredon-orbitoperations. 

3. Ensure that the temperatures of 
all critical components are 
available either directly from 
sensors or extrapolated (in 
ground S/W) from sensor data, 
using test data. 

4. Heaters must be broken up into 
small, separately commandable 
elements (perhaps using value 
commands to reduce the number 
of command channels required). 
Specifically, each REM must  
have its own, independent 
heater. 

5. System-level study required of 
heater and temperature sensor 
locations, heater sizes, re-
quired operations, etc. 

6. Use thermostatically controlled 
heaters (but only after 5). 

7. Use fully redundant Encoders 
(see 3.3). 



Subsystem #8: Reàction Contfol (continued) 

•PROBLÉM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

U0E/ 
SCA SHSPS 

DESCRIPTION 
DIP 

8.7 
(cont) 

Thermal Control of Lines, 
Valves, Tanks, etc. 
(continued) 

• 

g. Heater operations, tempera-
ture limits, S/W, etc. had te 
be frequently updated, with 
resulting confusion. 

h. Much of the critical data wà 
unavailable most of the time. 
Many Encoder cycles required 
to obtain minimal data to 
check operations. 

1. Heaters required excessive 
power (because more elements 
were being heated than was 
necessary). This added to 
problems in eclipse and 
attitude re-acquisitions. 
The whole system was criti-
cally dependent on TM. Oper-
ations with no/bad TM re-
quired a drastic decrease in 
âeater cycling (leaving a 
heater in the incorrect 
state for more than an hour 
could cause catastrophic 
fàilure). This in turncaused 
the qualificationtemperature 
limits.to be exceeded. 

k. Excessive time required for 
data gathering and analysis, 
rewriting and testing of 
procedures, etc. 

8. Use acceptable temperatures as 
operational limits (rather than 
predicted). 

9. Drastically upgrade off-line 
data processing capability. 



Confusion, and occasional 
errors in operations (minor 
but potentially catastrophic 
ExCessive power use and 1117  
creased temperatures when 
more than the required 
thrusters had to be heated.. 

used for 0/T a. 
LTE chamber 

not separately b. 

Subsystem #8: Reaction Conti:o1 (continued) 

U0E/ 
Sc"  SHSPS 

DESCRIPTION 

PROBLM 

CONSEQUENCES 
OIP COMMENTS/RECOMMENDATIONS 

8.8 Heater Failure Detection 
(throughout life) 

1. RCS Input Current varied from 0 to  
0.02 A low after Heater G was  
turned on permanently. • ; 

Possibly due toi - 
2. Intermittent  failure Of an element 

of Heater G. 
3. Temperature sensor/TM Encoder 

variations (é.g with temperature). 

a. Potential damage in area of 
failed element. 

b. Excessive time and manpower 
required for data gathering 
and analysis. 

8.9 Offset Thrusters and Chamber 1. Single valtie command 
Heater Commands Arm/Inhibit, .and all 
(throughout life) heaters. 

2: Chamber heaters were 
• commaddable. 

1/8 1. Note that this single parameter 
could have been extremely use-
ful in monitoring for failures 
in a large number of components 
(particularly heaters). To be 
effective, however: 
1) Pre-launch testing must be 

more complete (e.g. to 
cover the effects of temp-
érature variations). 

il) The sensitivity of the 
sensor must be increased 
so that the loss of any 
one element causes an 
easily observable change. 

Hi) Complete detailed data 
must be available to the 
operations group. 

1 17 1. Separate commands for 0/T from 
those for other chamber heaters. 

2. Provide separate command capa-
bility for each chamber heater. 

3. Automate (on-board or in ground 
S/W) check that appropriate 
heaters are on before thrusters 
(particularly 0/T) are fired. 
Must be over-rideable  for non-
standard situations. 

4. Operator inputs should be re-
lated to effects of commands 
where feasible. 

, 



Subsystem #8: Reaction'Control (continued) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

U0E/ 
SCA SF1SPS 

DESCRIPTION 
OIP 

8.10 Pulse Count Telemetry 
(throughout life) 

a. Confusion and errors in data, 
interpretation. 

b. Complicated ground S/W • 
required. , 

c: Data lost whenever TM noisy, 
or when short-term-TM losses 
occurred (e.g. in attitude 
re-acquisition). 

8.11 Thruster Leakage . 
(after attitude anomalies on 
Day 322, 1977,, 
Day 120, 1979, ' 
Day 237, 1979) . 

Potential for loss of severa 
thrusters (if long-term 
leakage required closing of 
latch valves). 
Loss of fuel (minor, 
potentially major). 
Considerable time and man- 
power,required for analySis. 
Significant additional prob- 
lee in sdme re-acquiSitions 
Undertainties in fuel 
margin. 

1. RCS PC TM periodically stepped 
backwards, due to sampling when the 
analogue sensor was in the process 
of overflowing. 

2.0-verflow occurred at 16 pulses. 

1. Daily change in ivheel speed in- a. 
creased from -20 rpm to -40 rpm. 

2. Pitch rate showed significant 
variations during quiescent periods 
between occurrence of attitude b. 
anomalies and start of re-acquisi-
tion (did not happen after all c. 
anomalies). 

3. "Pitch glitches" may have been d. 
related to these problems. 

Possibly due to: e. 
4. Leaking pitch thruster, with par-

tial or total décomposition of 
hydrazine, depending on thermal 
environment. Leak may have been 

, caused by valve deformation, 
contaminants, etc. 

1/13 1. This was an extremely useful 
parameter when available. 
Significant improvements that 
should be made are: 
i) use a digital counter; 
ii) size counter to include 

the expected maximum 
number of pulses for one 
day. 

1/13 1. Possibly upgrade the thruster 
valve system. 

2. Provide some means of detecting 
leaks from thrusters directly. 

3. Provide accessible TM on all 
thruster chamber temperatures 
(see 8.6) - might have indica-
ted anomalous firings. 

4. Upgrade monitoring and analysis 
of data. 



Subsystem #8: Reaction . Control (continuee 

SHSPS 

RCS Power Switching 
(Day 273, 1976 
Day 074, 1977 
Day 278, 1977) 

Performance Prediction 
(throughout life) 

Complex command sequences 
required with potential 
for errors. 
HeaterS E, F and G turned 
partially on when secondary 
module off. 
Potential damage to solid 
state switches. 

Upcertainties in predicting 
effects of major operations. 
Excessive time and manpower 
required, particularly for 
data extrapolation. 

a. 

b. 

a. 

b. 

c.  

1 

6/12 

UOE/ 
SCA 

8.12 

8.13 

CONSEQUENCES 
OIP 

PROBLEM 

DESCRIPTION 

1. Uncertain secondary module con-
figuration when SPC turned on. 

2. Logic switches controlling power 
supplied by RCS 27.5V (MHC) con- ; 
trolled by power from RCS secondary 
module. 

3. Heater E turned on spontaneously - 
cause unknown; but possibly related 
té other SPC/secondary module 
problems (see Consequence c), S/C 
charging, etc. 

1. Prediction of impulse, fuel usage, 
etc. from various thrusting sequen-
ces was difficult, and iracCurate, 
particularly fér large-scale man- 
oeuvres.(e.g. N-S S/K) not included 
In pre-launch planning.  

COMMENTS/RECOMMENDATIONS 

1. Whenever possible, power-on re-
sets should be applied to all 
components downstream of a 
power supply before power is 
applied to them. 

2. Do not use logic switches where 
power controlling the switch 
can be off at the same time as 
power through the switch in on. 
Either: 
1) use latching relays,or 
ii) use a common power supply. 

3. Turning of RCS secondary power 
supply (by command or trip) 
should have turned off the RCS 
27.5V power supply. 

4. Automate (on-board or in ground 
S/W) switching sequence for RCS 
power supplies. 

5. Upgrade EMI protection (see S/S 
11). 

1. Upgrade testing and (more 
particularly) recording of pre-
launch performance test data. A 
format must be used that permits 
accurate interpolation and 
extrapolation (e.g. provide 
functions relating performance 
parameters to  tel  emetered 
parameters). 



SubSystem #8: ReadtiOn'ContrJi (continued) 

pr 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES' 

1. This was of considerable con-
cern during design, but no on-
orbit problems resulted (total 
pulse counts over 4 years were 
less than 2-year qualification 

2. If feasible, a reduced 0/T 
torque-bit would provide im-
proved performance, and might 
simplify ACS design. 

1. Drastically upgrade pre-launch 
analysis of mass properties of 
fuel systenandtheirvariations. 

2. Better communication of this 
data to S/C systems group. 

3. Some means should be provided 
of calculating the amount of 
fuel remaining in each tank 
(see 8.4, Recommendation 5). 

1. Possibly use a 4 tank system 
with one pair in normal use 
(as on CTS), and the other 
pair used: 
1) after exhaustion of first 

pair, 
ii) to provide a known fuel 

margin, 
Hi) as back-up in case the 

prime fuel supply system 
fails. 

UOE/ 
SCA SNSPS 

DESCRIPTION 
OIP 

8.14 Thruster Impulse Bits 
(throughout life) 

I. 0/T minimum impulse bits were a. Possibly more pulses than 1 
' perhaps too high. necessary, particularly when 

external torques low. 
b. Possible fuel savings. 

8.15 Mass PropertiesofFuel System 1. 
(throughout life) 

2. 

Changes in mass properties of fuel a. 
system (and hence in S/C) with fuel . 
use undefined. 
Occurrence and effects of fuel b. 
transfer between tanks not defined. - 

Inadequate definition of S/C 
mass properties (see 7.1 for 
further conSequences). 
Excessive time and manpower 
for analysis. 

1/4/5/ 
6/12/13/F 
15 

8.16 Fuel Tank System 
(late in life) 

1. Due to loss.of S/C before hydrazine 
exhausted, no data obtained on RCS 
performance at very low pressure/ 
remaining fuel. 

2. Protection against running dut of 
fuel would have required intréduc-
ing asymMetry  In fuel stdrage. 

a: Loss Of data useful for 
future S/C design. 

b. Potential probleffis in per-
formance due to asymmetric 
mass prOperties. 

1 



0/T Effects On Orbit 
(throughout life) 

Plume Impingement 
(during N-S S/K) 

3/5/12 

6 

a. 
b. 

a . 

Subsystem #8: Reaction . Contral (continued) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

UOE/ 
Sc"  SHSPS 

CONSEQUENCES 
OIP 

8.18 

8.17 1. 0/1  firing caused'unerpected signi4 à. 
ficant effects  on the  orbit due  to  
the tangential thruSt component 
(radial thrust component had, as t 
predicted, negligible effect). 

1. Significant torques (particularlY a. 
In pitch) due to  plume  impingement 
on the arrays during N-S S/K. b.  

Minor errors in orbit pre-
diction, calculation of E-W 
S/K requirements, etc. 

Minor attitude perturbations 
and wheel speed effects. 
Considerable time and man-
power required for analysis 
and test. 

1. Pre-launch analysis and post- 
launch calibration of all 
effects of all thruster firings 
on the orbit required. 

1. This effect was quiteaccurately 
predicted on CTS. Detailed 
analysis and on-orbit calibra-
tion is required before N-S S/K - 
is implemented. 

8.19 

8.20 

Non-Standard Commands 
(after each  attitude  andmaly) 

Performance Measurement -
(throughout life) 

1. Long on-time commands (-2-3 seconds 
vs standard 50 msec) used to open 
main tank latch valves (because of 
spin phase failure - see 8.4). 

1. Measurement of thruster performance 
was uncertain and Inadequate, par-
ticularly for 0/1 . Especially 
significant.in light of problems 
of 8.1.  

Minor commanding complextty. 
Potential for major error. 

Uncertainties in performance 
precitions, fuel use calcu-
lations, mass properties, 
etc. 

13 

1/4/5/ 1. 
6/12/13/ 
15 

System-level study required 
pre-launch of requirements for, 
and methods of, reassuring 
thruster performance. Recogni-
tion of significanceof accurate  
measurement of wheel speeds, 
orbit changes, etc. for this 
purpose. 

1. See 8.4. 
2. Automate constraints on 

commands in ground S/W. 



Subsystem #9: APOgee MOicir 

UOE/ 
Sc"  SHSPS 

DESCRIPTION 

PROBLEM 

CONSEQUENCES 
OIP COMMENTS/RECOMMENDATIONS 

1 
9.1 !Heat Soak Back 

1 (spin phase) 
• 

Mass Properties 
(throughout life) 

i 1. HESA'S and batteries reached very a. See S/S 4, 6 and 10. 
high temperatures (see S/S 4, 6 

1 and 10). 

1. Uncertainties in mass properties a. See'7.1 
of expended apogee motor.  

1. Upgrade thermal analysis and 
design - specifically the 
conductance modelling of the 
expended apogee motor. 

1. Upgrade analysis and testing 
of expected mass properties 
of expended apogee motor. 

2. See 7.1, Recommendation 2. 

9.2 



Subsystem #10: Thermal 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

UOE/ 
SCA 

SHSPS 
DESCRIPTION 

OIP 

10.1 Whole Subsystem 
(throughout life) 

This item provides a S/S 
overview and covers many of 
the points included in more 
detail later. 

! 1. Complicated procedures, 
command sequences, etc. wer& 
confusing, and caused.many 
errors, some significant, 
potentially catastrophic. 
Many components were, to a 
greater or leser degree, 
subjected tà thermal stress. 
The degradation and/or 
failure of some components 
was related to thermal 
environment. 

Thermal operations in general were ; a. 
excessiVely complex. ! 

2. Many component témperatures exceed-. 
ed design limits (hot and/or cold). 

3. Thermal céntrol depended totally on 
• usable TM. The degradation/loss of 'b. 
TM (see 3.1) forced changes in ! 
thermal operations that, in sonie  
cases, caused component tempera- é. 
.tures to exceed qualification 
limits. . 

4. Many components eXperienced 
unexpectedly large temperature 

• variations .(over a day, a year, 
•• and life). • 

1/8 1. Drastically upgrade thermal 
design, simulation and testing. 

2. All aspects of thermal envir-
onment and control must be 
integrated. Specifically, RCS 
thermal control must be inte-
prated with the rest of the 
thermal S/S. 

3. System-level design must in-
clude better recognition/ 
appreciation of: 
1) The large (E-W and N-S) 

thermal gradients, and the 
large (daily and yearly) 
component temperature 
variations, experienced by 
3-axis stabilized S/C (as 
opposed to spinners). 

ii) The variability of S/C 
operational modes. 

ill) The operational require- 
ments implied by the ther- 
mal design, with emphasis 
on simplicity and relia- 
bility of operations, 
procedures, S/W, etc. 

Tests and simulations must 
cover these areas more com-
pletely and accurately, and 
must ensure no negative impacts 
on the S/C. 

4. It appears very unlikely that 
purely passive thermal control 
(as was originally visualized 
for CTS/Hermés) is feasible. 

• 1 



Lied) 

10.1 
(cont.) 

10.2 

1  !hole Subsystee continued) 

Heater Commands 
(throughout life). 

' • 
ubsystem #10: Thermal (contin 

UOE/ 
SCA SHSPS 

DESCRIPTION 

PROBLEM ! 

CONSEQUENCES 
' COMMENTS/RECOMMENDATIONS 

8 

4. (continued) 
Besides heaters, other active 
elements that must be consid-
ered are heat pipes and louvres. 

5. On-board automatic control 
(e.g. thermostatically con-
trolled heaters) would signifi-
cantly reduce problems inground 
operations and increase reli-
ability, particularly in non-
standard situations. 

1. All heaters must be separately 
commandable on and off (perhaps 
use value commands to reduce 
the number of command channels 
required). 

2. Use thermostatically controlled 
heaters, with changeable limits 
(perhaps using programmable on-
board microprocessors). Note 
that ground override of any 
automatic switching must be 
provided. 

3. Upgrade ground S/W used to 
control heaters. Possibly in-
clude automatic commanding . 

•  1. Complex interlinked heater commands a. Confusing and complex heater 
(e.g. Heater 4 had to be turned on command sequence required 
whenever Heater 2 was turned on). occasional errors, some 

significant, potentially 
catastrophic. 

b. Large numbers of unnecessary 
heater cycles, with risk of 
failure. 



a.  

b. 

C . 

d. 

e.  

f. 

g. 

h. 

I I, 

10.3 Heater Operations 
(throughout life) 

I. Heater locations and thermal coul7 
 pling were not optimal (e.g. Heater 

3, required to heat N+S REM's, pût 
too much heat into the rest of the 
S/C). . 

2. Heaters were very badly grouped 
(e,g. Heater 3 had elements on • 
both  .the  N and S panels). 

.3. Heater operations were critically 
dependant on TM, and had to be . 
significantly compromised when.TM • 
TX dégraded. 

In many cases, in order to 
maintain high enough temp-
eratures in one area of the 
S/C, it was necessary to 
overheat another area. 
Significant changes in oper-
ations with time of year 
required. 
Confusing, complex and cont-
inuously changing operations 
S/W and procedures. Occasion 
al errors, some signfficant, 
potentially catastrophic. 
Excessive number of heater 
cycles required (with assoc-
iated risk of failure). 
Excessive time and manpower 
required for data gathering 
and analysis, S/W and proc-
edure updates, operations 
testing, etc. 
Some components were sub-
jected to unnecessarily high 
and low temperatures, and to 
unnecessarly cycling between 
them. 
Excessive power used, with 
significant negative impact 
in ecl ipseand re-acquisition 
High risk of thermal prdblems 
when TM bad or unavailable 
(due to Tx problems or 
attitude anomalies). 

1. System-level design must 
include: 
i) Incorporation of heaters 

much earlier in the 
design phase (and possibly 
other active elements as 
well). 

il)  Better distribution of 
heat throughout the S/C, 
perhaps using heat pipes 
(or see 4 below). 

2. Heaters must be broken up into 
small, separately commandable 
elements. 

3. Heater locations must be chosen 
such that areas that experience 
significantly different thermal 
environments do not share the 
same heater. 

4. Perhaps a modular approach, 
with each module thermally 
isolated from the others and 
with its own heater, should be 
used. 

5. The number of heater cycles 
required must be analysed, and 
the impact on reliability taken 
into account. 

6. Use thermostatically controlled 
heaters (but include 5 above). 

Subsystem #10::. Thermal continued) 

SHSPS 00E/ 
Sc)'  COMMENTS/RECOMMENDATIONS OIP 

DESCRIPTION 

fROBIEM 

CONSEQUENCES 



CONSEQUENCES 

8 

8 

I n 

ubystem #10: Thèrmà - (cOntinued) 

PROBLEM : 
COMMENTS/RECOMMENDATIONS 

U0E/ 
SCA SHSPS 

DESCRIPTION 
OIP 

10.5 

10.4 

Temperature Sensors 
(throughout life) .  

eater Telemetry 
throughout life) 

1.Temperature sensors were not 
positioned properly relative to 
heaters. 

2.Lack of sensors on some critical 
components (e.g. the East REM). 

3. Insufficient sensors in general 
(particularly given the large 
thermal gradients). 

4.Thermal coupling of some sensors 
to the S/C was inadequate and/or 
inappropriate. 

5.Array temperature sensors were 
mounted under non-representative 
solar cells. 

• Heater flags were not all included 
on both Encoders. 

a
-, 

b. 

Complex S/W required with 
occasional errors. 
Heaters were sometimes left 
on when they should have 
been off, with significant 
overheating of some compon-
ents. 

a. Inadequate indications of 
correct functioning of 
heaters. 

b.Uncertain thermal control, 
with possible damage to 
critical components. 

c. Inadequate data for analysis; 
- particularly significantwhen 
planning zero-TM operations, 
and for non-standard 
situations. 

d. Inadequate data for RCS 
operations and analysis 
(see S/S 8). 

e.Inaccurate data on array 
thermal behaviour, power 
characteristic:measurements, 
etc. 

1.Use fully redundant Encoders 
(see 3.3). 

2.Upgrade ground S/W (e.g. a 
fully implemented switching 
model). 

1. System-level study required of 
number and location of sensors. 
Must include: 
I) How to  détermine  whether 

each heater is operating 
correctly. 

11) How to adequately control 
each heater. 

iii)What data is necessary to 
adequately determine the 
S/C thermal status (parti-
cularly components subject 
to temperature extremes 
and components sensitive 
to thermal variations). 

iv) What data is necessary to 
predict S/C thermal status 
(e.g. in non-standard 
attitudes), 



Subsystem #10: Thermal (continued) 

a. 

b. 

c. 

d. 

a. 

b. 

c. 
d. 

e. 

• 
3 

I I 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

UOE/ 
SCA SHSPS 

CONSEQUENCES 
OIP 

Temperature Telemetry 
(throughout life) • 

1 

10.7 Prediction of Thermal 
Behàviour 

,-* (throuàhoutlife)  

1. Many critical temperatures were 
only available on one Encoder. 

2. Several important RCS temperatures; 
lost in spin phase (see S/S 8). 

3. Array temperatures were lost when 
SATE was lost. 

1. Inadequate data on expected thermal 
behaviour available to operations 
group, both for pre-launch planning 
and during on-orbit operations. 

2. Inadequate data on the uncertain- 
• ties in predicted behaviour. 
3. Inadequate data on behaviour in 

non-standard situations. 

Many Encoder cycles required 1/8 
to obtain minimal data to 
check operations. 1 
Some risk of subjecting 
coàponents to excessive • 
temperatures. 
Complex S/W and operations 
instructions required. 
Lack of data for analysis 
and planning (particularly 
for zero-TM). 

Uncertainties in operations. 1/8 
Note that what were predicte. 
to be "impossible worst 
cases" in general occurred 
on the real on-orbit S/C. 
Temperature limits used to 
control heaters and to in- • 
dicate potential problems 
had .to be changed frequently, 
resulting in confusion, 
errors, excessive use of 
time and manpower, etc. 
Excessive dependance on TM. 
Predictions based on prev-
ious performance were inade-
quate due to surface degrad-
ations, operational changes, 
etc. 
Large uncertainties in 
planning changes in 
operations (e.g. for zero-TM 

1. Use fully redundant Encoders 
(see 3.3) and subcommutate 
temperature data. 

2. See 8.5 
3. Upgrade analysis of criticality 

of temperature TM for heater 
control and for analysis/pre-
diction of S/C thermal behav-
iour. Investigate reliability, 
and possible requirements for 
redundant TM. 

1. Upgrade testing, simulation and 
analysis to provide expected 
behaviour (as opposed to 
meeting spec.). Must include 
effects of: 
i) Heater operations. 
il) Other S/C operations (e.g. 

TEP). 
Ili)  Effects of degradations in 

materials, heaters, power 
supply, etc. over life. 

Improve communication of this 
data to operations group. 

2. Limits should be used only  to: 
i) Provide triggers for 

operational activities 
(e.g. heater switching). 

ii) Warn of significant 
problems requiring 
immediate responses. 

3. Upgrade off-line data pro-
cessing and analysis to provide: 
1) Advance warning of 

potential problems. 

10.6 

11 

I n • I s. • 1, • 

I I 1 



Subsystem #10: Thérmal'(coninued) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

UOE/ 
Sc" SkISPS 

DESCRIPTION 
OIP 

1 f. Large uncertainties in the ; 
thermal status after • ; 
attitude anomalies, and/or 
UVS trip. 

3. (continued) 
11) Magnitudes of, and reasons 

. for, deviations from.pre- 
dicted behaviour (major 
and minor). 

ill) Essentially continuous re-
finement of predicted 
future behaviour (see 1 
above). 

4. Include in analysis, simulation 
and testing the effects of: 
I)  Failures and errors (e.g. 

leaving a heater on when 
it should be off or vice-
versa). 

ii) Non-standard situations, 
particularly related to 
the power S/S and to 
attitude. 

This should start in design 
phase, and continue throughout 
life (see 3 above). 

5. Pre-launch testing should cover 
a much wider range of tempera-
tures. The "expected + 15°C" 
used on CTS/Hermes wa-s-  insuf-
ficient due to assumptions and 
inaccuracies in predictions, 
and changes in operations from 
those assumed pre-launch. 

10.7 Prediction of Thermal 
(cant) Behaviour 

(continued) 



110 
Subsystem #10: Tfiennal . (continued) 

= 
14--6111F  

PROBLEM! 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

U0E/ 
Sc"  SHSPS 

CONSEQUENCES 
OIP 

10.8 Eclipse Transients 
(every eclipse) 

11. 

- 

Thé speed and magnitude of thermal 
transients (particularly on the 
lightweight solar arrays) at 
eclipse entrance and exit, and 
their effects. (partidularly on thé 
power SIS)  were not fully 
appreciated. 

a. 

b.  

c.  

10.9 Eclipse Operations 
(every eclipse) 

1. Power requirements of RCS heaters 
were excessive. 

2. Thermal control heaters were. not 
powered off the batteries. 

3. No-alloWance was made in design, 
test or planning for long eclipses 
of the sun by the moon (theoretic-
allY up to 3 hours from entry into, 
to exit from, partial eclipse). 

a. 

b.  

c.  

Contributed significantly to 
the loss of EPC A, increased 
eclipse operations complex-
ity, loss of use of EPC OVC/ 
UVC, and suspension of SHF 
operations for two eclipse 
seasons (see 4.4). 
Minor attitude/alignment 
perturbations at eclipse 
entry and exit. 
Large amounts of time and 
manpower required to analyse 
this problem. 

Contributed to battery prob-
lems (load shedding, etc.) 
in eclipse. 
Lack of thermal control 
flexibility in non-standard 
situations. 
Maximum eclipse experienced 
by CTS/Hermes was 93 minutes 
and design margins were 
iufficient. Potential major 
problems thermally in longer 
eclipses. 

8/11 I 1. Drastically upgrade analysis 
and test of thermal transients 
at eclipse entry and exit, and 
their effects on the rest of 
the S/C (particularly the power 
S/S). Note that the transient 
behaviour of light-weight, low 
thermal mass solar arrays is 
particularly critical and 
difficult. 

8/11 1. Heaters must be broken up into 
small, separately commandable 
elements. 

2. All heaters should be powered 
off the batteries (for use in 
emergencies). 

3. Upgrade pre-launch predictions 
of possible eclipse occurrences. 
Design thermal S/S and opera-
tions to handle worst case 
prediction. 

4. Use louvres and heat pipes to 
control the thermal environment. 
during eclipse (see 10.10). 



Subsystem #10: Thermal (cont 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

hued) 

U0E/ 
SCA SHSPS 

CONSEQUENCES 
OIP 

Non-standard Operations 1. 

These problems contributed 
significantly to the loss of 2. 
the S/C on Day 330, 1979. 

I 3. 

1. Rapid overheating'of the TEP OST. 
Believed to be due to: 
2.Depriming of the heat pipes.caused 

by the fluid freezing when the 
reservoir/pipes were shadowed by 
the S/C body for long periods. 
Note that freezing of heat pipe 
fluid was observed in pre-launch 
testing. 

Thermal design was critically . a: 
dependent on thermal dissipation 
within the S/C. 
Thermal behaviour in non-Standard 
and attitude and power configura-
tion was not known. 
Power requirements of RCS heaters, 
and thruster preheat timeS, were 
excessive  (see S/S 8). 

b. 

c.  

a.8everal (relatively short 
term) interruptions in SNF 
communications. 

b. Significant constraints on 
SHF communications: 
1) Until the problem was 

analysed, uplink power 
to the TEP was limited 
at all times, and was 
removed when TM was lost. 

11)  After analysis, uplink 
power was limited.for 
-12 hours per daydurin 
all  éclipse  seasons. 

c. Excessive time and manpower 
required for analysis and 

• testing. 

When dissipating'units were 13 
turned off (by UVS trip) the 
SIC  cooled very rapidly. If 
components were not turned 
on again quickly, they 
became inoperable due to low 
temperatures, leaving no 
mechanism for thermal 
•recovery. 
The severity of this problem 
and the speed of response 
reauired were not recognized 
until it was too late. 
High RCS heater power drain 
contributed to rapid loss of 
batteries (hénce UVS) - see 
S/S 8. 

9 

14 

10.10 

10.11 Variable Conductance Heat 
Pipes 
(Day 075, 1977 
Day 101, 1977 
Day 253, 1977) 

1.Use louvres to control heat 
dissipation from the S/C. Some 
form of automatic on-board con-
trol (with ground override) is 
required for non-standard 
emergency situations. Note that 
louvres have a significant im-
pact on solar torques (when 
open), and that changing their 
orientation may also generate 
significant torques, requiring 
modification of the ACS. 

2.Use heat pipes to distribute 
available heat to critical 
regions within the S/C. Again, 
this impacts ACS, as the fluid 
transfer in heat pipes can 
generate significant torques. 

3. Drastically upgrade prediction 
of thermal behaviour in non-
standard situations (see 10.7). 

1. Include in design, analysis and 
testing of the whole thermal 
S/S, the effects of one part of 
the S/C shadowing another part. 
This is critically important 
for any heat pipes exposed to 
space. 

2.If possible, avoid exposing any 
elemènts containing fluid di-
rectly to space. If this is un-
avoidable, very careful and de-
tailed checking of the potential 
for, and the consequences of, 
freezing is required. 



10. 11 
(cent) 

1. Lack Of data on thermal effects on 
mass properties (e.g. fuel transfer 
between tanks, variations in array 
shapes due to thermal effects,  etc)  

1. Inadequate data on thermal effects 
on alignment. Large thermal grad- 
ients made these significànt 
Xparticularly for NESA's). 

1. Apogee motor heat soak-back dura-
tion Was much longer than expected. 

1..The NESA's approached (and oéca-
sionally exceeded) qualification 

. temperature during sumMer solstice. 
2. The NESA-A anomaly 'appeareetobe 

' more likely at high.temperatureS. 

10.12 Mass Properties 
(throughout life) 

10.13 Alignment 
(throughout life) 

10:1. 4--  Apogee MotOr 
(spin  'phase) 

10.15 NESA's 
(summer solstice) 

1 

1 

Subsystem #10: Thermal (con 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

U0E/ 
Sc"  StISPS 

DESCRIPTION 
OIP 

Variable Conductance Heat 
Pipes 
(continued) 

d. CoMplek operations and pro-1 
cedures required (to protect 
agaifist further  occurrences),  
with occaSional errors. 

a. Uncertainties in mass 
properties (see 7.1). 

a. Uncertainties in magnitude 
and variability of component 
misalignmehts (see 7.2). 

a. Temporary loss of one temp-
erature Sensor. 

b. Batteries overheated-:prob 
ably contributed to battery 
degradation - (see 4.1). 

C. NESA's overheated-possibly 
cOntributed to NESA-A 
problems (See 6.1).. 

à. PoSsibly contributed to 
NESA-A problems (see 6.1). 

b.-Potential for damage to both 
NESA's (Would probably have 
been catàstrophic).  

3. Upgràde analysis of non-
standard situations (see 10.7). 

1. Upgrade analysis of thermal 
effects on mass properties. 
Improve communication of this 
data to operations group. 

1. Upgrade analysis of thermal 
effects on alignment. Improve 
communication of this data to 
operations group. 

1. Improve conductance modelling 
of expended apogee motor. 

2. Upgrade thermal isolation of 
critical components from A/M 
soak-baàk. 

1. Include in thermal analysis the 
effects of multiple solar 
reflectance between angled 
surfaces. 

2. Upgrade thermal analysis,design 
and testing of NESA's. 

3. Modify thermal design  to reduce 
the range of temperatures ex-
perienced by the NESA's, par-
ticularly at the high end. 



10.16 

10.17 

1/8/9/10 
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Subsystem #10:  Thermal (cent  nued) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

U0E/ 
Sc"  SHSPS 

CONSEQUENCES 
01P 

Batteries and Charge 
Controllers 
(throughout life) 

See S/S 4; 

Experiments Power 
Converter A 
(Day 064, 1976) 

s.  

1. Battery temperature design limit 
was too high. 

2. Battery B ran hot due to a heat 1 
path to the aft platform (mis- i 
positioned battery mounting post). 

3. Both batteries ran hot, particular-
ly in overcharge. 

4. Temperature difference between 
batteries was excessive. 

5. Temperature spread between cells 
was excessive, on both batteries. 

6. Charge controllers could not handle 
thermal dissipationathighvoltage, 
high current charging (e.g. both 
batteries at C/10). 

7. Reconditioning resistor was not 
thermally qualified for use in 
sunlight. 

8. Battery thermal data was 
inadequate. 

1. The internal coils of a high power 
relay were not properlY heat sunk. 

a. Contributed significantly to 
large-scale degradation in , 
battery capacities, largely 
irreversible, throughout 
life. 

b. Contributéd significantly to 
serious mismatch between 
batteries. 

c. Complex operations and-pro- 
cedures required, causing 
occasional errors, which 
added to the degradation. 

d. Excessive time and manpower 
required to manage batteries, 
etc. 

a. Probably contributed to 
damage to relay, leading to 
loss of EPC-A (see 4.4). 

1. Drastically upgrade thermal 
design, analysis and testing 
of battery system. Specifically, 
do not use a single node 
approach. 

2. Possibly use a shunt regulated 
system. 

3. Use heat pipes to minimize 
temperature differences between 
battery cells and between 
batteries. 

4. Maintain battery temperatures 
between 0°C and 15°C using 
thermostatically controlled 
heaters and louvres. Tempera-
ture limits must be adjustable, 
perhaps using on-board program-
mable microprocessors. 

5. Do not fly changes in structure 
without complete evaluation of 
thermal impact. 

6. Upgrade design and testing of 
charge controller so it can 
handle high charge rates at 
high voltages. 

7. -Position and qualify recondi-
tioning resistors to be usable 
at any orbit slot. 

8. Cell-by-cell battery tempera-
tures should be available. 

1. Upgrade thermal design and 
testing of high power relays. 

II, I. 



Telemetry Transmitters 
(throughout life) 

SHF Transponder 
(theoughout life) 

1/8 

14 

— 
Subsystem #10: Thermal (ceontiued) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

CONSEqUENCES 

10.19 

10.18 1. Thermal expansion in the subtrate 
caused impédance mismatch. 

2. Transistor in high power stage 
ran hot. 

3.-Other S/C operations (e.g. heaters, 
RCS, batteries) had unexpectedly 

• large impact on transmitter output 
power. 

1. Changes in thermal dissipation in 
20W TWT when drive removed catised 

' out-gassing. ' 
2.tMny indications of temperatures 

exceeding limits,.without indicat-
ing a real problem. ' 

à. Thermal gradients in 20W TWT 
caused instability in resistive ' 

" divider; making ,PWM 50V voltage 
vary anomalouslY. 

Highly likely that loss of 
Tx A, and degradation of Ix  
13,were caused by,these 
problems (see 3.1 and 3.2). 
Step-decreases in Tx output 
due to other S/C operations 
(slim permanent, most short-
term). 

1. Arcing in the connector,' 
catising 20W TNT to trip 
off (see 1.1). 

2. Confusion, reduction in 
- credibility of limits, etc. 

Potential for error. 
3. Uncertainty; time and man-

power required to deduce 
data from other sources. 

1. Drastically upgrade thermal 
design, analysis and testing of 
transmitters. 

2. All testing of all components 
must include continuity testing 
during temperature transitions. 
This is particularly important 
during tests involving the 
complete S/C. 

3. Testing of critical components 
should include a much larger 
number of thermal cycles. If 
possible the number and magni-
tude of the cycles should 
approximate those that the com-
ponent will experience on-orbit 
(i.e. thermal cycle life testirg 
is required). 

4. Upgrade analysis, testing and 
prediction of thermal effects 
of S/C operations on critical 
components (see 10.7). 

1. Upgrade analysis of thermal 
effects of drive removal on 
all TWT's. 

2. Upgrade analysis and prediction 
of expected thermal behaviour, 
and communication of this data 
to operations group (see 10.7). 

3. Upgrade analysis and testing of 
thermal effects on sensors. Do 
not fly unreliable sensors. 

a. 

b. 

. • t i 

!I .1 

UdE/ ' 
SCA 511SPS 

DESCRIPTION 
01P 
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Subsystem #10: Thermal (cc4tihued) 

I! . 

PROBLÉM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

U0E/ 
SCA SNSPS 

. ) DESCRIPTION 
OIP 

10.20 Beacon 
(throughout life) 

1.Unexpectéd (but within spec.) L 
" in frequency and power wih 
temperature. . • ; b. Minor difficulties for SNP 

2.Apparent  inability to achieve high • beacon experimenters. . 
' Power at eclipse exit (once). ' 
Possibly due to loss of gain at . 
low teMperatures. 

a. Uncertainty; time and man-
power required for analysis. 

14 1. Upgrade analysis/testing of 
expected effects of thermal 
variations (as opposed to 
meeting spec.). 

2. Better communications of such 
data to operations group. 

a. 

b. 

c.  

d. 

e. 

f. 

• 10.21 RCS 
lthroughout life) . 

 See S/S 8 . 

10.22 Array Angle Encoders 
(throughout life)  

1.Possible valve seat swelling and 
other degradations due to high 
téMperatUres. 

2.TWo-phase flow.in lines and/or 
chaMbers due to excessive heat 
soak-back from thruster firings. 

3. Possible  freezing of hydrazine due 
té low temperatures. , 

4. Excessive  power  required for RCS 
heaters. 

5.Auto-decémposition of-hydrazine 
was significantly increased by 
high temperatures, and frequent, 
wide-range temperature cycles. 

6: Inadequatetémperature data due to 
missing or ImproperlY placed . 
sensors, failures, and non-redun 
dant Encoders. 

and.  various éthers (see S/S 8). . • 

1. Léss of two dablits oh one - 
encoder, believed due to low teMp-
erature marginal  performance, as 
seen in pre-launch test.  

Contributed significantly to 1/4/5/6/ 
LTE degradation and gas 8/12/13/ 
formation. 15 - 
May have contributed signi- 
ficantly to loss of one LTE. 
Large uncertainties in fuel 
used/remaining, performance 
analysis, mass properties, 
etc. 
Excessive time and manpower 
for data gathering, analysis 
etc. 
Constrained and complicated 
major operations. 
Increased risks and complex-
ity,in attitude reacquisi-
tions  and  eclipses. 

and many others - see S/S 8. 

a. Ambiguity and confusion re 
array orientation, particu-
larly after attitude 
anomalies.  

1. RCS thermal control must be 
integrated (in design, inalysis 
simulation and testing) with 
S/C thermal control system. 

2. Upgrade thermal design of RCS 
to: 
i) Reduce extremes (particu- 

larly the high end) of 
temperatures. 

11) Reduce temperature 
cycling. 

Hi) Simplify control proce-
dures. 

3. See S/S 8, particularly 8.3, 
Recommendations 2, 8.5, 8.6, 
8.7. 

4. See 10.1, 10.2, 10.3, 10.4, 
10.5, 10.6, 10.7. 

1/11/13 1. Avoid using components that 
perform marginally in pre-
flight test. 

2. Upgrade thermal design, analy- 
sis and test of array angle 
encoders. 



PROBLEg 

11.1 

11.2 

Secondary Power Converter 
(Day 273, 1976 
Day 079, 1977) 
See S/S 4 

Solar Array Technology 
Experimeàt (SATE) 
(Day 073 9  1977 
Day 075, 1977 ' 
Day 079, 1977) ' 

a. 

b. 

c. 

d. 

a . 
b: 

c.  

d. 

*e. 

I rr I 

SubsysteM 1 03 . ; :SATE, TÉC, S/Efilarging, etc. 
• 

COMMENTS/RECONMENDATIONS 
DESCRIPTION 

1/11 

1 1. SPC-A tripped off. Believed to 4 1 
. due to problems in SATE and/or a t 
'transient caused by SIC charging: 

1. SATE secondary module tripped off 
twice. . 

2; Complete loss when SATE secondary 
module could not be turned on 
after an eclipSe. 

Causes are uncertain but it is . 
believed that: ' 
3.The SATE trip-offs were due to 

transients caused by S/C charging. 
4.The . loss of.SATE was due tù damage 

in SATE, the'Transient Event  
Counter (TEC) and/or the SATE 
secondary module (which also . 
powered the TEC) caused by these 
transients.. . 

É. The damage may have been due to . 
inadequate isolation of SATE and/or 
TEC and/or SATE secondary module 
from the effects of the transients 
the TEC was designed to moniter. 

Loss of all secondary mod-
ules (hence TM). 
Complex and uncertain re-
covery procedures. 
Risk of damage to several 
components (see 4.7). 
Potentially catastrophic if 
not recognized (e.g. in 
zero-TM) because of loss of 
array tracking. 

Loss of most SATE data. 
Significant reduction in 
measurement of life-time 
affects on arrays (material 
degradation, shape changes, 
etc.). 
Complex and risky procedures 
required to measure array 
power capability (see 4.6). 
Possibly caused SPC-A trips 
(see 11.1). 
Loss of all data on tran-
sients. Note that attempts 
were being made to correlate 
this data with: 
i) Environment (e.g. solar 

storms, etc.). 
ii) S/C events (e.g.special 

opérations,  anpmalous 
occurrences, étc.). 

1. Upgrade protection against S/C 
charging, and the effects of 
transients (see 11.4). 

2. Upgrade analysis and testing of 
effects of transients (see 11.4). 

3. See 4.7. 

1. Upgrade protection against S/C 
charging, and the effects of 
transients, particularly in any 
devices deliberately designed 
to detect transients (see 11.4 ).  

2. Upgrade analysis and testing of 
• effects of transients (see 

11.4). 

UOE/ 
SCA SFISPS 

CONSEQUENCES 
OIP 



Subsyste #11: -SATE, TÉC,'S/d'Charging, etc, .(colitinued) 

I n • ! 

11.3 

11.4 

11.5 

a. Permanent loss of -15% of 
experiments array power. 

b. Significant, short-term 
attitude perturbations. 

c. Significant time and man-
power required for analysis. 

Consequences  .of  these occur-
rences varied from neglibible 
(MWC switch) to potentially 
catastrophic (NESA-A anomalies) 
- see referenced  sections for 
details. 

a. See 11.4 
b. See 1.1 
c. See 12.5 

1/7/11/ 
13 

1/7/11/ 
13/14 

- "PROBLEFf. 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

U0E/ 
SCA SHSPS 

CONSEQUENCES 
OIP 

1 Solar Array 
(Day 160, 1976) 

S/C Charging in General 
(throughout life) 

Electro-magnetic Interference 
(throughout life) 

II  

1. Arcing on the pallet diode board, 
believed due to S/C charging. 

Several anomalies on the S/C are 
believed to have been caused by, or 
related to, S/C Charging and/or 
transients caused by charging. These 
include: 
1. SPC-A trip-off (see 11.1). 
2. SATE/TEC secondary module trip-off 

(see 11.2). 
3. Arcing on solar array (see 11.3). 
4. Spontaneous Heater E turn-on (Day 

278, 1977) (see 8.12). 
5. Possibly MWC switch at NESA-A turn-

on (Day 277, 1978) (see 6.8). 
6. Possibly NESA-A anomalies (Days 

100, 101 and 143, 1976; Days 227 
and 322, 1977; Days 120, 237 and 
330, 1979) (see 6.1). 

7. Possibly "pitch glitches" (see6.3). 

1. Several of the problems (e.g.trip-
offs, etc.) listed in 11.4 may 
have been due to EMI not necessar-
ily originating in S/C charging. 

2. It is believed that several 20W 
TWT trip-offs were due to EMI " 
(from arcing in the connector) on 
the trip circuits. 

1. Arrays must be designed with 
backside shielding approximate-
ly equivalent to the front side. 
Possible methods include: 
i) Add a conductive grounded 

layer to the back side. 
ii) Use a thin aluminum honey-

comb substrate. 

1. Use command and data line 
interface circuits which pro-
vide protection against short, 
high level transients. 

2. Bond all second surface mirrors 
with conductive adhesives. 

3. Properly ground all layers of 
thermal blankets. 

4. Ground all metal parts. 
5. Drasticirry upgrade EMI testing 

at the S/C level, using a very 
fast spark source. Results of 
E/M tests should be used to 
specify EMI protection of 
flight components. 

6. Emission and susceptibility 
levels of telemetry and command 
lines should be tightly limited 
by EMI spec. 

1. See 11.4 
2. Redesign 20W TWT connector. 
3. Upgrade analysis of 20W TWT 

potential for out-gassing when 
drive removed. 

II l' 



'.Charging, etc. (continued) 

I .1 

Subsystem #11: SIlTE, TEC, S/D 

I I • •  

U0E/ 
SCA SHSP DIP 

•'DESCRIPTION CONSEQUENCES 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

•11.5 Electro-magnetic Interference 
(cont.) (continued) 

11.6 . SATE Telemetry 
(until Day 079, 1977). , 

11.7 1IC Telemetry ' 
(until Day 079, 1977)  

. . 
3. Fluctuations, on. SHF transponder 

76V bus current TM are believed to 
have been caused by EMI -from the 
TEP uplink. 

1. SATE temperatures Aid not corres-
pond to array temperatures because 
dummy cell over sensor was 
thermally different from main 
power  cells. • 

2. Array deflection sensor  data  did 
not correlate with other data, due 
to mixed up sensors/calibratiohs. 

1. Three separate lines were moni-
tored, each fôr 1 second in 4 (the 
fourth sample was à synch word), 

2. A single counter was used with: 
1) •  ré-zero at the start of each 

second'S counting;  
il) overflow above 63 counts. 

3. There was no indication of the 
enVironment external to the S/C.' 

1. Inaccurate data on array 
thermal behaviour made power 
measurements, etc. less 
cetalp and more complicated. 

2. Loss of data until confusion 
resolved. 

a. Much of the available data 
was lost. 

b. Excessive ground processing 
was  required to interpret 
the results. 

c. Correlation withdiiturbances 
in the magnetosphere were 
very questionable due to 
the possibility of highly 

, localized major perturbations. 
d. Any noise on the downlink 

(due td e.g. Tx problems) 
made the data Virtually 
useless. 

1 1. Ensure all sensors are measuring 
representative data. 

2. Upgrade identification and con-
trol of similar but non-
identical units. 

3. Include checks of identities of 
such units in S/C testing. 

1 This could have been extremely 1 ,  
useful in analysing S/C anomalies 
(e.g. see 11.4 and 11.5). Major 
improvements required include: 
1. Carry an external electromag-

netic environment monitor. 
2. Use separate counters/registers 

for each line being sampled. 
3. Do not rezero registers after 

sampling. 
4. Use TM clock for timing. 
5. Expand size of registers. 
In addition, it appears likely 

• that it would be extremely useful 
to carry additional sensors. 

I I • I • 



xPeriment Package Subsystem #12: TraMmitter 

12.1 

12.2 

TEP Trip-offs 
(13 in 1976 

1 in 1977 
2 in 1978) 

Variable Conductance Heat 
Pipes 
(Day 075 9  1977 

Day 101, 1977 
Day 253 9  1977) 

1. Trip-offs of TEP. 
Believed to be due to:  
2. Uplink overdrive 
3. Uplink frequency below band. 

1. Rapid overheating of the TEP Output 
Stage Tube (OST): 

Believedto be due to: .. 
2. Depriming of the heat pipes caused 

by the fluid freeing when the 
reservoirs/pipes were shadowed  by  
the S/C body for long periods.. 

SHSPS 
PROBLéM 

OIP COMMENTS/RECOMMENDATIONS 
CONSEQUENCES 

UOE/ 
Sc" 

1/14 

1/14 

a. Short-term interruptions to  
SHF communications. • 

b. Potential damage to tube and 
high power circuits with ; 
cycling under load. 

c. Time and manpower required 
for analysis. 

d. Loss of essential data (when 
no TM). 

a. Short-term interruptions to 
SHF communications. 

b. Significant constraints on 
• SHF  communications availabi .P 

• ity and uplink power, parti-
cularly: 

. 1) Around eclipse season 
(for -12 hours/day) 

ii) When TM was not avail-
able. 

c. Risk of damage to OST. 
d. Complex operations and pro-

cedures required to protect 
against further occurrences, 
with occasional errors. 

e. Excessive tiMe and manriower 
required for analysis. 

1. Better control of uplink re-
quired. Note that this is a 
very complex problem on multi-
user S/C. 

2. Possibly build-in limiters 
(power and frequency) on-board. 

1. Include in thermal design,anal-
ysis and testing the effects of 
one part of the S/C shadowing 
another. 

2. If possible, do not expose heat 
pipes directly to space. If 
•this is unavoidable, very care-
ful checking of the potential 
for, and consequences of, 
freezing is required. Note that 
this is very difficult due to 
the differences in behaviour of 
heat pipes in zero-g vs on the 
ground. 

3. Possibly modify heat pipe de-
sign (e.g. different fluids, 
etc.). 

4. Better control of uplink 
required. 

DESCRIPTION 

"II 



12.3 

12.4 

a. Confusion; time and manpower 
required for analysis. 

Complex command sequences 
required to cover the 
various possibilities. 
Extra cycling of tubes. 
Potential for errors. 
Some confusion in inter-
preting data. 

a. 

b. 
C. 
d. 

1/14 

1/14 

; 

Subsystem #12: 1ransmitter.4periMent Package (continued) 

• 1 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

I , 

Spurious Signals 
.(throughout life) 

TEP Trip Indicator 
(throughout life) 

I.  TEP trip indicator was not always 
easily understood.(e.g. internal 
envelope , pressure indicated as 
cause of. trips  believed due to 
6elow band uplink). 

1. Without TM, trips were difficult to 
identify precisely. 

2. TEP had to be on to' provide the 
second spurious signal . . 

3. The spurious signals varied in 
strength with the uplink. 

1. Upgrade analysis and documenta-
tion of trip causes and effects. 

2. A multi-purpose trip indicator 
appears to be very useful, but 
ground S/W should provide flags 
and/or messages (e.g. limit 
checks on the various levels, 
rather than a single check) to 
provide simple and fast recog-
nition/identification of a trip. 

The spurious signals (originating 
In the SHP Rx, one transmitted by 
the 20W TWT, the other by the 200W 
tube) were extremely useful when 
TM was bad/unavailable. If TM 
cannot be guaranteed ) some consid- 
eration should be given to provid-
ing spurious signals (or their 
equivalent, i.e. transmissions that 
exist without an uplink) with the 
following characteristics: 
1. No dependance on uplink, except 

possibly, a change in level 
(not to zero) at a trip or 
turn-off. 

2. One such signal per steerable 
antenna, and one via a fixed 
antenna, all with relatively 
narrow beamwidths (compared to 
the Beacon). 

3. Clearly defined relationships 
between signal strength and 
antenna pointing/attitude. 

4. If possible, these signals 
should be powered from the bat-
teries when array power is un-
available. 

UOE/ 
SCA SHSPS 

CONSEQUENCES 
OIP 



74, 

1/14 : 

1/14 

a. Uncertainty, potential for : 
emirs. , 

b. Time and manpower for i 
analysis: 

1. Loss of data; some confusion 
2. Inaccurate and misleading 

data. Significantly impacted 
calculation of array power 
capability. Considerable/ 
time and manpower required 
to modify S/W. 

• 4. 

1. The SHF transponder 76V-bus current 
telemetry fluctuated due to noise 
from modulation on thé up upl1nk.1 
Observed in pre-launch testing. 

1. TEP reflected power monitor inoper-
ative. Observed'in pre-launch test-
ing. 

2. TEP forward power monitor had to be 
modified for temperature,voltage 
and current variations. Several 

. updates on the.algorithms were 
required. 

1. Large' Capacitance in TEP led to 
large surge currents (e.g. when 
array Switch closed). 

Subsystem:112: transmitter Èxperiment Package (continued) 

U0E/ 
SCA SHSPS 

. PROBLq,l .  

CONSEQUENCES . - DESCRIPTION 
OIP COMMENTS/RECOMMENDATIONS 

12.5  TEP Uplink 
(throughout life) 

• 12.6 TEP Power Monitors 
(throughout life) 

Surge Currents 
(throughout life) 

1. Do not fly unreliable TM. If it 
is unavoidable, improve commu-
nication of expected behaviour 
to operations group. 

2. Improve EMI protection of TM 
channels (see 11.5). 

1. Do not fly unreliable TM. If it 
is unavoidable, improve commu-
nication of expected behaviour 
to operations group. Perhaps 
S/W should be modified to re-
move misleading data from 
displays. 

2. Calibration system must allow 
for functional dependance of 
one telenetered parameter on 
others. Detailed, accurate 
data on such interdependence 
must be provided to the opera-
tions group (particularly the 
S/W designers) early in mission 
planning. 

1. Upgrade analysis and testing of 
transients and their effects. 

2. Possibly require a shunt regu-
lator on the bus supplying the 
TEP. 

I 1 . • 

4. Contributed to loss of EPC-A 11/14 
(see 4.4). • 

b. Risk of damage to other 
components. 

12.7 
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SubSystem #12: Transmitter:Experiment Packagé (ContIued) 

i 

1 I ,•; • 11. ,1',1 I I 

UOE/ 
SCA SHSPS 

PROBLEti 

DESCRIPTION CONSEWENCES'l 
OIP COMMENTS/RECOMMENDATIONS 

12.8 • Ground Received Signal 
Strengths 
(throughout life) 

1. SHF GRSS's showed significant  van-. 
. ations due to weather, ground 

equipment problems, preCision and 
frequency of ground antenna updates; 
etc. 

a. Uncertainties in using SHF 
signals to monitor S/C 
(particularly when no TM). 

b. Time and manpower required 
, for analysis. 

•1/14 1. See 12.4. 
2. Improve prediction of expected 

behaviour, and communication of 
this data to operations group. 

3. Upgrade ground equipment and 
operation. Perhaps use auto-
track on antennas. Note that 
care must be taken to minimize 
water in ground waveguides. 

Terminating Communications 1. Inadequate means of terminating 
(throughout life) communications. 

a. Occasional undesirable 
extensions of experiments. 

b. Improper commands used to 
terminate an egieriment, 
with slight risk of damage. 

•  

14 1. Better control of uplink 
required.. 

2. Study needed of requirements 
for, and feasibility of, safe 

. methods of shutting down 
communications on the S/C. 

12.9 

• I.  



Subsystem #13:  Ottawa Gréund tation Non-Computing Hardware 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

UOE/ 
SCA SHSPS 

CONSEQUENCES 
OIP 

13.1 S-Band Uplink System 
(throughout life) 

Note that these problems may 
have contributed to the S/C 
loss. 

a. 
b. 

C. 

d. 

e. 

Loss of commandability. 
Step change in S/C Rx freq-
uency, making re-acquisition 
of lock difficult. 
Step change in S/C Ix  freq-
uency, causing loss of down-
link lock,and hence of all 
S/C data.' 
Very difficult to detect, 
and to verify,re-acquisition 
Of lock, because downlink 
lock was lost at the same 
time. 
Major S/C problems, partic-
ularly following attitude 
anomalies. 

1/13/18 

13. 2 S-Band Ddwnlink System . 
(throdghout lifé) 

Note that these . problems . 
côntributed significantly to 
S/C loss. 

a. Loss Of all S/C data. ' 
b. Step change in ground Rx I 

frequency, making re-acquisi-
tion of loc k  difficult. 

é. ExtreMe'difficulty in 
verifying uplink lock. 

1/13/18 

Ii 'II I. 

Occaeional loSs of uplink lock  due  
to: 
Improperilpdatingof ground antennas 
Ground  station hand-over (to NASA 
support station). • . 
Ground power failures. 
S/C attitude anomalies,  loss of 
power, etc. 
Unknown other causes (possibly S/C 
and ground EMI; interference from 
sun, other S/C, or other ground 
stations; etc.). 

1. Loss of downlink lock, and occa-
sional spurious lock on a side-band 
due to: 

2. Improper updating of ground 
antennas. 

3. Station hand-over (to NASA support 
station). 

4. Interference from sun. 
5. Interference from other satellites. 
6. Ground power failure. 
7. S/C attitude anomalies, loss of 

power, etc. 
8. Low power from S/C Tx. 
9. Loss of up1ink,1ock,(see,13.1)- 
10. Unknown other causes (possibly S/C 

and ground EMI, etc.). 

1. Upgrade prediction of ground 
antenna pointing requirements, 
and method of updating, Perhaps 
auto-track should be used, 
while a downlink is availàble, 
with a programmable micro-
processor to control pointing 
when no downlink signal. 

2. Ground Tx frequency should be 
. maintained as close as possible 

to S/C Rx rest frequency. 
3. An automatic uplink frequency 

sweep system should be readily 
available. The system must be 
carefully matched to the S/C 
Rx characteristics. 

4. Upgrade station hand-over 
procedures. 

5. Improve protection against the 
effects of ground power failures. 

1. See 13.1, Recommendation 1,4,5. 
2. If feasible, ground Rx frequency 

should remain fixed when lock 
is lost. 

3. The whole up-down closed loop ' 
should be designed so that the 
S/C Tx frequency is always as 
close as possible to its rest 
frequency. . 

4. An automatic ground Rx frequency 
sweep system should be readily 
available. Note that the equiv-
alent effect may be obtained by 
sweeping the uplink,-provided 
uplink lock is acquired and 
maintained. 

1. 

2. 
3. 

4. 
5. 

6. 

.11.1 
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1, 
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PROB!EM 

13.6 

13.7 

13.8 

13.9 

11/14 

1/14 

Various 

All 

Subsystem #13: Ottawa Ground Station Non-Computing Hardware'(cont linued) 

UOE/ 
SCA SHSPS 

DESCRIPTION CONSEQUENCES 
OIP COMMENTS/RECOMMENDATIONS 

GrOund.SHF Transmitters 
(thimughout life) 

• 

SHF Beacon 
(Day 073, 1977) 

Signal Instruction Generator 
(throughout life) 

Strip Chart Recorders 
(throughout life) 

1. Difficulty in attaining high power 
Indication, possibly due to locking 
on a side-band. • 

1. trip-offs of the 200W and the 20W 
TWT's due to uplink overdrive. 

1. OccasJonal commands rejected•due 
to SIG H/W problems. - 

2. Diagnostic messages were not 
accurate ià.these cases. 

1. Occasional mechanical problems 
(loss-of pens, paper jams, etc.), 
sometimeS with long time delays 
before replacement parts available. 

2; Inadequate calibràtion. 
3. Confusing, hard to read time code. 
4." OcCasionally left off(after. being 

in standby due to no TM). 

a. Additional cycling of beaCon. 
b. Time and manpower required 

for analysis. 

a.- Short-term interruptions to 
SHF communications. 

b. Potential damage to tubes 
and high power circuits with 
cycling under load. 

c.Loss of critical data (when 
no TM). 

d. :Time and manpower required 
for analysis. 

-a. Commands delayed or not 
executed. Minor effects on 
S/C, but-potentially 
catastrophic. 

b. Switch to redundant SIG 
. sometimes required. 

a. SCR's were critically impor-
tant to on-line operations 
and to off-line analysis 
because: 
1) Other data recording/ 

playback capabilities 
were  totaily inadequate. 

1. Upgrade prediction and testing 
of beacon frequency variations 
with temperature. 

2. Upgrade ground procedures, 
possibly including an automatic 
frequency sweep. 

1. Improve control of uplink, per-
haps by building output power 
limiters in ground transmitters. 

2. Upgrade ground station proced-
ures and documentation. 

1. Upgrade regular testing and 
maintenance of ground equipment. 

2. Build in checks on all critical 
ground equipment, with feed-
back to the computer, so faults 
can be identified before the 
equipment has to be used. 

3. Upgrade diagnostic messages 
from computer. 

1. Earlier recognition of signifi-
cance of SCR's, with upgrading 
of testing, maintenance, and 
spare parts inventory. 

2. Regular, systematic scaling and 
calibration required. 

3. Control and monitoring of chart 
speeds and on/off status from 
the computer appears preferable. 



1 11 , ) 

1/16/17 

Various 

• A.. :-. 1e‘ 

Sdbsystem #13: I OttaWa , Ground. Station Non-ComPuting•Hardware (continued) 

U0E/ - 
 SCA 

SF1SPS OIP 
DESCRIPTION CONSEQUENCES 

PROBLEM ; 
COMMENTS/RECOMMENDATIONS 

13.9 Strip Chart Recorders 
(cont) (4ontinued) 

13.10 Equipment Configuration 
.(throughout lifé) 

13.11 Timing Mechanisms 
(throughout life) 

) 

5, Frequent changes in chart speeds . 
and pen asMgnments.were required, 
.but charts were often not annotated 
completely and correctly. 

6. Totally inadequate reServe SCR 
capability (for non-archival • 
record -41g during special events, 
tests, etc.).  

1.  Configuration of patch panels,.etc. 
was badly defined and confusing, 

. particularly when  changes  Were 
required for: • 
1) Analogue tape replays. 
11) Real-time simulations. . 
iii) Switching a piece of redundant 
• ...equipment (e.g. LP) to On-line 

use: 

1. Time-code errors: 
i) Early in life. 
ii) When replaying analogue tapes. 
111) When using NASCOM data, (par- 

ticularly when switching to 
or from).  

11) Noisy data made non-
graphical displays vir-

. tually useless. 
Any reduction in coMpleté-
ness, aécuracy, and read- 
ability of data complicated 
oPerations and analysis, and 
in a few instances, increas 
risks te the S/C (e.g. risk 

..of not recognizing e NESA-A 
anomaly in time to respond). 

a. Significant time delays in 
changing equipment config-
uration. 

b. Uncertainty, with occasional 
errors, in returning to 
standard configuration. 

c. Degradation of patching H/W 
due to frequent switching. 

a. Some computer crashes. 
b. Some S/W useless when time 

codes wrong. 

4. If feasible, a system for auto-
matic printing on the SCR's 
would be a significant improve-
ment. Controlled by thecompute5 
such a system would automatic-
ally mark the chart paper with 
pen assignments, chart speeds, 
and times (in normal alpha-
numerics), on instruction from 
the operator, and at any 
changes. 

5. Provisions must be made for 
reserve SCR capability of high 
quality and reliability for 
special purpose data recording. 

1. Drastically upgrade documenta-
tion of patching/switching 
system, including detailed 
diagram of all  •frequently 
used modes. 

2. Once the required modes are 
established, perhaps a simpli-
fied mode switching system 
could be implemented. 

3. Possibly some form of logic 
switching (vs H/W patches) 
would be preferable. 

1. Upgrade clock/computer inter-
face, design, testing and 
maintenance. 

2. Use local clock, rather than 
time code included in NASCOM 
data block. 

3. Possibly provide some form of 
filtering on time-codes used 
by computer. 

I . 

I • , 



13.12 

13 ..13 

13.14- -  

13.15 

Computer crashes (loss of all 
data, and of standard mode . 
commanding). • 
Recovery occasionally took ' 
excessive time. 
Potential damage to various 
pieces of equipment. 
Occasional loss of climate 
control for extended periods. 

See 3.1, 3.2 

All 

All 

Relatively minor effects 
(e.g. 0/1  Armed and AFP 
Enabled through a sun inter-
ference caused attitude 
perturbations but no damage). 
Potentially catastrophic. 

Difficulty in obtaining 
data for analysis of 
anomalies, etc. . 
Excessive time and manpower 
required. 

Various 
(e.g. 7) 

13 

a. 

b. 

C. 

d: 

a . 

a. 

a. 

b. 

Subsystem #13: Ottawa Orou Station Non-Computing Hardware (continued) 

UOE/ 
SCA 

pROBLEM 
COMMENTS/RECOMMENDATIONS 

lu.) 
SHSPS • 

CONSEQUENCES DESCRIPTION 
01P 

Power Supply 
(throughout life) 

S-Band Reception 
(most of life) 

Command System : 
(throughout life) 

Analogue Tape Recorder  
(early in life) 

1. Occasional power losses (particu.L 
larly due to thunderstorms). 

2. Significant time4elays in switch-i 
ing to back-up power. 

3.Obcasional lack of back-up power I 

due to lack of fuel. 

1. Antenna/Tx gain was too low to 
allow data decommutation when S/C 
Tx in low power mode. 

1. OccasionaLcommands not executed 
due to wrong equipment  configur-
ation 70. kHz off). 

1. Major problems with noise In 
replaying analogue. 

2. Problems obtaining data at switch 
overs between tapes. 

3. Many iime-code errprs in replaying 
tapes. 

•  

1. Upgrade backup power system, 
perhaps by including battery 
and/or capacitive storage to 
reduce the effects of trans-
ients, and to carry the system 
until the generator could come 
on-line. 

2. Upgrade ground equipment 
maintenance. 

1. This was not predictable - 
system had ample margin if the 
S/C Tx had performed within 
spec. or near it. 

1. Build in checks on all critical 
ground equipment, with feed-
back to the computer. 

2. Upgrade ground operations. 

1. Given the general inadequacy of 
data replay capability, this 
was a very important function. 
A good tape record/playback 
facility is essential through-
out life. 

2. Tape recordings should overlap 
by a significant time (-5 
minutes). 

3. Improved recording/playback of 
time codes is required, possi-
bly with a filter on the codes 
used by the computer. 
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Stibsystem #13: Ottawa Groundi.Station Non-Computing Hardware (continued) 
- • 1 . i 

; 

• 
13.16 

13.17 

11/13/14 

All 

) 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

UOE/ 
SCA SHSPS 

CONSEQUENCES 
OIP 

SHF Signal Acquisition 
(last year of life) 

Documentation 
(throughout life) 

I 1. SHF reelvers had  a 100 sec sweep 
time.. 

; 2. Occasional minor problems with 
• I, receive ,system H/W. 

1. Documentation was inadequate: 
Specifically: 
1) Detailed operations schedule 

was frequently not available 
for review, particularly when 
late changes were made. 

II)' Mission operations log fre 
quently omitted commands, did 
not list anomalies and unusual 
events, did not provide des-
criptions of operations, etc. 

111) Discrepancy reports Were in- . 
complete, and revieW and dis- 

: position was inadequate. 
iv) H/W description, configuration 

control, test procedureS., etc. 
were minimal. 

I  

a.Excessive tIme delays in 
acquisition (e.g. at turn-
on post-eclipse). 

b. High risk of not acquiring 
signals after attitude 
anomalies. 

c. Occasional .loss of access 
to one of the SHF signals. 

a. Occasional errors in opera-
tions schedule (fortunately 
none with severe impact). 

b. Significant problems in 
tracking operations, and 
analyzing S/C behaviour. 

c. Significant difficulty in 
analyzing and correcting 
problems. 

d.Dependance on specific in-
dividuals with specialized 
knowledge. 

é. Significant difficulties in 
• changing H/W configuration. 

1.Use receivers with much shorter 
sweep times. Note that this has 
significant implications on the 
whole antenna/receiver system. 

2.Note that the SHF signals were 
extremely useful throughout 
life, and became critically 
important when TM was lost. 
Equipment reliability, spare 
parts, testing and maintenance 
should be upgraded to reflect 
this. 

1.On-line/off-linedata processing 
systems should include an auto-
mated command log, with all 
commands, descriptors, etc. 
available. 

2. Detailed operations schedules 
should be prepared several days 
in advance, with a mechanism 
for review of any changes. 

3.A complete set of documentation 
on ground H/W, test procedures, 
status, etc. is essential. 

4.An adequate mechanism for 
generation, analysis, review 
and disposition/correction of 
discrepancies Is essential. 

; • ; • 



14.1 

14.2 

14.3 

14.5 

- confusion and redundant effort 
in implementing ground 
station 

- difficulty in transferring 
data from other computers to 
HP2100 

11P2100/MX attitude acquisition - GCAP required radically different 
on-line computers configuration compared to on-line 

system 

HP2100/MX U/0 CaPability - no magnetic tape input interface 
in system 

! I ; I ;•It 

t 

A- 
OTTAWA •GROUND ST'ATION CDMPUTING.HARDW :ARE 

. • 1 

PROBLEM! 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

U0E/ 
Sc,'  SHSPS 

CONSEQUENCES 
OIP 

1,18 

- I 1, 17 
18 

HP2100/MX on-line computers 

HP 2115/2116 
Interface  computer 

- generally inadequate for their task 
- core limited/too slow 

- interface with NASA and real time 
simulation overlooked 

- data source to debug  11P2100's 
overlooked 

- extensive and expensive 
non-standard OS-executive 
development required 

- system not ready by launch 

- inadequate computers/ 
programs 

- system not ready by launch 
- non applications programming 

• required 

- size computer requirements 
before specification or 
purchase of hardware/software 

- size computer requirements 
before specification or 
purchase of hardware/software 

13, 18 - integrate requirements of 
19 individual phases of the 

Mission into a total hardware 
requirement and plan. 

1, 16 - either eliminate need of 
intercomputer communication 
or provide standard I/O 

 capability. 



5, - 6 
12 

mission 

mission 

- operator requirement to remember 
float-point, fixed-point, octal, 
hexadecimal input formats 

- only form allowed was polynomial 
expansion 

lack of calibration data on several 
variables 

- susceptable to bad data 

- no magnetic tape input 
interface in system 

I ! 

I 

SUBSYSTEM: #15 .OTTAWA GROUND STATION SOFTWARE 
• • 
• 

UOE/ 
SC" 

PROBLEM . 
SHSPS OIP COMMENTS/RECOMMENDATIONS 

DESCRIPTION CONSEQUENCES 

15.1 Thruster Firing Control 
(TFC) Program 

- Hardware/software could not handle 
duty cycles of one second or less 

- SIG tied up from minutes to an 
hour 

- ordinary housekeeping commands 
could not be sent 

- future system hardware/ 
software should be capable 
of high duty cycles 

• 15.2 Keyboard Command Interpreter 

15.3 Calibratton Coefficients 

15.4 'Calibration Coefficients 

15.5 1MDWMP, EWSK 
'Other software programs 

15.6 IAPPL-DAT data handling 
progre 

- confusion 
- delayed commands 

large observed errors in 
engineering units of several 
variables 

confusion in comparing raw 
and calibrated data 

- erroneous prompts and messages 4,5 

- required paper tape read 
function 

- too susceptible to tearing/ 
damage 

- required paper tape 
punching on£9 off-line 

- command software should 
automatically handle various" 
types of parameter input. 

- computing system should be 
capable of allowing several 
forms of calibration. 

- all calibration data should 
be rigdrously documented 
during hardware test 

- final list of computed curves 
versus hardware/test curves 
required. 

- ensure adequate telemetry 
- analyse desirability of 

extensive data filtering 

- future on-line ground station 
computers should have standard 
data I/O  capability to 
interface with off-line 
computers. 

Mission 

1, 16 
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SUBSYSTEM:  115 OTTAWA GROUND'STATION SOFTWARE 

COMMENTS/RECOMMENDATIONS 
DESCRIPTION 

U0E/ 
Sc"  SHSPS 

PR.08L41 

CONSEQUENCES 
OIP 

Mission S/C Switching Model 

S/C Switching Model - 
LIN CHECK 

- no adequate model available 
- attempt to implement a version on 

HP 2100 frustrated by system 
inadequacy and lack of resources 

- switching model never adequately 
implemented 

- interaction with LIM CHECK not used 

- staff/controllers never 
adequately aware of ON/OFF 
status of the S/C 

- all limit checks had to be 
set by operator command 

- no automatic setting 
capability 

- on-line computing system 
should be able to 
adequately compute ON/OFF 
status of S/C 

:( n 1 r 

mission - an on-line switching model 
should properly interface 
with the limit checking 
routines. 
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UOE/ 
SCA SHSPS 

CONSEQUENCES 
OIP 

• - . • - 
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NASA/STDN HARDWARE/SOFTWARE 
.. I 

. PROBLEM! 

DESCRIPTION 
COMMENTS/RECOMMENDATIONS 

16.1 NASA/Ottawa Interface H Omitted in original planning 

1- Mission critical due tà telemetry 
• problems 

- duty Controllers/staff unfaMillar 
• with protocol 

- adequate hardware/software mission 
support late and complicated 

- confusion in verbal/telephony 
communication 

- include in early Mission 
planning 

- assesi data blocking 
requirements on interface 
hardware/software 

- train staff on verbal inter-
action with NASA 

• I .t i 
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SUBSYSTEM:  117-  SYSTEMS PLANNING, TEST AND ANALYSIS' 
1 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 
UOE/ 
SCA SMSPS 

CONSEQUENCES 
OIP 

18 

18 

18 

Systems Mission Planning 

17.2 Systems Test Planning 

17.3 Spacecraft Test Planning 

17.4 Ground Station Duty 
Controller Planning  

Lack of early and sufficient systems 
planning and manpower . 

Minimal systems input to spacecraft 
test 

Lack of early and sufficient test 
planning and manpower 

Duty Controller trained  on  the job. 

OOP's and HP 2100 software not 
ready  for  start of On-Orbit 
Phase of Mission 

Incomplete test/hardware 
information in DOP's and 
software 

Several hardware problems 
overlooked 
17.3.1 NESA A Anomoly 
17.3.2 Heat pipe freeze up 
17.3.3 RCS problems 
17.3.4 Transmitter B 

degradation 
17.3.5 Battery UVS problems 
17.3.6 Battery B-heat leak 

Initially DOP's and schedules 
not adequately followed 

- Long range system planning 
required at -outset of 
program 

- Personnel functional overlap 
and continuity required 

- Systems/Operations 
interface with S/C, 
ground station design and 
test personnel required 

18 - long range Test Planning 
required at outset of program 

- personnel functional overlap 
and continuity required 

- test, plan and procedures 
required for auditing well 
in advance of test occurrence 

- on an experimental satellite 
the chief duty controllers 
should start training during 
S/C test phase 

17.1 

•Ii I 

t , 

. n 11 . 

s 
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SCA SHSPS 

SYSTEMS PLANNING, TEST, fielD ANALYSIS 

I 

PROBLEM 

DESCRIPTION 

SUBSYSTEM:  #17 

OIP COMMENTS/RECOMMENDATIONS 
CONSEQUENCES 

17.5 11 Fl ight Directors Inexperienced and under trained 
personnel at beginning of On-orbit 
phase. • 

. Duty controllers intimidated by 
1 Other personnel and flight 
; directors allowed deviation 
from DOP's.  

18 - increase training/experience 
of duty controllers -/ 

- delineate responsibility and 
authority for all Mission 
events/operations. 

17.6 Mission Computing Requirements Lack of early and technical assessment 
of complete computational load 
requirements 

- too many different types of 
computers 

- several computers inadequate 
to task 

- operations/events/test 
compromised 

3, 13, 
16, 17, - determine computational 
18 requirements well before 

launch and before computing 
system specified. 

17.7 Switching Model of the 
Spacecraft  

- no adequate model for ON/OFF states 
of S/C components 

- only design blueprints available 

- HP2100 model attempted but never 
used because of lack of resources/ 
test 

- system completed well àfter launch 

- staff/controllers never 
adequately aware of ON/OFF 
status of the S/C 

barely adequate on-line syste 
at launch 

no possibility of modifying 
system after launch to reflect 
flight operations experience 

no opportunity to interact 
with the S/C test program 

mission 

mission 

- an adequate switching model 
of the spacecraft should be 
implemented and debugged on 
the on-line system. 

- such a switching model would 
be invaluable for any future 
requirement for automatic 
ground controlled switching. 

- the initial version of the 
on-line system should be 
implemented and debugged by 
S/C test 

- the system must be sized/ 
scoped to allow for straight 
forward modification and 
extension 

- the system should ultimately 
be commissioned by test 
procedures using a real-
time simulation. 

17.8 GrOtind station hardware/ - liffilted capability for system to 
' software Implementation . . be modified or extended 

- difficulty in planning for all 
on-orbit eventualities 

ni  

I i 
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SUBSYSTEM:  17 - SYSTEMS PLANNING, TEST AND ANALYSIS 

UOE/ 
SCA SHSPS 

DESCRIPTION  

PROBLEil - 
I 

CONSEQUENCES 
OIP COMMENTS/RECOMMENDATIONS 

17.9 Detailed Operating Procedures - lack of experienced systems personnel 
DOP 
Standard Procedures 

- lack of system, test, design 
interface • 

- schedule, resource problems 
- lack of rehearsal, training with 
• OOP's at Ground Station 

- incomplete DOP's at launch 
- incorrect operation of the 
spacecraft 

- DOP's difficult to follow by 
untrained duty controllers 

- preliminary DOP's for all 
known standard events 
should be available for 
review well before launch 

- all personnel, DOP's should 
be tested at the ground 
station using a real-time 
simulation 

- experienced personnel are 
mandatory for DOP/system 
planning 

technical documentation 
staff is recommended 

17.10 Non-Standard Procedures 
and Software  

- lack of experienced systems • 
personnel 

- given very little emphasis 
- virtually ignored as to on-line 
• computing requirements 

- lack of failure modes and effects 
analysis in design and test 

lack of adequate procedures 
or software by time of first 
attitude reacquisition 

need for redundancy 
essential, functions never 
properly verified by test 

AFP'0/T inhibit not properly 
assessed resulting in 
eventual loss of S/C 

- analysis of modes and 
effects should begin early 
and parallel the design 
process 

- preliminary NSP's for all 
critical failure modes 
should be available for 
comment well before 
launch 

- all NSP's and software 
should be tested at the 
ground station using a 
real-time simulation 

I f 
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SUDSY ST EM:  117 - SYSTEMS PLANNING, TEST AND ANALYSIS 

On-orbi t 

PROBLEM! 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

U0E/ 
SCA SNSPS 

CONSEQUENCES 

17.11 lack of adequate hardware/software 
selection planning to implement 
computational load requirements 

'- several different and in- Mission 
. adequate computers specified , 

essentially on an ad hoc basis 

- operations/events/test 
compromised 

- see Table 1 for a list of 
computers used during the 

• Mission 

modern computing technology 
and analysis would allow all 
required on-line, off-line 
computation to be done 
centrally at the ground 
station(including real-time 
simulation) by using 
distributed processors under 
the control of an executive 
computer 

such a system could be 
purchased essentially off-
the-shelf at a modest cost 

kission Computer 
!brdware/Software 
4ecificat1on 

- lack of experienced 3-axis 
stabilized S/C systems/operations 
personnel 

- lack of interactive planning between 
system staff and S/C, G/S hardware 
design staff during the preliminary 
and detailed design phases 

- lack of operations/operability 
input into detailed hardware and 

• software design 

- several subsystems or 
operations i.e., thermal, powe 
batteries, eclipse, attitude 

•re-acquisition were very 
difficult to manage 

- qualification limits on 
several variables were 
occasionally or systematicaly 
exceeded, increasing the 
likelihood of component or 
subsystem failure 

trained or experienced 
systems/operations personnel 
should have early and 
continuous input/interaction 
with hardware/software 
designers 

17.12 Total System S/C,  GIS, 
- Procedures Operability 

I .  
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SUBSYSTEM:  # . 17 - SYSTEMS PLANNING, TEST AND ANALYSES 

17.13 

COMMENTS/RECOMMENDATIONS 
CONSEQUENCES 

U0E/ 
SCA SHSPS 

PROBLEM 
GIP 

Real Time Simulation (RIS)  
Capability 

- not included in preliminary  planning i - 
- developed by subcontractor only  for  

attitude acquisition dynamics analysl 

• impiemented on an ad hoc basis on1,9 
- systems personnel did not initially 

appreciate potential benefits of. 
RTS for: 

1)Ground station hardware/software 
debugging 

2) Personnel training • 
3) Spacecraft test • 

4) DOP development 
5) NSP deVelopment  

RIS  generally unavailable to 
operations staff until after ' 
launch 
RTS exceeded the E9 capabiliti:s 
RIS  had to be scheduled 
second/third shifts bumping 

• all other users. 
initial on-orbit DOPA, NSP's 
would have been morel, 
complete and useful ft 
developed using  RIS 

- a RIS of the S/C is an 
invaluable systems tool 
for the reasons stated 

- it is highly recommended 
that  RIS  planning start at 
an early stage and initial 
versions be ready by the 
S/C test and ground station 
implementation phase. 

- a modern RTS facility (such 
as already exists at CRC/ 
DFL) be used to implement 
the S/C simulation, if 
first shift priority can 
be negotiated - OR - 

- an expanded ground station 
capability (see 17.11) 
would be capable of 
implementing a RIS 

- very preliminary  RIS 
versions would be invaluabb 
in subsystem design and 
thermal-vacuum test at the 
DFL. 

II  j .  

mission 
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SUBSYSTEM:  #17 - 5YSTEMS PLANNING, TEST AND ANALYSIS 

COMMENTS/RECOMMENDATIONS 
DESCRIPTION 

UOE/ 
SCA SHSPS 

PROBLEM 

CONSEQUENCES 
OIP 

17.14 S/C Data Reduction and -. . - not included in preliMinary . planningl 
Display Capability 

17.15 S/C Real Time Graphics 
Capability 

no co-ordinated requirements for all 
potential users 

ImPlemented on an ad hoc basis on 
9  

gis  had no data playback capability 
other than 7 T analog tapes 
no planning for a central data base 
accessible to all users 

no faster than real time playback 
capability for analysis or s/c 
emergencies 

several duplicate development 
programs TEODPS, CALHIST for data 
display 

lack of truly redundant encoder data 

- no spacecraft subsystem or 
dynamics graphics capability 

turnaround on historical 
data display ranged from 
2 to 7 days 
relative data :inaccessibility 
hihdered normal housekeeping 
analysis and scheduling 
large amount of duty 
controllersi time spent hand 
plotting data for analysts. 

- very difficult to determine 
subsystem state or visualize 
S/C attitude during operations 

- some attitude reacquisitions 
took over 12 hours due to 
inability to visualize S/C 
attitude 

mission - see recommendations 17.11 
- it is recommended that data 
base management and display 
planning start at an early 
stage and be included in an 
expanded ground station system 

- a faster than real time 
hardcopy/plot playback 
capability should be a 
requirement 

- an adequate graphics dis- 
play for controller/ 
analyst training should 
be incorporated 

mission - see recommendations 17.11 
- include modern graphics 
display features in future 
expanded ground station 
system 

- include graphics in OOP's, 
NSP's and operator 
training. 

I; I ; 1 

11.1 
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mission 
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*SUBSYSTEM: #17 - SYSTEMS PLANNING, TEST AND ANALYSIS 

UOE/ 
SCA SHSPS 

DESCRIPTION 

PROBLEMj 

CONSEQUENCES 
DIP COMMENTS/RECOMMENDATIONS 

/C Test Computer 
ardware/Software 

J.- lack of early and sufficient planni 
PDP-8 used generally inadequate for 
task 

- corb limited 
- too slow 
- duplicate development programs 

(PDP-8, HP2100) to peocess TT&C 
commands/data 

S/C Contro1lability . 
Analysis  and Planning.  

entensive and expensive 
non-standard OS executive 
development required 
techniques and program 
development not made available 
to systems operations staff 
inadequate computers and 
programs for S/C test 

data only available in RAW 
octal format 
data unusable for operator 
training 
visibility of S/C performance 
during test decreased 

- thermal control extremely 
difficult/complex due to 
lack of thermoStatic control 

- attitude control compromised 
by on-board RCA/DDA ACEA not 
being programmable to change 
parameters . 

- ultimately S/C lostbeéause 
automatic AFP/NESA-A action 
could not be inhibited. 

- see recommendations 17.11 
- develop TT&C I/O handler 

routines only once 
- if S/C tested at DFL use 

expanded ground station 
system to monitor, test 

- use RTS where practical to 
aid test 

- if S/C needs remote computing 
capability (i.e. launch site) 

• down load a subset of ground 
station developed program 
onto a smaller but adequate 
test computer 

at the preliminary design 
phase experienced S/C 
design/operations personnel 
should assess Mission 
Requirements with a view •o 
automatic versus manual 
control and automatic on-
board versus automatic 
on-the-ground control 
operational CTS experience 
indicated Automatic on-
board control was a mixed 
blessing. 

17.17 - inadequate trade-off studies to 
determine what control features 
should be automatic on-board versus 
automatic on-the-ground versus 
non-automatic with operator guided 
by DOP/NSP 

- the above is very difficult to assess 
without previous experience and a 
systems/operatinns viewpoint 
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-'SYSTEMS PLANNING', TEST AND ANALYSES 

lack of planning as to the control i - automatic power switching, 
consequences of losing telemetry 1 features (UVS, HVS) which 

( were inappropriate and not 
1 capable of being inhibited 

• SUBSYSTEM:  117 
11 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

CONSEQUENCES 

UOE/ 
SCA SHSPS 

DESCRIPTION 
CUP 

17.17 S/C Controllability 
Analysis and Planning 

(Cont.) 

mission - operational CTS experience 
indicated that automatic 
on-the-ground control 
was virtually impossible 
without truly secure and 
redundant telemetry 

- with truly secure telemetry 
however, it is conceivable 
to remove space certified 
hardware from the S/C and 
perform the function on the 
gis  computing system; this 
would allow relative flex-
ibility in changing automatic 
control policy/modes based on 
operational experience 
or changed Mission Require-
ments 

- any automatic control mode 
must have a back-up -manual 
procedural control mode i.e. 
attitude acquisition/ 
reacquisition, in experimental 
S/C 

- all prime/back-up manual 
control modes must be plann-
ed, documented-IMP/NSP) 
and verified using RTS/ 
Ground Station emulations 



SFISPS 

S/C System Specification 

Operations Scheduling 

- system design followed or parallelled 
sub-system design 

- lack of timely system/sub 
system schematic functional drawings 

- multi-stage 

- various groups shared responsibility 

Design-
Test 

On-Orbi t 

•," 

1111111k"  

'SUBSYSTEM  . t17.- SYSTEMS PLANNING, TEST AND ANALYSIS 

U0E/ 
SCA 

17.18 

DESCRIPTION 

PROBLEM 
OIP 

CONSEQUENCES 

- interface design made more 
difficult 

- configuration control delayed 

- test planning not complete 

- lack of continuity 

- complicated and delayed 
scheduling 

- difficult to respond to 
changes 

COMMENTS/RECOMMENDATIONS 

spacecraft sub-system 
design should proceed from 
an overall S/C system 
specification which clearly 
defines primary requirements 
and constraints 

detailed system and sub-
system schematic diagrams 
should be prepared and 
updated constantly as the 
project proceeds rather than 
initiated late in the project 

- one group should be 
responsible for all schedule 
preparations with inputs 
directly from various 
sources 
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:.SYSTEMS PLANNING, TEST  AND  ANALYSIS 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

UOE/ 
Sc" SHSPS OIP 

DESCRIPTION CONSEQUENCES 

17.20 S/C Housekeeping Operations 
Manpower Requirements 

- lack of long range planning 

- introduction of operations not 
originally planned 

- reliance on "as and when" required 
consultants 

• planned reduction of manpower with 
satellite age 

- essentially a three person loading 
by the last year of operations 

generally insufficient 
manpower over on-orbit phase 
causing overwork and fatigue 

proper day to day analysis not 
possible 

difficulty in manpower 
continuity and replacement 

trend analyses and prediction 
not generally possible 

DOP/NSP's not adequately 
updated to reflect operating 
experience 

-n  

On-Orbit - long range planning by • 
experienced personnel is 
required in the future 

- for experimental satellites 
the work load increases as 
the S/C ages 

- operational experience 
showed that unscheduled "as 
and when" consultants did 
not work well; when needed 
they had other obligations 
and swiftly became out of 
date 

- scheduled, mission-duratiod 
part-time consultants 
worked well for their areas 
of expertise 

- if additional operations are 
introduced later in the 
Mission there must also be 
provisions for sufficient 
manpower • 

- avoid operations/schedules 
that result in personnel 
losing sleep for several 
consecutive days 

i 
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SUBSYST #18 OFF-LINE COMPUTING HARDWARE/SOFTWARE 

PROBLEM 
COMMENTS/RECOMMENDATIONS 

DESCRIPTION 

UOE/ 
Sc!'  SHSPS 

CONSEQUENCES 
OIP 

SIGMA 9 General Capability - general purpose, older, batch mode 
computer 

- available to entire CRC/DOC for 
general scientific and accounting 
purposes 

- relatively slow 
- cére limited 
- I/O  bound 
- not designed for realtime, 

interactive use 

- not operated for dedicated user 
utilization 

- see Table 1 for à list of all 0 
Mission  uses  

j  - overly difficult scheduling ; 
and I/O  resource allocation - 

• problems 

- relatively long turn around 
for large but necessary jobs 
1.e.'Orbit Determination and 

. Events Prediction t/a - • 
48 hours,S/C.data 
reduction and plotting 
capability (TEODPS,' 
CALHIST) t/a•- 48-72 
hours 

- requirement to do large jobs 
during second and third shifts 

- Real Time-Simulation  (RIS)  
• exceeded the capability of 

. the computer 
- RTS had to be scheduled 

second/third shift bumping 
all other users, 

n-Orbit - see recommendations 17.11 
- eliminate the need of 
mechanical data transfer 
between computers 

- data retrieval, storage and 
display facilities should be 
contiguous to the ground 
station for ease of access by 
operations/analysis 
personnel 

- non-realtime analysis 
capability would ideally be 
provided by a gound station 
dedicated computer 

- RIS  capability should be 
dedicated (or first shift 
priority) and electronically 
commected with the ground 
station on-line computing 
system 

1,16 SIGMA 9 paper tape I/O  - difficult to punch paper tapes 
- very slow turnaround 

difficulty in transfering 
1:9 computed data to HP2100 

- eliminate need of inter- 
computer communication 

- provide dedicated I/O 
 capability 


