
 

1 
 

 

1 

 
 

Validation of the Depositional Model DEPOMOD in the 
Freshwater Environment 

Cheryl L. Podemski, Cynthia A. Wlasichuk, Erica L. Smith, Jamie L. Raper, 
and Paula A. Azevedo 

Fisheries and Oceans Canada 
Ontario and Prairie Region 
501 University Crescent 
Winnipeg, MB R3T 2N6  

2022 

Canadian Technical Report of 
Fisheries and Aquatic Sciences 3468 

 

 



 

 

 

Canadian Technical Report of Fisheries and Aquatic Sciences 

 

Technical reports contain scientific and technical information that contributes to existing knowledge but which 

is not normally appropriate for primary literature.  Technical reports are directed primarily toward a worldwide 

audience and have an international distribution.  No restriction is placed on subject matter and the series reflects the 

broad interests and policies of Fisheries and Oceans Canada, namely, fisheries and aquatic sciences. 

Technical reports may be cited as full publications.  The correct citation appears above the abstract of each report.  

Each report is abstracted in the data base Aquatic Sciences and Fisheries Abstracts. 

Technical reports are produced regionally but are numbered nationally.  Requests for individual reports will be 

filled by the issuing establishment listed on the front cover and title page. 

Numbers 1-456 in this series were issued as Technical Reports of the Fisheries Research Board of Canada.  

Numbers 457-714 were issued as Department of the Environment, Fisheries and Marine Service, Research and 

Development Directorate Technical Reports.  Numbers 715-924 were issued as Department of Fisheries and 

Environment, Fisheries and Marine Service Technical Reports.  The current series name was changed with report 

number 925. 

 

 

 
Rapport technique canadien des sciences halieutiques et aquatiques 

 

Les rapports techniques contiennent des renseignements scientifiques et techniques qui constituent une 

contribution aux connaissances actuelles, mais qui ne sont pas normalement appropriés pour la publication dans un 

journal scientifique.  Les rapports techniques sont destinés essentiellement à un public international et ils sont 

distribués à cet échelon.  II n'y a aucune restriction quant au sujet; de fait, la série reflète la vaste gamme des intérêts 

et des politiques de Pêches et Océans Canada, c'est-à-dire les sciences halieutiques et aquatiques. 

Les rapports techniques peuvent être cités comme des publications à part entière.  Le titre exact figure au-dessus 

du résumé de chaque rapport.  Les rapports techniques sont résumés dans la base de données  Résumés des sciences 

aquatiques et halieutiques. 

Les rapports techniques sont produits à l'échelon régional, mais numérotés à l'échelon national.  Les demandes 

de rapports seront satisfaites par l'établissement auteur dont le nom figure sur la couverture et la page du titre. 

Les numéros 1 à 456 de cette série ont été publiés à titre de Rapports techniques de l'Office des recherches sur 

les pêcheries du Canada.  Les numéros 457 à 714 sont parus à titre de Rapports techniques de la Direction générale de 

la recherche et du développement, Service des pêches et de la mer, ministère de l'Environnement.  Les numéros 715 

à 924 ont été publiés à titre de Rapports techniques du Service des pêches et de la mer, ministère des Pêches et de 

l'Environnement.  Le nom actuel de la série a été établi lors de la parution du numéro 925. 



 

i 
 

 

Canadian Technical Report of 

Fisheries and Aquatic Sciences 3468 

 

 
2022 

 

 

Validation of the Depositional Model DEPOMOD in the 
Freshwater Environment 

 

 

 

 

Cheryl L. Podemski, Cynthia A. Wlasichuk, Erica L. Smith, Jamie L. Raper, and Paula A. 
Azevedo 

 

 

 

 

 

 

Fisheries and Oceans Canada 
Freshwater Institute 

501 University Crescent 
Winnipeg, MB R3T 2N6 

  



 

ii 
 

 

 
 
 
 
 
 
 
 
 

© His Majesty the King in Right of Canada, as represented by the Minister of the 
Department of Fisheries and Oceans, 2022 

Cat. No. Fs97-6/3468E-PDF ISBN 978-0-660-42550-4 ISSN 1488-5379 
 
 
 
 
 
 
 
 
 
 
 
 

Correct citation for this publication: 
 
 
Podemski, C.L., Wlasichuk, C.A., Smith, E.L., Raper, J.L., and Azevedo, P.A. 2022. 
Validation of the Depositional Model DEPOMOD in the Freshwater Environment. Can. 
Tech. Rep. Fish. Aquat. Sci. 3468: xxxvii + 384 p. 
 
 
 
  



 

iii 
 

Table of Contents 
Validation of the Depositional Model DEPOMOD in the Freshwater Environment ................. i 

Table of Contents ................................................................................................................ iii 

List of Tables ....................................................................................................................... vi 

List of Figures ..................................................................................................................... ix 

List of Appendix Tables and Figures ................................................................................. xvi 

List of Abbreviations ........................................................................................................ xxix 

Abstract ............................................................................................................................ xxx 

Résumé ....................................................................................................................... xxxivv 

Chapter 1 Introduction ......................................................................................................... 1 

Site Descriptions .............................................................................................................. 5 

Literature Cited ................................................................................................................ 9 

Chapter 2 Sensitivity Analysis ............................................................................................17 

Introduction .....................................................................................................................17 

Methods ..........................................................................................................................19 

Particle Trajectory Settings ..........................................................................................24 

Feed and Waste Inputs ................................................................................................25 

Hydrographic Inputs .....................................................................................................27 

Results ............................................................................................................................37 

Particle Trajectory Settings ..........................................................................................38 

Particle Number Setting ............................................................................................38 

Trajectory Accuracy ..................................................................................................40 

Feed and Waste Inputs ................................................................................................43 

Feed Type ................................................................................................................43 

Feed Waste ..............................................................................................................45 

Feed Settling Speed .................................................................................................47 

Faecal Settling Speed ..............................................................................................52 

Hydrographic Inputs .....................................................................................................54 

Water Layers ............................................................................................................60 

Turbulence ...............................................................................................................63 

Resuspension ...........................................................................................................66 

Discussion ......................................................................................................................68 

Literature Cited ...............................................................................................................78 

Chapter 3 Fish-PrFEQ Analysis .........................................................................................84 

Introduction .....................................................................................................................84 

Methods ..........................................................................................................................85 



 

iv 
 

Results and Discussion ...................................................................................................87 

Literature Cited ...............................................................................................................89 

Chapter 4 Validation (2008–2009) ......................................................................................93 

Introduction .....................................................................................................................93 

Methods ..........................................................................................................................96 

Model Input Data .........................................................................................................97 

Bathymetry ...............................................................................................................97 

Cage Position and Layout .........................................................................................97 

Hydrographic Data....................................................................................................98 

Husbandry Data .......................................................................................................99 

Particle Settings ..................................................................................................... 100 

DEPOMOD Validation ............................................................................................... 101 

Sediment Traps ...................................................................................................... 101 

Data analysis .......................................................................................................... 103 

Results .......................................................................................................................... 117 

Hydrographic Data ..................................................................................................... 117 

Observed Deposition ................................................................................................. 118 

DEPOMOD Validation ............................................................................................... 130 

Seasonal Comparisons .......................................................................................... 130 

1 Water Layer vs. Multiple Water Layers ................................................................ 144 

Total Solids (TS) vs. Carbon (C) ............................................................................. 148 

Discussion .................................................................................................................... 155 

Literature Cited ............................................................................................................. 165 

Chapter 5 Validation with Improvements to Input Data ..................................................... 172 

Introduction ................................................................................................................... 172 

Methods ........................................................................................................................ 176 

Model Input Data ....................................................................................................... 176 

Bathymetry ............................................................................................................. 176 

Cage Position and Layout ....................................................................................... 177 

Hydrographic Data.................................................................................................. 180 

Husbandry Data ..................................................................................................... 181 

Particle Settings ..................................................................................................... 181 

DEPOMOD Validation ............................................................................................... 182 

Sediment Traps ...................................................................................................... 182 

Data Analysis ......................................................................................................... 184 

Results .......................................................................................................................... 185 



 

v 
 

Hydrographic Data ..................................................................................................... 185 

Observed Deposition ................................................................................................. 189 

DEPOMOD Validation ............................................................................................... 195 

Cage Movement — Farm 2 2014 ............................................................................ 196 

North and South Current Meters — Farm 1 2015 ................................................... 204 

Best-Case Scenario — Farm 3 2015 ...................................................................... 210 

Discussion .................................................................................................................... 218 

Literature Cited ............................................................................................................. 226 

Chapter 6 Summary and Recommendations .................................................................... 230 

Summary ...................................................................................................................... 230 

Recommendations ........................................................................................................ 234 

Use of DEPOMOD ..................................................................................................... 234 

Validation Methods: Regression is More Than r2 ....................................................... 237 

Literature Cited ............................................................................................................. 246 

Acknowledgements .......................................................................................................... 249 

Appendices ...................................................................................................................... 250 

Appendix A ................................................................................................................... 251 

Appendix B ................................................................................................................... 271 

Appendix C ................................................................................................................... 292 

Appendix D ................................................................................................................... 302 

Appendix E ................................................................................................................... 323 

Appendix F ................................................................................................................... 340 

Appendix G ................................................................................................................... 348 

Appendix H ................................................................................................................... 359 

Appendix I ..................................................................................................................... 384 

  

  



 

vi 
 

List of Tables 
Table 2.1. Mean feed per day for each cage in the west array of Farm 1 from 9–13 Sep, 2008.

 ............................................................................................................................................20 
Table 2.2. Input parameters for each of the DEPOMOD software modules. These values were 

held constant across all sensitivity runs unless otherwise specified. ....................................22 
Table 2.3. Distance from cage centroid (m) and the corresponding distance from nearest cage 

edge (m) for transects A (-160 to 0), B (0 to 160), C (-160 to 0), and D (0 to 160). Transect A-
B runs west to east with negative values in the west and positive to the east of the centroid; 
transect C-D runs south (-) to north (see Figure 2.1). ..........................................................24 

Table 2.4. Composition and digestibility of 4 feed types used for DEPOMOD sensitivity analysis. 
Feed 1 and 2 are Unifeed WWS 45/19™ and Skretting Orient LP™, respectively, as measured 
by the Fish Nutrition Research Laboratory at the University of Guelph. Feed 3 is the average 
composition of feed type 1 and 2. Feed 4 is the average composition of 3 commercial feeds 
used in Ontario (Moccia et al. 2007a). .................................................................................26 

Table 2.5. Feed-settling speed scenarios. ................................................................................27 
Table 2.6. Velocity (cm·s-1) and direction (degrees) characteristics for every cell of the water 

column prior to grouping into layers. Depth listed is midpoint of the cell. .............................29 
Table 2.7. Current meter deployments for measuring horizontal dispersion coefficients. ..........36 
Table 2.8. Horizontal dispersion coefficients calculated over sensitivity study dates (Sept 8–14, 

2008) for sensitivity analysis. ...............................................................................................37 
Table 2.9. Maximum percent and gC∙m-2∙d-1 differences between feed-settling scenario 4 

(10.3 cm·s-1) and scenarios 1 (5.5 cm·s-1), 2 (9.87 cm·s-1), and 3 (N(9.9 cm·s-1, 0.13)) along 
transects A-B and C-D at 1% and 5% waste feed. Locations are distance from cage edge (m).
 ............................................................................................................................................52 

Table 2.10. Summary of horizontal dispersion coefficients Kx and Ky calculated across the entire 
current meter deployment periods for two sites in Lake Diefenbaker, SK and two sites in Lake 
Huron, ON. ..........................................................................................................................55 

Table 2.11. Literature values of horizontal dispersion coefficients in marine and freshwater 
environments.......................................................................................................................75 

Table 2.12. Comparison of parameter sensitivity between studies. ...........................................77 
Table 3.1. Fish-PrFEQ model inputs. ........................................................................................86 
Table 3.2. Strain, age, and mean individual weight of fish in sampled pens. .............................87 
Table 3.3. Monthly production summary for different fish stocks at Farm 1, 2008. ....................87 
Table 3.4. Comparison of total predicted carbon predicted by DEPOMOD over the entire cage 

footprint with Fish-PrFEQ C loading for 3 cages in Sep 2008. .............................................89 
Table 4.1. Start and end dates for DEPOMOD validation periods from 2008–2009 at Farm 1. .97 
Table 4.2. Mean daily feed inputs (kg·day-1) for east and west cage arrays at Farm 1 during 2008 

and 2009 validation periods. .............................................................................................. 100 
Table 4.3. Criteria for determining the quality of each DEPOMOD validation run, where 1 is the 

best category and 7 is the worst. The features that indicate the progression are indicated in 
bold text. ........................................................................................................................... 117 

Table 4.4. Summary statistics for current speed and direction in three layers of the water column 
from east and west ADCPs deployed at Farm 1, 2008–2009. ........................................... 118 

Table 4.5. Number of sediment traps collected at Farm 1 from 2008–2009, and the number used 
for DEPOMOD validation and background deposition determination. The difference between 
total number collected and those used is the result of failure to meet movement criteria. 
Distance from cage criteria for background traps are indicated; note that no upstream or 
downstream channel sites were used. ............................................................................... 120 

Table 4.6. Background carbon deposition (C Dep) and total solids deposition (TS Dep) for the 7 
validation periods. ............................................................................................................. 125 



 

vii 
 

Table 4.7. Validation run indices and difference plot summary for C deposition validation runs for 
the full data range with water velocity input as one layer. Bias is described as none (n), positive 
(+), or negative (-). ............................................................................................................ 131 

Table 4.8. Validation run indices and difference plot summary for C deposition validation runs for 
the reduced data range with water velocity input as one layer. Bias is described as none (n), 
positive (+), or negative (-). ............................................................................................... 133 

Table 4.9. Deming regression summary, category, and Pearson correlation for C deposition 
validation runs for the full data range with water velocity input as one layer. Bias is described 
as none (n), positive (+), or negative (-). ............................................................................ 137 

Table 4.10. Deming regression summary, category, and Pearson correlation for C deposition 
validation runs for the reduced data range with water velocity input as one layer. Bias is 
described as none (n), positive (+), or negative (-). ........................................................... 138 

Table 4.11. Validation run indices and difference plot summary for C deposition validation runs 
for the full data range with water velocity input as multiple layers. Bias is described as none 
(n), positive (+), or negative (-). ......................................................................................... 139 

Table 4.12. Validation run indices and difference plot summary for C deposition validation runs 
for the reduced data range with water velocity input as multiple layers. Bias is described as 
none (n), positive (+), or negative (-). ................................................................................ 140 

Table 4.13. Deming regression summary, category, and Pearson correlation for C deposition 
validation runs for the full data range with water velocity input as multiple layers. Bias is 
described as none (n), positive (+), or negative (-). ........................................................... 143 

Table 4.14. Deming regression summary, category, and Pearson correlation for C deposition 
validation runs for the reduced data range with water velocity input as multiple layers. Bias is 
described as none (n), positive (+), or negative (-). ........................................................... 144 

Table 4.15. Validation run indices and difference plot summary for TS deposition validation runs 
for the full data range with water velocity input as one layer and as multiple layers. Bias is 
described as none (n), positive (+), or negative (-). ........................................................... 150 

Table 4.16. Validation run indices and difference plot summary for TS deposition validation runs 
for the reduced data range with water velocity input as one layer and multiple layers. ...... 152 

Table 4.17. Deming regression summary, category, and Pearson correlation for TS deposition 
validation runs for the full data range with water velocity input as one layer and as multiple 
layers. Bias is described as none (n), positive (+), or negative (-). ..................................... 155 

Table 4.18. Deming regression summary, category, and Pearson correlation for TS deposition 
validation runs for the reduced data range with water velocity input as one layer and multiple 
layers. Bias is described as none (n), positive (+), or negative (-). ..................................... 155 

Table 4.19. Pearson correlation between the index values for all DEPOMOD validation runs from 
2008 and 2009 in Cactus Bay, Lake Diefenbaker. ............................................................. 156 

Table 5.1. Start and end dates of DEPOMOD validation periods in 2014–2015 by location. ... 176 
Table 5.2. Mean daily feed inputs (kg·day-1) for the cage arrays at Farms 2, 1, and 3 during the 

validation periods. ............................................................................................................. 182 
Table 5.3. Summary of current meter results from 2014–2015. .............................................. 186 
Table 5.4. Number of sediment traps collected for each 2014 and 2015 validation period, and the 

number used for DEPOMOD validation and background deposition determination. Distance 
from cage criteria for background traps are indicated; note that no upstream or downstream 
channel sites were used. ................................................................................................... 193 

Table 5.5. Background C and TS deposition for the 3 validation improvement periods. .......... 193 
Table 5.6. Validation improvement indices for the full data range comparing cage layout for C and 

TS deposition with water velocity input as 1 and multiple layers. ....................................... 197 
Table 5.7. Validation improvement indices for the reduced data range comparing cage layout for 

C and TS deposition with water velocity input as 1 and multiple layers.............................. 199 



 

viii 
 

Table 5.8. Validation improvement difference plots summary for the full data range comparing 
cage layout for C and TS deposition with water velocity input as 1 and multiple layers. Bias is 
described as none (n), positive (+), or negative (-). ........................................................... 201 

Table 5.9. Validation improvement difference plots summary for the reduced data range 
comparing cage layout for C and TS deposition with water velocity input as 1 and multiple 
layers. Bias is described as none (n), positive (+), or negative (-). ..................................... 201 

Table 5.10. Deming regression summary, category, and Pearson correlation for the full data 
range comparing cage layout for C and TS deposition with water velocity input as 1 and 
multiple layers. Bias is described as none (n), positive (+), or negative (-)......................... 203 

Table 5.11. Deming regression summary, category, and Pearson correlation for the reduced data 
range comparing cage layout for C and TS deposition with water velocity input as 1 and 
multiple layers. Bias is described as none (n), positive (+), or negative (-)......................... 203 

Table 5.12. Validation improvement indices for the full data range comparing current meter 
placement for C and TS deposition with water velocity input as 1 and multiple layers. ...... 204 

Table 5.13. Validation improvement indices for the reduced data range comparing current meter 
placement for C and TS deposition with water velocity input as 1 and multiple layers. ...... 205 

Table 5.14. Validation improvement difference plots summary for the full data range comparing 
current meter placement for C and TS deposition with water velocity input as 1 and multiple 
layers. Bias is described as none (n), positive (+), or negative (-). ..................................... 207 

Table 5.15. Validation improvement difference plots summary for the reduced data range 
comparing current meter placement for C and TS deposition with water velocity input as 1 and 
multiple layers. Bias is described as none (n), positive (+), or negative (-)......................... 207 

Table 5.16. Validation improvement Deming regression summary, category, and Pearson 
correlation for the full data range comparing current meter placement for C and TS deposition 
with water velocity input as 1 and multiple layers. Bias is described as none (n), positive (+), 
or negative (-). ................................................................................................................... 209 

Table 5.17. Validation improvement Deming regression summary, category, and Pearson 
correlation for the reduced data range comparing current meter placement for C and TS 
deposition with water velocity input as 1 and multiple layers. Bias is described as none (n), 
positive (+), or negative (-). ............................................................................................... 209 

Table 5.18. Validation improvement indices for the full data range comparing best-case scenario 
for C and TS deposition with water velocity input as 1 and multiple layers. ....................... 210 

Table 5.19. Validation improvement indices for the reduced data range comparing best-case 
scenario for C and TS deposition with water velocity input as 1 and multiple layers. ......... 211 

Table 5.20. Validation improvement difference plots summary for the full data range comparing 
best-case scenario for C and TS deposition with water velocity input as 1 and multiple layers. 
Bias is described as none (n), positive (+), or negative (-). ................................................ 215 

Table 5.21. Validation improvement difference plots summary for the reduced data range 
comparing best-case scenario for C and TS deposition with water velocity input as 1 and 
multiple layers. Bias is described as none (n), positive (+), or negative (-)......................... 215 

Table 5.22. Validation improvement Deming regression summary, category, and Pearson 
correlation for the full data range comparing best-case scenario for C and TS deposition with 
water velocity input as 1 and multiple layers. Bias is described as none (n), positive (+), or 
negative (-). ....................................................................................................................... 217 

Table 5.23. Validation improvement Deming regression summary, category, and Pearson 
correlation for the reduced data range comparing best-case scenario for C and TS deposition 
with water velocity input as 1 and multiple layers. Bias is described as none (n), positive (+), 
or negative (-). ................................................................................................................... 218 
 



 

ix 
 

List of Figures 
Figure 1.1. Farms 1 and 2 located on Lake Diefenbaker, SK in Cactus Bay and Kadla Coulee, 

respectively. ......................................................................................................................... 6 
Figure 1.2. Farm 3, located in Waubuno Channel in the North Channel of Lake Huron, ON. ..... 8 
Figure 2.1. Bathymetry and layout of fish pens at Farm 1. Red lines indicate the 320 m transects 

used to compare predicted C deposition for DEPOMOD sensitivity analyses. The blue star 
indicates the location of the temperature logger string and the sun symbol indicates location 
of the current meter. Bathymetry (m) is corrected to full supply level. ..................................23 

Figure 2.2. Rose plots of speed and direction from 8–14 Sep 2008 for the entire water column 
averaged as one layer. Depths represent distance from the surface to the midpoint of the top 
and bottom cells. Note that the fat end of the wedge represents the direction that water is 
travelling towards. ...............................................................................................................30 

Figure 2.3. Rose plots of speed and direction from 8–14 Sep 2008 for the entire water column 
averaged into 2 layers. Depths represent distance from the surface to the midpoint of the top 
and bottom cells of each layer. Note that the fat end of the wedge represents the direction that 
water is travelling towards. ..................................................................................................30 

Figure 2.4. Rose plots of speed and direction from 8–14 Sep 2008 for the entire water column 
averaged into 3 layers. Depths represent distance from the surface to the midpoint of the top 
and bottom cells of each layer. Note that the fat end of the wedge represents the direction that 
water is travelling towards. ..................................................................................................31 

Figure 2.5. Rose plots of speed and direction from 8–14 Sep 2008 for the entire water column 
averaged into 5 layers. Depths represent distance from the surface to the midpoint of the top 
and bottom cells of each layer. Note that the fat end of the wedge represents the direction that 
water is traveling towards. ...................................................................................................32 

Figure 2.6. Rose plots of speed and direction from 8–14 Sep 2008 for 2 representative cells. 
Depths represent distance from the surface to the midpoint of each cell. Note that the fat end 
of the wedge represents the direction that water is traveling towards. .................................33 

Figure 2.7. Rose plots of speed and direction from 8–14 Sep 2008 for 3 representative cells. 
Depths represent distance from the surface to the midpoint of each cell. Note that the fat end 
of the wedge represents the direction that water is travelling towards. ................................34 

Figure 2.8. Rose plots of speed and direction from 8–14 Sep 2008 for 5 representative cells. 
Depths represent distance from the surface to the midpoint of each cell. Note that the fat end 
of the wedge represents the direction that water is travelling towards. ................................35 

Figure 2.9. The modelled relationship between invertebrate taxonomic richness (grey) and 
density (red) across the gradient of carbon deposition observed at the Lake Diefenbaker farm 
with shaded areas indicating 95% detection limits. Model equation: log(TD+1) = 3.672 + 
(4.9395 - 3.6724) (-1.3814 · log(Cdep+1)^3.83). Note that the observed carbon deposition in this figure 
includes background (natural) sedimentation whereas figures of DEPOMOD predicted C 
deposition rate include only farm-generated deposition. Background sedimentation in Lake 
Diefenbaker, as measured during this study, ranged from 0.89–2.63 gC∙m-2∙d-1 with a mean 
and median of 1.41 and 1.18, respectively. Figure from Podemski et al. (2019). .................38 

Figure 2.10. Model sensitivity to different particle number settings (10, 500, 1000, and 5000). 
Predicted C deposition along the (A) A-B transect and (B) C-D transect at 10 m intervals. Grey 
background indicates under-cage locations. The predicted area of the footprint at multiple 
deposition levels for each particle number setting at (C) the full data range and (D) the reduced 
data range (0–5 gC∙m-2∙d-1). ................................................................................................40 

Figure 2.11. Model sensitivity to different trajectory accuracy settings (Normal (600 s), High (60 
s), Very High (6 s)). Predicted C deposition along the (A) A-B transect and (B) C-D transect 
at 10 m intervals. Grey background indicates under-cage locations. The predicted area of the 



 

x 
 

footprint at multiple deposition levels for each trajectory accuracy setting, at (C) the full data 
range and (D) the reduced data range (0–5 gC∙m-2∙d-1). ......................................................42 

Figure 2.12. Model sensitivity to feed type. Predicted C deposition along the (A) A-B transect and 
(B) C-D transect at 10 m intervals. Grey background indicates under-cage locations. The 
predicted area of the footprint at multiple deposition levels for each feed type input, at (C) the 
full data range and (D) the reduced data range (0–5 gC∙m-2∙d-1). .........................................44 

Figure 2.13. Model sensitivity to feed waste input (0%, 1%, 3%, 5%, 10%). Predicted C deposition 
along the (A) A-B transect and (B) C-D transect at 10 m intervals. Grey background indicates 
under-cage locations. The predicted area of the footprint at multiple deposition levels for each 
feed waste input, at (C) the full data range and (D) the reduced data range (0–5 gC∙m-2∙d-1).
 ............................................................................................................................................46 

Figure 2.14. Model sensitivity to feed-settling scenarios 1 (5.5 cm·s-1), 2 (9.87 cm·s-1), 3 (N(9.9 
cm·s-1, 0.13)), and 4 (10.3 cm·s-1) at 1% feed waste. Predicted C deposition along the (A) A-
B transect and (B) C-D transect at 10 m intervals. Grey background indicates under-cage 
locations. The predicted area of the footprint at multiple deposition levels for each feed velocity 
scenario, at (C) the full data range and (D) the reduced data range (0–5 gC∙m-2∙d-1). ..........49 

Figure 2.15. Model sensitivity to feed-settling scenarios 1 (5.5 cm·s-1), 2 (9.87 cm·s-1), 3 (N(9.9 
cm·s-1, 0.13)), and 4 (10.3 cm·s-1) at 5% feed waste. Predicted C deposition along the (A) A-
B transect and (B) C-D transect at 10 m intervals. Grey background indicates under-cage 
locations. The predicted area of the footprint at multiple deposition levels for each feed velocity 
scenario, at (C) the full data range and (D) the reduced data range (0–5 gC∙m-2∙d-1). ..........50 

Figure 2.16. Model sensitivity to faecal-settling velocity. Predicted C deposition along the (A) A-
B transect and (B) C-D transect at 10 m intervals. Grey background indicates under-cage 
locations. The predicted area of the footprint at multiple deposition levels for each faecal 
velocity scenario, at (C) the full data range and (D) the reduced data range (0–5 gC∙m-2∙d-1).
 ............................................................................................................................................53 

Figure 2.17. Weekly horizontal dispersion coefficients (A) Kx and (B) Ky from Cactus Bay, Lake 
Diefenbaker, calculated each 1.0 m from 2.6 to 28.6 m from the surface from 04 Jul to 10 Oct 
2008. ...................................................................................................................................56 

Figure 2.18. Weekly horizontal dispersion coefficients (A) Kx and (B) Ky from Kadla Coulee, Lake 
Diefenbaker, calculated each 1.0 m from 1.9 to 35.9 m from the surface from 10 Sep to 02 
Dec 2014. ............................................................................................................................57 

Figure 2.19. Weekly horizontal dispersion coefficients (A) Kx and (B) Ky from Bayfield Sound, 
Lake Huron, calculated each 1.1 m from 0.96 to 9.76 m from the surface from 01 Aug to 13 
Nov 2013. ............................................................................................................................58 

Figure 2.20. Weekly horizontal dispersion coefficients (A) Kx and (B) Ky from Waubuno Channel, 
Lake Huron, calculated each 2.4 m from 2.6 to 24.2 m from the surface from 19 Aug to 30 Oct 
2014. ...................................................................................................................................59 

Figure 2.21. Model sensitivity to water layers. Predicted C deposition along the (A) A-B transect 
and (B) C-D transect with different water layer parameterization. Grey background indicates 
under-cage locations. The predicted area of the footprint at multiple deposition levels for each 
turbulence scenario, at (C) the full data range and (D) focused on 0–5 gC∙m-2∙d-1. .............61 

Figure 2.22. Model sensitivity to coefficients of dispersion. Predicted C deposition along the (A) 
A-B transect and (B) C-D transect using different coefficient of dispersion values or turning off 
turbulence effects. Grey background indicates under-cage locations. The predicted area of 
the footprint at multiple deposition levels for each turbulence scenario, at (C) the full data 
range and (D) focused on 0–5 gC∙m-2∙d-1. ...........................................................................65 

Figure 2.23. Model sensitivity to resuspension. Predicted C deposition along the (A) A-B transect 
and (B) C-D transect with resuspension tuned on or off. Grey background indicates under-
cage locations. The predicted area of the footprint at multiple deposition levels for each 
resuspension scenario, at (C) the full data range and (D) focused on 0–5 gC∙m-2∙d-1. .........67 



 

xi 
 

Figure 2.24. Uncertainty in DEPOMOD prediction when feed wastage rate was varied between 
0 and 10% along the (A) A-B transect and (B) C-D transect. ...............................................78 

Figure 4.1. Typical cage layout of Farm 1 with bathymetry contour lines in metres. .................98 
Figure 4.2. Sediment trap deployment setup. ......................................................................... 102 
Figure 4.3. Example of difference plots showing (A) high agreement and no systematic bias 

between the two methods, (B) high erratic error (C) positive bias, (D) negative bias, (E) 
proportional bias, and (F) heteroscedasticity. .................................................................... 108 

Figure 4.4. (A) Heteroscedasticity in a difference plot and (B) a test for heteroscedasticity by 
testing for a non-zero slope between the absolute value of the differences and the mean 
difference with the regression line shown in red. ............................................................... 109 

Figure 4.5. Comparison of orthogonal least squares and ordinary least squares regression of 
observed and predicted C deposition over the range of 0–5 gC∙m-2∙d-1 observed deposition. 
Validation run D-CA08-01 used as an example. ................................................................ 114 

Figure 4.6. Example of the Deming regression slope and intercept variability for (A) C deposition 
(gC·m-2·d-1; validation run D-CAC09-04) and (B) TS deposition (gTS·m-2·d-1; validation run D-
CAC09-12) where each point is the result of the removal of 1 data point from the dataset 114 

Figure 4.7. Locations of the 529 sediment traps deployed at Farm 1 from 2008–2009. Symbols 
identify the validation run. Locations of current meters are indicated. Bathymetry contour lines 
are in metres. .................................................................................................................... 119 

Figure 4.8. Observed carbon deposition with increasing distance from the cages, excluding 
channel sediment traps. Distances from cages were determined from the mean sediment trap 
location (average of in and out coordinates) and mean cage location. All cage sediment traps 
were given an observed distance of -5 m. ......................................................................... 121 

Figure 4.9. Observed total solids deposition with increasing distance from the cages, excluding 
channel sediment traps. Distances from cages were determined from the mean sediment trap 
location (average of in and out coordinates) and mean cage location. All cage sediment traps 
were given an observed distance of -5 m. ......................................................................... 122 

Figure 4.10. Comparison of mean (A) C Deposition (± standard error) and (B) TS deposition (± 
standard error) between far-field traps (> 70 m) and the channel reference traps. Numbers at 
base of bars are n. ............................................................................................................ 124 

Figure 4.11. Locations of the 294 sediment traps used for the 7 C deposition DEPOMOD 
validation periods. Locations of current meters are indicated. Bathymetry contour lines are in 
metres ............................................................................................................................... 126 

Figure 4.12. Observed carbon deposition with increasing distance from the cage for the 294 
validation sediment traps. Distances from cages were determined from the mean sediment 
trap location (average of in and out coordinates) and mean cage location. All cage sediment 
traps were given an observed distance of -5 m. ................................................................ 127 

Figure 4.13. Locations of the 124 sediment traps used for the 3 TS deposition DEPOMOD 
validation periods. Locations of current meters are indicated. Bathymetry contour lines are in 
metres. .............................................................................................................................. 128 

Figure 4.14. Observed total solids (TS) deposition with increasing distance from the cage for 124 
validation sediment traps. TS deposition was not measured prior to Jul 2009. Distances from 
cages were determined from the mean sediment trap location (average of in and out 
coordinates) and mean cage location. All cage sediment traps were given an observed 
distance of -5 m. ................................................................................................................ 129 

Figure 4.15. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C deposition validation runs for the full data range with water velocity input as 1 water 
layer. Symbol sizes indicate relative magnitude of error .................................................... 131 

Figure 4.16. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C deposition validation runs for the reduced data range with water velocity input as 1 water 
layer. Symbol sizes indicate relative magnitude of error. ................................................... 133 



 

xii 
 

Figure 4.17. Difference plot for May 2009, 1 water layer, whole data range. Open squares 
represent where DEPOMOD predicted 0 deposition over background, filled circles represent 
where DEPOMOD predicted deposition over background. (Note: plot identical to Appendix 
D.7A) ................................................................................................................................. 135 

Figure 4.18. Example of a typical residual vs. fit plot from the Deming regressions. Open squares 
represent where DEPOMOD predicted 0 deposition over background, filled circles represent 
where DEPOMOD predicted deposition over background. ................................................ 137 

Figure 4.19. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C deposition validation runs for the full data range with water velocity input as multiple 
water layers. Symbol sizes indicate relative magnitude of error. ........................................ 139 

Figure 4.20. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C deposition validation runs for the reduced data range with water velocity input as multiple 
water layers. Symbol sizes indicate relative magnitude of error. ........................................ 141 

Figure 4.21. Boxplots of (A) mean absolute relative error (%) and (B) mean square prediction 
error comparing one layer and multiple layer validation runs. The box is the interquartile range, 
the line in the box is the median, and the whiskers indicate the 5th and 95th percentile of the 
data. .................................................................................................................................. 145 

Figure 4.22. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C deposition validation runs for the full data range with water velocity input as 1 and as 
multiple water layers. Symbol sizes indicate relative magnitude of error ............................ 146 

Figure 4.23. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C deposition validation runs for the reduced data range with water velocity input as 1 and 
as multiple water layers. Symbol sizes indicate relative magnitude of error. ...................... 147 

Figure 4.24. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C and TS deposition validation runs for the full data range with water velocity input as 1 
and as multiple water layers. Symbol sizes indicate relative magnitude of error. ............... 150 

Figure 4.25. Comparison of the MSPE decomposition into intercept error, slope error and noise 
for C and TS deposition validation runs for the full data range with water velocity input as 1 
and as multiple water layers. Symbol sizes indicate relative magnitude of error. ............... 152 

Figure 4.26. Median wind speed distribution during the validation periods. The whiskers equal 
1.5x the interquartile range. Outliers are represented by solid circles. Data is from 
Environment and Climate Change Canada. ...................................................................... 158 

Figure 4.27. The mean absolute relative error (MARE, %) of the one layer DEPOMOD runs 
plotted against the farm mean daily feed input (kg·d-1) for each validation period. Farm mean 
daily feed input was calculated by adding together the mean daily feed input from all the cages 
within a validation period. .................................................................................................. 158 

Figure 4.28. Boxplot showing effect of changing the number of water layers entered into 
DEPOMOD on indices measuring validation quality in (A) carbon and (B) total solids 
predictions. Dark grey boxes are validation runs using 1 water layer, light grey boxes are 
multilayer runs, boxes are the interquartile range, vertical lines are the median, and tails 
indicate minimum and maximum values. ........................................................................... 159 

Figure 4.29. Prediction error (gC·m-2·d-1) from seven DEPOMOD validation periods (one layer 
water velocity input) plotted against distance from cage (m) spread over two plots: the first 
plot from cage (-5 m) to 20 m distance from cage, the second from 20–70 m distance from the 
cage. Note the difference in the y axis. Legend for both plots is in second figure. Black lines 
on the 0 at the y axis indicates zero difference (prediction was accurate). Red lines are at ± 
3.5 gC·m-2·d-1 which is the threshold at which 50% of benthic density is lost. .................... 161 

Figure 4.30. Comparison of regression equations representing May 2009 (A) and Oct 2008 (B) 
single water layer validation runs to demonstrate the impact of proportional bias in DEPOMOD 
predictions. Note the change in scale between plot A (May 2009) and plot B (Oct 2008). The 
shaded boxes represent categories of carbon deposition that correspond with levels of benthic 



 

xiii 
 

impact in Lake Diefenbaker: category A 0–2.3 gC·m-2·d-1, category B 2.30–3.45 gC·m-2·d-1, 
category C 3.45–5.20 gC·m-2·d-1, and category D 5.20 gC·m-2·d-1 and above. Categories A, 
B, C, and D correspond to 0, 25, 50, and 75% reduction in density, respectively. Dotted lines 
connect the predicted level of C deposition with the corresponding observed. .................. 162 

Figure 4.31. Carbon deposition map for May 2009, one water layer, with sediment trap sites 
marked in green. Sites with the ‘X’ symbol represent sites for which DEPOMOD predicted 
zero deposition. The thickened contour line delineates the proposed threshold of 50% benthic 
invertebrate density loss at 3.5 gC·m-2·d-1. ........................................................................ 164 

Figure 5.1. Cage layout of Farm 2 in 2014 with bathymetry contour lines in metres. Solid red 
squares indicate the mean actual cage locations, the dashed red circle is the virtual cage 
location using the minimum boundary, and dotted red circle is the virtual cage location with a 
10 m buffer zone. .............................................................................................................. 178 

Figure 5.2. Cage layout of Farm 1 in 2015 for the west group 1 (purple), west group 2 (red), and 
east group (blue) with bathymetry contour lines in metres. ................................................ 179 

Figure 5.3. Cage layout of Farm 3 (red) in 2015 with bathymetry contour lines in metres. ...... 180 
Figure 5.4. Rose plots of speed and direction for the south meter at Farm 1 from 12 Jun to 11 

Nov, 2015. Three different cells are shown, located at approximately the surface (4.9 m), 
middle (14.5 m) and bottom (20.9 m) of the water column. Depths represent distance from the 
surface to the midpoint of the top and bottom cells of each layer....................................... 188 

Figure 5.5. Locations of the current meter and the C (grey) and TS (orange) deposition validation 
sediment traps with respect to cage mean location for the Kadla Coulee (Farm 2) 2014 
validation period. Mean cage array location is indicated in red. Bathymetry contour lines are 
in metres. .......................................................................................................................... 190 

Figure 5.6. Locations of the current meters and the C (grey) and TS (orange) deposition validation 
sediment traps with respect to cage mean position for the Cactus Bay (Farm 1) 2015 validation 
period. Bathymetry contour lines are in metres. ................................................................. 191 

Figure 5.7. Cage location, current meter location, and locations of the C (grey) and TS (orange) 
deposition validation sediment traps used for the Waubuno Channel (Farm 3) 2015 validation 
period. ............................................................................................................................... 192 

Figure 5.8. Observed carbon deposition with increasing distance from the cage for the validation 
sediment traps for Farm 2 2014, Farm 1 2015, and Farm 3 2015. Distances from cages were 
determined from the mean sediment trap location (average of in and out coordinates) and 
mean cage location. All cage sediment traps were given an observed distance of -5 m. ... 194 

Figure 5.9. Observed total solids (TS) deposition with increasing distance from the cage for the 
validation sediment traps for Farm 2 2014, Farm 1 2015, and Farm 3 2015. Distances from 
cages were determined from the mean sediment trap location (average of in and out 
coordinates) and mean cage location. All cage sediment traps were given an observed 
distance of -5 m. ................................................................................................................ 195 

Figure 5.10. Comparison of the MSPE 2nd DECOMP error breakdown for the full data Farm 2 
2014 C and TS deposition validation runs using 3 different cage layouts (actual, virtual, and 
virtual + 10 m). The MSPE was broken down into the relative model (intercept) error, slope 
error, and noise. Symbol sizes indicate relative magnitude of error within this figure. ........ 198 

Figure 5.11. Comparison of the MSPE 2nd DECOMP error breakdown for the reduced data Farm 
2 2014 C and TS deposition validation runs using 3 different cage layouts (actual, virtual, and 
virtual + 10 m). The MSPE was broken down into the relative model (intercept) error, slope 
error, and noise. Symbol sizes indicate relative magnitude of error within this figure. ........ 199 

Figure 5.12. Comparison of the MSPE 2nd DECOMP error breakdown for the full data FARM 1 
2015 C and TS deposition validation runs using different current meter placement (north and 
south). The MSPE was broken down into the relative model (intercept) error, slope error, and 
noise. Symbol sizes indicate relative magnitude of error within this figure. ........................ 205 



 

xiv 
 

Figure 5.13. Comparison of the MSPE 2nd DECOMP error breakdown for the reduced data Farm 
1 2015 C and TS deposition validation runs using different current meter placement (north 
and south). The MSPE was broken down into the relative model (intercept) error, slope error, 
and noise. Symbol sizes indicate relative magnitude of error within this figure. ................. 206 

Figure 5.14. Boxplot of the MARE (%) from all carbon deposition DEPOMOD runs in this report 
separated into those using 1 versus multiple layers of water and comparing the Farm 1 2008–
2009 runs to the improvement runs (Farm 2 2014, Farm 1 2015, and Farm 3 2015). The box 
is the interquartile range, the line in the box is the median, and the whiskers indicate the 5th 
and 95th percentile of the data. ......................................................................................... 211 

Figure 5.15. Boxplot of the MSPE noise (%) from all carbon deposition DEPOMOD runs in this 
report separated by those using 1 versus multiple layers of water and comparing the Farm 1 
2008–2009 runs to the improvement runs (Farm 2 2014, Farm 1 2015, and Farm 3 2015). The 
box is the interquartile range, the line in the box is the median, and the whiskers indicate the 
5th and 95th percentile of the data. ................................................................................... 212 

Figure 5.16. Comparison of the MSPE 2nd DECOMP error breakdown for the full data FARM 3 
2015 C and TS deposition validation runs. The MSPE was broken down into the relative model 
(intercept) error, slope error, and noise. Symbol sizes indicate relative magnitude of error 
within this figure. ............................................................................................................... 213 

Figure 5.17. Comparison of the MSPE 2nd DECOMP error breakdown for the reduced data 
FARM 3 2015 C and TS deposition validation runs. The MSPE was broken down into the 
relative model (intercept) error, slope error, and noise. Symbol sizes indicate relative 
magnitude of error within this figure. .................................................................................. 214 

Figure 5.18. An example of the line of 0 prediction values seen in many of the validation run 
difference plots. This example shows validation run H-NW15-01 carbon deposition (Cdep) 
Bland-Altman difference plot (A) and relative prediction error plots (B) for the full data range. 
Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the 0-difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have 
a line of best fit plotted. Square symbols represent where DEPOMOD predicted 0 deposition 
over background levels. .................................................................................................... 216 

Figure 5.19. Boxplot of the Pearson correlation from all carbon deposition DEPOMOD runs in this 
report separated into those using 1 versus multiple layers of water and comparing the Farm 1 
2008–2009 runs to the improvement runs (Farm 2 2014, Farm 1 2015, and Farm 3 2015). The 
box is the interquartile range, the line in the box is the median, and the whiskers indicate the 
5th and 95th percentile of the data. ................................................................................... 217 

Figure 5.20. Mean cage location in Kadla Coulee during validation period. Coloured dots are 
mean tracker locations (time weighted, calculated using Mean Center tool in ArcMap). Ellipses 
are 2StDev, time weighted, calculated using Directional Distribution (Standard Deviational 
Ellipse) in ArcMap 10.7.1................................................................................................... 220 

Figure 5.21. Mean cage location in Cactus Bay during validation period. Coloured dots are mean 
tracker locations (time weighted, calculated using Mean Center tool in ArcMap). Ellipses are 
2StDev, time weighted, calculated using Directional Distribution (Standard Deviational Ellipse) 
in ArcMap 10.7.1. .............................................................................................................. 221 

Figure 5.22. Maximum displacement of feed pellets and faecal material across the range of water 
depths under the Cactus Bay cages calculated using a descent speed of 10 and 7 cm·s-1, 
respectively, and water current speed of 2.5 cm·s-1. .......................................................... 222 

Figure 5.23. Rose plots of water speed and direction for mechanical (TCM-1) and acoustic 
Doppler profiler (ADP) current meters for 26 Sep to 3 Oct 2014. TCM-1s were stationed under 
the farm boardwalk and under the farm on the lake bottom. ADPs were stationed north and 
west of the cages. Near surface currents are along the upper row and lake bottom are on the 



 

xv 
 

bottom row. Depths represent distance from the surface to the midpoint of the top and bottom 
cells. .................................................................................................................................. 225 

Figure 6.1. Boxplot of prediction error (predicted - observed) in gC·m-2·d-1 from sites under cages 
in all validation runs at Lake Diefenbaker and Lake Huron. Box indicates the interquartile 
range; vertical line indicates location of the median and tails indicate the range. ............... 235 

Figure 6.2. Reproduction of Figure 6 from Currie et al. (2013), comparing predicted carbon flux 
(gC·m-2·d-1) with observed flux at two sites (Figure A and B), with the addition of 95% 
confidence limits (orange long dash) and 95% prediction limits (purple short dash). Figures C 
and D are zoomed-in versions of A and B, respectively, showing the 0–10 g C range in more 
details with regression line, confidence limits, and prediction limits the same as they are on 
the parent figures. ............................................................................................................. 241 

Figure 6.3. Residual versus fitted plots of regressions from Currie et al. (2013) Figure 7. ...... 243 
Figure 6.4. New regressions of data from Currie et al. (2013) with high leverage points removed. 

Regression equations are provided on the plots. ............................................................... 244 
Figure 6.5. Residual versus fitted plots from reanalysis of reduced Currie et al. (2013) datasets.

 .......................................................................................................................................... 244 
  



 

xvi 
 

List of Appendix Tables and Figures 
Appendix A.1. The DEPOMOD inputs for the east and west components of validation run D-

CAC08-01. ........................................................................................................................ 251 
Appendix A.2. The DEPOMOD inputs for the east and west components of validation run D-

CAC08-02. ........................................................................................................................ 252 
Appendix A.3. The DEPOMOD inputs for the east and west components of validation run D-

CAC08-03. ........................................................................................................................ 253 
Appendix A.4. The DEPOMOD inputs for the east and west components of validation run D-

CAC08-04. ........................................................................................................................ 254 
Appendix A.5. The DEPOMOD inputs for the east and west components of validation run D-

CAC08-05. ........................................................................................................................ 255 
Appendix A.6. The DEPOMOD inputs for the east and west components of validation run D-

CAC08-06. ........................................................................................................................ 256 
Appendix A.7. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-01. ........................................................................................................................ 257 
Appendix A.8. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-02. ........................................................................................................................ 258 
Appendix A.9. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-03. ........................................................................................................................ 259 
Appendix A.10. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-04. ........................................................................................................................ 260 
Appendix A.11. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-05. ........................................................................................................................ 261 
Appendix A.12. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-06. ........................................................................................................................ 262 
Appendix A.13. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-07. ........................................................................................................................ 263 
Appendix A.14. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-08. ........................................................................................................................ 264 
Appendix A.15. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-09. ........................................................................................................................ 265 
Appendix A.16. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-10. ........................................................................................................................ 266 
Appendix A.17. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-11. ........................................................................................................................ 267 
Appendix A.18. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-12. ........................................................................................................................ 268 
Appendix A.19. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-13. ........................................................................................................................ 269 
Appendix A.20. The DEPOMOD inputs for the east and west components of validation run D-

CAC09-14. ........................................................................................................................ 270 
Appendix B.1. Rose plots of speed and direction for the Jul 2008 validation period. Data are from 

the east meter from 4–5 Jul 2008 for the entire water column averaged as one layer. Depths 
represent distance from the surface to the midpoint of the top and bottom cells. ............... 271 

Appendix B.2. Rose plot of speed and direction for the Jul 2008 validation period. Data are from 
the west meter from 4–5 Jul 2008 for the entire water column averaged as one layer. Depths 
represent distance from the surface to the midpoint of the top and bottom cells. ............... 271 

Appendix B.3. Rose plots of speed and direction for the Jul 2008 validation period. Data are from 
the east meter from 4–5 Jul 2008 for the entire water column divided into 5 layers. Depths 



 

xvii 
 

represent distance from the surface to the midpoint of the top and bottom cells of each layer.
 .......................................................................................................................................... 272 

Appendix B.4. Rose plots of speed and direction for the Jul 2008 validation period. Data are from 
the west meter from 4–5 Jul 2008 for the entire water column divided into 4 layers. Depths 
represent distance from the surface to the midpoint of the top and bottom cells of each layer.
 .......................................................................................................................................... 273 

Appendix B.5. Rose plot of speed and direction for the Sep 2008 validation period. Data are from 
the east meter from 9–13 Sep 2008 for the entire water column averaged as one layer. Depths 
represent distance from the surface to the midpoint of the top and bottom cells. ............... 274 

Appendix B.6. Rose plots of speed and direction for the Sep 2008 validation period. Data are 
from the west meter from 9–13 Sep 2008 for the entire water column averaged as one layer. 
Depths represent distance from the surface to the midpoint of the top and bottom cells. ... 274 

Appendix B.7. Rose plots of speed and direction for the Sep 2008 validation period. Data are 
from the east meter from 9–13 Sep 2008 for the entire water column divided into 4 layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. ................................................................................................................................. 275 

Appendix B.8. Rose plots of speed and direction for the Sep 2008 validation period. Data are 
from the west meter from 9–13 Sep 2008 for the entire water column divided into 4 layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. ................................................................................................................................. 276 

Appendix B.9. Rose plot of speed and direction for the Oct 2008 validation period. Data are from 
the east meter from 7–10 Oct 2008 for the entire water column averaged as one layer. Depths 
represent distance from the surface to the midpoint of the top and bottom cells. ............... 277 

Appendix B.10. Rose plot of speed and direction for the Oct 2008 validation period. Data are 
from the west meter from 7–10 Oct 2008 for the entire water column averaged as one layer. 
Depths represent distance from the surface to the midpoint of the top and bottom cells. ... 277 

Appendix B.11. Rose plots of speed and direction for the Oct 2008 validation period. Data are 
from the east meter from 7–10 Oct 2008 for the entire water column divided into 3 layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. ................................................................................................................................. 278 

Appendix B.12. Rose plots of speed and direction for the Oct 2008 validation period. Data are 
from the west meter from 7–10 Oct 2008 for the entire water column divided into 5 layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. ................................................................................................................................. 279 

Appendix B.13. Rose plot of speed and direction for the May 2009 validation period. Data are 
from the east meter from 29 May to 2 Jun 2009 for the entire water column averaged as one 
layer. Depths represent distance from the surface to the midpoint of the top and bottom cells.
 .......................................................................................................................................... 280 

Appendix B.14. Rose plot of speed and direction for the May 2009 validation period. Data are 
from the west meter from 29 May to 2 Jun 2009 for the entire water column averaged as one 
layer. Depths represent distance from the surface to the midpoint of the top and bottom cells.
 .......................................................................................................................................... 280 

Appendix B.15. Rose plots of speed and direction for the May 2009 validation period. Data are 
from the east meter from 29 May to 2 Jun 2009 for the entire water column divided into 4 
layers. Depths represent distance from the surface to the midpoint of the top and bottom cells 
of each layer...................................................................................................................... 281 

Appendix B.16. Rose plots of speed and direction for the May 2009 validation period. Data are 
from the west meter from 29 May to 2 Jun 2009 for the entire water column divided into 3 
layers. Depths represent distance from the surface to the midpoint of the top and bottom cells 
of each layer...................................................................................................................... 282 



 

xviii 
 

Appendix B.17. Rose plot of speed and direction for the Jul 2009 validation period. Data are from 
the east meter from 3–8 Jul 2009 for the entire water column averaged as one layer. Depths 
represent distance from the surface to the midpoint of the top and bottom cells. ............... 283 

Appendix B.18. Rose plot of speed and direction for the Jul 2009 validation period. Data are from 
the west meter from 3–8 Jul 2009 for the entire water column averaged as one layer. Depths 
represent distance from the surface to the midpoint of the top and bottom cells. ............... 283 

Appendix B.19. Rose plots of speed and direction for the Jul 2009 validation period. Data are 
from the east meter from 3–8 Jul 2009 for the entire water column divided into 5 layers. Depths 
represent distance from the surface to the midpoint of the top and bottom cells of each layer.
 .......................................................................................................................................... 284 

Appendix B.20. Rose plots of speed and direction for the Jul 2009 validation period. Data are 
from the west meter from 3–8 Jul 2009 for the entire water column divided into 3 layers. Depths 
represent distance from the surface to the midpoint of the top and bottom cells of each layer.
 .......................................................................................................................................... 285 

Appendix B.21. Rose plot of speed and direction for the Aug 2009 validation period. Data are 
from the east meter from 16 Jul to 15 Aug 2008 for the entire water column averaged as one 
layer. Depths represent distance from the surface to the midpoint of the top and bottom cells.
 .......................................................................................................................................... 286 

Appendix B.22. Rose plot of speed and direction for the Aug 2009 validation period. Data are 
from the west meter from 16 Jul to 15 Aug 2008 for the entire water column averaged as one 
layer. Depths represent distance from the surface to the midpoint of the top and bottom cells.
 .......................................................................................................................................... 286 

Appendix B.23. Rose plots of speed and direction for the Aug 2009 validation period. Data are 
from the east meter from 16 Jul to 15 Aug 2008 for the entire water column divided into 3 
layers. Depths represent distance from the surface to the midpoint of the top and bottom cells 
of each layer...................................................................................................................... 287 

Appendix B.24. Rose plots of speed and direction for the Aug 2009 validation period. Data are 
from the west meter from 16 Jul to 15 Aug 2008 for the entire water column divided into 5 
layers. Depths represent distance from the surface to the midpoint of the top and bottom cells 
of each layer...................................................................................................................... 288 

Appendix B.25. Rose plot of speed and direction for the Sep 2009 validation period. Data are 
from the east meter from 6 Sep to 6 Oct 2008 for the entire water column averaged as one 
layer. Depths represent distance from the surface to the midpoint of the top and bottom cells.
 .......................................................................................................................................... 289 

Appendix B.26. Rose plot of speed and direction for the Sep 2009 validation period. Data are 
from the west meter from 6 Sep to 6 Oct 2008 for the entire water column averaged as one 
layer. Depths represent distance from the surface to the midpoint of the top and bottom cells.
 .......................................................................................................................................... 289 

Appendix B.27. Rose plots of speed and direction for the Sep 2009 validation period. Data are 
from the east meter from 6 Sep to 6 Oct 2008 for the entire water column divided into 4 layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. ................................................................................................................................. 290 

Appendix B.28. Rose plots of speed and direction for the Sep 2009 validation period. Data are 
from the west meter from 6 Sep to 6 Oct 2008 for the entire water column divided into 4 layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. ................................................................................................................................. 291 

Appendix C.1. Validation run traits and mean absolute relative error (MARE) values for Farm 1 
2008 to 2009 validation periods using the full C and TS deposition ranges. Hydrographic data
 .......................................................................................................................................... 292 



 

xix 
 

Appendix C.2. Validation run traits and MARE values for the 7 Farm 1 2008 to 2009 validation 
periods using the reduced C and TS deposition ranges (0–5 gC·m-2·d-1 and 0–23.5 gTS·m-

2·d-1, respectively). ............................................................................................................. 293 
Appendix C.3. Deming regression results for Farm 1 2008 and 2009 validation periods using the 

full C and TS deposition ranges. ....................................................................................... 294 
Appendix C.4. Deming regression results for Farm 1 2008 and 2009 validation periods using the 

reduced C and TS deposition ranges (0–5 gC·m-2·d-1 and 0–23.5 gTS·m-2·d-1, respectively).
 .......................................................................................................................................... 295 

Appendix C.5. Summary of the Deming regression results that determine the category ratings 
for Farm 1 2008 and 2009 validation periods using the full C and TS deposition ranges. .. 296 

Appendix C.6. Summary of the Deming regression results that determine the category rating for 
Farm 1 2008 and 2009 validation periods using the reduced C and TS deposition ranges (0–
5 gC·m-2·d-1 and 0–23.5 gTS·m-2·d-1, respectively). ........................................................... 297 

Appendix C.7.MSPE and results of Theil’s second decomposition of the MSPE for validation runs 
for Farm 1 2008 and 2009 using the full C and TS deposition ranges. .............................. 298 

Appendix C.8. MSPE and results of Theil’s second decomposition of the MSPE for validation 
runs for Farm 1 2008 and 2009 using the reduced C and TS deposition ranges (0–5 gC·m-2·d-

1 and 0–23.5 gTS·m-2·d-1, respectively). ............................................................................ 299 
Appendix C.9. Tabular representation of the agreement between observed and DEPOMOD 

predicted categorization of test sampling sites in Farm 1, 2008. Categories A-D correspond to 
deposition rates that result in loss of invertebrate density according to the predictive 
relationship developed by Podemski et al. (2019)a. The deposition thresholds and 
corresponding impacts to density are provided in the legend at the bottom of the figure. 
Observed categories are on the left, predicted categories are across the top. Numbers in cells 
correspond to the number of test locations in that category. Grey cells represent agreement 
between observed and modelled data. Numbers in cells below the grey cells record the 
number of sites that were in a worse category than predicted. Numbers in cells above the grey 
cells record the number of sites that were in a better category than predicted. The DEPOMOD 
run, validation period, and number of water layers are provided to the upper left of each 
square. .............................................................................................................................. 300 

Appendix C.10. Tabular representation of the agreement between observed and DEPOMOD 
predicted categorization of test sampling sites in Farm 1, 2009. Categories A-D correspond to 
deposition rates that result in loss of invertebrate density according to the predictive 
relationship developed by Podemski et al. (2019)a. The deposition thresholds and 
corresponding impacts to density are provided in the legend at the bottom of the figure. 
Observed categories are on the left, predicted categories are across the top. Numbers in cells 
correspond to the number of test locations in that category. Grey cells represent agreement 
between observed and modelled data. Numbers in cells below the grey cells record the 
number of sites that were in a worse category than predicted. Numbers in cells above the grey 
cells record the number of sites that were in a better category than predicted. The DEPOMOD 
run, validation period, and number of water layers are provided to the upper left of each 
square. .............................................................................................................................. 301 

Appendix D.1. Validation run D-CAC08-01 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 303 



 

xx 
 

Appendix D.2. Validation run D-CAC08-02 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 304 

Appendix D.3. Validation run D-CAC08-03 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 305 

Appendix D.4. Validation run D-CAC08-04 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 306 

Appendix D.5. Validation run D-CAC08-05 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 307 

Appendix D.6. Validation run D-CAC08-06 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 308 

Appendix D.7. Validation run D-CAC09-01 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 309 

Appendix D.8. Validation run D-CAC09-02 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 



 

xxi 
 

predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 310 

Appendix D.9. Validation run D-CAC09-03 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 311 

Appendix D.10. Validation run D-CAC09-04 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 312 

Appendix D.11. Validation run D-CAC09-05 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 313 

Appendix D.12. Validation run D-CAC09-06 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 314 

Appendix D.13. Validation run D-CAC09-07 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 315 

Appendix D.14. Validation run D-CAC09-08 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 



 

xxii 
 

plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 316 

Appendix D.15. Validation run D-CAC09-09 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 317 

Appendix D.16. Validation run D-CAC09-10 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 318 

Appendix D.17. Validation run D-CAC09-11 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 319 

Appendix D.18. Validation run D-CAC09-12 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 320 

Appendix D.19. Validation run D-CAC09-13 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 321 

Appendix D.20. Validation run D-CAC09-14 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 322 

Appendix E.1. The DEPOMOD inputs for validation runs D-KAD14-01 and D-KAD14-02. ..... 324 



 

xxiii 
 

Appendix E.2. The DEPOMOD inputs for validation runs D-KAD14-03 and D-KAD14-04. ..... 325 
Appendix E.3. The DEPOMOD inputs for validation runs D-KAD14-05 and D-KAD14-06. ..... 326 
Appendix E.4. The DEPOMOD inputs for validation runs D-KAD14-07 and D-KAD14-08. ..... 327 
Appendix E.5. The DEPOMOD inputs for validation runs D-KAD14-09 and D-KAD14-10. ..... 328 
Appendix E.6. The DEPOMOD inputs for validation runs D-KAD14-11 and D-KAD14-12. ..... 329 
Appendix E.7. The DEPOMOD inputs for the east and west components of validation run D-

CAC15-01. ........................................................................................................................ 330 
Appendix E.8. The DEPOMOD inputs for the east and west components of validation run D-

CAC15-02. ........................................................................................................................ 331 
Appendix E.9. The DEPOMOD inputs for the east and west components of validation run D-

CAC15-03. ........................................................................................................................ 332 
Appendix E.10. The DEPOMOD inputs for the east and west components of validation run D-

CAC15-04. ........................................................................................................................ 333 
Appendix E.11. The DEPOMOD inputs for the east and west components of validation run D-

CAC15-05. ........................................................................................................................ 334 
Appendix E.12. The DEPOMOD inputs for the east and west components of validation run D-

CAC15-06. ........................................................................................................................ 335 
Appendix E.13. The DEPOMOD inputs for the east and west components of validation run D-

CAC15-07. ........................................................................................................................ 336 
Appendix E.14. The DEPOMOD inputs for the east and west components of validation run D-

CAC15-08. ........................................................................................................................ 337 
Appendix E.15. The DEPOMOD inputs for the validation runs H-NW15-01 and H-NW15-04. 338 
Appendix E.16. The DEPOMOD inputs for the validation runs H-NW15-05 and H-NW15-08. 339 
Appendix F.1. Rose plot of speed and direction for the Farm 2 2014 validation period. Data are 

from 4–14 Oct 2014 for the entire water column averaged as one layer. Depths represent 
distance from the surface to the midpoint of the top and bottom cells ................................ 340 

Appendix F.2. Rose plots of speed and direction for the Farm 2 2014 validation period. Data are 
from 4–14 Oct 2014 for the entire water column divided into 5 layers. Depths represent 
distance from the surface to the midpoint of the top and bottom cells of each layer........... 341 

Appendix F.3. Rose plot of speed and direction for the Farm 1 2015 validation period. Data are 
from the north meter from 13 Jun to 3 Jul 2015 for the entire water column averaged as one 
layer. Depths represent distance from the surface to the midpoint of the top and bottom cells.
 .......................................................................................................................................... 342 

Appendix F.4. Rose plots of speed and direction for the Farm 1 2015 validation period. Data are 
from the north meter from 13 Jun to 3 Jul 2015 for the entire water column divided into 5 
layers. Depths represent distance from the surface to the midpoint of the top and bottom cells 
of each layer...................................................................................................................... 343 

Appendix F.5. Rose plot of speed and direction for the Farm 1 2015 validation period. Data are 
from the south meter from 13 Jun to 3 Jul 2015 for the entire water column averaged as one 
layer. Depths represent distance from the surface to the midpoint of the top and bottom cells.
 .......................................................................................................................................... 344 

Appendix F.6. Rose plots of speed and direction for the Farm 1 2015 validation period. Data are 
from the south meter from 13 Jun to 3 Jul 2015 for the entire water column divided into 5 
layers. Depths represent distance from the surface to the midpoint of the top and bottom cells 
of each layer...................................................................................................................... 345 

Appendix F.7. Rose plot of speed and direction for the Farm 3 2015 validation period. Data are 
from 6–27 Sep 2015 for the entire water column averaged as one layer. High velocity cells 
were kept in the dataset. Depths represent distance from the surface to the midpoint of the 
top and bottom cells. ......................................................................................................... 346 

Appendix F.8. Rose plots of speed and direction for the Farm 3 2015 validation period. Data are 
from 6–27 Sep 2015 for the entire water column divided into 5 layers. High velocity cells were 



 

xxiv 
 

kept in the dataset. Depths represent distance from the surface to the midpoint of the top and 
bottom cells of each layer. ................................................................................................. 347 

Appendix G.1. Validation run traits and mean absolute relative error (MARE) values for Farm 2 
2014, Farm 1 2015, and Farm 3 2015 validation periods using the full C and TS deposition 
ranges. .............................................................................................................................. 348 

Appendix G.2. Validation run traits and mean absolute relative error (MARE) values for Farm 2 
2014, Farm 1 2015, and Farm 3 2015 validation periods using the reduced C and TS 
deposition ranges (0–5 gC·m-2·d-1 and 0–23.5 gTS·m-2·d-1, respectively). ......................... 349 

Appendix G.3. Deming regression results for Farm 2 2014, Farm 1 2015, and Farm 3 2015 
validation periods using the full C and TS deposition ranges. ............................................ 350 

Appendix G.4. Deming regression results for Farm 2 2014, Farm 1 2015, and Farm 3 2015 
validation periods using the reduced C and TS deposition ranges (0–5 gC·m-2·d-1 and 0–23.5 
gTS·m-2·d-1, respectively). ................................................................................................. 351 

Appendix G.5. Summary of the Deming regression results that determine the category rating for 
Farm 2 2014, Farm 1 2015, and Farm 3 2015 validation periods using the full C and TS 
deposition ranges. ............................................................................................................. 352 

Appendix G.6. Summary of the Deming regression results that determine the category rating for 
Farm 2 2014, Farm 1 2015, and Farm 3 2015 validation periods using the reduced C and TS 
deposition ranges (0–5 gC·m-2·d-1 and 0–23.5 gTS·m-2·d-1, respectively). ......................... 353 

Appendix G.7. Validation run DECOMP 2 results for Farm 2 2014, Farm 1 2015, and Farm 3 
2015 validation periods using the full C and TS deposition ranges. ................................... 354 

Appendix G.8. Validation run DECOMP 2 results for Farm 2 2014, Farm 1 2015, and Farm 3 
2015 validation periods using the reduced C and TS deposition ranges (0–5 gC·m-2·d-1 and 
0–23.5 gTS·m-2·d-1, respectively). ..................................................................................... 355 

Appendix G.9. Tabular representation of the agreement between observed and DEPOMOD 
predicted categorization of test sampling sites in Farm 2, 2014. Categories A-D correspond to 
deposition rates that result in loss of invertebrate density according to the predictive 
relationship developed by Podemski et al. (2019)a. The deposition thresholds and 
corresponding impacts to density are provided in the legend at the bottom of the figure. 
Observed categories are on the left, predicted categories are across the top. Numbers in cells 
correspond to the number of test locations in that category. Grey cells represent agreement 
between observed and modelled data. Numbers in cells below the grey cells record the 
number of sites that were in a worse category than predicted. Numbers in cells above the grey 
cells record the number of sites that were in a better category than predicted. The DEPOMOD 
run, cage layout, and number of water layers are provided to the upper left of each square.
 .......................................................................................................................................... 356 

Appendix G.10. Tabular representation of the agreement between observed and DEPOMOD 
predicted categorization of test sampling sites in Farm 1, 2015. Categories A-D correspond to 
deposition rates that result in loss of invertebrate density according to the predictive 
relationship developed by Podemski et al. (2019)a. The deposition thresholds and 
corresponding impacts to density are provided in the legend at the bottom of the figure. 
Observed categories are on the left, predicted categories are across the top. Numbers in cells 
correspond to the number of test locations in that category. Grey cells represent agreement 
between observed and modelled data. Numbers in cells below the grey cells record the 
number of sites that were in a worse category than predicted. Numbers in cells above the grey 
cells record the number of sites that were in a better category than predicted. The DEPOMOD 
run, current meter, and number of water layers are provided to the upper left of each square.
 .......................................................................................................................................... 357 

Appendix G.11. Tabular representation of the agreement between observed and DEPOMOD 
predicted categorization of test sampling sites in Farm 3, 2015. Categories A-D for density 
and A-C for richness correspond to deposition rates that result in loss of invertebrate density 



 

xxv 
 

and richness according to the predictive relationships developed by Podemski et al. (2019)a. 
The deposition thresholds and corresponding impacts to density and richness are provided in 
the legend at the bottom of their respective figures. Observed categories are on the left, 
predicted categories are across the top. Numbers in cells correspond to the number of test 
locations in that category. Grey cells represent agreement between observed and modelled 
data. Numbers in cells below the grey cells record the number of sites that were in a worse 
category than predicted. Numbers in cells above the grey cells record the number of sites that 
were in a better category than predicted. The DEPOMOD run and number of water layers are 
provided to the upper left of each square. ......................................................................... 358 

Appendix H.1. Validation run D-KAD14-01 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 360 

Appendix H.2. Validation run D-KAD14-02 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 361 

Appendix H.3. Validation run D-KAD14-03 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 362 

Appendix H.4. Validation run D-KAD14-04 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 363 

Appendix H.5. Validation run D-KAD14-05 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 364 

Appendix H.6. Validation run D-KAD14-06 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 



 

xxvi 
 

range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 365 

Appendix H.7. Validation run D-KAD14-07 total solids deposition (TSdep) Bland-Altman plots (A, 
C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 366 

Appendix H.8. Validation run D-KAD14-08 total solids deposition (TSdep) Bland-Altman plots (A, 
C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 367 

Appendix H.9. Validation run D-KAD14-09 total solids deposition (TSdep) Bland-Altman plots (A, 
C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 368 

Appendix H.10. Validation run D-KAD14-10 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 369 

Appendix H.11. Validation run D-KAD14-11 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 370 

Appendix H.12. Validation run D-KAD14-12 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 



 

xxvii 
 

line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 371 

Appendix H.13. Validation run D-CAC15-01 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 372 

Appendix H.14. Validation run D-CAC15-02 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 373 

Appendix H.15. Validation run D-CAC15-03 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 374 

Appendix H.16. Validation run D-CAC15-04 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 375 

Appendix H.17. Validation run D-CAC15-05 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 376 

Appendix H.18. Validation run D-CAC15-06 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 377 



 

xxviii 
 

Appendix H.19. Validation run D-CAC15-07 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 378 

Appendix H.20. Validation run D-CAC15-08 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 379 

Appendix H.21. Validation run H-NW15-01 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 380 

Appendix H.22. Validation run H-NW15-04 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 381 

Appendix H.23. Validation run H-NW15-05 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 382 

Appendix H.24. Validation run H-NW15-08 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced 
data range (C, D). Relative prediction error was calculated by dividing the difference between 
predicted and observed values by the observed values, then multiplying by 100%. The grey, 
solid orange, and dashed orange lines represent the zero difference line, mean difference (or 
line of best fit), and the 95% confidence intervals (respectively). Note that heteroscedastic 
plots do not have a line of best fit plotted. Square symbols represent where DEPOMOD 
predicted zero deposition over background levels. ............................................................ 383 

Appendix I.1. Log10(x+1) conversion scale for x values from 0 to 28. ..................................... 384 
Appendix I.2. Log10(x+1) conversion scale for x values from 0 to 360. ................................... 384 

  



 

xxix 
 

List of Abbreviations 
 

ADCP acoustic Doppler current profiler 
ADM  apparent digestibility coefficient 
C carbon 
CI confidence Interval 
df degrees of freedom 
DW  dry weight 
FCR  feed conversion ratio 
GIS geographic information system 
Kh dispersion coefficient in the vertical direction 
Kx  horizontal dispersion coefficient in the east-west direction 
Ky  horizontal dispersion coefficient in the north-south direction 
MAE mean absolute error 
MARE mean absolute square error 
MSPE mean square prediction error 
N  nitrogen 
OLS ordinary least square (regression) 
P phosphorus 
r2 regression coefficient of determination 
RMSE root mean square error 
SE standard error 
StDev standard deviation 
TC  total carbon 
TGC  thermal growth coefficient 
TS  total solids 
  



 

xxx 
 

Abstract 
Podemski, C.L., Wlasichuk, C.A., Smith, E.L., Raper, J.L., and Azevedo, P.A. 2022. Validation 
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DEPOMOD is a software package that is user friendly and designed specifically for predictive 

modelling of aquaculture organic waste transport and deposition; it has been validated for several 

marine environments but has not been validated in freshwater. Lakes are generally a lower-

energy environment with lower-density water as compared to the marine environment, and water 

movement in all but the largest lakes is largely wind-generated and can be far less directional 

than tidal movement. The effectiveness of DEPOMOD in producing high-quality predictions in a 

freshwater environment cannot be assumed. Our objective was to investigate sensitivities of 

DEPOMOD to variability in input data to learn how to best allocate effort to parameterize the 

model in freshwater and then to carefully validate the model predictions.  

A sensitivity analysis was conducted by parameterizing the model for a cage farm located in 

Lake Diefenbaker, Saskatchewan and then, one at a time, varying an input parameter across the 

range of values available in the literature. Our objective was to identify where effort to collect field 

data would be most profitably applied and where literature values or defaults could be employed 

without adversely affecting predictions; there is little to be gained by spending effort/resources to 

improve data for a parameter the model is insensitive to. We determined that DEPOMOD was 

sensitive to particle number, trajectory accuracy, feed digestibility, and % waste feed. We did not 

find that DEPOMOD predictions were sensitive to feed- and faecal-settling speeds within the 

range of speeds that we tested: 5.5–10.3 and 3.1–6.5 cm·s-1 for feed and faeces, 

respectively. The vertical dispersion coefficient was left at the default value, but we noted that 

literature values of the horizontal coefficient span orders of magnitude and our analysis 

determined that model predictions were sensitive to this input variable. The dispersion coefficient 

is a scale-dependent phenomena and, as our field data suggests dispersion of wastes occurs 
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across tens of metres, a literature coefficient determined for that spatial scale is most likely 

appropriate. Our analysis indicated little difference between predictions based on one versus 

multiple water layers entered into the model and enabling resuspension resulted in no change in 

predictions. 

DEPOMOD prediction of total waste was validated through comparison to the nutritional 

model Fish-PrFEQ applied to three cages at a farm in Cactus Bay, Lake Diefenbaker. Waste 

carbon predictions from DEPOMOD and Fish-PrFEQ were within 4.7%, providing confirmation 

that total waste release, if not its distribution, was accurately predicted by DEPOMOD.  

DEPOMOD was then validated against sediment trap measurements of carbon (C) and total 

solids (TS) sedimentation at a single farm over seven validation periods. We used multiple metrics 

to assess validation accuracy, ranging from simple indices, such as the mean absolute relative 

error (MARE), to model II regression coupled with evaluation criteria incorporating regression 

diagnostics and coefficients. We observed that model prediction accuracy was highly variable 

over repeated validations; it was never as good as the best results reported in marine settings 

and was often far worse, and prediction accuracy was largely insensitive to the resolution of the 

supplied hydrographic data. Model predictions suffered consistently from systematic bias which 

most often took the form of a negative constant bias (intercept significantly below 0) and positive 

proportional bias (slope significantly larger than 1). The model consistently failed to accurately 

predict carbon deposition within the 0–5 gC·m-2·d-1 range of deposition which is where the 

greatest change in the benthic community occurs. Deposition predictions in this zone of impact 

were usually underestimations, meaning that DEPOMOD predictions were not protective of that 

ecosystem component. As carbon deposition increased, the positive proportional bias meant that 

deposition was increasingly over-predicted, which could lead to overestimation of the lifespan of 

the deposit. While the model accurately placed test sites into highly impacted criteria, 

it frequently underestimated the level of impact at sites further down the carbon deposition 
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gradient and its usefulness as a tool to identify the boundaries of deposition impacts is, 

thus, unreliable. Prediction of TS rather than C deposition resulted in improvements of all 

measures of validation success except that prediction of deposition within the lower deposition 

range associated with biological impacts continued to be unsuccessful.  

DEPOMOD does not incorporate cage movement. Our observations suggest that cage 

movement has potential to disrupt agreement between predicted and observed deposition and 

cage movement was considerable at two of the three farms used in this study. The use of a virtual 

cage size in DEPOMOD as an attempt to incorporate movement resulted in the best validation 

metrics achieved, and also a reduction in bias. There was still a significant problem with prediction 

of deposition at the low end of the gradient. 

We conclude that we have been unable to identify a strategy to use DEPOMOD to produce 

reliable predictions of deposition across the range of deposition observed at freshwater farms. 

Model predictions were inaccurate, biased, and validation measures were highly inconsistent 

across repeated validations despite a relatively high sample size. Troubling was that model 

predictions consistently failed to be protective of the receiving environment in the range of 

deposition that caused the greatest harm. A particularly important finding was that the model 

cannot consistently predict the transition from background conditions to impacted conditions, a 

situation that should concern regulators. We suggest that DEPOMOD may be similarly 

unsuccessful in low-energy marine situations given the shared problem of similar scale between 

cage movement and lateral advection of particles.  

We have herein discussed and demonstrated a number of statistical methods to validate 

model outputs. We argue that a rigorous validation of DEPOMOD focuses on direct validation of 

carbon/TS predictions and that, at minimum, the statistical methods employed should be model 

II regression techniques along with an objective assessment framework to assess the quality and 

interpretation of regression coefficients. The addition of difference, or Bland-Altman, plots to the 
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assessment framework can significantly improve the understanding of how and where along the 

deposition gradients predictions differ from validation observations. We furthermore suggest that 

a rigorous validation is one that is repeated over multiple seasons, and preferably more than one 

year, to demonstrate reproducibility of findings. Science is currently acknowledged to be facing a 

crisis of reproducibility, a situation at least partly generated by the combined forces of limited 

funding and pressure to publish, but reproducibility and the confidence that it generates is 

particularly important when the product of that science is used in regulatory decision making.  
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Résumé 
Podemski, C.L., Wlasichuk, C.A., Smith, E.L., Raper, J.L., and Azevedo, P.A. 2022. Validation 
of the Depositional Model DEPOMOD in the Freshwater Environment. Can. Tech. Rep. Fish. 
Aquat. Sci. 3468: xxxvii + 384 p. 
 

DEPOMOD est un progiciel convivial conçu spécifiquement pour la modélisation prédictive 

du transport et du dépôt des déchets organiques de l’aquaculture. Il a été validé pour plusieurs 

milieux marins, mais pas pour l’eau douce. Les lacs sont généralement un environnement à faible 

énergie, avec une eau moins dense que celle du milieu marin, et le mouvement de l’eau dans 

tous les lacs, sauf les plus grands, est en grande partie dû au vent et peut être beaucoup moins 

directionnel que le mouvement des marées. L’efficacité de DEPOMOD pour produire des 

prédictions de qualité dans un environnement d’eau douce ne peut être présumée. Notre objectif 

était d’étudier les sensibilités de DEPOMOD à la variabilité des données d’entrée afin d’apprendre 

comment allouer au mieux les efforts pour paramétrer le modèle en eau douce avant de valider 

soigneusement les prédictions du modèle.  

Une analyse de sensibilité a été réalisée en paramétrant le modèle pour un élevage en cages 

situé dans le lac Diefenbaker, en Saskatchewan, puis en faisant varier, un par un, les paramètres 

d’entrée dans la plage de valeurs figurant dans les ouvrages. Notre objectif était de déterminer 

les domaines dans lesquels les efforts de collecte de données sur le terrain seraient les plus 

profitables et ceux dans lesquels il serait possible d’utiliser les valeurs indiquées dans la 

documentation ou les valeurs par défaut sans nuire aux prédictions; il n’y a pas grand-chose à 

gagner à dépenser des efforts/ressources pour améliorer les données d’un paramètre auquel le 

modèle est insensible. Nous avons ainsi déterminé que DEPOMOD était sensible au nombre de 

particules, à la précision de la trajectoire, à la digestibilité des aliments et au pourcentage (%) de 

déchets d’alimentation. Nous n’avons pas constaté que les prédictions de DEPOMOD étaient 

sensibles aux vitesses de dépôt des aliments et des fèces dans la fourchette des vitesses que 

nous avons testées : 5,5 à 10,3 et 3,1 à 6,5 cm·sec-1 pour les aliments et les fèces, 

respectivement. Nous avons laissé le coefficient de dispersion verticale à la valeur par défaut, 
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mais nous avons noté que les valeurs figurant dans la documentation pour le coefficient horizontal 

s’étendent sur plusieurs ordres de grandeur et notre analyse a permis de déterminer que les 

prédictions du modèle étaient sensibles à cette variable d’entrée. Le coefficient de dispersion est 

un phénomène dépendant de l’échelle et, comme nos données de terrain suggèrent que la 

dispersion des déchets se produit sur des dizaines de mètres, un coefficient déterminé pour cette 

échelle spatiale et tiré de la documentation est fort probablement approprié. Notre analyse a 

montré que les prédictions diffèrent peu si l’on entre une seule couche d’eau ou plusieurs dans 

le modèle, et l’activation de la remise en suspension n’a entraîné aucun changement dans les 

prédictions. 

La prédiction des déchets totaux par DEPOMOD a été validée par comparaison avec le 

modèle nutritionnel Fish-PrFEQ appliqué à trois cages dans un élevage de la baie Cactus, dans 

le lac Diefenbaker. Les prédictions des déchets à base de carbone par DEPOMOD et Fish-PrFEQ 

étaient inférieures à 4,7 %, confirmant que DEPOMOD a prédit avec précision le rejet total de 

déchets, si ce n’est sa répartition.  

Nous avons ensuite validé DEPOMOD par rapport aux mesures du carbone et de la 

sédimentation des solides totaux (ST) dans les pièges à sédiments d’une seule ferme sur 

sept périodes de validation. Nous avons utilisé plusieurs paramètres pour évaluer la précision de 

la validation, allant de simples indices, tels que l’erreur relative absolue moyenne, à la régression 

du modèle II couplée à des critères d’évaluation intégrant des diagnostics et des coefficients de 

régression. Nous avons observé que la précision des prédictions du modèle était très variable 

entre les validations répétées; elle n’était jamais aussi bonne que les meilleurs résultats déclarés 

en milieu marin, souvent bien pire, et était largement insensible à la résolution des données 

hydrographiques fournies. Les prédictions du modèle souffraient constamment d’un biais 

systématique qui prenait le plus souvent la forme d’un biais constant négatif (ordonnée à l’origine 

nettement en dessous de 0) et d’un biais proportionnel positif (pente nettement au-dessus de 
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1). Le modèle n’a jamais réussi à prédire avec précision le dépôt de carbone dans la plage de 0 

à 5 gC·m-2·d-1, qui est celle où se produisent les plus grands changements dans la communauté 

benthique. Les prédictions de dépôt dans cette zone d’impact étaient généralement des sous-

estimations, ce qui signifie que les prédictions de DEPOMOD ne protégeaient pas cette 

composante de l’écosystème. Au fur et à mesure que le dépôt de carbone augmentait, le biais 

proportionnel positif se traduisait par une surprévision de plus en plus importante du dépôt, ce 

qui pouvait conduire à une surestimation de la durée de vie du dépôt. Si le modèle a permis de 

classer avec précision les sites d’essai dans les critères à fort impact, il a fréquemment sous-

estimé le niveau d’impact sur les sites qui se trouvaient plus bas dans le gradient de dépôt de 

carbone et il n’est donc pas fiable en tant qu’outil pour déterminer les limites des effets du 

dépôt. La prédiction des dépôts de ST plutôt que de C a permis d’améliorer toutes les mesures 

du succès de la validation, mais la prédiction des dépôts dans la plage inférieure des dépôts 

associée aux impacts biologiques a continué à échouer.  

DEPOMOD n’intègre pas le mouvement des cages. Nos observations donnent à penser que 

le mouvement des cages peut perturber la concordance entre le dépôt prédit et observé et que 

le mouvement des cages était considérable dans deux des trois élevages utilisés dans cette 

étude. L’utilisation d’une taille de cage virtuelle dans DEPOMOD pour tenter d’intégrer le 

mouvement a permis d’obtenir les meilleurs paramètres de validation et de réduire le biais. La 

prédiction du dépôt à l’extrémité inférieure du gradient demeurait un problème important. 

Nous concluons que nous n’avons pas été en mesure de définir une stratégie d’utilisation de 

DEPOMOD pour produire des prédictions fiables des dépôts dans la plage de dépôts observée 

dans les piscicultures en eau douce. Les prédictions du modèle étaient inexactes, biaisées, et les 

mesures de validation étaient très incohérentes entre les validations répétées malgré une taille 

d’échantillon relativement grande. Le problème, c’est que les prédictions du modèle n’ont jamais 

réussi à protéger l’environnement récepteur dans la plage de dépôts qui causait le plus de 
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dommages. Une conclusion particulièrement importante est que le modèle ne peut pas prédire 

régulièrement la transition entre les conditions de référence et les conditions d’impact, une 

situation qui devrait inquiéter les responsables de la réglementation. Nous pensons que 

DEPOMOD pourrait échouer de la même manière dans les situations marines à faible énergie, 

étant donné le problème commun d’échelle similaire entre le mouvement des cages et l’advection 

latérale des particules.  

Nous avons ici discuté et démontré un certain nombre de méthodes statistiques pour valider 

les sorties du modèle. Nous soutenons qu’une validation rigoureuse de DEPOMOD se concentre 

sur la validation directe des prédictions de C/ST et que, à tout le moins, les méthodes statistiques 

employées devraient être des techniques de régression du modèle II ainsi qu’un cadre 

d’évaluation objectif pour évaluer la qualité et l’interprétation des coefficients de régression. 

L’ajout de diagrammes de différence, ou de Bland-Altman, au cadre d’évaluation peut nettement 

améliorer la compréhension de la manière et de l’emplacement où, sur les gradients de dépôt, 

les prédictions diffèrent des observations de validation. Nous suggérons en outre qu’une 

validation rigoureuse est celle qui est répétée sur plusieurs saisons et de préférence sur plus 

d’une année pour démontrer la reproductibilité des résultats. On reconnaît actuellement que la 

science est confrontée à une crise de la reproductibilité, une situation au moins partiellement 

générée par les forces combinées du financement limité et de la pression pour publier, mais la 

reproductibilité et la confiance qu’elle inspire sont particulièrement importantes lorsque le produit 

de cette science est utilisé dans le processus décisionnel réglementaire.  

 

 

  



 

1 
 

Chapter 1 Introduction 
 

Aquaculture production has overtaken production from capture fisheries (FAO 2012), and in 

2013 it was reported that for the first time aquaculture production overtook the production of beef 

(Larsen and Roney 2013). As the human population continues to grow, so shall the demand for 

food and, as a result, aquaculture production is expected to increase (FAO 2018). Given 

increasing pressures on our aquatic resources resulting from a myriad of human activities (Crain 

et al. 2008; Jackson et al. 2016), there is increasing scrutiny on the aquaculture industry and 

pressure to ensure that growth is sustainable. The production and deposition of particulate waste 

is a major contributor to the environmental footprint of cage aquaculture (Azevedo et al. 2011; 

Gowen and Bradbury 1987; Hargrave et al. 1997). It is estimated that for Canadian freshwater 

cage aquaculture, between 240 and 319 kg of manure are released to the lake environment for 

every tonne of fish produced (Bureau et al. 2003; DFO unpublished). An estimated production of 

5250T of Rainbow Trout (Oncorhynchus mykiss) in Ontario (Moccia and Bevan 2017) proposes 

that between 1260–1675 T of manure are released to Lake Huron annually. Some portion of the 

solid wastes will be consumed by native fishes (Johansson et al. 1998; Riera et al. 2017; Vita et 

al. 2004) and the rest will be consumed by invertebrate fauna or undergo decomposition and 

eventual burial (Cranston 1994). This settled material is a significant source of biological oxygen 

demand (Findlay and Watling 1994), affects sediment texture (Kullman et al. 2007) and chemistry 

(Rooney and Podemski 2010), and the decomposition process may result in the release of a 

variety of compounds, including nitrogen (N) and phosphorus (P), to the water column (Azevedo 

et al. 2011). Furthermore, the accumulation of solid wastes along with the geochemical changes 

associated with its decomposition results in significant alteration of benthic communities (Adams 

et al. 1976; Brooks 2001; Guo and Li 2003; Hargrave et al. 2008; Hargrave et al. 1997; Pearson 

and Rosenberg 1978; Rooney and Podemski 2009). The changes in benthic habitats and 

communities can be temporary or persist for months to years (Doughty and McPhail 1995; 
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Karakassis et al. 1999; Macleod et al. 2002; Macleod et al. 2004; Macleod et al. 2006; Podemski 

unpublished). Farm siting and management are key factors to mitigating the impacts of this 

deposit. 

Regulatory requirements for cage aquaculture typically involve assessment of the extent and 

severity of potential impacts to the aquatic environment and thus the licensing process for new 

sites or site modifications may include requirement for predictive modelling of these impacts. 

Countries that include a modelling requirement in the licensing process include Brazil, Chile, 

Indonesia, and the Philippines; the most extensive regulatory requirements are for salmonid 

aquaculture in Scotland and Canada (Aguilar-Manjarrez et al. 2017). In Ontario, where most 

freshwater aquaculture occurs in Canada, the provincial application process requires modelling 

of potential changes to phosphorus concentrations in the receiving water and for a depositional 

model to be used to predict the boundaries of the depositional footprint (Ontario Ministry of Natural 

Resources and Forestry 2017). On the Pacific coast of Canada, the marine finfish aquaculture 

application guide specifies the use of DEPOMOD to produce a prediction of the cage footprint 

predicted for average and maximum feeding intensities (Government of Canada and Government 

of British Columbia 2014, 2017). 

Dispersion and deposition of waste is the most frequently modelled aspect of cage 

aquaculture impacts and numerous models have been developed, ranging from very simple 

models that predict waste trajectory from current data and depth (Gowen et al. 1989), models that 

utilize GIS tracking of cage location to extend Gowen’s methods to predict the footprint (e.g., 

Corner et al. 2006), to highly complex models that include hydrodynamic and biochemical 

processes. The majority of dispersion models that have been developed have at their core 

Lagrangian particle transport modelling, and some models link this to complex modelling of site-

specific hydrodynamics including: KK3D (Jusup et al. 2007), POM-LAMP3D (Doglioli et al. 2004), 

MOHID (Tironi et al. 2010), MIKE21 (Lee et al. 2015), and AWATS (Dudley et al. 2000). A 
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somewhat simpler Lagrangian-based model that has received a good deal of attention in the 

scientific literature and gained wide acceptance is DEPOMOD (Cromey et al. 2002a) and its 

modifications: Shellfish DEPOMOD (Weise et al. 2009), MERAMOD (Brambilla et al. 2010; 

Cromey et al. 2012), CODMOD (Cromey et al. 2009), and MACAROMOD (Riera et al. 2017).The 

wide acceptance of DEPOMOD and its modifications is due in large part to the existence of 

several published, favourable validations (Cromey et al. 2002a; Cromey et al. 2002b; Cromey et 

al. 2012; Currie et al. 2013; Weise et al. 2009) as well as the design of a user-friendly interface 

that is specific to aquaculture use. DEPOMOD consists of multiple modules that enable the user 

to define the grid, the farm location, and feed inputs; enter hydrodynamic and bathymetric data; 

and then track particles and predict the deposition of both carbon and total solids and predict the 

benthic impacts of this deposit. A complete description of the model and its modules is available 

in Cromey et al. (2002a).  

Published validations of dispersion models are far less numerous than reports of model 

predictions. There are numerous publications where the production of a prediction appears to 

have been the end goal with no attempt to determine the accuracy of the predictions (e.g., Ali et 

al. 2013; Brambilla et al. 2010; Brizzi 2014; Drozdowski et al. 2016; Gillibrand and Turrell 1997; 

Knight et al. 2014; Lee et al. 2015; Mestres et al. 2016; Navas 2010; Panchang et al. 1997; Silva 

et al. 2012; Tironi et al. 2010). Some authors correlate predicted deposition with changes in 

sediment chemistry or alterations in the benthic community (e.g., Brigolin et al. 2014; Chang et 

al. 2014; Keeley et al. 2013; Pérez et al. 2002). A minority of authors have validated model 

predictions of carbon or solids by comparison to empirical observations of the same (e.g., Corner 

et al. 2006; Cromey et al. 2002a; Currie et al. 2013; Jusup et al. 2009; Riera et al. 2017; Weise 

et al. 2009). The results of these validations vary: the simple GIS model of Corner et al. (2006) 

was reported to have an r2 of 50–70%, DEPOMOD validations range between 70–99% (but see 

discussion in Chapter 3); Cromey et al. (2012) reported MERAMOD validation regressions with r2 
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ranging from 45–77%; Weise et al. (2009) reported Shellfish DEPOMOD validations ranging 

between not significant to 50%; and Riera et al. (2017) reported a validation r2 of 89% for 

MACAROMOD. In general, the model tends to perform better at non-dispersive locations and 

there have been difficulties validating the resuspension module (Chamberlain and Stucchi 2007). 

Meanwhile, the more complex hydrodynamic model KK3D has been validated with regression r2 

of 76% and 50% (Jusup et al. 2009). There are no reports validating a depositional model for use 

in freshwater aquaculture. Globally there is more freshwater aquaculture production than marine 

(FAO 2018), and in Canada, it could be argued that there is greater scope for growth of the 

freshwater sector as the industry is still very limited in scale while access to marine sites is 

becoming more limited. The reduced flushing of the freshwater environment as compared to most 

marine situations means that the receiving environment will be more sensitive to organic 

deposition, and therefore the development of regulatory tools appropriate for a freshwater 

environment are needed.  

 The objective of this project was to attempt the validation of DEPOMOD at commercial 

freshwater aquaculture sites in Canada. The report is divided into sections, the first being a 

sensitivity analysis of the model in a freshwater setting. We then validated the DEPOMOD total 

waste output predictions (not waste dispersion) with that of the nutritional model Fish-PrFEQ (Cho 

and Bureau 1998). We then validated DEPOMOD predictions of waste dispersion directly using 

sediment trap collections multiple times at a single farm in order to investigate something that is 

rarely reported on: the variability in successive validation attempts at a single site. Finally, we 

considered ways in which we could improve model parameterization and testing and carried out 

further validations at 3 farms in Saskatchewan and Ontario using these methods in order to see 

if they would improve validation outcomes.  
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SITE DESCRIPTIONS 

Three net-pen rainbow trout farms in Saskatchewan and Ontario were chosen to carry out 

DEPOMOD validation and sensitivity analysis for freshwater aquaculture. These were selected to 

represent a range of production levels and site hydrodynamics.  

Farms 1 and 2 (Wild West Steelhead) are located in Lake Diefenbaker, SK (Figure 1.1), a 

reservoir formed in 1967 after the damming of the South Saskatchewan and Qu’Appelle Rivers. 

Located in the prairies, there is extensive shoreline erosion of the loose till and sandy soil (Hewlett 

et al. 2015; Water Security Agency 2012). Residence times are heavily influenced by annual 

precipitation and have been estimated to range from 0.7 to 3.4 years (Hudson and Vandergucht 

2015). Farm 1 is located in Cactus Bay and was established there in 1994 (Sweeney International 

Management Corp. and SIMCorp Marine Environmental Inc. 2010). Its initial production was 450 

metric tons per annum, and this has increased to more than 1000 metric tons per annum since 

2004. Its typical layout is a west array of twenty 15 x 15 m cages, and an east array of eight 30 x 

20 m cages. The depth range under the cages is approximately 27–40 m. Farm 2 was established 

downstream of Farm 1 at the mouth of Kadla Coulee in 2014 with a biomass of 43.8 metric tons. 

This is not a permanent installation but is intended to be removed and replaced on a seasonal 

basis. At the time of sampling the cage arrangement was one 12 x 12 m cage and three 9 x 9 m 

cages in a T-shaped array. The depth under the cages is approximately 40 m. 
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Figure 1.1. Farms 1 and 2 located on Lake Diefenbaker, SK in Cactus Bay and Kadla Coulee, 
respectively.  
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Farm 3 (North Wind Fisheries Ltd.) is in the Waubuno Channel in the North Channel of Lake 

Huron, ON (Figure 1.2). Located at the edge of the Canadian Shield (Beeton and Saylor 1995), 

the North Channel is oligotrophic (Beeton and Saylor 1995; Dobson et al. 1974; International Lake 

Environmental Committee) with a water residence time of 1.8 to 2.0 years (Sly and Munawar 

1988). The farm was established in Waubuno Channel in 2000 with eight 15 x 15 m cages 

arranged in two rows fixed perpendicular to shore. Eight more cages were added to the structure 

in 2012 and annual production in 2015 was approximately 430 metric tons. The depth range under 

the cages is approximately 16 to 39 m.  

Our investigations into DEPOMOD began at Wild West Steelhead (Farm 1) in Cactus Bay, 

Lake Diefenbaker. It was at this site that we initially parameterized the model and tested it 

repeatedly over the course of two years to investigate temporal variability in validation accuracy. 

With the generous cooperation of the farm, we were able to collect the detailed feed, waste feed, 

and fish performance data required to parameterize Fish-PrFEQ and used this nutritional model 

to determine if total waste predictions by DEPOMOD were accurate. The original research 

program planned to run background sample collection in Kadla Coulee (Farm 2) in 2009–2010, 

in anticipation that a new farm would be built in 2011, providing a clean pre-post experiment. 

However, a significant fire occurred overnight on Aug 10–11, 2018, destroying the farms offices, 

machine shop, and processing plant in Cactus Bay and resulted in a significant delay in 

proceeding with farm expansion while the original buildings were reconstructed; the Kadla site 

was not operational until 2014. Lake Huron is currently the centre of the freshwater cage industry 

in Canada and, thus, expanding our work to include farms in Lake Huron was a natural 

progression. The North Wind farm site (Farm 3) consistently had the tightest anchors of any farm 

that we have visited, which made it an attractive choice for further work on DEPOMOD when we 

started to suspect that movement of cages was contributing to poor validation performance.  
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Figure 1.2. Farm 3, located in Waubuno Channel in the North Channel of Lake Huron, ON. 
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Chapter 2 Sensitivity Analysis 

INTRODUCTION 

DEPOMOD predicts solid waste dispersion and deposition from fish farms using inputs of 

water depth, cage layout, current speed and direction, feed input, waste-settling velocities, feed 

digestibility, feed water content, and feed wastage (Cromey et al. 2002a). Not all of these data 

are easily obtained or can be obtained with high accuracy. Some parameters, for example feed 

usage and waste feed, cannot be obtained when using DEPOMOD in a predictive fashion to 

estimate the footprint of a farm that has not yet been built. Instead, estimates, literature values, 

or defaults are used, but literature estimates themselves can vary. For example, relatively recent 

estimates of waste feed vary from 3 to 15% (Brooks and Mahnken 2003; Pearson and Black 2001; 

Rapp et al. 2007; Strain and Hargrave 2005). The understanding of how uncertainty in input 

variables will affect prediction accuracy is important to guide the parameterization of the model 

and interpretation of modelled outcomes.  

Models are by necessity simplifications of real systems and therefore it should be understood 

that model predictions always have some uncertainty attached. This uncertainty can be reduced 

by improving model structure and by improving the quality of inputs. The first may not always be 

possible, particularly by individuals who simply wish to use a model, and the second can be 

expensive and difficult. It is therefore sensible to target efforts at improving input data towards 

parameters that model outcomes are sensitive to. There are a number of methods for assessing 

model sensitivity, ranging from the most simple, one-at-a-time method, to complex and 

computationally expensive techniques that assess sensitivity to both main effects and interactions 

between parameters (Hamby 1994).  

The most comprehensive sensitivity analyses of DEPOMOD have been carried out by Cromey 

et al. (2002a), Cromey et al. (2002b), and Chamberlain and Stucchi (2007); they all used the one-

at-a-time method of sensitivity analysis, meaning that a single parameter is varied and the effect 
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on outcomes is assessed. Cromey et al. (2002a) reported model sensitivity was greatest to 

changes in current speed/direction and coarse grid cell resolution. The model also showed some 

sensitivity to particle trajectory time, which is the time step at which the model applies advective 

and turbulent forces to re-evaluate particle location; the time step obviously needs to be set short 

enough to ensure that current effects are applied to the particles multiple times during descent. 

Cromey et al. (2002a) also reported some sensitivity to the value of the horizontal coefficient of 

dispersion, although subsequently a recommendation to use a default variable of 0.1 m2·s-1 was 

given (Stucchi and Chamberlain 2005). Chamberlain and Stucchi (2007) evaluated sensitivity of 

outputs to variation in percent waste feed, the carbon concentration of feed and faecal material, 

and the resuspension module being turned on or off. The model showed greatest sensitivity to % 

waste feed and % carbon content of feed; a predictable outcome as these parameters are most 

closely related to carbon waste output. This observation resulted in advice to obtain up-to-date 

estimates for these input variables (Government of Canada and Government of British Columbia 

2014). Turning resuspension on/off changed model outputs excessively, and predictions with it 

on were considered unrealistic and therefore the sensitivity discounted (Chamberlain and Stucchi 

2007); generally the model is used with resuspension module turned off (Stucchi and Chamberlain 

2005). The model was determined to be largely insensitive to faecal carbon content. 

The Canadian Pacific Marine Finfish Aquaculture Applications document (Government of 

Canada and Government of British Columbia 2014) provides detailed advice on how to 

parameterize DEPOMOD for use in the marine waters off the coast of British Columbia, but no 

similar advice exists for use in a freshwater setting. Compared with a tidal marine environment, a 

lake has less-dense media and therefore faster sinking velocities, and water movement is both 

considerably slower and less directional, both of which can be reasonably expected to influence 

particle dispersion. The objective of this component of our project was to investigate sensitivity of 

DEPOMOD to variation in input parameters in a freshwater setting. Like others before us 
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(Chamberlain and Stucchi 2007; Cromey et al. 2002a; Cromey et al. 2002b), we used the simplest 

form of one-at-a-time sensitivity analysis to determine the impact of changing how each input 

variable of DEPOMOD was parameterized. We started by parameterizing DEPOMOD with the 

highest-quality data that we could obtain from Farm 1, located in Lake Diefenbaker, SK. We then 

varied the value of specific parameters across at least the range that had been reported in the 

literature. The impact of changing the value of that parameter was assessed by looking at the 

predicted carbon deposition along two theoretical transects bisecting the farm and seeing how 

the magnitude and spatial extent of predicted deposition was affected. 

METHODS 

Field data were collected during approximately one-week periods in May, Sep, and Oct 2008 

from the west cage array at Farm 1. Sep was chosen for sensitivity analysis as it had the highest 

feed input and so would be most likely to demonstrate sensitivity to parameter changes. The 

layout of the cage array was two rows of ten 15 x 15 m square net pens. Cage positions were 

determined by averaging daily coordinates obtained at the four corners of the cage array with a 

handheld Trimble® GeoXM™ 2008 Series GPS with TerraSync™ software, operating at an 

accuracy of ± 2 m or better. Mean feed loading in kg·day-1 for each individual cage was determined 

from daily feed records provided by the farm (Table 2.1). Hydrographic data was collected with a 

SonTek® ADP® (acoustic Doppler profiler) deployed on the lake bottom (28.7 m depth) 

approximately 175 m northwest of the cage array. After accounting for blanking distance and 

surface interference, current velocities were measured at 1 m intervals (cells) from 1.3 to 27.3 m 

depth, for a total of 27 cells. Current velocities for each cell were recorded every hour averaged 

over a 10-minute period. Site bathymetry of Cactus Bay was obtained from a bathymetric survey 

using a Suzuki ES-2025 fish finder with 50 kHz echo sounder and Trimble® 5800 GPS receiver. 

All depths were corrected to the full reservoir level of 556.9 m (Yuzyk 1983). The shoreline was 
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digitized with Didger® 4 software from a hard-copy map (Saskatchewan Property Management 

Corporation 1986). 

Table 2.1. Mean feed per day for each cage in the west array of Farm 1 from 9–13 Sep 2008. 

Pen 

Mean 
Feed 

(kg·day-1) 
1 96.4 
2 167.9 
3 207.1 
4 307.1 
5 242.9 
6 250.0 
7 197.1 
8 221.4 
9 191.4 

10 117.9 
11 182.1 
12 0.1 
13 142.9 
14 142.9 
15 142.9 
16 142.9 
17 142.9 
18 142.9 
19 0 
20 100.0 

 

Each parameter of interest was varied over a range of possible values, taken from literature 

where available, while keeping all other inputs constant (Table 2.2). Major grid cell size was set 

to the default of 25 m, meaning that the cage locations were calculated at a resolution of 2.5 m, 

and the minor grid cell size was set to the default of 10 m, meaning that the particle resolution 

was calculated at 1 m. As stated in Stucchi and Chamberlain (2005), this results in an accuracy 

in the depositional area calculations of 1 m2. Predicted carbon (gC∙m-2∙d-1) values were compared 

at locations every 10 m along two 320 m transects through the west cage array. Transect A-B 

runs west to east and transect C-D runs south to north (Figure 2.1), with distance measured from 

the centre of the cage array and indicated as positive in east and north directions and negative in 

west and south directions.  
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Table 2.3 provides the equivalent distance from the nearest cage edge for each of the stations 

on the transect. Carbon deposition values were rounded to the nearest 0.01 gC∙m-2∙d-1. We also 

compared the surface area of the depositional footprint at the following C deposition levels (gC∙m-

2∙d-1): 0.5, 1, 2, 3, 4, 5, 10, 20, 30, 40, 50, 60, 80, 100, and 120. The planar area at these deposition 

levels was calculated using Surfer® 13 software. Differences among model outputs were 

compared graphically as percent difference relative to the default DEPOMOD parameter value, 

or to the value recommended by DEPOMOD Canada (Pacific Region) Methods and Settings v2.0 

(Stucchi and Chamberlain 2005), whenever possible. We defined the depositional footprint as any 

area predicted to receive ≥ 0.01 gC∙m-2∙d-1. 
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Table 2.2. Input parameters for each of the DEPOMOD software modules. These values were 
held constant across all sensitivity runs unless otherwise specified. 

GRIDGEN (Grid and Cage Setup)   

Grid Origin (m) 365210E, 5647960N 

Datum NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 

Major Grid Cell Size (m) 25 

Minor Grid Dimensions (nodes) 99 x 99 

Minor Grid Cell Size (m) 10 

Cage Type Rectangular 

Number of cages 20 

Cage Axis (°) 82 

Cage Dimensions (m) 15.24 x 15.24 x 11 

PARTRACK (Particle and Hydrographic Data)   

Water content of food (%) 6 

Digestibility (%) 73 

Food Wastage (%) 0 

Carbon Content of Food (%) 55 

Carbon Content of Faeces (%) 50 

Food Particle Settling Velocity Mean (m·s-1) 0.0987 

Faecal Particle Settling Velocity Distribution (m·s-1) N~(5.2E-002, 5.6E-003) 

Current Meter West 

Blanking Distance (m) 0.5 

Mounting Height (m)  0.32 

Cell Height (m) 1 

Cells Used 1–27 

No. of Layers 5 

Data Format speed (col 9) / direction (col 10) 

Direction True degrees 

Depth at Mooring (m) 29 

Height of Mooring Above Bed (m) Layer 1 = 24.3 m (mean of cells 21–27)  
Layer 2 = 17.8 m (mean of cells 15–20)  
Layer 3 = 12.8 m (mean of cells 11–14)  
Layer 4 = 7.8 m (mean of cells 5–10)  
Layer 5 = 2.8 m (mean of cells 1–4) 

Start Date 09-Sep-08 

End Date 13-Sep-08 

Time Step (s) 3600 

No. of Time Steps 168 

Kx (m2·s-1) 0.10000 

Ky (m2·s-1) 0.10000 

Kz (m2·s-1) 0.00100 

Random Walk Model ON 

No. of Particles: 500 

Trajectory Evaluation Accuracy High (60s) 

RESUS (Resuspension and Output)   

Resuspension Models: OFF 

Output C Deposition (gC∙m-2∙d-1) 
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Figure 2.1. Bathymetry and layout of fish pens at Farm 1. Red lines indicate the 320 m transects 
used to compare predicted C deposition for DEPOMOD sensitivity analyses. The blue star 
indicates the location of the temperature logger string and the sun symbol indicates location of 
the current meter. Bathymetry (m) is corrected to full supply level. 
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Table 2.3. Distance from cage centroid (m) and the corresponding distance from nearest cage 
edge (m) for transects A (-160 to 0), B (0 to 160), C (-160 to 0), and D (0 to 160). Transect A-B 
runs west to east with negative values in the west and positive to the east of the centroid; transect 
C-D runs south (-) to north (see Figure 2.1). 

Distance from 
Centroid (m) 

Distance from Cage Edge (m) 

Transect A-B Transect C-D 

-160 78.2 147.0 

-150 68.2 137.0 

-140 58.2 127.0 

-130 48.2 117.0 

-120 38.2 107.0 

-110 28.2 97.0 

-100 18.2 87.0 

-90 8.2 77.0 

-80 Under 67.0 

-70 Under 57.0 

-60 Under 47.0 
-50 Under 37.0 

-40 Under 27.0 

-30 Under 17.0 

-20 Under 7.0 

-10 Under Under 

0 Under Under 

10 Under Under 

20 Under Under 

30 Under 9.8 

40 Under 19.8 

50 Under 29.8 

60 Under 39.8 
70 Under 49.8 

80 Under 59.8 

90 6.8 69.8 

100 16.8 79.8 

110 26.8 89.8 

120 36.8 99.8 

130 46.8 109.8 

140 56.8 119.8 

150 66.8 129.8 

160 76.8 139.8 
 

Particle Trajectory Settings 

DEPOMOD has two particle trajectory settings that can be altered by the user: particle number 

and trajectory accuracy. Particle number is the number of particles released in each cage at each 

time step, and DEPOMOD allows a range of particle number inputs from 1 to 9999, with a default 

of 10. There are three options for trajectory accuracy, which determines how often the trajectory 
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of each particle is adjusted by the model as it falls through the water column: low (600 sec), high 

(60 sec) and very high (6 sec). Typically, both of these settings should be set high enough to 

avoid patchiness of estimated deposition but not so high that the model running time is extremely 

slow (e.g., > 24h runs). We considered four scenarios for particle number (10, 500, 1000, and 

5000 particles) and each of the three options for trajectory accuracy.  

Feed and Waste Inputs 

DEPOMOD allows the user to define one input feed type with values for digestibility, water 

content, carbon content, and settling speed. The amount of feed in kg·day-1 can be assigned to 

each individual cage, but cannot be varied over the course of the run. The rate of feed waste as 

a percent of total feed can be set, but remains constant between cages and over the time period 

of the run. Settings for faecal waste that can be set by the user are percent carbon content and 

settling speed.  

We tested model sensitivity to feed type using four possible feed types: the two feed types 

used on site at Farm 1 (Unifeed WWS 45/19™, and Skretting Orient LP™), the average of the 

two feed types, and an average composition of three commercial feeds used in Ontario (Moccia 

et al. 2007a) (Table 2.4). Feed composition and digestibility for Unifeed and Skretting were 

measured at the Fish Nutrition Research Laboratory, Guelph. Since the DEPOMOD default 

values of 90% digestibility and 10% water content were not consistent with the measured values 

of 69–77% digestibility and 5.4–7% water content, only measured values were used. Digestibility 

was not reported by Moccia et al. (2007a), so for those feeds, 85% was chosen as a compromise 

between the digestibility of the feeds in use during sampling and the DEPOMOD default value of 

90%. 
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Table 2.4. Composition and digestibility of 4 feed types used for DEPOMOD sensitivity analysis. 
Feed 1 and 2 are Unifeed WWS 45/19™ and Skretting Orient LP™, respectively, as measured 
by the Fish Nutrition Research Laboratory at the University of Guelph. Feed 3 is the average 
composition of feed type 1 and 2. Feed 4 is the average composition of 3 commercial feeds used 
in Ontario (Moccia et al. 2007a). 

Composition (%) Type 1 Type 2 Type 3 Type 4 

Moisture 7.0 5.4 6.2 10.0 

Dry matter 93.0 94.6 93.8 90.0 

Protein (Nx6.25) 42.4 45.4 43.9 42.3 

Phosphorus 1.2 1.2 1.2 1.1 

Lipids 23.0 23.7 23.8 23.0 

TC feed (as is) 51.6 51.4 51.5 NA 

TC feed (DW) 55.5 54.4 54.9 49.2 

TC faeces (as is) 44.9 49.5 47.2 NA 

TC faeces (DW) 47.3 52.1 49.7 41.5 

ADC DM 77.4 68.7 73.1 85a 

ADC Carbon 76.4 56.6 66.5 NA 
Note: TC = total carbon; ADC = apparent digestibility coefficient (Cho et al. 1982); dw = dry weight; NA = information 
not available 
aDigestibility coefficient was not provided, but is a required model input, so a reasonable value of 85% was chosen. 

 

 The amount of waste (uneaten) feed can vary according to site conditions and husbandry 

practices. We tested 0%, 1%, 3%, 5%, and 10% feed waste. These values are within the range 

of reported values for cage aquaculture (Cromey et al. 2002a; Juell 1991) and include the 3% 

recommended in DEPOMOD Canada (Pacific Region) Methods and Settings v2.0 (Stucchi and 

Chamberlain 2005). We measured waste feed 17 times at the Lake Diefenbaker farm during 

2006–2007 by suspending large sediment traps inside a cage during feeding events and counting 

captured pellets, and we measured an average (and median) of 0% wastage over that period 

(Podemski unpublished). 

To examine model sensitivity to feed-settling speed, four food-settling scenarios based on 

data from Moccia and Bevan (2010) were considered (Table 2.5). Moccia and Bevan (2010) 

reported settling speeds from four rainbow trout feeds composed of different ratios of fish and 

vegetable oil. Their results were very similar to a previous study conducted on three commercial 

rainbow trout feeds (Moccia et al. 2007b), suggesting they are a good representation of a range 

of diets for cage-reared rainbow trout. We ran DEPOMOD with the lowest, highest, and mean 
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settling speeds, as well as a normal distribution based on the mean speed and standard deviation 

as reported by Moccia and Bevan (2010). Each of the four scenarios were run with both 1% and 

5% food waste. 

Table 2.5. Feed-settling speed scenarios. 

Scenario Feed-Settling Velocity Source 

1 1 fraction, 5.5 cm·s-1 Lowest value of commercial feeds tested by Moccia and 
Bevan (2010) 

2 1 fraction, 9.87 cm·s-1 Average of commercial feeds tested by Moccia and 
Bevan (2010) 

3 Normal distribution, 
N(9.9 cm·s-1, 0.13) 

Average of commercial feeds tested by Moccia and 
Bevan (2010) 

4 1 fraction, 10.3 cm·s-1 Highest of commercial feeds tested by Moccia and 
Bevan (2010) 

 

We tested 4 faecal-settling speed scenarios based on research done at the University of 

Guelph Aquaculture Centre where Moccia et al. (2007b) measured faecal-settling speeds from 

rainbow trout fed three types of commercial feed: 

1. Mean speed from the three diets: 5.2 cm·s-1  

2. Mean speed of the 20% and 80% fractions from the three diets: 20% at 3.1 cm·s-1 and 

80% at 7.0 cm·s-1 

3. 10 fractions: 4.4 cm·s-1 (12.5%), 4.6 cm·s-1 (7.5%), 4.9 cm·s-1 (12.5%), 5.1 cm·s-1 

(12.5%), 5.2 cm·s-1 (10%), 5.4 cm·s-1 (17.5%), 5.7 cm·s-1 (12.5%), 6.0 cm·s-1 (5%), 6.1 

cm·s-1 (7.5%), 6.5 cm·s-1 (2.5%) 

4. Mean speed from the three diets as a normal distribution, N(5.2 cm·s-1, 0.56) 

Hydrographic Inputs 

DEPOMOD allows hourly inputs of speed and direction for up to five water layers. We tested 

seven water layer scenarios:  

1. The entire water column averaged as one layer (Figure 2.2) 

2. The entire water column averaged into two layers (Figure 2.3) 

3. The entire water column averaged into three layers (Figure 2.4) 
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4. The entire water column averaged into five layers (Figure 2.5) 

5. Two layers represented by two single cells (Figure 2.6) 

6. Three layers represented by three single cells (Figure 2.7) 

7. Five layers represented by five single cells (Figure 2.8) 

Characteristics of all 27 cells of the water column are presented in Table 2.6. The water column 

was divided into two, three, or five layers with layer membership determined from examination of 

rose plots of individual cells. Consecutive cell groups showing similar distribution of direction and 

speed were identified through visual assessment and agreement by two or more people. Once 

layers were determined, then either the cells within each layer were averaged (scenarios 2–4) or 

a single cell from near the middle of the layer was selected to represent the whole layer (scenarios 

5–7). The rose plots below are representations of the final information used for the water layer 

scenarios, where wedges represent the frequency of occurrence at different speeds.  
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Table 2.6. Velocity (cm·s-1) and direction (degrees) characteristics for every cell of the water column prior to grouping into layers. Depth 
listed is midpoint of the cell. 

Cell 

Depth 
from 

Surface 
(m) 

Velocity (cm·s-1)  Direction (°) 

Mean Median n StDev Min Max 
Vector 
-avg 

 

Mean Median n StDev Min Max 
Vector
-avg 

27 1.34 2.8 2.8 138 1.6 0.2 5.9 1.7  222.6 247.0 138 80.7 5.7 341.8 261 
26 2.34 2.8 2.5 91 1.8 0.3 8.1 2.3  247.0 274.3 91 85.0 7.2 359.1 283 
25 3.34 3.3 3.1 138 1.8 0.1 9.2 3.0  277.7 283.2 138 42.8 78.4 350.9 284 
24 4.34 2.9 2.6 164 1.5 0.5 6.7 2.6  283.2 289.5 164 38.6 3.2 352.8 289 
23 5.34 2.6 2.4 168 1.2 0.2 5.9 2.2  278.3 281.0 168 36.7 148.1 356.3 283 
22 6.34 2.4 2.4 168 1.2 0.2 6.3 1.9  267.8 280.2 168 62.5 14.3 358.1 288 
21 7.34 2.1 2.1 168 1.2 0.1 6.1 1.6  260.4 282.5 168 73.9 3.0 349.7 289 
20 8.34 1.9 1.9 168 1.1 0.1 5.5 1.4  262.5 278.5 168 68.0 0 348.6 283 
19 9.34 1.9 1.8 168 1.1 0.1 5.7 1.2  248.7 275.6 168 84.4 9.0 359.2 288 
18 10.34 1.8 1.6 168 1.0 0.1 5.2 1.0  240.3 263.2 168 88.3 1.3 355.9 286 
17 11.34 1.8 1.6 168 1.0 0.2 6.4 0.9  237.8 258.2 168 85.5 2.6 349.3 280 
16 12.34 1.8 1.7 168 1.1 0 6.3 0.7  226.4 247.6 168 89.6 3.3 352.3 279 
15 13.34 1.8 1.7 168 1.1 0.1 5.3 0.5  216.2 238.0 168 93.2 0.6 359.5 265 
14 14.34 1.8 1.8 168 1.0 0.1 5 0.4  215.2 232.8 168 90.2 3.7 355.2 266 
13 15.34 1.8 1.7 168 1.0 0 5.2 0.4  217.5 228.7 168 88.1 3.5 358.5 245 
12 16.34 1.8 1.7 168 0.9 0.1 4.3 0.4  213.3 214.9 168 85.9 9.3 358.8 222 
11 17.34 1.9 1.8 168 1.0 0.3 5 0.4  204.7 204.4 168 88.2 1.1 356.7 203 
10 18.34 2.0 1.8 168 1.0 0.1 5.1 0.4  200.1 200.6 168 90.0 5.2 356.6 187 
9 19.34 2.0 2.1 168 1.0 0.1 5.7 0.6  192.0 194.0 168 86.6 17 359.4 167 
8 20.34 2.1 2.0 168 1.2 0.1 6.1 0.5  196.7 203.4 168 90.1 5.4 358.6 161 
7 21.34 2.2 2.0 168 1.3 0.1 6.1 0.6  189.4 166.9 168 91.4 22.3 353.0 145 
6 22.34 2.2 2.0 168 1.4 0.1 5.7 0.5  182.7 160.7 168 96.4 0 359.4 133 
5 23.34 2.2 1.9 168 1.4 0.1 6.4 0.5  183.0 141.6 168 101.4 1.0 353.3 109 
4 24.34 2.2 1.9 168 1.3 0.1 6.5 0.5  173.9 136.3 168 106.1 1.7 354.2 90 
3 25.34 2.0 1.7 168 1.3 0 6.2 0.6  170.9 126.5 168 106.2 1.9 350.8 80 
2 26.34 1.4 1.1 168 1.1 0.1 5.9 0.3  180.3 145.8 168 109.2 3.5 358.9 73 
1 27.34 0.9 0.7 168 0.7 0.1 3.9 0.1  195.3 212.7 168 117.5 1.7 358.6 347 

Note: Min = Minimum; Max = Maximum; StDev = Standard Deviation; avg = averaged 
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Figure 2.2. Rose plots of speed and direction from 8–14 Sep 2008 for the entire water column 
averaged as one layer. Depths represent distance from the surface to the midpoint of the top and 
bottom cells. Note that the wide end of the wedge represents the direction that water is travelling 
towards. 

 

 

Figure 2.3. Rose plots of speed and direction from 8–14 Sep 2008 for the entire water column 
averaged into two layers. Depths represent distance from the surface to the midpoint of the top 
and bottom cells of each layer. Note that the wide end of the wedge represents the direction that 
water is travelling towards. 
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Figure 2.4. Rose plots of speed and direction from 8–14 Sep 2008 for the entire water column 
averaged into three layers. Depths represent distance from the surface to the midpoint of the top 
and bottom cells of each layer. Note that the wide end of the wedge represents the direction that 
water is travelling towards. 
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Figure 2.5. Rose plots of speed and direction from 8–14 Sep 2008 for the entire water column 
averaged into five layers. Depths represent distance from the surface to the midpoint of the top 
and bottom cells of each layer. Note that the wide end of the wedge represents the direction that 
water is travelling towards. 
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Figure 2.6. Rose plots of speed and direction from 8–14 Sep 2008 for two representative cells. 
Depths represent distance from the surface to the midpoint of each cell. Note that the wide end 
of the wedge represents the direction that water is travelling towards. 
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Figure 2.7. Rose plots of speed and direction from 8–14 Sep 2008 for three representative cells. 
Depths represent distance from the surface to the midpoint of each cell. Note that the wide end 
of the wedge represents the direction that water is travelling towards. 
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Figure 2.8. Rose plots of speed and direction from 8–14 Sep 2008 for five representative cells. 
Depths represent distance from the surface to the midpoint of each cell. Note that the wide end 
of the wedge represents the direction that water is travelling towards. 
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Turbulent eddy diffusion is a significant process contributing to the spread of dissolved 

material and particles in non-laminar flow (Peeters and Hofmann 2015). The horizontal dispersion 

coefficient is a measure of the intensity of eddy diffusion, calculated as the variance in 

concentration of tracer or the size of a cloud of particles along the major (Kx) and minor (Ky) axes 

over a period of time (Okubo 1971; Peeters and Hofmann 2015); the more turbulent the water 

flow, the higher the dispersion coefficient. To determine the extent to which horizontal dispersion 

coefficients (Kx, Ky) vary by season and location, long-term current meters were deployed at four 

sites in Lake Diefenbaker, SK and Lake Huron, ON (Table 2.7). We compared dispersion 

coefficient Kx (east-west) and Ky (north-south) estimates determined following Rao et al. (2008) 

by depth and week. Horizontal dispersion coefficients were similarly determined for each of the 

five water layers that we inputted into the deposition model. DEPOMOD was then run with the 

default coefficients, the mean coefficients (averaged over the five layers), the coefficient from the 

most dispersive layer (2.8 m from the surface), a value from the literature (Quay et al. 1979), and 

with turbulence effects turned off (Table 2.8). 

Table 2.7. Current meter deployments for measuring horizontal dispersion coefficients. 

Location 
Meter 
Typea 

Mooring 
Depth 

(m) Start Date End Date 

Cell 
Size 
(m) 

Upper 
Cell 

Midpoint 
Depth 

(m) 

Lower 
Cell 

Midpoint 
Depth 

(m) 

Cactus Bay, Lake 
Diefenbaker, SK 

ADP® 28.80 04-Jul-08 10-Oct-08 1.00 2.60 28.60 

Kadla Coulee, 
Lake Diefenbaker, 
SK 

ADP® 37.40 10-Sep-14 02-Dec-14 1.00 1.90 35.90 

Bayfield Sound, 
Lake Huron, ON 

Argo-XR® 11.50 01-Aug-13 21-Nov-13 1.10 0.96 9.76 

Waubuno 
Channel, Lake 
Huron, ON 

Argo-XR® 26.60 19-Aug-14 30-Oct-14 2.60 2.60 24.20 

aCurrent meters are Sontek®-brand acoustic Doppler current profilers (ADCPs). Two different models were models 
were used: ADP®and Argonaut-XR® 

 



 

37 
 

Table 2.8. Horizontal dispersion coefficients calculated over sensitivity study dates (Sept 8–14, 
2008) for sensitivity analysis. 

Coefficient Default 
Mean 

(Measured) 
Max (Measured) Quay et al. (1979) 

Kx (m-2·s-1) 0.10000 0.00186 0.00542 0.13500 

Ky (m-2·s-1) 0.10000 0.00175 0.00467 0.13500 

 

DEPOMOD resuspension threshold velocity of 9.5 cm·s-1 is hard-coded and cannot be 

changed by the user, thus model sensitivity to resuspension was tested with resuspension turned 

on and off. 

RESULTS 

We report results as both a difference in C deposition in gC∙m-2∙d-1 and as a percent difference 

relative to DEPOMOD defaults or recommended values. The largest differences in gC∙m-2∙d-1 are 

often observed in the areas of highest deposition, but may represent small percentage changes. 

Differences in predicted C at high deposition levels can also be less biologically relevant, as the 

majority of benthic community response occurs within 1 to 5 gC∙m-2∙d-1 (Figure 2.9) (Podemski et 

al. 2019). In contrast, changing the DEPOMOD input parameters can cause very large percentage 

changes in low deposition areas, but may only involve changes of tenths or one-hundredths of a 

gram of C, also likely to be irrelevant. We provide results in both formats with the advice to be 

mindful of these caveats and to place the differences on the response curve for proper context. 
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Figure 2.9. The modelled relationship between invertebrate taxonomic richness (grey) and 
density (red) across the gradient of carbon deposition observed at the Lake Diefenbaker farm with 
shaded areas indicating 95% detection limits. Model equation: log(TD+1) = 3.672 + (4.9395 - 
3.6724) (-1.3814 · log(Cdep+1)^3.83). Note that the observed carbon deposition in this figure 
includes background (natural) sedimentation whereas figures of DEPOMOD predicted C 
deposition rate include only farm-generated deposition. Background sedimentation in Lake 
Diefenbaker, as measured during this study, ranged from 0.89–2.63 gC∙m-2∙d-1 with a mean and 
median of 1.41 and 1.18, respectively. Figure from Podemski et al. (2019). 

 

Particle Trajectory Settings 

Particle Number Setting 

DEPOMOD runs produced with particle number set to 500, 1000, and 5000, were compared 

to the DEPOMOD Canada (Pacific Region) Methods and Settings v2.0 (Stucchi and Chamberlain 

2005) recommendation of 10 particles (Figure 2.10). The predicted depositional footprint along 

the A-B transect extended from -110 to 110 m (approximately 30 m from cages) when using 
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10 particles, -120 to 120 m when using 500 or 5000 particles and -120 to 130m when using 1000 

particles (Figure 2.10A). All particle number settings produced a footprint that extended from -40 

to 60 m (27–40 m from cages) on the C-D transect (Figure 2.10B). Particle number setting had a 

negligible effect on the predicted area by deposition level, even at the reduced carbon scale of 0–

5 gC∙m-2∙d-1 (Figure 2.10CD). Five hundred particles resulted in a maximum difference in 

predicted carbon deposition of 3.96 gC∙m-2∙d-1 (range 27.73–31.69 gC∙m-2∙d-1) at -70 m (under 

cages) on the A-B transect and a maximum difference of 3.56 gC∙m-2∙d-1 (range 36.70–40.26 

gC∙m-2∙d-1) at 20 m (7 m from cages) on the C-D transect. The largest percentage differences in 

predicted C deposition between the recommended 10-particle setting versus higher particle 

numbers occurred at -100 m (18 m from cages) on the A-B transect and at 30 m (under cages) 

on the C-D transect, with differences relative to the 10-particle prediction ranging from 

27.3–33.1% and 22.9–24.7%, respectively. These areas were predicted to receive carbon 

deposition ranging from 1.39–1.85 gC∙m-2∙d-1 on the A-B transect and 26.59–28.03 gC∙m-2∙d-1 on 

the C-D transect. The predicted deposition from 500-, 1000-, and 5000-particle settings were 

closer to each other than that from the 10-particle setting. Within the 500–5000 particle input 

range, only 16% of the sites within the footprint had greater than a 0.3 gC∙m-2∙d-1 difference in C 

output, and no site had more than 0.9 gC∙m-2∙d-1 change. 
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Figure 2.10. Model sensitivity to different particle number settings (10, 500, 1000, and 5000). 
Predicted C deposition along the (A) A-B transect and (B) C-D transect at 10 m intervals. Grey 
background indicates under-cage locations. The predicted area of the footprint at multiple 
deposition levels for each particle number setting at (C) the full data range and (D) the reduced 
data range (0–5 gC∙m-2∙d-1). 

 

Trajectory Accuracy 

The trajectory accuracy setting of Normal (600 s) produced noticeably different output when 

compared to High (60 s) and Very High (6 s). The predicted depositional footprint along the A-B 

transect extended from -120 to 130 m (37–38 m from cage edge) when using the Normal setting 
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and -120 to 120 m when using either the High or Very High setting (Figure 2.11A). The predicted 

depositional footprint along the C-D transect extended from -50 to 80 m (37–60 m from cage 

edge) when using the Normal setting and -40 to 60 m when using either High or Very High (Figure 

2.11B). There was little difference in the predicted surface area at each deposition level between 

High and Very High settings, but Normal showed a larger area at deposition levels less than 30 

gC∙m-2∙d-1 and a smaller area at deposition levels greater than 30 gC∙m-2∙d-1 when compared to 

High or Very High (Figure 2.11C). 

Compared to the DEPOMOD Methods and Setting v2.0 (Stucchi and Chamberlain 2005) 

recommendation of the High trajectory accuracy, use of Normal trajectory accuracy resulted in a 

maximum difference in deposition of -24.09 gC∙m-2∙d-1 at 30 m (under cages) on the A-B transect, 

with difference calculated as Normal - High so a negative value indicates a higher predicted 

deposition using the High accuracy setting. For context, this is an area predicted to be receiving 

between 60.95–90.25 gC∙m-2∙d-1. The C-D transect had a maximum difference of -8.83 gC∙m-2∙d-

1 at -10 m (under cages). Very High trajectory accuracy resulted in a maximum difference of 

5.43 gC∙m-2∙d-1 on the A-B transect at -20 m (under cages) while the C-D transect had a maximum 

difference of 1.92 gC∙m-2∙d-1 at -10 m.  
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Figure 2.11. Model sensitivity to different trajectory accuracy settings (Normal (600 s), High (60 
s), Very High (6 s)). Predicted C deposition along the (A) A-B transect and (B) C-D transect at 10 
m intervals. Grey background indicates under-cage locations. The predicted area of the footprint 
at multiple deposition levels for each trajectory accuracy setting, at (C) the full data range and (D) 
the reduced data range (0–5 gC∙m-2∙d-1). 

 

Compared to the use of High trajectory accuracy, Normal trajectory accuracy resulted in a 

maximum percent difference in C output of 1025.0% (0.45 versus 0.04 gC∙m-2∙d-1) at 120 m (37 

m from cage edge) along the A-B transect. The C-D transect had a maximum percent difference 
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of 382.4% (1.64 versus 0.34 gC∙m-2∙d-1) at 50 and 60 m (30 and 40 m from cage edge, 

respectively). Very High trajectory accuracy resulted in a maximum percent difference of 50.0% 

(0.02 versus 0.04 gC∙m-2∙d-1) at 120 m on the A-B transect as compared to the use of the High 

trajectory setting. The C-D transect had a maximum percent difference of 60.0% (0.16 versus 

0.10 gC∙m-2∙d-1) at -40 m. 

Feed and Waste Inputs 

Feed Type 

Feeds 1, 2, and 4 were compared to Feed 3, as it was the best representation of the feed 

used at this farm. Feeds 1, 2, and 4 all produced a depositional footprint from -120 m to 120 m on 

the A-B transect (Figure 2.12A) and from -40 to 60 m on the C-D transect (Figure 2.12B). Feed 3 

produced a footprint from -120 to 130 m on the A-B transect and from -50 to 70 m on the C-D 

transect. Feed 4 resulted in the smallest depositional footprint by area (Figure 2.12CD) and had 

the lowest deposition rate at all locations on the transects. Feed 2 resulted in the largest 

depositional footprint by area (Figure 2.12CD) and had the highest deposition rate at all locations 

on the transects.  
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Figure 2.12. Model sensitivity to feed type. Predicted C deposition along the (A) A-B transect and 
(B) C-D transect at 10 m intervals. Grey background indicates under-cage locations. The 
predicted area of the footprint at multiple deposition levels for each feed type input, at (C) the full 
data range and (D) the reduced data range (0–5 gC∙m-2∙d-1). 

 

The largest differences in predicted carbon deposition occurred at sites along the transects 

that were under the cages (-80 to 80 m on the A-B and -10 to 20 m on C-D). Compared to Feed 

3, Feed 1 had a maximum difference of -37.19 gC∙m-2∙d-1 (-50.0%) at 60 m on the A-B transect 

and a maximum difference of 11.36 gC∙m-2∙d-1 (66.0%) at -10 m in the C-D transect. Feed 2 had 
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a maximum difference of 33.97 gC∙m-2∙d-1 (49.5%) at 30 m on the A-B transect. The C-D transect 

had a maximum difference of 26.30 gC∙m-2∙d-1 (152.9%) at -10 m. Feed 4 had a maximum 

difference of -57.03 gC∙m-2∙d-1 (-70.0%) at 60 m on the A-B transect. The C-D transect had a 

maximum difference of -23.05 gC∙m-2∙d-1 (-56.2%) at 20 m. For context, the range of C deposition 

predicted for all stations under cages ranged from 8.07 to 110.13 gC∙m-2∙d-1 depending upon the 

feed type used, with Feed 2 generating the highest values and Feed 4 the lowest. 

The largest differences as a percentage occurred distant from the cages. Compared to Feed 

3, Feed 1 had a maximum percent difference in C output of -100.0% (-0.03 gC∙m-2∙d-1) at 130 m 

(47 m from cage edge) on the A-B transect. The C-D transect had a maximum difference of 

160.7% (2.33 gC∙m-2∙d-1) at -30 m (17 m from cage edge). Feed 2 had a maximum percent 

difference of -100.0% (-0.03 gC∙m-2∙d-1) at -120 and 130 m on the A-B transect (38 and 47 m from 

cage edge, respectively). The C-D transect had a maximum difference of 297.2% (4.31 gC∙m-2∙d-

1) at -30 m (10 m). Feed 4 had a maximum percent difference of -100.0% (-0.03) at 130 m on the 

A-B transect. The C-D transect had a maximum percent difference of -100% (0.03 and 0.01 gC∙m-

2∙d-1) at -40 and 70 m (27 and 50 m, respectively). For context, the C deposition at which these 

maximum percentage difference occurred ranged from 0.0–5.76 gC∙m-2∙d-1. 

Feed Waste 

Predicted C deposition increased with the rate of feed waste, but the boundaries of the 

depositional footprint along the transects did not change. All rates of feed waste produced a 

depositional footprint extending from -120 to 120 m along the A-B transect (Figure 2.13A) and -

40 to 60 m along the C-D transect (Figure 2.13B). The area covered at each deposition level was 

similar from 0–2 gC∙m-2∙d-1 for all rates of feed waste, but beyond that range higher rates of feed 

waste resulted in larger footprint areas up to a deposition level of 120 gC∙m-2∙d-1 (Figure 2.13CD).  
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Figure 2.13. Model sensitivity to feed waste input (0%, 1%, 3%, 5%, 10%). Predicted C deposition 
along the (A) A-B transect and (B) C-D transect at 10 m intervals. Grey background indicates 
under-cage locations. The predicted area of the footprint at multiple deposition levels for each 
feed waste input, at (C) the full data range and (D) the reduced data range (0–5 gC∙m-2∙d-1).  

 

Compared to the DEPOMOD Canada (Pacific Region) Methods and Settings v2.0 (Stucchi 

and Chamberlain 2005) recommendation of 3% feed waste, 0% waste resulted in a maximum 

difference of -10.63 gC∙m-2∙d-1 (-10.4%) at 40 m on the A-B transect. The C-D transect had a 
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maximum difference of -4.53 gC∙m-2∙d-1 (-8.8%) at 10 m. One percent feed waste resulted in a 

maximum difference of -6.68 gC∙m-2∙d-1 (-6.6%) at 40 m on the A-B transect and a maximum 

difference of -3.21 gC∙m-2∙d-1 (-6.2%) at 10 m on the C-D transect. Five percent feed waste 

resulted in a maximum difference of 6.68 gC∙m-2∙d-1 (6.6%) at 40 m on the A-B transect. The C-D 

transect had a maximum difference of 3.21 gC∙m-2∙d-1 (6.2%) at 10 m. Ten percent feed waste 

resulted in a maximum difference of 23.39 gC∙m-2∙d-1 (22.9%) at 40 m on the A-B transect. The 

C-D transect had a maximum difference of 11.25 gC∙m-2∙d-1 (21.9%) at 10 m. All of the maximum 

differences occurred at transect stations that were under the cages and, depending upon feed 

wastage used in the model, predicted rates of carbon deposition under the cages ranged from 

18.07 to 101.89 gC∙m-2∙d-1.  

Compared to the Stucchi and Chamberlain (2005) recommendation to use 3% feed waste, 

0% feed waste resulted in a maximum percent difference in C output of 25.0% (0.01 gC∙m-2∙d-1) 

at -120 m (37 m from cage edge) along the A-B transect. The C-D transect had a maximum 

difference of -19.0% (-0.08 gC∙m-2∙d-1) at 50 and 60 m (30 and 40 m from cage edge, respectively). 

Feed waste of 1% resulted in a maximum percent difference of -7.5% (-2.68 gC∙m-2∙d-1) at -70 m 

(under cages) on the A-B transect as compared to 3% waste feed. The C-D transect had a 

maximum percent difference of -6.7% (-3.00 gC∙m-2∙d-1) at 20 m (under cages). Feed waste of 5% 

had a maximum percent difference of 7.5% (2.68 gC∙m-2∙d-1) at -70 m (under cages) on the A-B 

transect while the C-D transect had a maximum percent difference of 6.7% (2.99 gC∙m-2∙d-1) at 

20 m (under cages). Feed waste of 10% had a maximum percent difference of 26.4% (9.38 gC∙m-

2∙d-1) at -70 m (under cages) on the A-B transect and the C-D transect had a maximum percent 

difference of 23.4% (10.47 gC∙m-2∙d-1) at 20 m (under cages). 

Feed Settling Speed 

The extent of the predicted C depositional footprint was minimally affected by feed-settling 

speed at 1% (Figure 2.14) and 5% (Figure 2.15) feed waste. All settling speed scenarios produced 
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a depositional footprint from -120 to 120 m on the A-B transect (Figure 2.14A and Figure 2.15A) 

and -40 to 60 m on the C-D transect (Figure 2.14B and Figure 2.15B), regardless of waste 

percentage. The effect of feed-settling speed on the predicted deposition area was negligible at 

1% feed waste rate; however, at 5% feed waste, Scenario 1, which had the lowest settling velocity, 

resulted in a larger depositional area in the range of 0–5 gC∙m-2∙d-1 when compared to any other 

speed settling. Scenario 4 (10.30 cm·s-1) was the closest to the recommendation from DEPOMOD 

Canada (Pacific Region) Methods and Settings v2.0 (Stucchi and Chamberlain 2005) of 11 cm·s-

1. 
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Figure 2.14. Model sensitivity to feed-settling scenarios 1 (5.5 cm·s-1), 2 (9.87 cm·s-1), 3 (N(9.9 
cm·s-1, 0.13)), and 4 (10.3 cm·s-1) at 1% feed waste. Predicted C deposition along the (A) A-B 
transect and (B) C-D transect at 10 m intervals. Grey background indicates under-cage locations. 
The predicted area of the footprint at multiple deposition levels for each feed velocity scenario, at 
(C) the full data range and (D) the reduced data range (0–5 gC∙m-2∙d-1). 
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Figure 2.15. Model sensitivity to feed-settling scenarios 1 (5.5 cm·s-1), 2 (9.87 cm·s-1), 3 (N(9.9 
cm·s-1, 0.13)), and 4 (10.3 cm·s-1) at 5% feed waste. Predicted C deposition along the (A) A-B 
transect and (B) C-D transect at 10 m intervals. Grey background indicates under-cage locations. 
The predicted area of the footprint at multiple deposition levels for each feed velocity scenario, at 
(C) the full data range and (D) the reduced data range (0–5 gC∙m-2∙d-1). 

 

At 1% feed waste, Scenario 1 (1 fraction, 5.5 cm·s-1), had a maximum difference of -4.45 

gC∙m-2∙d-1 (-4.7%) at 40 m on the A-B transect when compared to Scenario 4 (1 fraction, 10.30 

cm·s-1). The C-D transect had a maximum difference of -1.61 gC∙m-2∙d-1 (-3.3%) at 10 m on the 
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C-D transect. Scenario 2 (1 fraction, 9.87 cm·s-1), had a maximum difference of 0.86 gC∙m-2∙d-1 

(1.2%) at 20 m on the A-B transect. Transect C-D had a maximum difference of -0.57 gC∙m-2∙d-1 

(-2.0%) at 30 m. Scenario 3 (N(9.9 cm·s-1, 0.13)) had a maximum difference of -4.30 gC∙m-2∙d-1 (-

4.5%) at 40 m on the A-B transect. The C-D transect had a maximum difference of -0.24 gC∙m-2∙d-

1 (-0.9%) at 30 m. At 5% feed waste, Scenario 1 (1 fraction, 5.5 cm·s-1), had a maximum difference 

of -1.99 gC∙m-2∙d-1 (-2.3%) at 50 m on the A-B transect when compared to Scenario 4 (1 fraction, 

10.30 cm·s-1). The C-D transect had a maximum difference of -1.69 gC∙m-2∙d-1 (-3.2%) at 20 m. 

Scenario 2 (1 fraction, 9.87 cm·s-1), had a maximum difference of -0.59 gC∙m-2∙d-1 (-1.2%) at 70 

m on the A-B transect. The C-D transect had a maximum difference of -0.42 gC∙m-2∙d-1 (-1.0 %) 

at 0 m. Scenario 3 (N(9.9 cm·s-1, 0.13)) had a maximum difference of 0.96 gC∙m-2∙d-1 (1.0%) at 

30 m on the A-B transect. The C-D transect had a maximum difference of 0.75 gC∙m-2∙d-1 (1.4%) 

at 10 m. All of these maximum differences in C deposition as a result of changing the settling 

velocity occurred under cages where the range of C deposition was predicted to range from 18.1–

93.1 gC∙m-2∙d-1. 

Maximum differences as a percentage of C deposition ranged from 11.1% to 66.7% (Table 

2.9) and occurred distant from cages. In general, a higher waste feed setting resulted in smaller 

differences between the various settling velocity scenarios, but the actual amounts of carbon 

represented by these maximum percentage differences were very small amounts; with a single 

exception all were less than 0.10 gC∙m-2∙d-1. The single difference that exceeded 0.10 gC∙m-2∙d-1 

was a difference of 0.38 gC∙m-2∙d-1 corresponding to a 25% difference that occurred at 17 m from 

the cage edges using 5% waste feed in the model. At that site the carbon deposition predictions 

for that site ranged between 1.52–1.90 gC∙m-2∙d-1, depending upon the setting used.  



 

52 
 

Table 2.9. Maximum percent and gC∙m-2∙d-1 differences between feed-settling scenario 4 
(10.3 cm·s-1) and scenarios 1 (5.5 cm·s-1), 2 (9.87 cm·s-1), and 3 (N(9.9 cm·s-1, 0.13)) along 
transects A-B and C-D at 1% and 5% waste feed. Locations are distance from cage edge (m).  

Feed-
Settling 

Scenario 
Comparison Transect 

1% Waste Feed  5% Waste Feed 

Max % (gC∙m-2∙d-1) 
Diff 

Location 
(m) 

 
Max % (gC∙m-2∙d-1) 

Diff 
Location 

(m) 

4 vs. 1 A-B 66.7 (0.02) 37  -25.0 (-0.01) 38 
C-D 27.3 (0.03) 27  25.0 (0.38) 17 

4 vs. 2 A-B 33.3 (0.01) 38  -20.0 (-0.10) 27 

C-D 18.1 (0.02) 27  11.1 (0.01) 27 

4 vs. 3 A-B 66.7 (0.02) 38  -33.3 (-0.01) 37 

C-D -13.9 (0.05) 30, 40  -11.1 (-0.01) 27 
Note: Max = Maximum; Diff = Difference 

 

Faecal Settling Speed 

Changing the settling speed of faecal particles had a minimal effect on the C deposition output 

of the model (Figure 2.16). However, at the small deposition values on the edge of the footprint, 

this resulted in a substantial percent difference. The two-fraction scenario produced a depositional 

footprint from -130 to 130 m on the A-B transect (Figure 2.16A) and -60 to 70 m on the C-D 

transect (Figure 2.16B). All other scenarios produced a footprint from -120 to 120 m on the A-B 

transect (Figure 2.16A) and -40 to 60 m on the C-D transect (Figure 2.16B). 

The two-fraction scenario produced a slightly larger area of deposition at the 0.5 gC∙m-2∙d-1 

deposition level, and slightly smaller areas at deposition range of 1–5 gC∙m-2∙d-1 (Figure 2.16D). 

Differences in area beyond the 5 level were negligible between the faecal-settling speeds tested 

(Figure 2.16C). 



 

53 
 

 

Figure 2.16. Model sensitivity to faecal-settling velocity. Predicted C deposition along the (A) A-
B transect and (B) C-D transect at 10 m intervals. Grey background indicates under-cage 
locations. The predicted area of the footprint at multiple deposition levels for each faecal velocity 
scenario, at (C) the full data range and (D) the reduced data range (0–5 gC∙m-2∙d-1). 

 

Compared to the normal distribution, one fraction (5.2 cm·s-1) resulted in a maximum 

difference in C output of 1.83 gC∙m-2∙d-1 (2.0%) at 40 m on the A-B transect. The C-D transect 

had a maximum difference of 0.23 gC∙m-2∙d-1 (0.9%) at 30 m. The two-fraction scenario had a 

maximum difference of 2.84 gC∙m-2∙d-1 (3.9%) at 50 m on the A-B transect. The C-D transect had 
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a maximum difference of 1.54 gC∙m-2∙d-1 (3.8%) at 30 m. The 10-fraction scenario had a maximum 

difference of 0.80 gC∙m-2∙d-1 (1.4%) at 60 m on the A-B transect. The C-D transect had a maximum 

difference of 0.27 gC∙m-2∙d-1 (0.7%) at 0 m. 

Compared to the normal distribution, the one-fraction scenario had a maximum percent 

difference in C output of 50.0% (0.02 gC∙m-2∙d-1) at 120 m on the A-B transect. The C-D transect 

had a maximum percent difference of 20.0% (0.02 gC∙m-2∙d-1) at -40 m. The two-fraction scenario 

had a maximum percent difference of 100.0% (0.04 gC∙m-2∙d-1) at 120 m on the A-B transect. The 

C-D transect had a maximum percent difference of 120.0% (0.12 gC∙m-2∙d-1) at -40 m. The 10-

fraction scenario had a maximum percent difference of 25.0% (0.01 gC∙m-2∙d-1) at 120 m on the 

A-B transect. The C-D transect had had a maximum percent difference of 20.0% (0.02 gC∙m-2∙d-

1) at -40 m. 

Hydrographic Inputs 

Horizontal coefficients of dispersion (Kx and Ky) estimated from long-term current meter 

deployments show seasonal, depth, and site-specific variation. The range of Kx (east-west) and 

Ky (north-south) values determined from our current meter deployments are in Table 2.10. In 

Cactus Bay, Lake Diefenbaker (Figure 2.17), coefficients were generally higher at shallower 

depths (0–5 m), were low mid-water column and, at least in the Kx values, increased again at the 

bottom. This is a pattern to be expected; turbulence and mixing are generated at the surface by 

wind, the effects of which dissipate due to friction in a logarithmic fashion with increasing depth 

below the wave-affected surface layer. Turbulence then increases within the bottom boundary 

layer (Wüest and Lorke 2003). Other than a high Ky event early in the Cactus Bay deployment, 

the coefficients (especially Kx) increase during late summer/fall. In Kadla Coulee, Lake 

Diefenbaker (Figure 2.18), Kx values are higher near the surface at the beginning of the 

deployment (10 Sep to 11 Oct), but this shifts at Week 6 (12–18 Oct) and turbulence effects are 

then stronger near the bottom (26–35 m) until observations stop in late Nov. The largest Ky values 
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are observed near the bottom (26–35 m), especially from 26 Oct to 29 Nov (Weeks 8–12) where 

they are nearly twice as high as the Kx values. In Bayfield Sound of Lake Huron (Figure 2.19), 

both Kx and Ky show fluctuations in magnitude throughout the deployment period of 1 Aug 2013 

to 21 Nov 2013. Peaks in Kx are strongest in Weeks 1 (1–3 Aug), 7 (1–7 Sep), 13 (20–26 Oct), 

and 17 (17–21 Nov), with 1 and 17 having higher turbulence near the surface, while 3 and 13 are 

highest near the bottom. The Ky values were highest in the depth range of 7.6 to 9.8 m for Weeks 

1 and 7, but the high range extended to depths from 5.4 to 9.8 in Weeks 13 and 17. In Waubuno 

Channel of Lake Huron (Figure 2.20), Kx values remained low ( < 0.02 m2·s-1) for the entire 

deployment. The highest Ky values (> 0.06 m2·s-1) were observed within the top 5 m of water 

during Weeks 5 (14–20 Sep) and 9 (12–18 Oct). Overall, the Lake Huron sites demonstrated 

more variability in dispersion coefficient values than the Lake Diefenbaker sites. All but one of our 

measured dispersion coefficients were smaller than the DEPOMOD default value and the 

dispersion coefficient reported by Quay et al. (1979) (0.1 and 0.135, respectively). 

Table 2.10. Summary of horizontal dispersion coefficients Kx and Ky calculated across the entire 
current meter deployment periods for two sites in Lake Diefenbaker, SK and two sites in Lake 
Huron, ON. 

 Kx (m-2·s-1)  Ky (m-2·s-1) 

Location Mean Median Min Max  Mean Median Min Max 

Cactus Bay, 
Lake 
Diefenbaker, SK 0.00414 0.00257 

0.000
01 0.05309  0.00282 0.00161 0.00000 0.10928 

Kadla Coulee, 
Lake 
Diefenbaker, SK 0.00721 0.00441 

0.000
02 0.04759  0.00867 0.00474 0.00001 0.09686 

Bayfield Sound, 
Lake Huron, ON 0.02025 0.01403 

0.000
04 0.09724  0.01588 0.01061 0.00003 0.06091 

Waubuno 
Channel, Lake 
Huron, ON 0.00262 0.00158 

0.000
05 0.01265  0.00728 0.00430 0.00001 0.07304 

Note: Min = Minimum; Max = Maximum 
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Figure 2.17. Weekly horizontal dispersion coefficients (A) Kx and (B) Ky from Cactus Bay, Lake 
Diefenbaker, calculated each 1.0 m from 2.6 to 28.6 m from the surface from 04 Jul to 10 Oct 
2008. 
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Figure 2.18. Weekly horizontal dispersion coefficients (A) Kx and (B) Ky from Kadla Coulee, Lake 
Diefenbaker, calculated each 1.0 m from 1.9 to 35.9 m from the surface from 10 Sep to 02 Dec 
2014. 
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Figure 2.19. Weekly horizontal dispersion coefficients (A) Kx and (B) Ky from Bayfield Sound, 
Lake Huron, calculated each 1.1 m from 0.96 to 9.76 m from the surface from 01 Aug to 13 Nov 
2013. 
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Figure 2.20. Weekly horizontal dispersion coefficients (A) Kx and (B) Ky from Waubuno Channel, 
Lake Huron, calculated each 2.4 m from 2.6 to 24.2 m from the surface from 19 Aug to 30 Oct 
2014. 
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Water Layers 

The choice of which and how many water layers to input to the model had some influence 

over the predicted C output of DEPOMOD (Figure 2.21). The largest footprint was produced by 

the two-layer single cell and two-layer averaged scenarios, from -120 to 120 m on the A-B transect 

(Figure 2.21A) and from -40 to 60 m on the C-D transect (Figure 2.21B). The three single cells, 

two-layer averaged, and five-layer averaged scenarios produced the same size footprint, from -

120 to 120 m on the A-B transect and -30 to 60 m on the C-D transect. The single-layer averaged 

scenario produced a footprint from -110 to 120 m on the A-B transect and -30 to 60 m on the C-

D transect. The five-single-cell scenario produced the smallest footprint from -110 to 110 m on 

the A-B transect and -30 to 60 m on the C-D transect. At the scale of 0–5 gC∙m-2∙d-1 deposition, 

there were slight differences among the footprint area among the water layer scenarios, with the 

two-single-cell scenario having the greatest depositional area and five averaged layers having 

the smallest (Figure 2.21D). The difference between the water layers was negligible at higher 

deposition levels (Figure 2.21C). 
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Figure 2.21. Model sensitivity to water layers. Predicted C deposition along the (A) A-B transect 
and (B) C-D transect with different water layer parameterization. Grey background indicates 
under-cage locations. The predicted area of the footprint at multiple deposition levels for each 
turbulence scenario, at (C) the full data range and (D) focused on 0–5 gC∙m-2∙d-1. 

 

Compared to a one-layer input, two layers represented by two cells produced a maximum 

difference in C deposition of -12.56 gC∙m-2∙d-1 at 50 m on the A-B transect. The C-D transect had 

a maximum difference of 9.80 gC∙m-2∙d-1 at 0 and -10 m. Three layers represented by three cells 

resulted in a maximum difference of -11.26 gC∙m-2∙d-1 at 50 m on the A-B transect. The C-D 
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transect had a maximum difference of 9.94 gC∙m-2∙d-1 at 10 m. Five layers represented by five 

cells resulted in a maximum difference of 7.77 gC∙m-2∙d-1 at 40 m on the A-B transect. The C-D 

transect had a maximum difference of 5.46 gC∙m-2∙d-1 at 0 and -10 m. Two layers created by 

averaging multiple cells resulted in a maximum difference of 7.77 gC∙m-2∙d-1 at 40 m on the A-B 

transect. The C-D transect had a maximum difference of 4.22 gC∙m-2∙d-1 at 20 m. Three layers 

created by averaging multiple cells resulted in a maximum difference of -6.73 gC∙m-2∙d-1 at 60 m 

on the A-B transect. The C-D transect had a maximum difference of 4.07 gC∙m-2∙d-1 at 10 m. Five 

layers created by averaging multiple cells resulted in a maximum difference of 14.08 gC∙m-2∙d-1 at 

40 m on the A-B transect. The C-D transect had a maximum difference of 4.85 gC∙m-2∙d-1 at 10 

m. All of these differences occurred under the cages where predicted carbon deposition rate 

ranged from 16.67 to 102.60 gC∙m-2∙d-1 depending upon the water layers used, all well above the 

deposition rate that would result in significant loss in density and diversity of the benthic 

community.  

Maximum differences in deposition rate expressed as a percentage occurred distant from 

cages and ranged from very small to ecologically significant amounts. Compared to predictions 

when using a single water layer input, the use of two representative layers produced a maximum 

percent difference in C output of 200.8% at -100 m on the A-B transect, with deposition ranging 

1.32–3.97 gC∙m-2∙d-1. The C-D transect had a maximum percent difference of 97.3% at -30 m, 

with deposition ranging from 1.49–2.94 gC∙m-2∙d-1. Two layers created by averaging multiple cells 

produced a maximum percent difference of 100.0% (0.08 gC∙m-2∙d-1) at -120 m on the A-B transect 

while the C-D transect had a maximum percent difference of 40.8% (3.52 gC∙m-2∙d-1) at 40 m. The 

use of three representative water layers resulted a maximum percent difference of 100.0% (0.08 

gC∙m-2∙d-1) at -120 m on the A-B transect and 32.8% (0.21 gC∙m-2∙d-1) on the C-D transect at 50 

and 60 m. Three layers created by averaging multiple cells produced a maximum percent 

difference of 100.0% (0.08 gC∙m-2∙d-1) at -120 m on the A-B transect. The C-D transect had a 
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maximum percent difference of 100.0% (0.17 gC∙m-2∙d-1) at -40 m. Five layers represented by five 

cells had a maximum percent difference of 77.1% (0.27 gC∙m-2∙d-1) at 110 m on the A-B transect 

and 40.2% (1.00 gC∙m-2∙d-1) at -30 m on the C-D. Five layers created by averaging multiple cells 

produced a maximum percent difference of 200.0% (0.30 gC∙m-2∙d-1) at -110 m on the A-B 

transect. The C-D transect had a maximum difference of 207.1% (0.29 gC∙m-2∙d-1) at 50 and 60 

m. Predictions generated from current data consisting of averaged data were not consistently 

more or less similar to the predictions from a single averaged water layers when compared to the 

use of the same number of layers but using raw data from representative cells instead. 

Turbulence 

The model showed sensitivity to turbulence intensity (coefficients of dispersion) across the 

range of values tested, but runs with the relatively low coefficients calculated from site data 

showed little difference compared to runs with turbulence effects disabled (Figure 2.22). Use of 

Quay et al. (1979) coefficient, which had the highest value, produced the largest footprint, with C 

deposition extending from -120 to 120 m (38 m from cage edges) on the A-B transect and -60 to 

60 m on the C-D transect (47 and 20 m from cage edge, respectively). Use of the default 

coefficient produced a depositional footprint from -110 to 110 m on the A-B transect and -40 to 60 

m on the C-D transect. The measured maximum coefficients, mean coefficients, and no-

turbulence scenario all produced the same, smaller footprint, from -100 to 90 m on the A-B 

transect (18 and 7 m from cage edges, respectively) and from -30 to 40 m on the C-D transect 

(17 and 20 m, respectively). The use of the DEPOMOD default and Quay et al. (1979) coefficient 

produced larger footprint areas than the other three scenarios at levels of deposition from 0.5 to 

30 gC∙m-2∙d-1. At 30 gC∙m-2∙d-1 this reversed, with the calculated coefficients and no turbulence 

scenarios resulting in greater area of deposition at levels 30–120 gC∙m-2∙d-1; all of these high 

deposition levels occurred under cages. Within the 0–5 gC∙m-2∙d-1, the difference in area was 

small between maximum measured coefficients, mean measured coefficients, and no turbulence, 
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while the Quay et al. (1979) coefficient produced a larger area at these deposition levels than the 

DEPOMOD default coefficient (Figure 2.22D). As compared to use of the default coefficient, using 

Quay’s coefficient produced a prediction of 7% larger area that would receive carbon deposition 

at a rate high enough (1.3 gC∙m-2∙d-1 above background, Podemski et al. 2019) to result in 50% 

loss of invertebrate density. The use of the mean and maximum calculated coefficients or using 

with turbulence turned off resulted in approximately 30% less area predicted to be impacted to 

this degree as compared to the default coefficient. 
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Figure 2.22. Model sensitivity to coefficients of dispersion. Predicted C deposition along the (A) 
A-B transect and (B) C-D transect using different coefficient of dispersion values or turning off 
turbulence effects. Grey background indicates under-cage locations. The predicted area of the 
footprint at multiple deposition levels for each turbulence scenario, at (C) the full data range and 
(D) focused on 0–5 gC∙m-2∙d-1. 
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Compared to the DEPOMOD default coefficients (0.1 m-2·s-1), the coefficient value from Quay 

et al. (1979) produced a maximum difference of -8.98 gC∙m-2∙d-1 at 40 m on the A-B transect and 

a maximum difference of 2.05 gC∙m-2∙d-1 at 40 m on the C-D transect. For context, these sites 

were under the cages on the A-B and at 20 m distance from the cage edge on the C-D transect 

and were predicted to receive between 79.18–111.15 gC∙m-2∙d-1 (A-B) and 2.18–11.64 gC∙m-2∙d-

1 (C-D), depending upon the coefficient used. Calculated coefficients from the most dispersive 

layer (i.e., maximum coefficient) compared to the default coefficient resulted in a maximum 

difference in C deposition of 24.99 at 50 m (under cages) on the A-B transect. The C-D transect 

had a maximum difference of 15.57 gC∙m-2∙d-1 at 20 m (under cages). Mean calculated coefficients 

resulted in a maximum difference of 31.33 gC∙m-2∙d-1 at 50 m on the A-B transect. The C-D 

transect had a maximum difference of 17.17 gC∙m-2∙d-1 at 20 m. Disabling turbulence effects 

resulted in a maximum difference of 30.36 gC∙m-2∙d-1 at 50 m on the A-B transect and 14.6 

gC∙m-2∙d-1 at 20 m on the C-D transect. 

Compared to DEPOMOD default coefficients, values from Quay et al. (1979) produced a 

maximum percent difference in C deposition of 562.5% (0.45 gC∙m-2∙d-1) at -110 m on the A-B 

transect, an area predicted to receive between 0–0.53 gC∙m-2∙d-1. The C-D transect had a 

maximum percent difference of 80.9% (0.17 gC∙m-2∙d-1) at -40 m. Using calculated coefficients 

from the most dispersive (surface) water layer, averaged over the water column, or disabling 

turbulence effects, all had a maximum percent difference of 100.0% (0.08, 3.08, 0.79 gC∙m-2∙d-1) 

at -110, 100, and 110 m on the A-B transect. The C-D transect had a maximum percent difference 

of 100.0% (0.21, 0.64, and 0.64 gC∙m-2∙d-1) at -40, 50, and 60 m. 

Resuspension 

There was no change in C output with resuspension turned on or off (Figure 2.23). 
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Figure 2.23. Model sensitivity to resuspension. Predicted C deposition along the (A) A-B transect 
and (B) C-D transect with resuspension tuned on or off. Grey background indicates under-cage 
locations. The predicted area of the footprint at multiple deposition levels for each resuspension 
scenario, at (C) the full data range and (D) focused on 0–5 gC∙m-2∙d-1. 
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DISCUSSION 

Sensitivity analysis of a model is a useful exercise for a modeller to undertake in order to 

identify where a model might benefit from improving the mathematical description of a process; it 

is also of use to model users as it can identify which parameters should be obtained with accuracy 

and which can be filled by estimates or literature values and do the least damage to predictions. 

The results of our analysis of DEPOMOD shared similarities with the work of previous authors 

when identifying the factors that the model is most sensitive to, but also identified differences that 

are particular to use in a low-energy freshwater environment. 

The particle number setting had little effect on the size of the deposition area and the amount 

of C deposition once the particle setting reached 500 particles. The lowest setting of 10 particles, 

recommended in DEPOMOD Canada (Pacific Region) Methods and Settings v2.0 (Stucchi and 

Chamberlain 2005), predicted a footprint that extended approximately 10 m less distance from 

cages, a change of 30%, and there were significant differences in deposition rates. Differences in 

predicted deposition of 3.69 to 3.96 gC·m2·d-1 at a distance of 70 m on the A-B transect and of 

3.17 to 3.56 gC·m2·d-1 at a distance of 20 m on the C-D transect between the 10-particle setting 

and the other settings are biologically significant. It would be risky to potentially under-predict by 

such a significant amount of C deposition, therefore it is not recommended to choose the lowest 

particle number setting. There was a high amount of congruency among the higher settings (500, 

1000, 5000), with differences in C deposition between 0.3 and 0.9 gC·m2·d-1. While 1 gC·m2·d-1 

is still biologically significant (at least in the marine environment (Chamberlain et al. 2005; 

Hargrave 1994)), the agreement between the three higher settings suggests that there is no need 

to exceed 500 particles. The goal should be to maximize accuracy while minimizing model run 

time. As the 10-particle setting consistently under-predicted near the cage, it is not a good choice 

with regards to accuracy. More particles in the model extends running time but resulted in very 

little change in predictions; therefore, it is recommended that 500 particles be used for DEPOMOD 



 

69 
 

in freshwater settings. We do, however, acknowledge that we did not test values between 5 and 

500 and therefore the appropriate threshold may be lower.  

The use of a High or Very High trajectory accuracy (i.e., model time step) caused the predicted 

footprint to reduce in size by 10 m to the east and by 20 m to the north as compared to the footprint 

predicted using the Normal setting. The clear difference in the predicted footprint between 

trajectory accuracy’s two high settings (Very High: 6 s, High: 60 s) and the Normal setting (600 s) 

is best explained by site mechanics. In 30 m of water, both faecal and feed particles would have 

reached the bottom within 600 s, giving the model no chance to adjust the particle trajectory after 

its release. This is undesirable as the current meter settings and horizontal dispersion coefficients 

would then have little impact on the results, decreasing the model’s ability to predict real-world 

scenarios. There was no difference in footprint or predicted C deposition between 6 s and 60 s 

settings, and keeping in mind that the Very High setting has a much longer run time than the High 

setting, we recommend the High setting (same as DEPOMOD Canada (Pacific Region) Methods 

and Settings v2.0 (Stucchi and Chamberlain 2005)). 

The model is sensitive to feed composition in terms of the predicted spatial extent of the 

footprint as well as the amount of carbon deposited within that footprint. This is hardly surprising 

as feed intake and composition drives waste production. Generally, the diets with higher 

digestibility values and lower C content produced smaller footprints. Variability in deposition was 

highest under the cages, with a > 60 gC·m2·d-1 range between Feed 4 and Feed 2 at one location 

on the A-B transect. Chamberlain and Stucchi (2007), who compared C output from DEPOMOD 

for feed and faecal carbon content, also found that variability was highest closest to the cage. In 

contrast, percent differences of 100% or greater were observed at the edges of the footprint, not 

under the cages. These large percentage differences corresponded to changes in C output of 

only one-hundredths of a gram except on transect C-D for Feeds 2 and 3, where differences were 

in the biologically significant range of > 1 gC·m2·d-1. Perhaps the best illustration of how much 
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feed composition affects modelled C deposition is Figure 2.12D, where the area receiving 0–5 

gC·m2·d-1 varies by approximately 4000 m2 between Feeds 2 and 4 at the 5 gC·m2·d-1 deposition 

level. As a result of this variability in C deposition in the biologically significant region, the user 

should take care to get accurate composition data for feeds that will be used on the farm being 

modelled to gain accurate deposition footprints. 

Also apparent in the comparison of area to predicted deposition level is that the slopes of the 

lines for Feeds 1, 2, and 3 are all similar (Figure 2.12C and D). In addition, the line for Feed 3 lies 

between those of Feeds 1 and 2, which makes sense as it is an average of the two feeds. The 

plots suggest that averaging or weighted averaging of composition values feeds to obtain a single 

value to input into DEPOMOD when a farm uses multiple feed formulations is the preferable 

alternative to choosing only one feed or utilizing a literature value. The slope of Feed 4 differed 

from all the other feeds, possibly due to the estimated digestibility which was much higher than 

all the other feeds. The carbon content in faeces and digestibility given as a guideline in the 

DEPOMOD Canada (Pacific Region) Methods and Settings guide (Stucchi and Chamberlain 

2005) was inconsistent with reported values from commercial feeds used for rainbow trout in the 

freshwaters of Saskatchewan and Ontario. This further reinforces the need to gain the best 

information possible on the type of feed that will be used at the farm being modelled. 

DEPOMOD is sensitive to the proportion of feed that is wasted. Waste feed is a direct 

component of the carbon deposition and is transferred with greater efficiency to the sediments 

than eaten feed (faeces). Literature values for waste feed range widely and have been high in the 

past, but improvements in the industry’s environmental performance have seen those estimates 

drop from 27–31% in the early 1980s (Penczak et al. 1982), to 1–11% in the late 1980s and early 

1990s (Findlay and Watling 1994; Gowen and Bradbury 1987; Juell 1991; Weston 1986), then to 

0–1% by the 2000s (Brooks 2001; Sutherland et al. 2001). In the case of Lake Diefenbaker, we 

measured a feed wastage of 0% multiple times during 2006–2007 using sediment traps placed in 
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cages during feeding (Podemski unpublished). Chamberlain and Stucchi (2007) and Cromey et 

al. (2002a) recommend setting DEPOMOD to 3% feed waste, which is reasonable, as when the 

model is being used in a predictive fashion. In our sensitivity analysis, a change in the percentage 

of waste feed from 3% to 0% did not change the deposition boundaries substantially. It did result 

in a 10% reduction in the rate of waste deposition under the cage; however, due to the high rate 

of deposition under cages, this change is not within the range that would elicit a different response 

in the benthos as a result of that reduction. Therefore, any percentage feed waste 3% and lower 

should be appropriate for modelling potential benthic impacts of a modern Canadian freshwater 

fish farm. 

The model was not sensitive to the settling speed of feed and faecal matter within the tested 

range of values, which is surprising as other authors have reported that this factor was influential. 

The maximum percent differences that resulted from varying feed-settling speed ranged between 

5.2 and 10.3 cm·s-1 but occurred at the edge of the footprint in increments of tenths of a gC·m2·d-

1. However, a high amount of wastage (5%) coupled with low settling speed (5.5 cm·s-1) produced 

an increased depositional area in the 0–5 gC·m2·d-1 C deposition zone, which is the range of 

carbon deposition within which the benthic community transitions from reference to heavily 

impacted. This indicates that model outcomes for an area of significance could be sensitive to 

feed-settling speed at high wastage rates. At lower feed waste rates, changing the settling speed 

of faecal waste had no effect on the area receiving 1–5 gC·m2·d-1 and minimal effect on total C 

deposition. That feed- and faecal-settling speed had such a small effect on the model results was 

surprising as authors who applied the model to non-salmonids considered these factors important 

(Cromey et al. 2012; Magill et al. 2006). The discrepancy between the present study in freshwater 

and the marine studies may be due to a combination of fast settling rates, shallow depth, and 

generally lower current speeds in freshwater versus marine habitats. It may also have been at 

least partially the result of the grid size used, as the possible lateral displacement of a particle at 
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these low current speeds was on the same order as the grid size which would have led to 

smoothing of the data. However, given the accuracy of locations of sediment traps and cages 

when collecting our validation datasets was rarely less than 1m, we felt this was an appropriate 

grid resolution to use. A comparison of the theoretical distance travelled by a pellet falling at the 

minimum reported settling rate of 5.2 cm·s-1 versus the average reported speed of 9.9 cm·s-1 and 

subjected to the median recorded current speeds recorded during our ADP deployments at 

Cactus Bay ranged between 3.7–14.3 m. These distances would result in minimal transport 

beyond the cage structure. Keeley et al. (2013) examined waste dispersion at five marine farms 

with contrasting flow regimes. Using the reported settling rates and current speeds (Keeley et al. 

2013), we determined that distances travelled by pellets subjected to mean current speeds at 

those farms would range between 11.3 and 75.2 m, with the low end representing a low-energy 

site and the high end representing a high-energy site. This range is considerably greater than our 

calculated distances in Lake Diefenbaker. As depth was comparable among sites, current speed 

was the driving factor behind the difference; however, if we artificially increased the depth at the 

low-energy site, the amount of horizontal movement increased to where it was comparable to a 

high-energy site, so the interaction between depth and current speed cannot be ignored. Using a 

settling velocity within the literature range should be sufficient for DEPOMOD modelling in 

relatively shallow, low-energy freshwater sites, as our sensitivity analysis suggests that it is not 

necessary to have high accuracy or the exact distribution of settling speeds for different-sized 

particles as long as feed wastage rates do not approach or exceed 5%. 

Many ocean-based studies utilizing DEPOMOD used default values for the horizontal 

coefficients of dispersion (e.g., Chang et al. 2014; Cromey et al. 2002a; Keeley et al. 2013; Weise 

et al. 2009). The wide range of literature values for the horizontal dispersion coefficient in lakes 

(Table 2.11) prompted us to measure them for our study sites. The mean measured values used 

in the sensitivity analysis were at the low end of those reported in the literature for lakes, generally 
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lower by one to two orders of magnitude than other medium-sized lakes (Table 2.11). Measuring 

horizontal dispersion coefficients over a longer time period and over depths produced a wider 

range of values than the calculated values used in the sensitivity analysis, but means and medians 

were generally comparable. Temperature, wind, and site characteristics were likely influencers of 

the horizontal dispersion coefficients. As Quay et al. (1979) observed, a highly mixed epilimnion 

tended to have higher values of K than non-mixing deeper layers. We observed this phenomenon 

as a general trend, particularly in Kx, with some notable exceptions. In Lake Diefenbaker, 

coefficients close to DEPOMOD default levels occur in Ky at the bottom of the lake, which is likely 

due to the fact that both sites are situated in a through-put reservoir known for having a strong 

deep current rather than a shoreline current (Baxter and Glaude 1980). Evidence of the presence 

of a deep current only appeared once in Cactus Bay, in Jul, while at the Kadla Coulee site, which 

was further offshore and thus closer to the main channel of the reservoir, a deep current appeared 

to build over the course of the sampling period, which coincided with the annual drawdown period 

for the reservoir (Centre for Hydrology 2012). Bayfield Sound in Lake Huron was the most 

energetic of the sites that we collected data from; the horizontal coefficient means and medians 

were an order of magnitude higher than all other measured means (Table 2.8 and Table 2.10). 

Bayfield Sound tended to have high Kx values extending from the surface to nearly 10 m, with 

values increasing in the upper layers in Week 17, possibly due to increased wind speeds that 

tend to occur in later in the season in temperate climates. A corresponding gradual increase of Ky 

in the bottom layer as the season progressed suggests movement towards holomixis. Overall, 

our mean-measured coefficients were lower than the DEPOMOD defaults of 0.1 m2·s-1 by one to 

two orders of magnitude, and most closely resembled the lowest reported values of Kx and Ky in 

the hypolimnion of Lake Ontario and the range of values of Kh in the hypolimnion of small lakes 

(Table 2.11). However, one should be mindful that the measurement of dispersion coefficient is 

affected by both the method used and the scale over which the measurement occurs. Dispersion 

coefficients are most often calculated from observations of the path of drifters or from the 
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dispersion and resulting dilution of a chemical tracer; they can also, as we have done, be 

estimated from ADCP data (although this is a much less usual method). The use of drifters will 

remove the contribution of vertical shear (Peeters and Hofmann 2015) resulting in a lower 

coefficient as compared to that determined by the use of chemical tracers which are affected by 

vertical shear. The Rao et al. (2008) method estimated the coefficient along two predetermined 

axis directions instead of identifying first two principal component directions of the horizontal 

scatter and so it may very well also result in a smaller coefficient. The dispersion coefficient is 

also a scale-dependent phenomena, meaning that the larger an area that is used or the longer a 

time frame over which the dilution of a tracer or path of drifters is measured, the larger the 

determined coefficient (Peeters and Hofmann 2015). Peeters and Hofmann (2015) reported an 

order of magnitude difference in the coefficients measured at 100 m versus 1000 m scales. Our 

field data suggests dispersion in the tens of metres, and therefore a coefficient measured in that 

spatial scale is most likely appropriate.  
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Table 2.11. Literature values of horizontal dispersion coefficients in marine and freshwater 
environments. 
Horizontal Dispersion 

Coefficient (m2·s-1) 
Site Characteristics 

Location; Lake Sizea; Water Layer Source 

K = 0.1000 Model sea loch Gillibrand and Turrell (1997) 
(DEPOMOD default) 

Ka = 0.0504–220 Ocean Okubo (1971) 

K = 0.003–0.42 Mediterranean Sea Cromey et al. (2012) 

K = 0.2–30 Coastal waters List et al. (1990) 

Ky = 0.0115–0.12 Lake Huron, ON, Canada; large; epilimnionb Csanady (1963, 1970) 

Ky ≈ 0.2 Lake Huron, ON, Canada; large; epilimnionc Csanady (1970) 

Kx = 1.99–122.000 Lake Ontario, ON, Canada; large; epilimnion Murthy (1976) 

Ky = 0.323–67.3 Lake Ontario, ON, Canada; large; epilimnion Murthy (1976) 

Kx = 0.0367–0.767 Lake Ontario, ON, Canada; large; hypolimnion Murthy (1976) 

Ky = 0.0096–0.875 Lake Ontario, ON, Canada; large; hypolimnion Murthy (1976) 

Kxy = 0.2–1.2 Lake Erie, ON, Canada; large; all depths Rao et al. (2008) 

Kh = 0.01–13 Kootenay Lake, BC, Canada; medium; 
epilimnion 

Stevens et al. (2004) 

Kxy = 17.1 Lake Kinneret, Israel; medium; epilimnion Stocker and Imberger (2003) 

K = 10.0 Clear Lake, CA, USA; medium; un-stratified Rueda et al. (2008) 

K~0.01-0.03 Lake Constance; medium; epilimnion, 100m 
scale 

Peeters and Hofmann (2015) 

K~0.1-0.7 Lake Constance; medium; epilimnion, 1km 
scale 

Peeters and Hofmann (2015) 

Kh = 0.0018–0.0205 L227 and L224, ON, Canada; small; 
thermocline 

Quay et al. (1979) 

Kh = 0.0014–0.0059 L227 and L224, ON, Canada; small; 
hypolimnion 

Quay et al. (1979) 

Ka = 0.0050–0.0256 Twin West Lake, BC, Canada; small; 
epilimnion 

Lawrence et al. (1995) 

K = 0.10–4.2 Lake Michigan; large; epilimnion Choi et al. (2020) 
a defined by surface area: “large” > 10,000 km2; “medium” < 10,000 km2, > 1 km2; “small” < 1 km2 

b current was steady over depth 
c current changed rapidly over depth 

 

The horizontal dispersion coefficients observed at our sites were so small that there was no 

difference in DEPOMOD predictions between their use and turning turbulence off. However, 

DEPOMOD was sensitive to changes in the turbulence parameter; an increase in the coefficients 

by 0.035 m2·s-1 over the DEPOMOD default of 0.1 m2·s-1 produced larger depositional zones, 

particularly in the 0–5 gC·m2·d-1 deposition range. While DEPOMOD does not seem to be 

sensitive to changes at the low end of the spectrum (0–0.005 m2·s-1), it may still be sensitive to 

changes in turbulence between 0.005 and 0.1 m2·s-1, but we have not investigated this portion of 

the range. Given our results, we suggest that it may not be necessary to have turbulence effects 
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enabled in low-energy environments and that more testing to identify where the model becomes 

sensitive to turbulence is needed. As DEPOMOD is somewhat sensitive to horizontal dispersion 

values, and our data and the literature indicates that there are distinct differences between 

epilimnion and hypolimnion dispersion coefficients (Murthy 1976; Quay et al. 1979), we also 

suggest that DEPOMOD could be improved by allowing unique coefficients to be assigned to 

each water layer. 

Although we see that the choice of water layer and number of layers used affected the model 

predictions, there were no consistent differences between model outputs derived from number of 

water layers or between layers derived from single cells versus layers derived from averages. 

There is no guidance provided in DEPOMOD documentation on how to quantitatively determine 

water layers (Stucchi and Chamberlain 2005) despite the authors of the program indicating that 

using multiple layers with accurate current speed and direction was integral to producing a good 

model (Cromey et al. 2002a). However, as we could not detect any trend in how various water-

layer scenarios predicted C deposition, we are similarly unable to give a recommendation 

regarding choice of water layers or how best to choose a value for a water layer. We do note that 

because of the low velocities that predominated, our measures of current speed have higher 

potential error associated with them as accuracy of the meters was 1% of the value ± 0.5 cm·sec-

1.  

The lack of effect from enabling vs. disabling resuspension was expected as our current 

velocities did not exceed the resuspension threshold of 9.5 cm·s-1. Chamberlain and Stucchi 

(2007) found that enabling resuspension resulted in 98% of material carried outside the model 

area, which they considered to be unrealistic. The authors did not recommend enabling 

resuspension in their guide for Canadian DEPOMOD users (Stucchi and Chamberlain 2005). Our 

results suggest that the resuspension setting does not need to be enabled for freshwater sites 

with low current velocities. 
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DEPOMOD is sensitive to several parameters when used in a lake setting, most notably: feed 

composition, % feed waste, and the horizontal coefficients of dispersion (Table 2.12). While these 

parameters were also determined to be important to DEPOMOD in marine studies, the lack of 

sensitivity in this study to faecal-settling speed and the inability to determine the overall effect of 

current changes on the model output were unexpected. Sensitivity analysis to understand the 

impact of uncertainty in input parameters on model predictions could be a valuable addition to the 

process of assessing a model prediction for regulatory purposes. For example, Figure 2.24 shows 

the range of confidence around DEPOMOD carbon deposition predictions that result in 

uncertainty in the feed wastage rate between 0–10% at the farm site that we tested the model. 

There is minimal uncertainty in the deposition estimate far away from cages, but under the cages 

the deposition rate could be as much as 25% higher or 10% lower than what was predicted using 

the DEPOMOD default of 3%. Provision of this information would allow a regulator to better 

understand that there is uncertainty in model predictions of severity of the deposit directly under 

cages and by extension the time to recovery once operations cease at that site, but the footprint 

size is not in question. This of course is independent of a direct assessment of the accuracy of 

DEPOMOD predictions, which is the subject of the next chapters.  

Table 2.12. Comparison of parameter sensitivity between studies. 

Parameter Sensitive Somewhat Sensitive Not Sensitive 

Particle Number  P P 

Trajectory Accuracy C P C, P 

Feed Composition P CS  
% Feed Waste CS, P   
Feed Settling Speed   P 

Faecal Settling Speed M  P 

Kx and Ky C, P C P 

Kz   C 

Water Layer Number   P 
Current Speed C   
Current Speed Accuracy C, CM C, P  
Current Direction Accuracy CM C, P  
Resuspension C2, CS  P 
Note: C = Cromey et al. (2002a); C2 = Cromey et al. (2002b); CS = Chamberlain and Stucchi (2007); CM = Cromey 
et al. (2012); M = Magill et al. (2006); P = Podemski et al. (this report) 
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Figure 2.24. Uncertainty in DEPOMOD prediction when feed wastage rate was varied between 
0 and 10% along the (A) A-B transect and (B) C-D transect.  

 

LITERATURE CITED 

Baxter, R.M., and Glaude, P. 1980. Environmental effects of dams and impoundments in Canada: 

experience and prospects. Canadian Bulletin of Fisheries and Aquatic Sciences 205: 34. 

Brooks, K.M. 2001. An evaluation of the relationship between salmon farm biomass, organic 

inputs to sediments, physicochemical changes associated with those inputs and the infaunal 

response - with emphasis on total sediment sulfides, total volatile solids, and oxidation-

reduction potential as surrogate endpoints for biological monitoring; final report. Aquatic 

Environmental Sciences, Port Townsend, Washington. 

Brooks, K.M., and Mahnken, C.V.W. 2003. Interactions of Atlantic salmon in the Pacific northwest 

environment: II. Organic wastes. Fisheries Research 62(3): 255–293. 

Centre for Hydrology. 2012. Review of Lake Diefenbaker Operations (2010–2011). University of 

Saskatchewan, Saskatoon, SK. 



 

79 
 

Chamberlain, J., and Stucchi, D. 2007. Simulating the effects of parameter uncertainty on waste 

model predictions of marine finfish aquaculture. Aquaculture 272(1–4): 296–311. 

Chamberlain, J., Stucchi, D., Lu, L., and Levings, C. 2005. The suitability of DEPOMOD for use 

in the management of finfish aquaculture sites, with particular reference to Pacific Region. 

Canadian Science Advisory Secretariat Research Document. 

Chang, B.D., Page, F.H., Losier, R.J., and McCurdy, E.P. 2014. Organic enrichment at salmon 

farms in the Bay of Fundy, Canada: DEPOMOD predictions versus observed sediment sulfide 

concentrations. Aquaculture Environment Interactions 5(3): 185–208. 

Cho, C.Y., Slinger, S.J., and Bayley, H.S. 1982. Bioenergetics of salmonid fishes: Energy intake, 

expenditure and productivity. Comparative Biochemistry and Physiology Part B: Comparative 

Biochemistry 73(1): 25–41. 

Choi, J., Troy, C., Hawley, N., McCormick, M., and Wells, M. 2020. Lateral dispersion of dye and 

drifters in the center of a very large lake. Limnology and Oceanography 65: 336–348. 

Cromey, C.J., Nickell, T.D., and Black, K.D. 2002a. DEPOMOD—modelling the deposition and 

biological effects of waste solids from marine cage farms. Aquaculture 214: 211–239. 

Cromey, C.J., Nickell, T.D., Black, K.D., Provost, P.G., and Griffiths, C.R. 2002b. Validation of a 

Fish Farm Waste Resuspension Model by Use of a Particulate Tracer Discharged from a Point 

Source in a Coastal Environment. Estuaries 25: 916–929. 

Cromey, C.J., Thetmeyer, H., Lampadariou, N., Black, K.D., Kögeler, J., and Karakassis, I. 2012. 

MERAMOD: predicting the deposition and benthic impact of aquaculture in the eastern 

Mediterranean Sea. Aquaculture Environment Interactions 2(2): 157–176. 

Csanady, G.T. 1963. Turbulent diffusion in Lake Huron. Journal of Fluid Mechanics 17(3): 360–

384. 

Csanady, G.T. 1970. Dispersal of effluents in the Great Lakes. Water Research 4(1): 79–114. 

Findlay, R.H., and Watling, L. 1994. Toward a process level model to predict the effects of salmon 

net-pen aquaculture on the benthos. Chapter 4. In Modelling benthic impacts of organic 



 

80 
 

enrichment from marine aquaculture. Edited by B.T. Hargrave. Can. Tech. Rep. Fish. Aquat. 

Sci. pp. 47–77. 

Gillibrand, P.A., and Turrell, W.R. 1997. Simulating the dispersion and settling of particulate 

material and associated substances from salmon farms. Fisheries Research Services Marine 

Laboratory, Aberdeen. 

Government of Canada, and Government of British Columbia. 2014. Guide to the Pacific Marine 

Finfish Aquaculture Application. online. p. 135. 

Gowen, R.J., and Bradbury, N.B. 1987. The ecological impact of salmonid farming in coastal 

waters: A review. Oceanography and Marine Biology Annual Revue 25: 563–575. 

Hamby, D.M. 1994. A review of techniques for parameter sensitivity analysis of environmental 

models. Environmental Monitoring and Assessment 32(2): 135–154. 

Hargrave, B.T. 1994. A benthic enrichment index. In Modelling Benthic Impacts of Organic 

Enrichment from Marine Aquaculture. Edited by B.T. Hargrave. Can. Tech. Rep. Fish. Aquat. 

Sci. pp. 79–91. 

Juell, J.-E. 1991. Hydroacoustic detection of food waste—a method to estimate maximum food 

intake of fish populations in sea cages. Aquacultural Engineering 10(3): 207–217. 

Keeley, N.B., Cromey, C.J., Goodwin, E.O., Gibbs, M.T., and MacLeod, C.K. 2013. Predictive 

depositional modelling (DEPOMOD) of the interactive effect of current flow and resuspension 

on ecological impacts beneath salmon farms. Aquaculture Environment Interactions 3(3): 

275–291. 

Lawrence, G.A., Ashley, K.I., Yonemitsu, N., and Ellis, J.R. 1995. Natural dispersion in a small 

lake. Limnology and Oceanography 40(8): 1519–1526. 

List, E.J., Gartrell, G., and Winant, C.D. 1990. Diffusion and dispersion in coastal waters. Journal 

of Hydraulic Engineering 116(10): 1158–1179. 



 

81 
 

Magill, S.H., Thetmeyer, H., and Cromey, C.J. 2006. Settling velocity of faecal pellets of gilthead 

sea bream (Sparus aurata L.) and sea bass (Dicentrarchus labrax L.) and sensitivity analysis 

using measured data in a deposition model. Aquaculture 251(2–4): 295–305. 

Moccia, R., Bevan, D., and Reid, G. 2007a. Composition of Fecal Waste from Commercial Trout 

Farms in Ontario: Macro and Micro Nutrient Analyses and Recommendations for Recycling. 

Aquaculture Centre, University of Guelph, Guelph, ON. 

Moccia, R., Bevan, D., and Reid, G. 2007b. Composition of Feed and Fecal Waste from 

Commercial Trout Farms in Ontario: Physical Characterization and Relationship to Dispersion 

and Depositional Modelling. Aquacultre Centre, University of Guelph, Guelph, ON. 

Moccia, R.D., and Bevan, D.J. 2010. Physical Characteristics of Feed and Fecal Waste from Trout 

Aquaculture: Part 2: Settling Characteristics and Scouring Velocity Estimates of Aquaculture 

Waste to Validate "DEPOMOD". Aquaculture Centre, University of Guelph, Guelph, ON. 

Murthy, C.R. 1976. Horizontal diffusion characteristics in Lake Ontario. Journal of Physical 

Oceanography 6(1): 76–84. 

Okubo, A. 1971. Oceanic diffusion diagrams. Deep Sea Research 18(8): 789–802. 

Pearson, T.H., and Black, K.D. 2001. The environmental impacts of marine fish cage culture. In 

Evironmental Impacts of Aquaculture. Edited by K.D. Black. Sheffield Academic Press, Oban, 

UK. pp. 1–31. 

Peeters, F., and Hofmann, H. 2015. Length‐scale dependence of horizontal dispersion in the 

surface water of lakes. Limnology and Oceanography 60(6): 1917–1934. 

Penczak, T., Galicka, W., Molinski, M., Kusto, E., and Zalewski, M. 1982. The Enrichment of a 

Mesotrophic Lake by Carbon, Phosphorus and Nitrogen from the Cage Aquaculture of 

Rainbow Trout, Salmo gairdneri. J. Appl. Ecol. 19(2): 371–393. 

Podemski, C.L., Smith, E.L., Wlasichuk, C.A., and Zhang, J. 2019. Development of Sediment 

Biogeochemical Indicators for Regulation of Freshwater Cage Aquaculture. In Program for 

Aquaculture Regulatory Research (PARR). Fisheries and Oceans Canada. p. 39. 



 

82 
 

Quay, P.D., Broecker, W.S., Hesslein, R.H., Fee, E.J., and Schindler, D.W. 1979. Whole lake 

tritium spikes to measure horizontal and vertical mixing rates. In Isotopes in Lake Studies. 

International Atomic Energy Agency (IAEA), Vienna, Austria. pp. 175–193. 

Rao, Y.R., Hawley, N., Charlton, M.N., and Schertzer, W.M. 2008. Physical processes and 

hypoxia in the central basin of Lake Erie. Limnology and Oceanography 53(5): 2007–2020. 

Rapp, P., Ramirez, W.R., Rivera, J.A., Carlo, M., and Luciano, R. 2007. Measurement of organic 

loading under an open-ocean aquaculture cage, using sediment traps on the bottom. Journal 

of Applied Ichthyology 23: 661–667. 

Rueda, F.J., Schladow, S.G., and Clark, J.F. 2008. Mechanisms of contaminant transport in a 

multi-basin lake. Ecological Applications 18(sp8): A72-A87. 

Saskatchewan Property Management Corporation, S.D. 1986. Lake Diefenbaker Depth Sounding 

Chart. Saskatchewan Property Management Coporation, SaskGeomatics Division, Regina, 

SK. 

Stevens, C.L., Lawrence, G.A., and Hamblin, P.F. 2004. Horizontal dispersion in the surface layer 

of a long narrow lake. Journal of Environmental Engineering and Science 3(5): 413–417. 

Stocker, R., and Imberger, J. 2003. Horizontal transport and dispersion in the surface layer of a 

medium‐sized lake. Limnology and Oceanography 48(3): 971–982. 

Strain, P.M., and Hargrave, B.T. 2005. Salmon aquaculture, nutrient fluxes and ecosystem 

processes in southwestern New Brunswick. In Environmental Effects of Marine Finfish 

Aquaculture. Springer. pp. 29–57. 

Stucchi, D., and Chamberlain, J. 2005. DEPOMOD Canada (Pacific Region) Methods and 

Settings v2.0. Fisheries and Oceans Canada. p. 52. 

Sutherland, T.F., Martin, A.J., and Levings, C.D. 2001. Characterization of suspended particulate 

matter surrounding a salmonid net-pen in the Broughton Archipelago, British Columbia. ICES 

Journal of Marine Science 58: 404–410. 



 

83 
 

Weise, A.M., Cromey, C.J., Callier, M.D., Archambault, P., Chamberlain, J., and McKindsey, C.W. 

2009. Shellfish-DEPOMOD: Modelling the biodeposition from suspended shellfish 

aquaculture and assessing benthic effects. Aquaculture 288(3–4): 239–253. 

Weston, D.P. 1986. The Environmental Effects of Floating Mariculture in Puget Sound. 

Department of Ecology, University of Washington, Seattle, WA. 

Wüest, A., and Lorke, A. 2003. Small-scale hydrodynamics in lakes. Annual Review of fluid 

mechanics 35(1): 373–412. 

Yuzyk, T.R. 1983. Lake Diefenbaker, Saskatchewan: A Case Study of Reservoir Sedimentation. 

Sediment Survey Section Water Survey of Canada Division, Water Resources Branch Inland 

Waters Directorate Environment Canada. 



 

84 
 

Chapter 3 Fish-PrFEQ Analysis 

INTRODUCTION 

DEPOMOD and its variations, including MEROMOD, CODMOD, MACAROMOD, and 

Shellfish-DEPOMOD have been validated in the marine environment by a number of authors 

(e.g., Cromey 2004; Cromey et al. 2009; Currie et al. 2013; Keeley et al. 2013; Weise et al. 2009). 

The validations have been based on comparison of predicted C with observed C deposition rates 

as determined from sediment traps (e.g., Cromey et al. 2002; Cromey et al. 2012; Weise et al. 

2009) or predicted C against sediment chemistry (e.g., Chamberlain et al. 2005; Chang et al. 

2012; DFO 2012). One aspect of the model that has not been investigated is if the prediction of 

the total amount of waste carbon that DEPOMOD distributes across the deposition footprint is 

accurate. An empirical, field validation of this aspect appears logistically impossible; however, it 

is possible to compare the total carbon output prediction with a prediction generated by other 

methods. 

Bioenergetics and nutritional-based modelling methods provide a means to predict the output 

of solid and dissolved wastes from fish farming (Bureau and Cho 1999; Cho et al. 1991, 1994; 

Kaushik 1998). Originally created to better inform feeding practices, the application of 

bioenergetics to estimation and reduction of waste outputs and corresponding environmental 

consequences was quickly recognized (Boujard et al. 1999; Bureau and Cho 1999; Cho et al. 

1991; Kaushik 1998). The method is essentially a mass balance assessment of the difference 

between the energy and nutrients supplied to the farmed fish and how much of these are used 

for growth of the fish. The difference between supply and retention is assumed to be released to 

the environment, either as waste feed, undigested material (faeces), or metabolic wastes. These 

models cannot predict environmental impact because the model structure does not include the 

ecological and limnological process that occur after waste materials exit the fish; they are, 

however, believed to produce more accurate estimation of waste outputs than can be determined 
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from limnological sampling (Bureau et al. 2003; Cho et al. 1991; Papatryphon et al. 2005). The 

Fish-PrFEQ model developed by Cho and Bureau (1998) and subsequently modified (e.g., 

Bureau and Cho 1999; Bureau et al. 2003) is based on bioenergetics principles and accounts for 

temperature and size effects on nutrient use for growth and metabolism of the fish. Model inputs 

include initial and final body weights, water temperature, growth coefficient, nutrient retention 

coefficients, feed nutrient content, and digestibility. The original model (Bureau et al. 2003; Cho 

and Bureau 1998) predicts total and dissolved phosphorus and nitrogen outputs and Hua et al. 

(2008) added nutritional modelling to allow, if the feed formulation is known, the estimation of the 

fractionation of P in the feed and waste. The model has been validated in experimental tank 

systems (Cho et al. 1991), and experimental cage farm (Azevedo et al. 2011), land-based 

production systems (Papatryphon et al. 2005), and flow-through systems (Aubin et al. 2011). The 

objective of this component of our DEPOMOD validation project was to compare the total C output 

predicted by DEPOMOD with the C output predicted by Fish-PrFEQ.  

METHODS 

We generated individual DEPOMOD predictions for 3 cages at Farm 1 for a two-week period 

in Sep 2008 following methods outlined in Chapter 2 in this report and using empirical feed data 

specific to those cages. We then used Surfer® 13 software (©Golden Software) to sum all 

deposition above background across each cage footprint to generate a total C deposition load. 

The DEPOMOD output grid was converted from gC·m-2·yr-1 to gC·m-2·d-1 by dividing all values in 

the grid by 365. After visually confirming that none of the DEPOMOD output was predicted to 

leave the model area (deposition predictions reached 0 in all directions from the cages within the 

grid), we used the Grid-Volume tool in Surfer to calculate the C output. By setting the Z value to 

0, we obtained a measure of the total predicted C in gC·d-1. 

Fish-PrFEQ was parameterized for 3 pens of fish for the period of Aug 2008–Sep 2009; only 

Sep 2008 results were used for comparison to DEPOMOD. Model inputs are listed in Table 3.1, 
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Table 3.2, and Table 3.3. Water temperature was obtained from a string of Hobo Water Temp 

Pros located near the cage (Figure 2.1). Because the water column was essentially isothermal 

over the depth of the nets during Sep, the mean temperature during that time (16.43°C) was used 

in the model. Numbers of fish in each cage, feed applied, average size at stocking, size at 

subsequent monthly inventories, and mortality data were provided by the farm manager. Feed 

digestibility, feed composition, and fish body composition were measured by the University of 

Guelph Fish Nutrition Laboratory following methods outlined in Azevedo et al. (2011). By including 

Carbon digestibility, retention, and respiration coefficients in addition to the N and P coefficients 

in the calculations, Fish-PrFEQ was able to generate estimates of carbon waste outputs.  

Table 3.1. Fish-PrFEQ model inputs. 

Model Inputs Mean of Feed A and Ba 

Feed Composition  

Moisture (%) 6.2 

Protein (%; N X 6.25) 43.9 
Calcium (%) 1.7 

Phosphorus (%) 1.2 

Sodium (%) 0.3 

Fat (%) 23.3 

Dry Matter (%) 93.8 

Carbon (%) 51.5 

Nitrogen Free Extract (%) 20.3 

Ash,(%) 6.2 

Gross Energy (kJ·g-1) 23.1 

Feed digestibility   

Dry Matter (%) 0.73 

Crude Protein (%) 0.88 

Lipid (%) 0.68 

Total Phosphorus (%) 0.42 

Total Carbon (%) 0.67 

Water Temperature (°C)  

Aug 19.49 

Sept 16.43 

Oct 12.36 

Feed Rate (g·fish-1·month-1)  

Pen A 325.0 

Pen B 70.5 

Pen C 67.5 
aFeed A is Unifeed™, Feed B is Skretting™ 
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Table 3.2. Strain, age and mean individual weight of fish in sampled pens. 

Pen Egg Strain 
Initial Age 
(months) 

Mean Initial Body 
Weight (g)a 

Mean Final Body 
Weight (g)b 

A Trout Lodge 
Steelhead 

20 657 2127 

B Trout Lodge 
Kamloops 

13 102 1234 

C Trout Lodge 
Kamloops 

9 65 1193 

aBody weight as of 1 Aug 2008 
bBody weight as of 30 Sep 2009 

 

Table 3.3. Monthly production summary for different fish stocks at Farm 1, 2008.  

Pen Month 
Feed 

(kg·month-1) 

Biomass 
Gain 

(kg·month-1) 
FCR (F:G) 
Measureda 

FCR 
Predicted 

Fish-PrFEQ 

Thermal 
Growth 

Coefficient 

A 

Aug 3260 1954.5 1.67 1.64 

0.106 Sep 7700 2763.0 2.79 2.75 

Oct 6565 2895.3 2.27 2.21 

B 

Aug 4015 3209.1 1.25 1.06 

0.154 Sep 7885 9123.3 0.86 0.86 

Oct 4685 2057.0 2.28 2.03 

C 

Aug 2095 2173.6 0.96 0.77 

0.168 Sep 3635 5095.7 0.71 0.71 

Oct 3140 3645.1 0.86 0.83 
aFeed Conversion Ratio (FCR) is the feed to gain ratio.  

 

RESULTS AND DISCUSSION 

Production performance for the three sampled pens is provided in Table 3.3. In all three pens, 

feed inputs were lowest in Aug, highest in Sep, and declined in Oct, which reflects the increased 

food requirements as average fish biomass increased Aug to Sep and then decreased feeding as 

water temperature dropped in Oct. Differences between cages reflected the combined influences 

of differences among fish stocks, fish size, growth rates (thermal growth coefficient or TGC), and 

feed conversion ratios (FCR). Differences in TGC and FCR generally followed the expectation of 

better performance for smaller fish (Dumas et al. 2010). The youngest, smallest fish in pen C had 

the highest growth coefficient and best FCR while the oldest and largest fish in Pen A showed the 

slowest growth and poorest conversion rates. The higher FCR in pen A may also have been 

reflective of stock differences or of higher feed wastage, but we feel this latter possibility unlikely 

as feed cameras were used to monitor feeding activities in all pens and, based on monitoring of 
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pellet traps placed within the cages from Aug 2006 to Jan 2007, these cameras were effective in 

maintaining feed wastage below 1% (Podemski unpublished). Fish in pens B and C attained very 

similar sizes by the end of the trial despite a four-month difference in age; this is likely reflective 

of minimal growth that occurred over the winter months in fish that were added to pen B in Nov 

and more efficient growth of the younger fish in pen C.  

Fish-PrFEQ and DEPOMOD total C loading estimates for the three pens over the same 

DEPOMOD validation period in Sep 2008 are presented in Table 3.4. Fish-PrFEQ can produce 

estimates of waste loading but it will not predict dispersion and so the only comparable quantity 

is total output. For each pen the DEPOMOD-predicted C output was slightly higher than the Fish-

PrFEQ prediction but minimally so: the mean difference ranged from 2.8–4.7%. This suggests 

that DEPOMOD’s prediction of the amount of particulate waste C from Rainbow Trout cage 

aquaculture is comparable to that generated by a bioenergetics model. This is encouraging given 

the reduced complexity of input variables that goes into the prediction of C waste output in 

DEPOMOD. Fish-PrFEQ calculations have been validated against empirical fish production 

variables by Cho et al. (1991), Bureau et al. (2003), and Azevedo et al. (2011), while Papatryphon 

et al. (2005), Hua et al. (2008), Azevedo et al. (2011), and Aubin et al. (2011) validated against 

measured production of wastes. Predictions against production variables are generally very good 

while agreement with waste outputs is less so; however, this is often attributed to the difficulties 

involved in obtaining good measures of waste outputs due to sampling and analytic challenges 

(e.g., Papatryphon et al. 2005), or because ecological and limnological processes start to remove 

and transform the waste material immediately after release (e.g., Azevedo et al. 2011). As an 

example, Papatryphon et al. (2005) reported that Fish-PrFEQ overestimated ammonia 

production; however, Fish-PrFEQ only predicts ammonia release by fish and cannot predict that 

originating in microbial breakdown of faecal material but these are inseparable when sampling 

the effluent. We conclude, therefore, that DEPOMOD predicts solid carbon outputs from Rainbow 
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Trout cages culture acceptably well. Our investigation does not, however address if DEPOMOD 

is capable of predicting the distribution of that material correctly; that subject will be addressed in 

the next section of this report. 

Table 3.4. Comparison of total predicted carbon predicted by DEPMOD over the entire cage 
footprint with Fish-PrFEQ C loading for 3 cages in Sep 2008. 

Pen 

Total Predicted Carbon (gC·d-1) 

DEPOMOD Fish-PrFEQ 

5 31788 30836 

8 32697 31795 

10 15421 14733 

Mean Difference: 3.53% 
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Chapter 4 Validation (2008–2009) 

INTRODUCTION 

DEPOMOD is one of the mostly widely used models for predicting the extent and intensity of 

benthic impacts of net-pen waste release in the marine environment. First developed to predict 

effects of Scottish salmon aquaculture (Cromey et al. 2002), DEPOMOD has been used in variety 

of marine settings, including both the east and west coasts of Canada (Chamberlain et al. 2005; 

Chamberlain et al. 2013; Currie et al. 2013; DFO 2012; Stucchi et al. 2005). The model has been 

modified for use in specific locations like the Mediterranean (MERAMOD, Cromey et al. 2012), as 

well as for different species like shellfish (Weise et al. 2009) and the production of cod (CODMOD, 

Cromey et al. 2009). Most recently, the model was adapted to accept FVCOM input for the 

hydrodynamic modelling component (Rochford et al. 2017). There are no reports of the use of 

DEPOMOD to predict impacts in a freshwater setting. Reports of the performance of the model in 

marine settings have ranged from excellent to poor, with the majority positive, as expected given 

its popularity. Model validation methods have ranged from simplistic to sophisticated for the 

deposition components of the model, while the benthic impacts module needs to be calibrated for 

each new ecosystem and, thus, use and validation of this component has received less attention.  

In the words of G.E.P. Box (1919–2013), “All models are wrong, but some are useful,” but 

how does one assess the usefulness of a model? There is no single widely agreed-upon way to 

assess the accuracy or usefulness of a model, and the various methods all come with differing 

yardsticks and limitations. Possibly the most important step in model evaluation is empirical 

validation, a process whereby model predictions are compared against empirical data of the 

outcome variable and the degree of agreement is evaluated (Mitchell and Sheehy 1997). Many 

methods have been employed, but a first step is to decide what to validate against. DEPOMOD 

provides predictions of carbon sedimentation, total solids sedimentation as well as benthic 

invertebrate abundance and the ITI value (Cromey et al. 2002). There are literature examples in 
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which the model predictions of carbon (C) or total solids (TS) deposition are correlated with 

observed carbon and total solids deposition, respectively (e.g., Cromey et al. 2002; Weise et al. 

2009), but also examples in which accuracy is assessed through comparison of carbon 

predictions with other measures of waste impact like the concentration of sulfides or the diversity 

of benthos (e.g., Chamberlain et al. 2005; Chang et al. 2014). However, the sedimentation of 

carbon and the resulting changes in sediment chemistry and benthic community composition are 

separated by complex ecological processes that act on differing time scales and likely are 

associated with non-unity transfer coefficients, and this validation can, thus, more properly be 

considered pseudo-validation. To elaborate, this type of comparison confirms that as measures 

in one dataset change in value so do values in the other; they are correlated, but it does not allow 

accuracy of predictions to be assessed. For example, if DEPOMOD consistently overestimated 

C deposition by a factor of 5, a “validation” that relied upon a correlation of DEPOMOD predictions 

with sediment carbon content would not be able to detect this; it would only be able to tell that 

when predicted carbon changed so too did sediment carbon. There would be no assessment of 

whether the actual amount of carbon deposited was accurately predicted and, therefore, any 

carbon sedimentation threshold defined on this basis is questionable. The relationship between 

rate of carbon deposition and rate of carbon accumulation on sediment is typically unknown and 

would likely be variable; accumulation will depend upon a number of local factors including the 

assimilative capacity of the particular location. Thus, accumulation in sediment or other 

geochemical measures cannot be used to properly validate deposition predictions. To express 

this concept in a different manner, a highly significant regression relationship with an r2 of 1.00 

can have any non-zero slope and any intercept and, thus, the use of simple correlations of 

observed and predicted can miss important indicators of model bias. In situations where 

DEPOMOD is being used to support or to identify regulatory carbon deposition thresholds, true 

validation that assesses the accuracy of C deposition predictions against measures of C 
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deposition is necessary. Observations of changes to benthic communities should be used to 

validate the benthic impacts submodel of DEPOMOD, not its deposition predictions.  

Methods for the evaluation of model predictions against empirical validations include graphical 

techniques, indices, and statistical analyses which may or may not be accompanied by a set of 

grading criteria.  

Graphical comparison of predictions with observations of the same variable can be informative 

or equally obscure, as the format of a graphic can make it difficult for a reader to assess 

differences (Sperandei 2014; Tufte 1997). Bland-Altman, or difference plots, are a more powerful 

graphical technique specifically developed to visualize the agreement between two sets of data 

that measure the same outcome (Bland and Altman 1986; Haeckel et al. 2013).  

Indices are a simple, single number that provide a generalized measure of the degree of 

agreement between modelled and actual outcomes and are sometimes favoured for their 

simplicity. Indices include mean absolute error (MAE), root mean square error (RMSE), mean 

absolute relative error (MARE), and mean square prediction error (MSPE), amongst others. Some 

trace back to components of regression and analysis of variance calculations. The one thing that 

all indices have in common is that they result in information loss (Green 1979). Index values 

obscure information, in this case about the manner in which predictions fail to agree with 

observations. For example, a MARE of 54% tells the reader only that, on average, the absolute 

deviation between prediction and reality will be a value that is 54% of the predicted value. The 

reader does not know if there is over-prediction or under-prediction — or possibly both, but at 

different ends of the deposition spectrum. The deviation from agreement at particular points could 

range from very small to very large and end up averaging to 54%, or every measure could be 

approximately 54% too large (or too small), but all of this information is lost “in the wash” of a 

mean absolute value. Indices that involve squaring errors emphasize large errors, those that 

utilize square roots minimize the impact of large deviations, while absolute values and squaring 
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obscure the direction of a prediction failure. Clearly some thought about what is important to 

understand about model performance must be employed when choosing an index.  

The application of formal statistical tests and grading criteria to the evaluation of validation 

dataset is an attempt to measure the degree of agreement more informatively and objectively. 

This has typically been accomplished by employing regression analysis. When using regression 

it is important to consider more than the significance and r2 of the regression. When predicted and 

observed have good agreement, the resulting regression of predictions on observed values will 

be significant with a high r2, but more informatively, the regression equation will have an intercept 

of 0 and a slope of 1. Regression coefficients that deviate from these expectations reveal model 

bias while a non-significant regression, poor r2, or inability to meet assumptions of normality of 

error reveal a poorly functioning model. The use of regression is not without criticism (e.g., Mitchell 

and Sheehy 1997; Pollock et al. 1992) as some of the assumptions behind the analysis may not 

be met and this can have consequences for reliability of coefficients and the test of significance.  

The objective of the research reported in this chapter was to undertake a rigorous validation 

of DEPOMOD at a freshwater net-pen facility, including investigating consistency in model 

performance over repeated validations and assessing impact on model accuracy of the use of 

single versus multiple water layers.  

METHODS 

To validate DEPOMOD v2.0 as a model for predicting deposition at freshwater aquaculture 

sites, predicted deposition of carbon and total solids was compared to observed deposition of 

carbon and total solids at Farm 1 over seven periods ranging from four to six days from 2008 to 

2009 (Table 4.1).  
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Table 4.1. Start and end dates for DEPOMOD validation periods from 2008–2009 at Farm 1. 

Year Month Start Date End Date 

2008 Jul 02-Jul-08 06-Jul-08 

2008 Sep 09-Sep-08 13-Sep-08 

2008 Oct 07-Oct-08 10-Oct-08 

2009 May 29-May-09 02-Jun-09 

2009 Jul 03-Jul-09 08-Jul-09 

2009 Aug 28-Jul-09 01-Aug-09 

2009 Sep 18-Sep-09 23-Sep-09 

 

Model Input Data 

Inputs for all validation runs are in Appendix A.  

Bathymetry 

Site bathymetry from Farm 1 was obtained by a bathymetric survey conducted in 2008 with a 

Suzuki ES-2025 fish finder with 50 kHz echo sounder and Trimble® 5800 GPS receiver. All depth 

values were corrected to full reservoir level of 556.9 m. The shoreline was digitized with Didger® 

4 software from a hard copy map (Saskatchewan Property Management Corporation 1986). 

These data were combined to create the 1 km x 1 km grid required for the DEPOMOD model.  

Cage Position and Layout 

Farm 1 typically contains one western array of twenty, 15 x 15 m square pens and one eastern 

array of eight, 30 x 30m square pens (Figure 4.1). This layout was subject to some changes due 

to fish transfers and maintenance; however, the locations of temporary cages were not recorded. 

The coordinates of cage-array corners were recorded on a daily basis during each validation 

period with a handheld Trimble® GeoXM™ 2008 Series GPS with TerraSync™ software. Surfer® 

13 software was used to convert measured site bathymetry and fish cage location data to the 

major and minor grids required for DEPOMOD according to DEPOMOD Canada (Pacific region) 

Methods and Settings v2.0 (Stucchi and Chamberlain 2005). Cage locations were determined 

from the mean position of the cage arrays during each validation period. 
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Figure 4.1. Typical cage layout of Farm 1 with bathymetry contour lines in metres.  

 

Hydrographic Data 

Hydrographic data were collected via Sontek® ADP® acoustic Doppler profilers. In 2008, one 

current meter was deployed approximately 175 m NW of the west cage array and one 

approximately 115 m SE of the east cage array from 4 Jul to 10 Oct. In 2009, one current meter 

was deployed approximately 120 m NW of the west cage array and one approximately 130 m SE 
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of the east cage array from 29 May to 11 Jul. Current velocities were averaged over 10 minutes 

every hour at 1 m intervals down the water column. Vector-averaged current speed and direction 

were calculated using the openair package in R (Carslaw and Ropkins 2012). For DEPOMOD 

modelling, velocity data from the duration of the validation period were used whenever possible. 

In Jul 2008, data were not available for the first two days of sampling, so only Jul 4–6 data were 

used. For validation runs in Aug and Sep 2009, where onsite current measurements were not 

available, 30 days of velocity data from the 2008 deployments were used. The west and east 

cage arrays were parameterized separately with water-velocity data from the nearest current 

meter. Two water layer scenarios were considered for each validation run: 

1. All velocity data averaged over the entire water column; 

2. Velocity data combined into layers (up to five, as permitted by the software) by 

examining rose plots of each cell and grouping cells with similar speed and 

direction. 

Horizontal coefficients of dispersion were calculated by depth for each validation period 

according to Rao et al. (2008). The DEPOMOD default of 0.001 cm·s-1 was used for the vertical 

coefficient of dispersion. 

Husbandry Data 

Daily feed inputs for each validation period were provided by the farm. Stock were fed a mixed 

diet of Unifeed WWS 45/19™, and Skretting Orient LP™ brands of feed. Feed composition and 

digestibility for Unifeed and Skretting were measured at the Fish Nutrition Research Laboratory 

in Guelph, ON. We used the average values from the two feed types for feed composition inputs: 

feed water content of 6%, carbon content of 55%, digestibility of 73%, and faecal carbon content 

of 50%. Cage-specific daily feed was averaged over each validation period (Table 4.2) for input 

into DEPOMOD. Feeding was monitored by farm employees through underwater cameras 
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deployed in each cage. Since no waste feed has been observed at this farm previously (Podemski 

unpublished) and feeding methods had not changed, feed wastage was set to 0% in the model. 

Table 4.2. Mean daily feed inputs (kg·day-1) for east and west cage arrays at Farm 1 during 2008 
and 2009 validation periods.  

Cage Array Pen Jul 2008 Sep 2008 Oct 2008 May 2009 Jul 2009 Aug 2009 Sep 2009 

East 1 775.0 800.0 542.5 571.4 1337.5 666.7 833.3 

East 2 1325.0 800.0 800.0 0.0 295.8 316.7 691.7 

East 3 906.3 600.0 425.0 172.1 362.5 429.2 837.5 

East 4 1306.3 600.0 500.0 28.6 833.3 500.0 637.5 

East 5 750.0 680.0 250.0 166.4 536.7 363.3 686.7 

East 6 343.8 240.0 212.5 571.4 463.3 303.3 646.7 

East 7 468.8 590.0 568.8 NA 1000.0 500.0 0.0 

East 8 875.0 520.0 551.3 NA 833.3 541.7 833.3 

West 1 306.3 115.0 75.0 210.7 495.8 337.5 38.3 

West 2 0.0 225.0 285.0 196.4 641.7 0.0 140.0 

West 3 117.5 280.0 325.0 82.9 0.0 0.0 220.0 

West 4 380.0 76.0 195.0 82.9 560.0 353.3 313.3 

West 5 375.0 268.0 195.0 254.3 0.0 358.3 283.3 

West 6 200.0 195.0 230.0 179.3 641.7 0.0 329.2 

West 7 243.8 200.0 0.0 0.0 512.5 0.0 240.0 

West 8 0.0 200.0 150.0 5.7 363.3 380.0 287.5 

West 9 227.5 200.0 0.0 135.7 333.3 154.2 266.7 

West 10 0.0 0.0 0.0 68.6 10.0 163.3 133.3 

West 11 0.0 150.0 150.0 146.4 0.0 279.2 81.7 

West 12 112.5 290.0 0.0 211.4 150.0 3.3 37.5 

West 13 245.0 210.0 285.0 297.9 233.3 0.0 420.0 

West 14 118.8 205.0 205.0 217.1 512.5 266.7 44.2 

West 15 186.7 140.0 243.8 0.0 356.7 320.0 580.0 

West 16 25.0 0.2 6.3 121.4 390.0 0.0 187.5 

West 17 0.0 200.0 145.0 157.1 NA 0.0 337.5 

West 18 500.0 200.0 0.0 314.3 NA 223.3 50.0 

West 19 256.3 200.0 200.0 280.0 NA 300.0 456.7 

West 20 327.5 120.0 155.0 300.0 NA 203.3 186.7 

Note: NA = No data 

 

Particle Settings 

Model outputs from the sensitivity analysis in Chapter 2 were not sensitive to particle settling 

speeds within a range of literature values, suggesting that any of the settling-speed scenarios 

tested would be appropriate. We chose the normal distribution N(5.2, 0.56) cm·s-1 for faecal-

settling speed. DEPOMOD requires input of a feed-settling speed, even when run with 0% feed 

waste, so we chose a single fraction at 9.87 cm·s-1, the average of speeds observed by Moccia 
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and Bevan (2010). Based on the previous sensitivity analysis, a particle trajectory accuracy (i.e., 

model time step) of High (60s) and particle number of 500 were used for all runs. 

DEPOMOD Validation 

Sediment Traps 

To validate DEPOMOD predictions of C and TS deposition, sediment traps were deployed to 

measure sedimentation at various distances around the farm sites. Trap distance from cage and 

the number of traps per distance varied for each of the validation periods, but there were generally 

5 to 10 traps located under the cage and at every 10 m from the cage edge to a distance of 100 

m. During each validation period, up to 5 reference traps were set in the channel upstream of 

Cactus Bay, further than 450 m from the farm. 

Sediment traps were constructed of two acrylic tubes with an aspect ratio 5.9 suspended on 

a support tray 2 m above the reservoir bottom. The tray was anchored at the bottom and a surface 

buoy was attached to the top of the tray (Figure 4.2). The tubes were filled with distilled water 

before being lowered into place. Once anchored, the location of the trap was recorded with a 

Trimble® GeoXM™ 2008 Series handheld GPS with Terrasync™ software which operated at an 

accuracy of ± 2 m or better. Traps were left in place for approximately 24 hours; time in and time 

out were recorded to give an accurate measure of time underwater. Coordinates were also 

recorded upon retrieval. Traps within the cage area were attached to the bottom of the pen net 

by SCUBA diver.  
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Figure 4.2. Sediment trap deployment setup. 

 

Tube contents were rinsed into acid-washed, high-density polyethylene bottles using distilled 

water on the boat and were filtered on shore within 12 hours of collection. Prior to Jul 2009, 

sediment trap samples were shaken for 1 minute prior to filtering. Starting Jul 2009, samples were 

homogenized for 1 minute using an ULTRA TURRAX T18 Basic homogenizer. Typically, a 50 mL 

aliquot was vacuum-filtered through a pre-combusted 0.47 µm GF/C filter for particulate carbon 

concentration analysis (suspended carbon). As of the Jul 2009 sampling events, one 100 mL 

aliquot was filtered through a pre-weighed, pre-combusted 0.47 um GF/C filter for determination 
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of total suspended solids (TSS). Exact volumes filtered depended on the amount of material in 

the sample, with smaller volumes used for samples that contained more material. Filters were 

dried in a desiccator and then frozen for later analysis. Suspended C analysis was performed 

according to Stainton et al. (1977) by the Freshwater Institute Analytical Chemistry Laboratory. 

Filters for TSS were oven-dried to constant weight at 55°C and weighed to the nearest 0.001 g 

by the Freshwater Institute Analytical Chemistry Laboratory.  

The mean of the deployment and retrieval coordinates were considered to be the position of 

each trap. The distance from each trap to the cage was estimated with ArcMAP® (v10) as the 

shortest distance to the edge of the cage array, using the mean recorded cage position for each 

validation period. Trap movement was estimated as the distance between the coordinates 

recorded at deployment and at retrieval. Only traps which passed the following movement criteria 

were used for DEPOMOD validation: 

• traps ≤ 10 m from the cage: ≤ 4 m displacement 

• traps > 10 m and ≤ 20m from the cage: ≤ 5 m displacement 

• traps > 20 m from the cage: ≤ 15m displacement 

Data analysis 

Outlier checks were performed on carbon and total solids deposition values using a 

combination of statistical, graphical, and spatial methods. Boxplots were used to identify potential 

outliers by grouping observations by planned distance from the cages; observations of at least 

1.5 times the interquartile range were investigated further. Scatterplots of deposition by depth and 

maps (both contour and simple location plotting) were created as needed to determine if the 

potential outlier made situational sense. For example, scatterplots were used to determine if the 

observation was a boxplot outlier because of effects related to depth (i.e., the depth for that 

observation is different from others sharing the same planned distance but similar to others with 

similar depths). Maps were used to determine if the potential outlier value was legitimate based 
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on the physical location of the site. For example, sites between the east and west cages may 

have higher deposition values than sites off the other sides of the cages despite being the same 

planned distance away; this makes logical sense because the proximity of the additional cages 

could have influenced the deposition values. Whether sites were upstream or downstream of the 

cages may also influence whether an observation was identified as a boxplot outlier; the contour 

maps helped to see these patterns. If a potential outlier could not be explained using the methods 

above, it was removed from the dataset and omitted from further analyses. Sediment trap data 

were additionally screened by converting C, N, and P deposition to molar values and then looking 

for outliers in the molar ratios of these elements. Although more variable than Redfield ratios in 

marine systems, there is still an expectation of relative consistency in C:N:P ratios in seston 

samples collected at the same date within a lake (Hecky et al. 1993). This screening was stratified 

by distance from the cages as the greater degree of aquaculture-derived material closer to the 

cage-shifted molar ratios somewhat. The ratio of TS to C deposition was used to detect instances 

in which there was an unusually large contribution of mineral origin to seston, likely the result of 

shoreline erosion, a frequent occurrence in Lake Diefenbaker (Hewlett et al. 2015), and those 

samples were eliminated. 

In our consideration of potential methods to evaluate DEPOMOD validation runs, we identified 

a preference for a combination of graphical techniques and regression over indices in order to 

reduce information loss, but have also included two indices in our analyses. We explored which 

methods prove most informative for assessing model performance. Specific methods that we 

used are as follows: 

1. Indices (MARE and MSPE): 

The mean absolute relative error (MARE) (Jusup et al. 2009) was calculated for each 

validation run predicting both carbon and total solids deposition as: 
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where: 

Oi is the observed value for the ith observation 
  Pi is the predicted value for the ith observation 
  n is the number of observations. 

We considered calculation of MARE a useful exercise primarily to allow for comparison to 

published literature values as many authors use this measure to quantify the results of their model 

validations (e.g., Corner et al. 2006; Cromey et al. 2012; Jusup et al. 2007). 

The mean squared prediction error (MSPE) was calculated as (using same the terminology 

as in equation (1)): 
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The MSPE is a component of ordinary least squares (OLS) regression calculations: the OLS 

regression minimizes this error. In order to more thoroughly examine the MSPE, we used Theil’s 

second decomposition of the MSPE (Bibby and Toutenburg 1977). This method partitions the 

MSPE into 3 components: (1) error due to overall bias (error in intercept); (2) error due to deviation 

of the slope; and, (3) random error (noise) (Hua and Bureau 2010). Error in the slope or intercept 

indicate proportional and constant biases, respectively; thus, a model without bias would have 

the greater proportion of error in the random component. To facilitate the evaluation of 

decomposition results, we employed ternary plots, a tool commonly used in soil science, to place 

the decompositions for each validation run as a point on the three axes of intercept error, slope 

error, and random error, all expressed as a percentage of the MSPE. A good validation without 

evidence of model bias would see a run place higher on the random error axis and lower on the 

(
1)

(
2)
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other two axes, while an improvement in model parameterization would result in a shift in points 

towards a higher value on the random component.  

2. Graphical (Difference Plots) 

Difference plots, also known as Bland-Altman plots, were created for each validation run. The 

difference plot is a graphical technique used in clinical laboratory science to determine the 

agreement between two measurement methods, typically with the goal of determining if a new 

measurement technique can replace an old, standard technique (Bland and Altman 1995; 

Giavarina 2015). Pairs of measures made with both techniques are required; the equivalents for 

our application would be new = predicted, old = observed. The difference between measurement 

pairs using new and old techniques is plotted on the y axis against an x axis of the value from the 

old, standard method. Bland and Altman (1995) pointed out that this form of difference plot can 

falsely indicate a relationship between the magnitude of the difference and the magnitude of the 

x value, and recommended instead that the average value of the pairs be used as the x axis. 

Assessment of the difference plot at this point can be done visually or further statistical techniques 

in the form of regression or calculation of confidence, prediction, or tolerance limits around the 

mean difference may be used. If the two measurement techniques have high agreement and no 

systematic bias, then the differences will be randomly scattered on either side of a mean 

difference value approximating 0 on the y axis (Figure 4.3A). Analytical consistency would be 

reflected by little scatter around the mean difference while erratic error would result in a wider 

spread and more points outside the acceptable limits (Figure 4.3B). Constant bias in the new 

method is visible as either an elevation (positive bias) or depression (negative bias) from 0 (Figure 

4.3C and D) and confidence limits, prediction limits, or tolerance limits around the mean difference 

can be calculated (Altman and Bland 2005; Ludbrook 2010a). If the 95% confidence limits around 

the mean difference include 0 then one may conclude that the two measurement techniques do 

not differ. Proportional bias will appear as a non-zero slope in the scatter of points as one travels 
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along the x axis (Figure 4.3E). This can be assessed formally by regression and a test for a 

significant slope (Ludbrook 2010a). Heteroscedasticity should be assessed and if possible 

removed via transformation as standard confidence limits and regression coefficients have 

questionable validity in such circumstances. Heteroscedasticity will appear as increasing scatter 

of points around the mean difference as one travels along the x axis (Figure 4.3F and Figure 

4.4A). It can be more formally assessed by plotting the absolute value of the differences versus 

the mean difference and then testing for a non-zero slope (Figure 4.4B) (Ludbrook 2010a). It is 

recommended that a log transformation be tried to remove heteroscedasticity (Ludbrook 2010a). 

If heteroscedasticity remains after transformation, Bland (2009) provided a technique to quantify 

the dependence of variability on the magnitude of the average value and produce V-shaped 

prediction limits that incorporate this (calculations summarized in Ludbrook (2010a)). In general, 

difference plots are intuitive: they allow one to see the magnitude of the differences in 

measurement techniques and if there is any systematic bias to the disagreement, and the 

technique is recommended by some as superior to regression analyses or bivariate scatter plots 

(e.g., Pollock et al. 1992).  
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Figure 4.3. Example of difference plots showing (A) high agreement and no systematic bias 
between the two methods, (B) high erratic error, (C) positive bias, (D) negative bias, (E) 
proportional bias, and (F) heteroscedasticity.  
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Figure 4.4. (A) Heteroscedasticity in a difference plot and (B) a test for heteroscedasticity by 
testing for a non-zero slope between the absolute value of the differences and the mean difference 
with the regression line shown in red. 

 

Difference plots were constructed as the difference between predicted and observed 

deposition rate on the y axis and the average of the two values on the x. We started with log-

transformed data because previous experience with deposition data showed that the requirement 

for log transformation is almost inevitable. A significant elevation or depression relative to the 0-

difference line is an indicator of consistent constant bias. A significant positive or negative slope 

of the regression of differences on mean value is an indicator of proportional bias. A plot of 

absolute difference versus mean value was used to check for remaining heteroscedasticity, with 

a significant regression at p ≤ 0.05 as the criteria. In cases where the regression of residual 

absolute values was insignificant but the residual analysis of that regression indicated that it did 

not meet assumptions for regression, we had two individuals examine the residual plots from the 

difference on mean-value regressions and make a visual determination of heteroscedasticity. 

There are a variety of means to assess the quality of agreement using a difference plot, and best 

practices for the use of difference plots are that the criteria for acceptability should be determined 
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prior to analysis of data (Chhapola et al. 2015; Moen 2016). It had been suggested that “lines of 

agreement” should be drawn on the plot at two standard deviations (Altman and Bland 2005; 

Bland and Altman 1995; Bunce 2009) which is equivalent to a 95% tolerance limit, if the underlying 

distribution is normal. This approach needs to be coupled with some decision regarding how large 

a difference in methods is too large, for example one might desire that 95% of the measures using 

the new method be within 1% of the value as determined by the old method. The acceptance 

criteria can be changed to suit the question being assessed: 95% confidence limits or prediction 

limits can also be used (Ludbrook 2010a), while Haeckel et al. (2011), for example, suggested 

that acceptance criteria should reflect permissible false-positive error rates. We invite the reader 

to consider what would be the appropriate criteria to assess agreement for their intended use of 

DEPOMOD, prior to reviewing our results. To remind the reader: 

1. Tolerance limits describe the distribution of difference values: for example, 95% 

tolerance limits identify the values between which 95% of the observed differences will 

fall. Tolerance limits are only valid if the underlying distribution is normal. 

2. Confidence limits tell us about the reliability of our estimate of the mean difference. A 

95% confidence limit tells us that in repeated sampling of the differences 95% of the 

time our mean calculated difference would fall between these values. 

3. Prediction limits are about the reliability of predictions made about new observations 

based on the characteristics of this data. They are much wider than confidence limits 

as one is generally less certain when fortune-telling. 

We have used 95% confidence limits around the mean difference (Ludbrook 2010a, Equation 

1) for homoscedastic data with no evidence of proportional bias. If the confidence limits included 

the value 0 then one may conclude that the two methods do not produce significantly different 

results (there is no constant bias), although we would caution that wide confidence limits confer 

low power to detect significant differences. In situations where the difference plot indicated the 
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presence of proportional bias, we followed Altman and Gardner (2000) to calculate hyperbolic 

95% confidence limits. Where heteroscedasticity was observed we followed the method in Bland 

(2009) for incorporating the dependence of variance on mean values into the calculation of limits, 

but modified their equation as advised by Ludbrook (2010a) to use critical values of the t 

distribution instead of the standard deviation, which essentially changes the product from a 

tolerance limit to a prediction limit. We then changed the calculation of standard deviation to 

standard error using 1/(n-2) as a denominator to produce 95% confidence limits. In addition to 

looking at the plotted limits, one should remain mindful that differences in means can be calibrated 

if consistent and carefully quantified, but large and erratic error is not correctable and so the 

spread of points around the mean difference line is meaningful. To make visible the variability and 

location of any unusually large or small differences that heavily influenced MARE values, we also 

created difference plots with relative difference (%; = difference between predicted and observed 

/observed *100). 

3. Regression 

Comparison of agreement between two related datasets is often a task accomplished by 

regression, but there are multiple forms of regression to choose from. Ordinary least squares 

(OLS) regression produces the best unbiased estimated of coefficients when assumptions are 

met (Neter et al. 1989). This regression model selects a line of best fit to minimize the vertical 

distances to the regression line, (Neter et al. 1989). However, we considered OLS a poor choice 

for quantifying agreement between predicted and observed carbon deposition because OLS is a 

model I regression, meaning that it assumes that there is only error in the dependent variable. 

model II regression allows for error in both dependent and independent variables and there are a 

number of different models to choose from (Ludbrook 2010b). The inclusion of error in both y and 

x can have considerable influence on regression coefficients and when regressing model 

predictions against validation data it is the resulting regression coefficients more than the r2 that 
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are informative about model performance. Although we have empirical measures of carbon 

deposition, clearly there is the potential for error in both the dependent and independent variables 

and, thus, a model II regression is more appropriate. We chose Deming regression, also called 

major axis regression, a statistical technique commonly used in analytical labs for the purposes 

of comparing two measurement methods (Martin 2000; Payne 1985).  

There are two forms of Deming regression. One assumes equal error in x and y and minimizes 

the perpendicular distance of the data points to the regression line; this form is also called 

orthogonal regression. The second form minimizes the distance from the data points to the 

regression line at an angle that is related to the x:y variance ratio (Stöckl et al. 1998). Obviously, 

it is necessary that the variance ratio be known to undertake this form of Deming regression. We 

did not have data from which to assess the error variance from this study, but instead estimated 

the error variance associated with observed sediment trap measures of carbon deposition from 

unpublished datasets in which we had measured C deposition rates separately in two tubes per 

sediment trap along distance transects at three commercial farms (Podemski unpublished). We 

used a nested ANOVA (Minitab® 17) to partition the variance into between transect, between site, 

and within traps (tube to tube) variation. Trapping error was the within trap variance component 

and we determined the average value across the three farms. Error variance in DEPOMOD 

prediction was estimated from the sensitivity analysis, by measuring variability in the predicted 

values from the same location along the sampling transects across all the sensitivity runs reported 

in Chapter 2. The ratio of error in traps versus DEPOMOD predictions was approximately 1 

(1.6:1.8, respectively). Although this is data from different farms, we note that Smith et al. (1980) 

suggested that in cases where the ratio is unknown then it is best to set the variance ratio at 1, 

which would be equivalent to the first form of Deming, which also supports our course of action.  

In disagreement with other authors who have used regression for DEPOMOD validation, we 

have chosen to put observed values on the x rather than the y. This is because the point of model 
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validation is to assess the unknown accuracy of the model and to put predicted on the x axis 

assumes the model is correct while assuming the observed values have more error. Aside from 

this philosophical issue, we also are of the opinion that the use of sediment trap techniques that 

have been refined and supported by much limnological research (e.g., Blomqvist and Håkanson 

1981; Håkanson et al. 1989) supports our higher confidence in the observed dataset. We 

conducted the regressions using the R package deming for all validation runs using log-

transformed x and y because we observed heteroscedasticity. Orthogonal regression, which is 

equivalent to the use of an error ratio of 1 in Deming regression (Haeckel et al. 2013), is known 

to be sensitive to inclusion of points with high leverage values (Brooks and Boone 2008) (Figure 

4.5). To determine if data points had high leverage, we removed each data point one at a time 

and reran the regression to determine the new slope and intercept. We then created a bivariate 

plot of all possible resulting slopes and intercepts for each validation run to visually identify which 

data points influenced the coefficients; for an example see Figure 4.6. From the small ranges in 

the values of the resulting slope and intercepts, it was apparent that there was not much influence 

of high-leverage values in the dataset and, therefore, Deming regression was acceptable. Two 

sets of regressions were performed, one with the full range of deposition and one with only 

deposition values in the 0–5 gC∙m-2∙d-1 range (0–23.5 gTS∙m-2∙d-1 range for TS prediction) which 

we henceforth call the “reduced data range.” This was done because the majority of changes in 

the benthic environment and to the benthic community occur within this range of deposition 

(Figure 2.9), and therefore that is the range over which it is most vital that deposition predictions 

be correct.  
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Figure 4.5. Comparison of orthogonal least squares and ordinary least squares regression of 
observed and predicted C deposition over the range of 0–5 gC∙m-2∙d-1 observed deposition. 
Validation run D-CA08-01 used as an example. 

 

Figure 4.6. Example of the Deming regression slope and intercept variability for (A) C deposition 
(gC·m-2·d-1; validation run D-CAC09-04) and (B) TS deposition (gTS·m-2·d-1; validation run D-
CAC09-12) where each point is the result of the removal of 1 data point from the dataset. 
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Once regressions were complete for each validation run for both the full deposition range and 

the reduced data range, we used characteristics of the regression to categorize the quality of the 

DEPOMOD validation following the example of Jusup et al. (2009) and the Ecosystem Approach 

for Sustainable Aquaculture project (Portilla and Tett 2007), but with some modifications. The 

defining characteristics of the categories are summarized in Table 4.3, but essentially, they 

consider if there is a significant predictive relationship between observed and predicted carbon, if 

there is bias in the predictions as demonstrated by the coefficients, and if regression assumptions 

have been met (if coefficient estimates are reliable). Our quality categories range from 1 for a very 

good predictive relationship with a significant regression and no evidence of bias, to 7, which is a 

situation in which there is no predictive relationship at all. The regression of predicted on observed 

values from a well functioning model would result in a significant regression between observed 

and predicted, a slope of 1, an intercept of 0, and a high r2. As the deming R package does not 

compute the significance of the regression or the r2, the regression was considered significant if 

the confidence interval around the slope estimate did not contain 0. In the absence of an r2, the 

Pearson correlation coefficients were calculated to provide a measure of the strength of the linear 

agreement between the two variables, but one must be careful to not interpret a high r2 or 

correlation coefficient by itself as evidence of good agreement; it is the regressions slope and 

intercept that are most useful in this regard. The Pearson correlation coefficient and coefficient of 

determination are only useful to compare within a rating category. If data did not meet 

assumptions of regression (residuals are heteroscedastic or exhibit non-normality) then there is 

question as to the accuracy of slope and intercept estimates and therefore the category rating 

was reduced. If the intercept estimate was something other than 0 then there is a consistent bias 

in every deposition prediction and, thus, a lower quality category was assigned; however, 

predictions could be fixed through the identification and application of a simple correction factor. 

If the slope was something other than 1 then there is a systematic but multiplicative error (i.e., 

proportional error) in every estimate — the magnitude of the error changes as one moves along 
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the C deposition range. This will lead to larger errors in predictions than a constant bias and, 

therefore, this received a worse rating than constant bias. If there were non-linear patterns 

apparent in the residual-fit plots then there is evidence of a functional error in the way DEPOMOD 

is computing predictions, a situation that cannot be rectified by the application of a correction 

factor and therefore this situation received the second lowest category rating. Finally, datasets in 

which there was no significant regression indicate that predictions of carbon or total solids 

deposition have no relationship with empirical observations and, thus, were assigned the worst 

rating of 7.  
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Table 4.3. Criteria for determining the quality of each DEPOMOD validation run, where 1 is the 
best category and 7 is the worst. The features that indicate the progression are indicated in bold 
text. 

Category Model Criteria Explanation 

1 Regression is significant (slope CI does not contain 0) 
β0 is not significantly different from 0 
β1 is not significantly different from 1 
Residuals are homoscedastic and normal 

Significant linear agreement between 
observed and predicted deposition, 
estimates of regression coefficients are 
reliable, and there is no evidence of 
consistent or proportional bias. 

2 Regression is significant (slope CI does not contain 0) 
β0 is not significantly different from 0 
β1 is not significantly different from 1 
Residuals are heteroscedastic or non-normal 

Significant linear agreement between 
observed and predicted deposition with 
no evidence of consistent bias or 
proportional bias but estimates of 
regression coefficients may not be 
reliable due to assumption violations. 

3 Regression is significant (slope CI does not contain 0) 
β0 is significantly different from 0 
β1 is not significantly different from 1, and/or 
Residuals may be heteroscedastic or non-normal 

Significant linear agreement between 
observed and predicted deposition but 
with evidence of consistent bias. 
However, estimates of regression 
coefficients may not be reliable due to 
assumption violations.  

4 Regression is significant (slope CI does not contain 0) 
β0 is not significantly different from 0 
β1 is significantly different from 1 
Residuals may be heteroscedastic or non-normal 

Significant linear agreement between 
observed and predicted deposition but 
with evidence of proportional bias. 
However, estimates of regression 
coefficients may not be reliable.  

5 Regression is significant (slope CI does not contain 0) 
β0 is significantly different from 0 
β1 is significantly different from 1 
Residuals may be heteroscedastic or non-normal 

Significant linear agreement between 
observed and predicted deposition but 
with evidence of consistent bias and 
proportional bias. However, estimates of 
regression coefficients may not be 
reliable.  

6 Regression is significant (slope CI does not contain 0) 
β0 may be significantly different from 0 
β1 may be significantly different from 1  
Residuals show evidence of model dysfunction as 
indicated by curvilinear or other patterns in residual 
versus fitted value plot 

Significant linear agreement between 
observed and predicted deposition. 
Possibly with evidence of consistent 
bias and proportional bias; however, 
estimates of regression coefficients may 
not be reliable. There is evidence of 
non-linear relationship between 
observed and predicted indicating a 
model dysfunction 

7 Regression is not significant (slope CI contains 0) No relationship between observed and 
predicted deposition rates. 

Note: CI = confidence interval; β0 = intercept; β1 = slope  

 

RESULTS  

Hydrographic Data 

Water depth, current speed, and vector-averaged speed and direction are summarized by 

layer in Table 4.4. Mean, median, and maximum speeds were greatest in the surface layers. 

Vector-averaged speeds were greatest in the surface layers for the 2008 east and west meters, 
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the middle layer for the 2009 east meter, and the bottom layer for the 2009 west meter. Vector-

averaged direction in degrees indicated the net direction water of water flow and this, at times, 

differed markedly between surface, middle, and bottom layers. The difference in average flow 

direction ranged from 31° to 168° between two adjacent layers. Flow direction also differed 

between the same depths and layers at the east and west meters during the same deployment 

period, as evidenced in the 2008 deployments, where there was a 140° difference in the flow 

direction of bottom layers between the east and west meters, and 2009 when there was a 149° 

difference in vector averaged flow.  

Table 4.4. Summary statistics for current speed and direction in 3 layers of the water column from 
east and west ADCPs deployed at Farm 1, 2008–2009. 

Start and 
End Date 

Location 
(relative 

to 
cages) 

Water 
Depth 

(m) 

Water 
Layer 
(m)a 

Mean 
Current 
Speed 
(cm·s-1) 

Median 
Current 
Speed 
(cm·s-1) 

Min 
Current 
Speed 
(cm·s-1) 

Max 
Current 
Speed 
(cm·s-1) 

Vector
-avg 

Dir (°) 

Vector-
avg 

Speed 
(cm·s-1) 

4-Jul-08 
to 

10-Oct 

East 32.2 S (10.9) 3.3 2.8 0.0 13.6 171 1.7 

M (20.9) 2.9 2.6 0.0 13.4 96 1.4 

B (30.9) 2.1 1.8 0.0 11.1 127 0.8 

4-Jul-08 
to 

10-Oct-08 

West 28.8 
 

S (1.5) 3.4 3.3 0.0 13.7 208 1.2 

M (14.5) 2.0 1.7 0.0 9.3 179 0.2 

B (27.5) 1.6 1.1 0.0 9.7 347 0.6 

29-May-09 
to 

11-Jul-09 

East 25.8 
 

S (2.5) 6.6 5.7 0.7 22.5 85 1.3 

M (13.5) 3.5 2.9 0.0 13.5 355 1.9 

B (24.5) 2.6 2.2 0.1 13.7 329 1.8 

29-May-09 
to 

8-Jul-09 

West 23.7 S (3.3) 2.2 1.8 0.0 11.0 13 0.5 

  M (13.3) 1.7 1.4 0.0 7.9 121 0.2 

B (22.3) 2.0 1.6 0.0 10.6 180 0.7 

Note: Min = Minimum, Max = Maximum; avg = averaged; Dir = direction 
aS = surface; M = middle; B = bottom 

 

Rose plots summarizing water movement for the water layers used in DEPOMOD runs may 

be found in Appendix B.  

Observed Deposition 

In total, 528 traps were set over the seven validation periods in 2008 and 2009 (Figure 4.7). 

The total number of sediment traps and the number of traps used for validation for each of the 

seven periods are indicated in Table 4.5.  
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Figure 4.7. Locations of the 529 sediment traps deployed at Farm 1 from 2008–2009. Symbols 
identify the validation run. Locations of current meters are indicated. Bathymetry contour lines are 
in metres. 
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Table 4.5. Number of sediment traps collected at Farm 1 from 2008–2009, and the number used 
for DEPOMOD validation and background deposition determination. The difference between total 
number collected and those used is the result of failure to meet movement criteria. Distance from 
cage criteria for background traps are indicated; note that no upstream or downstream channel 
sites were used. 

Validation 
Period 

Total 
Collected 

(n) 

C Deposition  TS Deposition  

Validation 
(n) 

Bkgd 
(n) 

Bkgd 
Criteria 

 Validation 
(n) 

Bkgd 
(n) 

Bkgd 
Criteria 

Jul 2008 80 30 8 > 70 m  NA NA NA 

Sep 2008 84 34 13 > 70 m  NA NA NA 

Oct 2008 31 15 5 > 70 m  NA NA NA 

May 2009 111 55 32 > 70 m  NA NA NA 

Jul 2009 88 49 19 > 70 m  21 4 > 79 m 

Aug 2009 93 57 21 > 70 m  47 13 > 70 m 

Sep 2009 89 54 12 > 70 m  56 7 > 79 m 
Note: Bkgd = Background; NA = no data collected for that validation period 

 

C and TS deposition was highest under the farm cages and rapidly decreased after which 

they plateaued. After 10 m, the majority of observations were less than 5 gC·m-2·d-1 (Figure 4.8) 

and 30 gTS·m-2·d-1 (Figure 4.9) for C and TS deposition, respectively.  
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Figure 4.8. Observed carbon deposition with increasing distance from the cages, excluding 
channel sediment traps. Distances from cages were determined from the mean sediment trap 
location (average of in and out coordinates) and mean cage location. All cage sediment traps 
were given an observed distance of -5 m. 
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Figure 4.9. Observed total solids deposition with increasing distance from the cages, excluding 
channel sediment traps. Distances from cages were determined from the mean sediment trap 
location (average of in and out coordinates) and mean cage location. All cage sediment traps 
were given an observed distance of -5 m. 

 

Channel reference sites consistently reported lower values than the far-field (> 70 m) traps in 

Cactus Bay for C and TS deposition (Figure 4.10). These difference can likely be attributed to 

inherent differences between channels and bays. Due to these differences, far-field traps were 

used to determine background sedimentation values. The observed C deposition rate plateaued 

at traps greater than 70 m from cage edge (Figure 4.8), therefore, the mean of those observations 

for each validation period were used to determine each period’s background deposition. For TS 

deposition, observations were consistent after 70 m for the Jul 2009 and Sep 2009 validation 
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periods, and after 79 m distance from cage for Aug 2009. The mean of those observations for 

each validation periods were used to determine background TS deposition. Background 

deposition for all validation periods are listed in Table 4.6. Traps that were used for background 

deposition calculations were removed from the comparisons for DEPOMOD validation. The total 

number of sediment traps, the number of traps used for validation, and the number of traps used 

for background for each of the seven periods are indicated in Table 4.5.  
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Figure 4.10. Comparison of mean (A) C Deposition (± standard error) and (B) TS deposition (± 
standard error) between far-field traps (> 70 m) and the channel reference traps. Numbers at base 
of bars are n. 
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Table 4.6. Background carbon deposition (C Dep) and total solids deposition (TS Dep) for the 7 
validation periods.  

Validation 
Period 

Background C Dep 
(gC·m-2·d-1) 

Background TS 
Dep (gTS·m-2·d-1) 

Jul 2008 1.37 NA 
Sep 2008 1.05 NA 
Oct 2008 1.77 NA 
May 2009 2.63 NA 
Jul 2009 1.18 6.84 

Aug 2009 1.75 18.76 
Sep 2009 0.89 6.78 
Note: NA = no data collected for that validation period 

  

The 294 sediment traps used for DEPOMOD validation of C deposition are shown in Figure 

4.11. There was thorough coverage around both the east and west cages. Deposition for the traps 

used for validation (excluding background and channel) are depicted in Figure 4.12 as a response 

to distance from the nearest cage edge.  
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Figure 4.11. Locations of the 294 sediment traps used for the seven C deposition DEPOMOD 
validation periods. Locations of current meters are indicated. Bathymetry contour lines are in 
metres. 
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Figure 4.12. Observed carbon deposition with increasing distance from the cage for the 294 
validation sediment traps. Distances from cages were determined from the mean sediment trap 
location (average of in and out coordinates) and mean cage location. All cage sediment traps 
were given an observed distance of -5 m. 

 

The 124 traps used for DEPOMOD validation of TS deposition show thorough coverage 

around the east and west cages for the three validations, especially Aug and Sep 2009 (Figure 

4.13). These same traps (which exclude background traps and channel traps) are depicted as a 

response to distance from cage edge in Figure 4.14. There are fewer traps for TS than C as no 

TS samples were collected prior to Jul 2009.  
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Figure 4.13. Locations of the 124 sediment traps used for the three TS deposition DEPOMOD 
validation periods. Locations of current meters are indicated. Bathymetry contour lines are in 
metres. 
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Figure 4.14. Observed total solids (TS) deposition with increasing distance from the cage for 124 
validation sediment traps. TS deposition was not measured prior to Jul 2009. Distances from 
cages were determined from the mean sediment trap location (average of in and out coordinates) 
and mean cage location. All cage sediment traps were given an observed distance of -5 m. 
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DEPOMOD Validation 

The run numbers and corresponding MARE values for all validation runs using the full and 

reduced deposition ranges can be found in Appendix C.1 and Appendix C.2, respectively. The 

validation run numbers and corresponding assessment of the Deming regression for both full and 

reduced deposition ranges are in Appendix C.3 and Appendix C.4, respectively. Details of the 

classifications and category rating for the Deming regressions for full and reduced deposition are 

listed in Appendix C.5 and Appendix C.6, respectively. The mean square prediction error (MSPE) 

and Theil’s second decomposition of the MSPE for full and reduced deposition range are in 

Appendix C.7 and Appendix C.8, respectively. Difference plots and relative prediction error plots 

are in Appendix D. 

Seasonal Comparisons 

DEPOMOD predictions were made over 7 validation periods with carbon deposition as the 

output, with data from water velocity input as one layer analyzed separately from water velocity 

input as multiple layers for a total of 14 validation runs. Data from the reduced range (0–5 gC·m-

2·d-1) for each water velocity entry type were also analyzed separately to focus on the lower range 

of carbon deposition where biological impacts are most significant. 

Validation runs for carbon deposition where water velocity was input as one layer had MARE 

values that ranged from 33.76% (Aug 2009) to 298.74% (Oct 2008) (Table 4.7). Three runs had 

MARE over 100%: Jul 2008, Oct 2008, and Jul 2009. The MSPE was lowest in May 2009 (165.04) 

and highest in Jul 2009 (2462.11), with Jul 2008 and Oct 2008 also exhibiting high amounts of 

error. These three runs had a lower percentage of error coming from noise than other runs. A 

visual inspection of Theil’s second decomposition (Figure 4.15) of the MSPE indicated that Oct 

2008 had higher proportion of error in the intercept than any of the other runs while Jul 2008 and 

Jul 2009 both had a greater amount of error in the slope than the other validation runs. 
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Table 4.7. Validation run indices and difference plot summary for C deposition validation runs for 
the full data range with water velocity input as one layer. Bias is described as none (n), positive 
(+), or negative (-). 

 
Validation 

Period 
 

Run ID 
 

MARE (%) 
 

MSPE 

 
MSPE 
Noise 
(%) 

Difference Plots 

Hetersc 
Const Bias 

(n,+,-) 
Propr Bias 

(n,+,-) 

Jul 2008 D-CAC08-01 114.61 1217.69 22.5 Yes n + 

Sep 2008 D-CAC08-03 78.36 507.83 43.6 Yes - + 

Oct 2008 D-CAC08-05 298.74 831.84 2.6 Yes n + 

May 2009 D-CAC09-01 39.58 165.04 99.4 Yes n n 

Jul 2009 D-CAC09-03 219.83 2462.11 10.0 Yes n + 

Aug 2009 D-CAC09-05 33.76 210.59 44.5 No - + 

Sep 2009 D-CAC09-07 92.67 347.24 70.6 No n + 
Note: MARE = mean absolute relative error; MSPE = mean square prediction error; Hetersc = heteroscedastic 
pattern in difference plot; Const = Constant; Propr = Proportional 

 

 
Figure 4.15. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C deposition validation runs for the full data range with water velocity input as one water layer. 
Symbol sizes indicate relative magnitude of error. 
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There was no consistent change in the MARE moving from the full data range to the reduced 

data range, where MARE in the reduced ranged from 23.55% (May 2009) to 342.55% (Oct 2008) 

overall (Table 4.8). MARE was lower in the reduced range than in the full range except for Oct 

2008, which was also the only validation period in the reduced range with a MARE exceeding 

100%, and Sep 2009. The MSPE ranged from 1.03 (May 2009) to 303.63 (Oct 2008). Oct 2008 

and Sep 2009 both had no error ascribed to noise. The decomposition of the MSPE showed that 

in the reduced range, the proportion of error attributed to noise decreased for all runs. Error 

distributed in slope increased for all runs except for Sep 2008 which exhibited an increase in 

intercept error (Figure 4.16). May 2009 also exhibited an increase in intercept error. 
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Table 4.8. Validation run indices and difference plot summary for C deposition validation runs for 
the reduced data range with water velocity input as one layer. Bias is described as none (n), 
positive (+), or negative (-). 

 
Validation 

Period 
 

Run ID 
 

MARE (%) 
 

MSPE 

 
MSPE 
Noise 
(%) 

Difference Plots 

Hetersc 
Const Bias 

(n,+,-) 
Propr Bias 

(n,+,-) 

Jul 2008 D-CAC08-01 96.66 86.39 2.0 No - + 

Sep 2008 D-CAC08-03 35.83 1.32 41.1 No n - 

Oct 2008 D-CAC08-05 342.55 303.63 0 No - + 

May 2009 D-CAC09-01 23.55 1.03 63.3 No + - 

Jul 2009 D-CAC09-03 97.04 22.32 1.9 Yes - + 

Aug 2009 D-CAC09-05 25.62 1.04 34.3 Yes n n 

Sep 2009 D-CAC09-07 98.23 48.74 0.3 No - + 
Note: MARE = mean absolute relative error; MSPE = mean square prediction error; Hetersc = heteroscedastic 
pattern in difference plots; Const = Constant; Propr = Proportional 

 
 
 

 

Figure 4.16. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C deposition validation runs for the reduced data range with water velocity input as one water 
layer. Symbol sizes indicate relative magnitude of error. 
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The difference plot analysis of the full data range was impacted by the presence of 

heteroscedasticity, but in general there was no constant bias and a positive proportional bias 

(Table 4.7). Exceptions to this were that Sep 2008 and Aug 2009 had a negative constant bias in 

addition to a positive proportional bias (Appendix D.3A and Appendix D.11A, respectively), while 

May 2009 did not exhibit either type of bias (Appendix D.7A). Positive proportional bias together 

with negative constant bias suggests that DEPOMOD generally under-predicted C deposition at 

low rates of deposition and increasingly over-predicted at higher levels of observed C deposition. 

Under-prediction at low deposition was characterized by the presence of a cluster of points at the 

lowest end of the x axis which were mostly made up of points where DEPOMOD predicted no 

deposition despite measured increases in observed deposition between 0.57 and 7.39 gC·m-2·d-

1 (e.g., Figure 4.17, range of observed C deposition for which DEPOMOD predicted 0 was 

between 1.74 and 7.39 gC·m-2·d-1). The relative prediction error, exceeded 1000% for some 

sediment trap locations in Jul 2008, Oct 2008, Jul 2009 and Sep 2009 (Appendix D.1B, Appendix 

D.5B, Appendix D.9B, and Appendix D.13B, respectively). One sediment trap location in Sep 

2009 had a relative prediction error of over 2000%. Most of the predictions exceeding 1000% 

error were below of 24 gC·m-2·d-1, though in Jul 2009 there were also several predictions 

exceeding this level of error between 70 and 85 gC·m-2·d-1. Relative prediction error exceeding 

100% occurred in all runs. 
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Figure 4.17. Difference plot for May 2009, one water layer, whole data range. Open squares 
represent where DEPOMOD predicted 0 deposition over background, filled circles represent 
where DEPOMOD predicted deposition over background. (Note: plot identical to Appendix D.7A.) 

 

There were fewer incidences of heteroscedasticity in the difference plot analysis for the 

reduced data range (Table 4.8). Four validation periods (Jul 2008, Oct 2008, Jul 2009, Sep 2009) 

had a negative constant bias and a positive proportional bias, indicative of DEPOMOD under-

predicting at the low end of the C deposition axis and over-predicting toward 5 gC·m-2·d-1 end of 

the axis. The indication of a positive proportional bias may have been due to the leverage of 1–3 

points at the higher end of the scale with a large positive difference compared to the other points 

on the plot (Appendix D.1C, Appendix D.5C, Appendix D.9C), except for Sep 2009 where there 

were more points in between the high point and the cluster of low points (Appendix D.13C). May 

2009, which was classed as having a positive constant bias and a negative proportional bias, had 

a linear plot mostly made up of 0 predictions (Appendix D.7C). The relative prediction error plots 

also showed the difference in behaviour between 0 predictions and predictions greater than 
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background (Appendix D.1D, Appendix D.3D, Appendix D.5D, Appendix D.7D, Appendix D.9D, 

Appendix D.11D, Appendix D.13D), where the 0 predictions tended to lie in a row along a 

logarithmic shaped slope and non-background points were often scattered away from the line. Jul 

2008, Jul 2009, and Sep 2009 had one sediment trap location exceeding 1000% relative 

prediction error, while Oct 2008 had two: all predictions exceeding 1000% error were above a 

mean C deposition of 5 gC·m-2·d-1, but were still included in the reduced data range plots because 

the reduced data range was formed based on the observed C deposition. Aside from a few 

sediment trap locations with over 100% prediction error, plots tended to have negative error, as 

a large number of predictions did not predict deposition over background. 

Most of the Deming regressions of predicted data against observed data had patterned 

residuals, and in general, regressions exhibited negative constant (intercept) bias and positive 

proportional (slope) bias (Table 4.9). Intercept estimates ranged from -0.2578 (SE = 0.0747) to 

0.0219 (SE = 0.0825) for Sep 2008 and May 2009, respectively; slope estimates ranged from 

0.8768 (SE = 0.1276) to 2.0709 (SE = 0.3269) for May 2009 and Oct 2008, respectively (Appendix 

C.3). The combination of negative constant bias and positive proportional bias (in all runs except 

for Jul 2008 and May 2009) indicates that DEPOMOD under-predicted at low levels of C 

deposition and increasingly over-predicted as C deposition levels increased. Jul 2008 and May 

2009 runs did not have any bias in their regressions, meaning the intercepts were not different 

from 0 and the slopes not different from 1. The patterned residuals led to the category ratings of 

6 for all but Jul 2008 validation runs. Most of these patterns in the residuals against fits plots 

included a negative linear line formed by a series of 0 predictions from DEPOMOD (e.g., Figure 

4.18). Many residuals over fits plots also exhibited a second negative linear line at higher 

deposition, which was evidence of positive proportional bias in the regression. The significant 

Pearson correlations between predicted and observed C deposition suggest that the two datasets 
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were highly correlated for all of the runs. Sep 2008, Aug 2009, and Sep 2009 each had correlation 

coefficients greater than 90%.  

Table 4.9. Deming regression summary, category, and Pearson correlation for C deposition 
validation runs for the full data range with water velocity input as one layer. Bias is described as 
none (n), positive (+), or negative (-). 

 
Validation 

Period 
 

Run ID 

Deming Regression 

Pearson 
Correlation 

Pattern in 
Residualsa 

Const bias 
(n,+,-) 

Propr Bias 
(n,+-) Cat 

Jul 2008 D-CAC08-01 No n n 2 0.813** 

Sep 2008 D-CAC08-03 Yes - + 6 0.920** 
Oct 2008 D-CAC08-05 Yes - + 6 0.762* 

May 2009 D-CAC09-01 Yes n n 6 0.889** 

Jul 2009 D-CAC09-03 Yes - + 6 0.878** 

Aug 2009 D-CAC09-05 Yes - + 6 0.976** 

Sep 2009 D-CAC09-07 Yes - + 6 0.948** 
Note: Const = Constant; Propr = Proportional; Cat = Category; ** = significant to p < 0.001; * = significant to p < 0.05 
a“Yes” may also include heteroscedasticity 

 
 

 
Figure 4.18. Example of a typical residual vs. fit plot from the Deming regressions. Open squares 
represent where DEPOMOD predicted 0 deposition over background, filled circles represent 
where DEPOMOD predicted deposition over background. 
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Most of the Deming regressions were reduced to category 7 (from category ratings 2 and 6) 

for the reduced data range because the relationship between predicted and observed C 

deposition was no longer significant: only Oct 2008 had a significant regression (Table 4.10). The 

general lack of bias was a by-product of non-significant regression relationships, and the single 

significant regression had a positive proportional bias (slope = 7.9425, SE = 3.3743) (Appendix 

C.4). In addition to Oct 2008, two validation runs had significant Pearson correlations (May 2009 

and Sep 2009). All correlation coefficients were smaller than their full-range counterparts. 

Table 4.10. Deming regression summary, category, and Pearson correlation for C deposition 
validation runs for the reduced data range with water velocity input as one layer. Bias is described 
as none (n), positive (+), or negative (-). 

Validation 
Period 

 
Run ID 

Deming Regression 

Pearson 
Correlation 

Pattern in 
Residualsa 

Const bias 
(n,+,-) 

Propr Bias 
(n,+-) Cat 

Jul 2008 D-CAC08-01 Yes n n 7 0.324 

Sep 2008 D-CAC08-03 Yes n - 7 0.169 

Oct 2008 D-CAC08-05 Yes n + 6 0.753* 
May 2009 D-CAC09-01 Yes + - 7 0.385* 

Jul 2009 D-CAC09-03 Yes n n 7 0.277 

Aug 2009 D-CAC09-05 Yes n n 7 0.009 

Sep 2009 D-CAC09-07 Yes n n 7 0.488* 
Note: Const = Constant; Propr = Proportional; Cat = Category; ** = significant to p < 0.001; * = significant to p < 0.05 
a“Yes” may also include heteroscedasticity 

 

Results for full data-range validation runs where water velocity was input as multiple water 

layers had MARE that ranged from 35.90% (Aug 2009) to 293.36% (Oct 2008) (Table 4.11). Jul 

2008, Oct 2008, and Jul 2009 all had MAREs over 100%. These three validation runs also had 

the highest MSPE, though the runs were ordered differently with regards to which was first, 

second, or third highest between MARE and MSPE. The percentage of the MSPE attributed to 

noise was also lowest in the same three runs. A visual inspection of Theil’s second decomposition 

of the MSPE indicated that a higher proportion of the prediction error was associated with 

estimation of slope in Sep 2008, Oct 2008, and Jul 2009, while Oct 2008 had the highest amount 

of error ascribed to estimation of the intercept (Figure 4.19).  
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Table 4.11. Validation run indices and difference plot summary for C deposition validation runs 
for the full data range with water velocity input as multiple layers. Bias is described as none (n), 
positive (+), or negative (-). 

 
Validation 

Period 
 

Run ID 

 
MARE 

(%) 
 

MSPE 

 
MSPE 
Noise 
(%) 

Difference Plots 

Hetersc 
Const Bias 

(n,+,-) 
Propr Bias 

(n,+,-) 

Jul 2008 D-CAC08-02 117.11 1285.60 21.5 Yes n + 

Sep 2008 D-CAC08-04 82.15 541.59 40.9 Yes - + 

Oct 2008 D-CAC08-06 293.36 798.42 2.8 Yes n + 
May 2009 D-CAC09-02 40.30 173.14 99.5 Yes - n 

Jul 2009 D-CAC09-04 222.85 2345.91 10.6 Yes n + 

Aug 2009 D-CAC09-06 35.90 220.13 47.8 No - + 

Sep 2009 D-CAC09-08 92.56 346.15 69.5 No n + 
Note: MARE = mean absolute relative error; MSPE = mean square prediction error; Hetersc = heteroscedastic 
pattern in difference plots; Const = Constant; Propr = Proportional 

 

 

 

Figure 4.19. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C deposition validation runs for the full data range with water velocity input as multiple water 
layers. Symbol sizes indicate relative magnitude of error. 



 

140 
 

 

The values of the MARE for the reduced data range where water velocity was input as multiple 

layers ranged from 23.84% (May 2009) to 340.76% (Oct 2008) with most MAREs decreasing 

when comparing full to reduced C deposition range except for Oct 2008 and Sep 2009 (Table 

4.12). Validation periods with high MSPE also had high MARE, though the order of highest to 

lowest was not identical between the indices. The percentage of MSPE attributed to noise was 

lowest for the runs with the highest MSPE. The decomposition of the MSPE displayed in the 

ternary plots differed from the full data range plot (Figure 4.20 and Appendices C7 and C8). In all 

cases, the proportion of error in noise decreased while it increased in slope or intercept, indicating 

less confidence in those parameter estimations. Error in slope increased for all runs except Sep 

2008 while errors in estimation of the intercept increased in May 2008 and May 2009 when the 

reduced dataset was used.  

Table 4.12. Validation run indices and difference plot summary for C deposition validation runs 
for the reduced data range with water velocity input as multiple layers. Bias is described as none 
(n), positive (+), or negative (-).  

 
Validation 

Period 
 

Run ID 

 
MARE 

(%) 
 

MSPE 

 
MSPE 
Noise 
(%) 

Difference Plots 

Hetersc 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) 

Jul 2008 D-CAC08-02 96.06 77.22 2.2 No - + 

Sep 2008 D-CAC08-04 38.76 1.37 39.4 No + - 
Oct 2008 D-CAC08-06 340.76 284.82 0 No - + 

May 2009 D-CAC09-02 23.84 1.07 61.2 No + - 

Jul 2009 D-CAC09-04 106.56 27.86 1.6 Yes - + 

Aug 2009 D-CAC09-06 27.61 1.14 31.2 Yes n n 

Sep 2009 D-CAC09-08 95.94 39.25 0.4 No - + 
Note: MARE = mean absolute relative error; MSPE = mean square prediction error; Hetersc = heteroscedastic 
pattern in difference plots; Const = Constant; Propr = Proportional 
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Figure 4.20. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C deposition validation runs for the reduced data range with water velocity input as multiple 
water layers. Symbol sizes indicate relative magnitude of error. 

 

Difference plot data was frequently heteroscedastic and had evidence of positive proportional 

bias (Table 4.11). Only May 2009 had no proportional bias due to the long row of points at the 

low end of the C deposition scale and the scattered points in the mid and high range set evenly 

around the 0-difference line (Appendix D.8A). Constant bias was either not present or negative, 

but only two of those runs with negative constant bias also had a positive proportional bias 

indicative of DEPOMOD under-predicting at low levels of C deposition and over-predicting at 

higher levels (Sep 2008 and Aug 2009). The relative prediction error exceeded 1000% at trap 

locations in four runs: Jul 2008, Oct 2008, Jul 2009, and Sep 2009. Most of the sediment trap 

locations with error exceeding 1000% were below 24 gC·m-2·d-1, though in Jul 2009 there were 



 

142 
 

also several exceeding this amount of error at depositions between 70 and 85 gC·m-2·d-1. Relative 

prediction error exceeding 100% occurred in all runs, where a small number of those values were 

in the low C deposition range (≤ 5 gC·m-2·d-1) and the rest were distributed evenly over the range 

of average C deposition. 

The frequency of data heteroscedasticity in the difference plots decreased between full and 

reduced data ranges (Table 4.12). Plots that had exhibited no constant bias in the full range had 

negative bias in the reduced range and those that had shown a negative constant bias in the full 

range had either positive or no constant bias in the reduced. All plots with negative constant bias 

had positive proportional bias, indicating that DEPOMOD was under-predicting at the low end of 

the C deposition range and increasingly over-predicted as C deposition increased, even across 

this small range of C deposition (0–5 gC·m-2·d-1). Some of the plots were likely influenced by the 

presence of a few values that were high on the x and y axes, with no points in between them and 

the group of low values near the axes origins (Appendix D.2C, Appendix D.6C, Appendix D.10C). 

The reduced range relative prediction error plots were defined by lines of predictions that started 

above 0 on the y axis and became progressively more negative, largely made of sediment trap 

locations where predictions had been 0 over background deposition. Sediment trap locations that 

were not a part of that line tended to have over 100% prediction error, and in some cases over 

1000%, (e.g., Appendix D.6D and Appendix D.10D). 

All but one validation period had patterns in their residuals vs. fits plots, though all regressions 

were significant (Table 4.13). Jul 2008 data met all assumptions for regression and the regression 

did not indicate any bias, giving this validation run the only category 1 rating of the experiment. 

The run from May 2009 had no reported bias. The remaining five runs all exhibited negative 

constant bias and positive proportional bias, indicative of DEPOMOD under-predicting at low 

levels of C deposition and increasingly over-predicting as C deposition increased. Intercept 

estimates ranged from -0.2656 (SE = 0.0761) to 0.0129 (SE = 0.0860) for Sep 2008 and May 
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2009, respectively; slope estimates ranged from 0.8874 (SE = 0.1329) to 2.0597 (SE = 0.3273) 

for May 2009 and Oct 2008, respectively (Appendix C.3). All correlation coefficients were 

significant to α = 0.05, with Aug 2009 having the highest correlation between predicted and 

observed C deposition (0.974) and Oct 2008 having the lowest (0.758). 

Table 4.13. Deming regression summary, category, and Pearson correlation for C deposition 
validation runs for the full data range with water velocity input as multiple layers. Bias is described 
as none (n), positive (+), or negative (-). 

 
Validation 

Period 
 

Run ID 

Deming Regression 

Pearson 
Correlation 

Pattern in 
Residualsa 

Const bias 
(n,+,-) 

Propr Bias 
(n,+-) Cat 

Jul 2008 D-CAC08-02 No n n 1 0.805** 

Sep 2008 D-CAC08-04 Yes - + 6 0.923** 

Oct 2008 D-CAC08-06 Yes - + 6 0.758* 

May 2009 D-CAC09-02 Yes n n 6 0.885** 

Jul 2009 D-CAC09-04 Yes - + 6 0.876** 

Aug 2009 D-CAC09-06 Yes - + 6 0.974** 

Sep 2009 D-CAC09-08 Yes - + 6 0.947** 
Note: Const = Constant; Propr = Proportional; Cat = Category; ** = significant to p < 0.001; * = significant to p < 0.05 
a“Yes” may also include heteroscedasticity 

 

The Deming regressions on the reduced data range encompassing 0–5 gC·m-2·d-1 only had 

one run where the relationship between predicted and observed C deposition was significant 

(Table 4.14). Oct 2008 had a significant regression relationship which had a positive proportional 

bias (slope = 7.8755, SE = 3.4495). Despite their non-significant regressions, May 2009 and Sep 

2009 had significant Pearson correlation coefficients, though they were smaller than that of Oct 

2008. In all cases, the correlation coefficients declined between full and reduced datasets, except 

for Oct 2008 where the reduced data range had a better correlation than the full data range. 
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Table 4.14. Deming regression summary, category, and Pearson correlation for C deposition 
validation runs for the reduced data range with water velocity input as multiple layers. Bias is 
described as none (n), positive (+), or negative (-). 

 
Validation 

Period 
 

Run ID 

Deming Regression 

Pearson 
Correlation 

Pattern in 
Residualsa 

Const bias 
(n,+,-) 

Propr Bias 
(n,+-) Cat 

Jul 2008 D-CAC08-02 Yes n n 7 0.348 

Sep 2008 D-CAC08-04 Yes + - 7 0.178 

Oct 2008 D-CAC08-06 Yes n + 6 0.776* 

May 2009 D-CAC09-02 Yes + - 7 0.380* 

Jul 2009 D-CAC09-04 Yes n n 7 0.253 

Aug 2009 D-CAC09-06 Yes n n 7 0.048 
Sep 2009 D-CAC09-08 Yes n n 7 0.487* 

Note: Const = Constant; Propr = Proportional; Cat = Category; ** = significant to p < 0.001; * = significant to p < 0.05 
a“Yes” may also include heteroscedasticity 

 

1 Water Layer vs. Multiple Water Layers 

We assessed differences between DEPOMOD predictions when water velocity was input was 

as one layer and when water velocity input as multiple layers using seven validation periods with 

carbon deposition as the output. Data from the reduced range (0–5 gC·m-2·d-1) for each water 

velocity entry type were also analyzed to focus in on the lower range of carbon deposition where 

biological impacts are most significant. 

A comparison of the model quality indicators generated from full C deposition range validation 

runs using a single water layer versus those in which multiple water layers were input are listed 

in Table 4.7 and Table 4.9 for one layer and Table 4.11 and Table 4.13 for multiple layers. Most 

runs had slightly higher MARE when multiple layers were used, except for Oct 2008 and Sep 

2009, but overall there was no significant difference in the MAREs (paired t-test, t = -0.82, df = 6, 

p = 0.446) (Figure 4.21A). Likewise, MSPE tended to be higher in the multiple layer validation 

runs, except for Oct 2008, Jul 2009, and Sep 2009, but there was no significant difference overall 

in the MSPE (paired t-test, t = 0.20, df = 6, p = 0.845) (Figure 4.21B). The largest difference 

between MAREs was below 6% and most MSPE differences were less than 100, except for Jul 

2009 where the difference in MSPE between one and multiple-layer runs was 116.2. Most of the 

validation run pairs lay close to one another in the ternary plot, though there were differences in 
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where the error lay between the one-layer and multiple-layer runs for Jul 2008 and Sep 2008 

(Figure 4.22). Jul 2008 where water velocity was input as one layer had a larger MSPE and more 

of it ascribed to error in the slope and intercept than to noise. The MSPE for Sep 2008 was similar 

between one-layer and multiple-layer runs, but the multiple-layer run had a greater amount of 

error in the slope and intercept rather than noise. 

 

Figure 4.21. Boxplots of (A) mean absolute relative error (%) and (B) mean square prediction 
error comparing one-layer and multiple-layer validation runs. The box is the interquartile range, 
the line in the box is the median, and the whiskers indicate the 5th and 95th percentile of the data. 

  



 

146 
 

 

 
Figure 4.22. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C deposition validation runs for the full data range with water velocity input as one and as 
multiple water layers. Symbol sizes indicate relative magnitude of error. 

 

A comparison of the model quality indicators generated from reduced C deposition range 

validation runs using a single water layer versus those in which multiple water layers were input 

are listed in Table 4.8 and Table 4.10 for one layer and Table 4.12 and Table 4.14 for multiple 

layers. Some runs had slightly higher MARE when multiple layers were used, and some lower, 

but there was no significant difference overall in the MARE for (paired t-test: t = -0.94, df = 6, p = 

0.382). Likewise, MSPE was either higher or lower in the multiple-layer validation runs, and there 

was no significant different in the MSPE for one layer (mean = 66.4, std. dev. = 109.3) and multiple 

layers (mean = 61.8, std. dev. = 102.2); t(6) = 1.44, p = 0.199. A ternary plot combining single- 
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and multiple-layer data shows that most paired validation runs lay close to one another (Figure 

4.23), in agreement with the non-significant paired t-test. 

 

 

Figure 4.23. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C deposition validation runs for the reduced data range with water velocity input as one and 
as multiple water layers. Symbol sizes indicate relative magnitude of error. 

 

Difference plots for the full data range where water velocity was entered as one layer tended 

to be similar to plots where water velocity was entered as multiple layers. All validation runs 

exhibited heteroscedasticity in the data and the only run where record of bias differed was in May 

2009, where the single layer plot indicated no constant bias and the multiple layer plot indicated 

negative constant bias. This difference was not large enough to be visibly detected on the plots 

themselves (Appendix D.7A and Appendix D.8A). Relative prediction error plots were similar 

between pairs of runs as well. 
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The difference plots for the reduced data range were similar between single-water-layer- and 

multiple-water-layer runs, where the only difference was in Sep 2008. For Sep 2008, the analysis 

suggested that there was no constant bias in the one-layer plot, while there was positive constant 

bias indicated in the multiple-layer plot. The difference was visible on the plots through 

observation of the lower C deposition end of the line of best fit (Appendix D.3C and Appendix 

D.4C). Relative prediction error plots were identical between pairs of runs. 

Deming regression results for pairs of validation runs in the full data range were also similar. 

The multiple layer Jul 2008 run had normal residuals, however, which resulted in it being rated 

category 1 instead of category 2 as in the one-layer run. Pearson correlation coefficients were 

also similar, and always had the same level of significance. 

Deming regression results for the reduced data range were similar between runs using one 

water layer versus multiple water layers, except for Sep 2008 where no constant bias was noted 

for the one-water-layer run and positive constant bias for the multiple-water-layer run. The Oct 

2008 validation period was the only one that had a significant regression and the three validation 

periods had significant Pearson correlations: Oct 2008, May 2009, and Sep 2009. There was little 

difference between the coefficients and significance was to the same level as those in the one-

layer runs. 

Total Solids (TS) vs. Carbon (C) 

Differences in DEPOMOD predictions between carbon (C) deposition and total solids (TS) 

deposition as output were assessed in three validation periods in 2009 using both water velocity 

entered as single and as multiple water layers. The model inputs were identical to the runs 

predicting carbon deposition for those periods (Jul 2009, Aug 2009, Sep 2009). Data from the 

reduced range (0–23.5 gTS·m-2·d-1) for each water velocity entry type were also analyzed to focus 

in on the lower range of TS deposition where biological impacts are most significant. 
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The MARE for TS deposition was both lower and less variable than that for C deposition 

(Table 4.15). MARE ranged from 26.41% (Aug 2009, one layer) to 52.36% (Jul 2009, one layer). 

Despite the apparent differences in MARE, there was no significant difference detected between 

MAREs in a paired t-test of the six runs (three validation periods, both one- and multiple-layer 

runs) between C deposition and TS (paired t-test: t = 2.42, df = 5, p = 0.060). The MSPE was 

highest in Jul 2009, as it was for C deposition, but the Aug 2009 and Sep 2009 TS deposition 

runs had MSPE values closer to their Jul 2009 value than the C deposition Aug 2009 and Sept 

2009 did to their Jul 2009 value. MPSE declined in order of validation period (Jul 2009 > Aug 

2009 > Sep 2009), and the multiple-layer runs tended to have lower MSPE except for Aug 2009. 

The proportion of the MSPE attributed to noise was higher in TS deposition runs during Jul 2009 

and Aug 2009, but lower in the Sep 2009 runs (Figure 4.24). The proportion of MSPE attributed 

to slope was higher in TS in Sep 2009 and all TS deposition runs had less error in the intercept 

than C deposition runs. 
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Table 4.15. Validation run indices and difference plot summary for TS deposition validation runs 
for the full data range with water velocity input as one layer and as multiple layers. Bias is 
described as none (n), positive (+), or negative (-). 

 
Validation 

Period 
 

Layer 
 

Run ID 

 
MARE 

(%) 
 

MSPE 

 
MSPE 
Noise 
(%) 

Difference Plots 

Hetersc 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) 

Jul 2009 1 D-CAC09-09 52.36 2451.66 37.9 No - + 

Jul 2009 Mult D-CAC09-10 51.50 2276.77 42.9 No - + 

Aug 2009 1 D-CAC09-11 26.41 1422.85 99.7 Yes n n 

Aug 2009 Mult D-CAC09-12 26.57 1533.23 99.7 Yes n n 

Sep 2009 1 D-CAC09-13 47.03 1390.25 65.7 No - + 

Sep 2009 Mult D-CAC09-14 47.29 1353.27 64.6 No - + 
Note: MARE = mean absolute relative error; MSPE = mean square prediction error; Hetersc = heteroscedastic 
pattern in difference plots; Const = Constant; Propr = Proportional 

 
 
 

 
Figure 4.24. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C and TS deposition validation runs for the full data range with water velocity input as one and 
as multiple water layers. Symbol sizes indicate relative magnitude of error. 
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The reduced data range included sediment trap locations where 0–23.5 g·m-2·d-1 TS 

deposition was observed, which corresponds with the 0–5 gC·m-2·d-1 range. As in the full data 

range, all MARE were lower for the TS deposition runs compared to their C deposition 

counterparts; however for the reduced data range, the paired t-test between the MAREs from C 

deposition and TS deposition was significant (paired t-test: t = 5.08, df = 5, p = 0.004) (Table 

4.16). There was insufficient prediction data at the reduced data range to perform a measurement 

of MSPE for TS deposition in Jul 2009; that is, there were no points where DEPOMOD predicted 

anything over background level, so mean square prediction error could not be calculated. Sep 

2009 had a higher MSPE than Aug 2009. The decomposition of the remaining runs showed that 

the proportion of error in each of the three error categories for Sep 2009 was similar between C 

deposition and TS deposition runs, while the TS deposition runs from Aug 2009 had more error 

attributed to noise than the C deposition runs (Figure 4.25).  
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Table 4.16. Validation run indices and difference plot summary for TS deposition validation runs 
for the reduced data range with water velocity input as one layer and multiple layers. 

 
Validation 

Period 
 

Layer 
 

Run ID 
 

MARE (%) 
 

MSPE 

 
% MSPE 

Noise 

Difference Plots 

Hetersc 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) 

Jul 2009 1 D-CAC09-09 55.62 NA NA No + - 

Jul 2009 Mult D-CAC09-10 55.62 NA NA No + - 

Aug 2009 1 D-CAC09-11 11.17 7.42 82.9 No + - 

Aug 2009 Mult D-CAC09-12 11.38 7.59 82.4 No + - 

Sep 2009 1 D-CAC09-13 43.12 141.56 8.3 No n n 

Sep 2009 Mult D-CAC09-14 42.99 112.08 10.4 No n n 
Note: MARE = mean absolute relative error; MSPE = mean square prediction error; Hetersc = heteroscedastic 
pattern in difference plots; Const = Constant; Propr = Proportional; NA = not enough prediction data to do analysis 

 
 
 

 
Figure 4.25. Comparison of the MSPE decomposition into intercept error, slope error, and noise 
for C and TS deposition validation runs for the full data range with water velocity input as one and 
as multiple water layers. Symbol sizes indicate relative magnitude of error. 
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Difference plots for TS deposition runs had different characteristics than those for C deposition 

(Table 4.15). The TS deposition data were heteroscedastic in Aug 2009 only, while the C 

deposition data were heteroscedastic for Jul 2009 only. TS deposition plots indicated negative 

constant bias in both Jul 2009 and Sep 2009, while C deposition plots indicated no constant bias 

except for in Aug 2009, where they were negative. Most of the TS deposition plots exhibited 

positive proportional bias, except for Aug 2009, while all of the C deposition plots indicated 

positive proportional bias. Jul 2009 and Sep 2009 having both negative constant bias and 

proportional constant bias indicate that DEPOMOD under-predicted at low levels of TS deposition 

and increasingly over-predicted as TS deposition increased. These effects were clearly visible in 

the difference plots, the line of predictions that did not exceed background making up most of the 

negative points at the low end of the x axis (Appendix D.15A, Appendix D.16A, Appendix D.19A, 

Appendix D.20A). The relative prediction error plots for TS deposition did not have any points 

over 1000% relative prediction error unlike the carbon deposition plots which had 4 points over 

1000% in Jul 2009 plots, and 1 in the Sep 2009 plots. TS deposition relative prediction error plots 

also had fewer points over 100% than the C deposition plots, only having 1 point in the over 100% 

range in Jul 2009 and Aug 2009 runs (compared to 8 and 5, respectively in C deposition runs) 

and 6 in Sep 2009 (compared to 9 in the C deposition runs). 

All the difference plots in the reduced data range for TS deposition indicated 

homoscedasticity, compared to C deposition where only Sep 2009 data was homoscedastic 

(Table 4.16). Jul 2009 and Aug 2009 plots exhibited a positive constant bias and a negative 

proportional bias, while Sep 2009 did not have any bias; these findings are the opposite of what 

was observed for C deposition where Jul 2009 and Sep 2009 exhibited negative constant bias 

and positive proportional bias, while Aug 2009 did not have any bias. The plots themselves clearly 

show the straight, negative-slope linear arrangement of zero predictions across the observed TS 

deposition range of 2.88 to 23.46 gTS·m-2·d-1 (open squares, Appendix D.15C to Appendix 
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D.20C), even though the analysis of the plots for Sep 2009 suggested there was not any bias. 

Similar to the findings in the full range, the relative prediction error plots for TS deposition had 

fewer exceedances of 100% than plots for C deposition (one in Sep 2009, one layer, two in Sep 

2009, multiple layers). The relative prediction error plots for Jul 2009 (Appendix D.15D and 

Appendix D.16D) had all but one point lying in the negative error zone, due to the fact that 

DEPOMOD did not predict any deposition above background in the region where observed 

deposition was between 0 and 23.5 g·m-2·d-1 above background deposition. 

Deming regression results were also different between C deposition and TS deposition runs, 

though due to the patterns in the residual plots issue, all runs regardless of output were placed in 

category 6 (Table 4.17). While all the C deposition run data had negative constant bias and 

positive proportional bias, only Jul 2009 exhibited the same set of bias in the TS deposition runs 

(TS Jul 2009 slope estimate = 1.381 (SE = 0.129), 1.372 (SE = 0.129) for 1 and multiple layers, 

respectively) (Appendix C.3). There was no constant or proportional bias in any of the Aug 2009 

and Sep 2009 TS deposition runs (range of intercept estimates = -0.2218 (SE = 0.1171) to -

0.1671 (SE = 0.1147); range of slope estimates = 1.0954 (SE = 0.0812) to 1.1539 (SE = 0.0916)). 

All Pearson correlations between predicted and observed data for each of the runs, both C 

deposition and TS deposition, were significant at p = <0.001.  
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Table 4.17. Deming regression summary, category, and Pearson correlation for TS deposition 
validation runs for the full data range with water velocity input as 1 layer and as multiple layers. 
Bias is described as none (n), positive (+), or negative (-). 

 
Validation 

Period 
 

Layer 
 

Run ID 

Deming Regression 

Pearson 
Correlation 

Pattern in 
Residualsa 

Const bias 
(n,+,-) 

Propr Bias 
(n,+-) Cat 

Jul 2009 1 D-CAC09-09 Yes - + 6 0.955** 

Jul 2009 Mult D-CAC09-10 Yes - + 6 0.955** 

Aug 2009 1 D-CAC09-11 Yes n n 6 0.946** 

Aug 2009 Mult D-CAC09-12 Yes n n 6 0.944** 

Sep 2009 1 D-CAC09-13 Yes n n 6 0.938** 

Sep 2009 Mult D-CAC09-14 Yes n n 6 0.939** 
Note: Const = Constant; Propr = Proportional; Cat = Category; ** = significant to p < 0.001; * = significant to p < 0.05 
a“Yes” may also include heteroscedasticity 

 
 

Deming regression was only performed on Aug 2009 and Sep 2009 TS deposition runs due 

to the DEPOMOD not predicting any TS deposition above background levels in the reduced data 

range for Jul 2009. None of the regressions were significant, which assigned all TS deposition 

runs all to category 7 (Table 4.18). Sep 2009 predicted and observed data were correlated to p < 

0.05, despite not having a significant regression.  

Table 4.18. Deming regression summary, category, and Pearson correlation for TS deposition 
validation runs for the reduced data range with water velocity input as one layer and multiple 
layers. Bias is described as none (n), positive (+), or negative (-). 

 
Validation 

Period 
 

Layer 
 

Run ID 

Deming Regression 

Pearson 
Correlation 

Pattern in 
Residualsa 

Const bias 
(n,+,-) 

Propr Bias 
(n,+-) Cat 

Jul 2009 1 D-CAC09-09 NA NA NA NA NA 

Jul 2009 Mult D-CAC09-10 NA NA NA NA NA 

Aug 2009 1 D-CAC09-11 Yes + - 7 -0.130 

Aug 2009 Mult D-CAC09-12 Yes + - 7 -0.043 

Sep 2009 1 D-CAC09-13 Yes n n 7 0.405* 

Sep 2009 Mult D-CAC09-14 Yes n n 7 0.398* 
Note: Const = Constant; Propr = Proportional; Cat = Category; NA = not enough prediction data to do analysis;  
** = significant to p < 0.001; * = significant to p < 0.05 
a“Yes” may also include heteroscedasticity 

 

 

DISCUSSION 

DEPOMOD’s performance as measured through indices was inconsistent over repeated 

validation periods at the same farm. The order of magnitude range in MARE values suggests that 
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DEPOMOD predicted deposition well in some runs (e.g., Aug 2009, MARE= 33.76%) and poorly 

in others (e.g., Oct 2008, MARE= 298.74%). The range of MAREs we observed at this farm 

generally fell on the high end of the range observed in the literature, with three runs exceeding 

the highest reported MARE of 111% by Cromey et al. (2012). Other studies validating DEPOMOD 

have reported MAREs of 13–20% (Cromey et al. 2002, sediment traps under cages only) and 29–

111% (Cromey et al. 2012) for studies including traps distant from the farm. GIS-based 

depositional modelling programs have reported MAREs of 48.9% (Jusup et al. 2009) and 50.6–

72.8% (Corner et al. 2006). When we consider that our results are from multiple validations at a 

single farm all using the same methods, the inconsistency is troubling. There was an even larger 

range in values of MSPE (165.04–2462.11); the value of this index can be influenced by a few 

large errors within a dataset as a result of squaring. Theil’s (Bibby and Toutenburg 1977) 

decomposition of the MSPE and expression as % of total MSPE was more useful than the MSPE 

itself as it proportions the squared errors into components related to regression: the intercept, the 

slope and model error. Pearson correlations between these indices is provided in Table 4.19. The 

MARE and MSPE were not correlated, and % MSPE in intercept was generally more poorly 

correlated with other indices, but there was significant agreement between most indices.  

Table 4.19. Pearson correlation between the index values for all DEPOMOD validation runs from 
2008 and 2009 in Cactus Bay, Lake Diefenbaker. 

 MARE MSPE 
MSPE, 
slope 

MSPE, 
intercept 

MSPE, 
noise 

Pearson 
Correlation 

MSPE 0.198 1     

MSPE, slope 0.932** 0.007 1    

MSPE, 
intercept 

0.523* 0.451* 0.442 1   

MSPE, noise -0.778** -0.338 -0.746** -0.927** 1  

Pearson 
Correlation 

-0.795** -0.018 -0.693** 0.387 0.577** 1 

Note: MARE = mean absolute relative error; MSPE = mean square prediction error; ** Significant at p < 0.01;  
* Significant at p < 0.05 

 

The high variability in index values between validation periods was at least partially related to 

wind activity and feed usage on the farm. Cromey and Black (2005) suggested that movement of 
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cages was wind-driven rather than determined by current and we felt that wind was a potential 

explanatory variable as we experienced more losses of sediment traps due to unacceptable 

movement during windy periods. Movement of cages and sediment traps are likely to contribute 

to variability in observed carbon deposition. A boxplot of wind speed data from the nearby 

Environment and Climate Change Canada meteorological stations at Lucky Lake, or, when not 

available, the Elbow CS station, during the validation run data collection periods is shown in Figure 

4.26. The Pearson correlation coefficients between mean, median, maximum or variance in wind 

speed and any of the validation descriptors were all non-significant at p < 0.0.5. The average wind 

speed from the NE was correlated with MARE (0.778, p = 0.039) and the frequency of wind 

coming from the NE and SE were correlated with MSPE (0.823, p = 0.023; 0.887, p = 0.008; 

respectively). The north-south axis is the direction of maximum fetch (see Figure 1.1) and, thus, 

wind from these directions is likely to have most influence on movement of the cages and 

development of waves and surface currents. With one exception, the Oct 2008 validation, MARE 

increased as feed inputs increased (Figure 4.27). The Oct 2008 was the validation period most 

affected by high winds and subsequent loss of traps. There was a significant relationship between 

log transformed MARE and mean daily feed input (t = 1.886, p = 0.003 adjusted r2 = 64.62).  
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Figure 4.26. Median wind speed distribution during the validation periods. The whiskers equal 
1.5x the interquartile range. Outliers are represented by solid circles. Data is from Environment 
and Climate Change Canada. 

 

Figure 4.27. The mean absolute relative error (MARE, %) of the one-layer DEPOMOD runs 
plotted against the farm mean daily feed input (kg·d-1) for each validation period. Farm mean daily 
feed input was calculated by adding together the mean daily feed input from all the cages within 
a validation period. 
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Model accuracy as measured by indices was not influenced by use of single or multiple water 

layers, although Cromey et al. (2002) suggested that employing multiple water layers instead of 

a single water layer would produce more accurate predictions. They noted that the use of multiple 

water layers was appropriate for situations with high shear or stratification, and so using multiple 

water layers seemed appropriate for Lake Diefenbaker, which stratifies seasonally at the lower 

end of the reservoir, near Cactus Bay (Dubourg et al. 2015). In agreement with our sensitivity 

analysis (Chapter 2), we did not see any appreciable differences in any of our measures of 

validation accuracy between validation runs using different water layer inputs (Figure 4.28).  

 

Figure 4.28. Boxplot showing effect of changing the number of water layers entered into 
DEPOMOD on indices measuring validation quality in (A) carbon and (B) total solids predictions. 
Dark grey boxes are validation runs using one water layer, light grey boxes are multilayer runs, 
boxes are the interquartile range, vertical lines are the median, and tails indicate minimum and 
maximum values. 

 

Model accuracy improved with the use of total solids (TS) as the prediction output instead of 

carbon (C). Index values improved and there was less error attributed to model intercept for TS 

compared to C runs from the same validation period. There were also fewer records of constant 
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and proportional bias in the Deming regressions when TS was the output variable. DEPOMOD 

was originally developed to use TS as an output (Cromey et al. 2002). Fish waste is highly 

degradable and losses of C can happen quickly, even between time of collection and analysis 

(Gardner 2000; Tlusty et al. 2000). This potential loss may be part of the reason why C deposition 

predictions are more variable than TS. 

Deming regression and correlation coefficients both showed a strong relationship between 

observed and predicted deposition values across the full deposition gradient; however, regression 

coefficients additionally identified the presence of constant bias and proportional bias in the 

predicted -  observed relationship. Bias was very common in our validations of C predictions; only 

Jul 2008 and May 2009 predictions did not have any bias. Prediction of TS was better, with one 

of three runs showing bias. Constant bias, or intercept bias, impacts the final prediction by the 

same amount no matter the value of the observed. Our difference plots and our Deming 

regressions indicated that most of the full data range runs exhibited a negative constant bias in 

the predictions. Proportional bias, when present, tended to be positive, meaning that the model 

increasingly over-predicted as deposition increased. The difference plots and Deming regressions 

both indicated that most of the validation runs had positive proportional bias in their predictions. 

Prediction bias across all of the validations is illustrated in Figure 4.29, where we have plotted 

prediction error along a gradient of distance from cages; one can clearly see the large, erratic, 

and mostly positive errors near cages, and the predominance of smaller and consistent under-

prediction at distances of 20 m and further from the cage edges. The implication of these biases 

in prediction are illustrated in Figure 4.30, which show examples of a validation without bias and 

one that has negative constant bias coupled with positive proportional bias — our most commonly 

observed situation. In this figure, we attempt to illustrate how bias might affect the interpretation 

and effectiveness of predictions with respect to biological impact thresholds. We have placed 

coloured zones of carbon deposition thresholds associated with alteration of benthic invertebrate 
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density as determined in Lake Diefenbaker by Podemski et al. (2019). Panel B (Oct 2008 

validation) shows the effects of bias on prediction of impacts: as the benthic density thresholds 

were passed on the observed axis, the corresponding category on the predicted axis was one to 

two categories higher. Such over-predictions could cause the perception of the farm footprint to 

be larger and/or more severe than it is. The impact of under-prediction, however, would lead to 

the opposite error — predicting that a site is in a better state than it is. Predictions suggesting that 

a site is unimpacted while impacts are occurring at a meaningful level pose a risk for unmanaged 

environmental damage.  

 

Figure 4.29. Prediction error (gC·m-2·d-1) from seven DEPOMOD validation periods (one layer 
water velocity input) plotted against distance from cage (m) spread over two plots: the first plot 
from cage (-5 m) to 20 m distance from cage, the second from 20–70 m distance from the cage. 
Note the difference in the y axis. Legend for both plots is in second figure. Black lines on the 0 at 
the y axis indicates zero difference (prediction was accurate). Red lines are at ± 3.5 gC·m-2·d-1 
which is the threshold at which 50% of benthic density is lost. 
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Figure 4.30. Comparison of regression equations representing May 2009 (A) and Oct 2008 (B) 
single-water-layer validation runs to demonstrate the impact of proportional bias in DEPOMOD 
predictions. Note the change in scale between plot A (May 2009) and plot B (Oct 2008). The 
shaded boxes represent categories of carbon deposition that correspond with levels of benthic 
impact in Lake Diefenbaker: category A 0–2.3 gC·m-2·d-1, category B 2.30–3.45 gC·m-2·d-1, 
category C 3.45–5.20 gC·m-2·d-1, and category D 5.20 gC·m-2·d-1 and above. Categories A, B, C, 
and D correspond to 0, 25, 50, and 75% reduction in density, respectively. Dotted lines connect 
the predicted level of C deposition with the corresponding observed. 

 

Previous authors of deposition model validations have generally not identified systematic bias 

in predictions (e.g., Cromey et al. 2002; Cromey et al. 2012; Currie et al. 2013; Pérez et al. 2002; 

Weise et al. 2009). This is likely the result of the small numbers of validation sediment traps 

deployed and the statistical methods used to evaluate results. Only difference plots and 

regression analysis enable evaluation of bias and only if the investigator interprets the regression 

coefficients rather than relying only on the r2 as an indicator of quality. There are no published 

validations that have employed difference plots and few that have used regression. Both Weise 

et al. (2009) and Currie et al. (2013) used regression to assess agreement between predicted 

and observed sedimentation, but neither commented on the meaning of the regression 

coefficients. Riera et al. (2017) used regression and stated that they used t tests to test if β0 = 0 

and β1 = 1, but then graded regressions where the slope was significantly different from 1 as very 

good and those that were not significantly different from 1 as good (Riera et al. 2017 Table 4) 
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which is either a misinterpretation of their hypothesis or possibly a typographical error in the paper. 

They did not provide any estimation of slopes and intercepts so bias cannot be interpreted. 

Cromey et al. (2012) used regression and also performed t-tests on their coefficients in order to 

apply the Portilla and Tett (2007) grading system, but did not consider the implications of 

coefficients for assessing prediction bias. The only other validation publication that we have been 

able to find that assesses bias is the validation of the KK3D model by Jusup et al. (2009) who 

used regression and applied a set of criteria that incorporated the value of slope and intercept. 

They reported no bias in the regression, an r2 of 0.76, and a MARE of 49.8%.  

DEPOMOD’s inability to produce accurate predictions in the biologically important low-

deposition range (0–5 gC·m-2·d-1) impacts its usefulness for detecting the edge of the farm impact. 

It also affected our category ratings quite severely; the collection of zero and near-zero predictions 

created linear patterns of increasingly negative residuals, resulting in every full data range run 

except for Jul 2008 being given a category 6 rating. Without that systematic under-prediction, the 

TS validation runs in Aug 2009 and Sept 2009 would have received a rating of 1, May 2009 a 

rating of 2, and all the rest would have been category 5 (Appendix C.5). The zero and near-zero 

predictions were the reason why many of the reduced data range difference plots had negative 

proportional bias and why all but one of the Deming regressions were not significant. To illustrate 

the potential impact of DEPOMOD making false zero predictions in an operational or regulatory 

setting, we plotted the May 2009 sediment trap locations on a map of the farm with carbon 

deposition contours and used a different symbol to distinguish traps that predicted 0 deposition 

(Figure 4.31). All zero predictions lying to the inside of the thick black line of 3.5 gC·m-2·d-1 indicate 

samples that would have been expected, based on the DEPOMOD prediction to pass a regulatory 

sampling, but would have actually been severely impacted with benthic density less than 50% of 

background. DEPOMOD is not a reliable tool to identify the boundaries of the deposition footprint. 
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Figure 4.31. Carbon deposition map for May 2009, one water layer, with sediment trap sites 
marked in green. Sites with the ‘X’ symbol represent sites for which DEPOMOD predicted zero 
deposition. The thickened contour line delineates the proposed threshold of 50% benthic 
invertebrate density loss at 3.5 gC·m-2·d-1. 

 

Relating DEPOMOD predictions to proposed biological thresholds rather than exact values of 

deposition provides another means of assessing predictive ability of the model. Categories were 

created according to the predictive relationship between carbon deposition and benthic 

invertebrate density that were developed for Lake Diefenbaker by Podemski et al. (2019). We 

then categorized sampling locations using both predicted and observed carbon deposition and 

compared agreement. Those results are provided in Appendix C.9 and Appendix C.10. Most sites 

were categorized correctly; however, in Jul 2008, Sep 2008, May 2009, and Aug 2009 the 

frequency of under-prediction was greater than over-prediction. DEPOMOD predictions that fell 

into category A (25% density loss or less) when the observed categories were B or C (density 
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loss 50% and 75% and over, respectively) mean that the model predicted minimal effect on 

benthos when up to 75% of the invertebrate density could have been lost. The fact that most of 

the observed and predicted pairs were in the same categories shows promise, but the relatively 

low number of sites that were sampled in categories B and C means that we have less confidence 

in our assessment of how the model would perform in the biologically sensitive deposition range 

of 0–5 gC·m-2·d-1.  

To summarize, DEPOMOD predictions showed poor repeatibility and were not sensitive to 

improving the resolution of hydrographc input data. There was fairly consistent over-prediction 

under and near cages, and under-prediction in areas receiving low deposition. Within the 

biologically important carbon deposition range of 0–5 gC·m-2·d-1 there was most often no 

relationship at all between predicted and observed values. Under-prediction at the low end of the 

C deposition range leads us to conclude that the model should not be used to identify the 

boundaries of the deposition footprint and misidentification of impacted sites by this model would 

potentially place benthic invertebrate communities at risk. In the next chapter, we investigate 

possible means to improve our use of DEPOMOD to see if we could reduce bias in predictions. 
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Chapter 5 Validation with Improvements to Input Data  

INTRODUCTION 

In Chapter 2, we reported on the results of sensitivity analysis of DEPOMOD in a freshwater 

setting. We believed that the hydrodynamic differences between a lake and marine settings (less 

buoyancy, lower current speeds) might result in differing influence of variables on model 

outcomes in freshwater. Our results showed that the model was still most sensitive to variation in 

waste feed, followed by feed digestibility, understandable as these variables most directly affect 

the amount of deposition. The hydrodynamic variable that the model was most sensitive to was 

the horizontal turbulence coefficient. We also discovered that model outputs using the horizontal 

dispersion coefficients measured over the test period at one site in Lake Diefenbaker were not 

substantially different from the model output when turbulence was turned off; at least in the lake 

that we tested the model in, turbulence was so low to be of little importance to model predictions. 

This may not be the case at a more exposed site in a larger system. We noted that this coefficient 

varied over more than an order of magnitude between sites and amongst season and depth within 

a site and therefore recommend site specific evaluation of this parameter rather than use of the 

default. An improvement in DEPOMOD would be if a coefficient could be input for each water 

layer rather than a single value applied to all layers. Unlike other authors (Cromey et al. 2002; 

Cromey et al. 2009), we found no difference using one versus multiple layers.  

In Chapter 4, we provided multiple validations of DEPOMOD at a farm in lake Diefenbaker. 

The model was parameterized with as high-quality data as we could reasonably attain, largely 

following recommendations provided by Stucchi and Chamberlain (2005). Specifically, we 

collected hydrographic data using an ADCP placed near the cages for at least one month, used 

the recommended default values for the vertical dispersion coefficient, but used the actual 

horizontal coefficient calculated from the current meter data following Rao et al. (2008) for the 

validation period. Feed applied to the cages was measured daily by the farm and waste feed had 
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been measured at this site on multiple occasions to be 0% (Podemski unpublished) due to the 

use of feed cameras enabling farm staff to shut off feed blowers as soon as the fish reached 

satiety. Model predictions were validated through the use of extensive sediment trap 

measurement of carbon deposition for seven validation periods in 2008–2009 and total solids 

measured for three validation periods in 2009. Despite having input data that was likely better 

than could be provided by a proponent seeking authorization for a new site, our results showed a 

striking lack of reproducibility in one of the commonly used indices of DEPOMOD performance: 

the MARE. Our MARE values for C deposition prediction ranged from 33.76–298.93% for a set 

of seven validation runs using the same model settings. We have reported instances in which the 

MARE appears very favourable (< 40%), but a regression shows no relationship between the 

predictor and predicted variables, highlighting the troublesome nature of indices. A similar 

situation can be found in Cromey et al. (2012) assessment of MERAMOD, where seemingly good 

MARES of under 40% (MARE referred to as % model performance) are coupled with poor 

regression results. This should concern anyone who has relied upon MARE values to generate 

confidence in the accuracy of a model. We enhanced our model evaluation tools well beyond the 

MARE by using difference plots and model II regression coupled with a standardized grading 

framework modified from Jusup et al. (2009) and Tett et al. (2007), and we believe that this 

approach is helpful for ensuring consistency and objectivity in model evaluation. In almost all 

cases, however, the model contained significant bias (non-zero intercept or slope not approaching 

unity). There were troubling patterns in diagnostic residual plots indicating functional problems 

with the model predictions. A common feature, particularly visible when assessing model 

performance via difference plots, was prediction of no deposition in areas receiving low but 

significant enough rates of carbon deposition to cause impacts. A few validation runs in which 

DEPOMOD was used to predict total solids instead of carbon deposition yielded regressions that 

did not show model bias, but they still lacked high prediction accuracy. 
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In this chapter, we report on attempts to improve the input data and validation data for 

DEPOMOD in hopes of obtaining more accurate predictions. The improvements focused on three 

possible improvements: (1) incorporating cage movement in the model; (2) if the use of ADCP 

data from a different location also near the farm would change outputs and; (3) if we could improve 

validation data by leaving sedimentation traps for longer than 24 hours. We have previously 

restricted sediment trap deployments to approximately 24 hours in recognition of the fast 

decomposition of this material but 24-hour deployments invite daily vagaries of weather, fish 

behavior, and farm worker behaviour to have influence that is smoothed out in longer 

deployments. 

The potential impact of cage movement on DEPOMOD prediction accuracy has been 

recognized but never resolved (Cromey and Black 2005; Cromey et al. 2009). Cages in many 

cases are not firmly anchored, and when working on site they can regularly be observed to move 

relative to fixed objects. The gradient in deposition is very steep near a cage, particularly in 

freshwater; deposition drops from rates > 80 gC·m-2·d-1 to almost background within tens of 

metres’ distance. The combined influence of cage movement and steep gradient may contribute 

to disagreement between predictions and observations. Cromey and Black (2005) performed a 

small sensitivity study on cage movement and found little effect on the model, however their cage 

movement was equal to the error of their GPS technology. They suggested that cage movement 

information could be a useful addition to the model for short-term comparisons, but could not 

resolve the issue of correlating movement with current and/or wind for long-term comparisons. A 

later study suggested that cage additions from one end of a cage array to the other had some 

significant effects on predicted deposition and footprint (Cromey et al. 2009). To see if cage 

movement was contributing to poor results at freshwater farms, we attached GPS trackers to 

cages to monitor location and then compared the results of DEPOMOD to reflect the actual cage 

size versus a “virtual” cage that reflected the areas that the cage was most likely to occupy. The 
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“virtual” cage helps to solve the problem of correlating current and wind effects by using the 

monitored locations of the cages, which are the product of those influences.  

To further investigate the influence of hydrodynamic data on model outputs, we compared 

model outputs generated for the same time period from two different ADCP moorings, and finally 

we considered if methods for sediment trapping could be improved to reduce error in the validation 

data. In previous validation work, we used 24-hour sediment traps to attempt to minimize 

decomposition. Fish faeces contain high amounts of soluble carbon, which dissipates rapidly into 

the water column (Tlusty et al. 2000). Gardner (2000), in a summary paper, reported that samples 

can be expected to lose 3–7% solubilized carbon each day in traps not containing a preservative. 

The use of traps incorporating preservative, typically called poisoned traps, may inhibit 

decomposition but this leads to a different source of sample bias when the mass of poisoned 

zooplankters is added to the sedimentation estimate, unless one takes the time to process each 

sample under a microscope to remove the bodies prior to analysis. Short-term traps have been 

used by other researchers due to the reduced likelihood of resuspension, capture of feeding 

events, and reduced chance of non-faecal material being deposited in the trap (Cromey et al. 

2002; Magill et al. 2006; Riera et al. 2017). However, we became concerned that day-to-day 

variability from farm activities, fish behaviour (for example, feeding suppression due to presence 

of avian predators), and weather could add error to the dataset. A brief experiment comparing the 

rate of C deposition measured by traps left for durations of 2–28 days (Podemski unpublished) 

suggested that the optimal duration was 5 days and this method was applied in our 2015 

validations at Farms 1 and 3. 
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METHODS 

Model Input Data 

DEPOMOD validations were carried out at Farm 2, Farm 1, and Farm 3 to investigate the 

effect of improvements to input data collection (Table 5.1). These include adjustments for cage 

movement (Farm 2, 2014), the use of > 1 current meter (Farm 1 2015); and five-day sediment 

trap deployment durations (Farm 1 2015; and Farm 3 2015). All model inputs can be found in 

Appendix E.  

Table 5.1. Start and end dates of DEPOMOD validation periods in 2014–2015 by location. 

Validation Period Start Date End Date 

Farm 2 2014 4-Oct-14 14-Oct-14 

Farm 1 2015 13-Jun-15 3-Jul-15 

Farm 3 2015 6-Sep-15 27-Sep-15 

 

Bathymetry 

Bathymetry surrounding Farm 2 was obtained from a 2012 survey. A Biosonics® DT-X, 

200kHz split-beam echosounder and Trimble® GeoXM™ 2008 Series GPS with TerraSync™ 

software was used to survey Kadla Coulee and the nearby channel. A digital map of the shoreline 

around Farm 2 was obtained from Natural Resources Canada (https://open.canada.ca/data/en/). 

All depth values were corrected to full reservoir level of 556.9 m. The bathymetry data collection 

and processing for Farm 1 was described previously in Chapter 4. Bathymetry of the Waubuno 

Channel Farm 3 site was obtained from a bathymetric survey in Oct 2015. Approximately 1 km 

around the farm was sampled using a Biosonics® MX 204.8kHz Aquatic Habitat Echosounder 

with integrated GPS. Shoreline features were obtained from the Natural Resources Canada 

CanVec catalogue (https://open.canada.ca/data/en/).  

Surfer® 13 software was used to convert measured site bathymetry and fish cage location 

data to the major and minor grids required for DEPOMOD according to DEPOMOD Methods and 

Settings v2.0 (Stucchi and Chamberlain 2005). 
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Cage Position and Layout 

In 2014, Farm 2 contained four 9 x 9 m cages and one 12 x 12 m cage which were installed 

on a temporary basis (Sep–Nov). One smaller cage was removed at the end of Sep, prior to 

sampling, resulting in a four-cage setup (Figure 5.1). Four SPOT Trace™ GPS trackers were 

installed to record cage movement from 7 Sep to 9 Nov. These units were programmed to record 

a position every 5 minutes; however, they only record when a change in position is detected. 

Mean tracker locations were determined by calculating the mean position for each SPOT Trace™, 

weighted by time spent at each of those locations. Mean array location was determined from the 

mean tracker locations. To account for cage movement, DEPOMOD was parameterized with 

three different cage layouts:  

1. Actual: true cage dimensions with location based on mean GPS position, area 470 m2; 

2. Virtual: one round cage encompassing the mean locations of the actual layout 

described above, area 935 m2; and, 

3. Virtual + 10 m: one round cage array with dimensions equal to the minimum of the 

four-cage array plus a 10 m buffer zone that encompasses the area the cages are in 

during almost 95% of the validation period, area 2332 m2. 
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Figure 5.1. Cage layout of Farm 2 in 2014 with bathymetry contour lines in metres. Solid red 
squares indicate the mean actual cage locations, the dashed red circle is the virtual cage location 
using the minimum boundary, and dotted red circle is the virtual cage location with a 10 m buffer 
zone. 

 

Farm 1 typically consisted of one western array of twenty 15 x 15 m square pens (west array) 

and one eastern array of eight 30 x 30 m square pens. The layout was subject to slight changes 

due to fish transfers and cage maintenance. In 2015, each of the eight corner positions were 

recorded using SPOT Trace™ trackers from 17 Jun to 12 Nov to capture seasonal cage 

movement. Time at each location was used to weight tracker locations when calculating mean 

tracker locations. These mean locations were used to calculate mean cage location (Figure 5.2). 
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The location of temporary transfer cages placed at locations around the main cage array 

perimeter were recorded during the sampling trip. To account for the changing cage layout caused 

by these temporary cages, DEPOMOD was parameterized with a cage in each possible location, 

and feed data was adjusted accordingly (e.g., if there was no cage actually present, feed = 0. If a 

cage was in one location half the time, and another location the other half, the feed was split 

between two “cages”). Due to the DEPOMOD pen limit of 30, the west cage array was split into 

two groups. These two groups and the eastern array were run separately in DEPOMOD and the 

results were summed in Surfer®13.  

 

Figure 5.2. Cage layout of Farm 1 in 2015 for the west group 1 (purple), west group 2 (red), and 
east group (blue) with bathymetry contour lines in metres. 
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Farm 3 consisted of sixteen 15 x 15 m square pens anchored perpendicular to the shoreline 

(Figure 5.3). A boardwalk connected the cage array to the shore. SPOT Trace™ trackers were 

placed at each corner of the array from 3 Sep to 10 Oct; however, the cages did not move enough 

to trigger them so coordinates from a GPS handheld unit (Trimble® GeoXH 6000 series) were 

used for calculating mean cage position. 

 

Figure 5.3. Cage layout of Farm 3 (red) in 2015 with bathymetry contour lines in metres. 

 

Hydrographic Data 

Hydrographic data were collected via Sontek® ADP® and Argonaut-XR® acoustic Doppler 

current profilers (ADCPs). At Farm 2 in 2014, one Sontek ADP current meter was deployed 

approximately 85 m southeast of the farm (Figure 5.1) from 9 Sep 2014 to 29 May 2015. Mean 
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depth for the deployment was 37.4 m. Records from 3 Dec 2014 to 13 Apr 2015 were unusable 

due to ice cover, and were removed from the dataset. At Farm 1 in 2015, two Sontek Argonaut-

XR current meters were deployed from 12 Jun to 12 Nov. One was approximately 50 m northeast 

of the west cage array and one approximately 55 m southeast of the west cage array (Figure 5.2), 

at mean depths of 23.0 m and 23.7 m, respectively. At Farm 3 in 2015, one Sontek ADP current 

meter was deployed approximately 65 m north of the farm (Figure 5.3) at a depth of 33.2 m from 

5 to 27 Sep. Horizontal dispersion coefficients were calculated for the validation periods according 

to Rao et al. (2008). The DEPOMOD default of 0.001 m2·s-1 for vertical dispersion coefficient was 

used. 

Husbandry Data 

Daily feed data were provide by the farms. Farms 1 and 2 were fed EWOS Pacific™ and Farm 

3 was fed Skretting Orient LP™. Mean daily feed rates during the validation periods are indicated 

in Table 5.2. Feed waste was estimated to be less than 1% (Podemski, unpublished data). 

Particle Settings 

Particle settings were set as described in Chapter 4. 
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Table 5.2. Mean daily feed inputs (kg·day-1) for the cage arrays at Farms 2, 1, and 3 during the 
validation periods.  

Pen 
Farm 2 
2014 

Farm 1 
West Group 1 

2015 

Farm 1 
West Group 2 

2015 

Farm 1 
East Group 

2015 
Farm 3 
2015 

1 0 6.3 0 487.3 32.7 

2 0 93.7 0 494.5 190.9 

3 65.6 0 0 0 107.3 

4 25.0 0 9.1 577.3 72.7 

5 20.3 0 100.9 762.7 NA 

6 228.9 108.4 0 271.8 NA 

7 199.2 375.8 208.2 404.5 NA 

8 0 468.4 164.5 1011.8 NA 

9 169.5 564.2 403.6 NA NA 

10 162.5 428.4 469.1 NA NA 

11 226.6 525.3 210.0 NA NA 
12 231.3 536.8 93.6 NA NA 

13 270.3 0 472.7 NA NA 

14 4.7 560.0 180.0 NA NA 

15 265.6 561.1 424.5 NA NA 

16 274.2 80.0 359.1 NA NA 

17 NA 0 170.9 NA NA 

18 NA 135.6 5.5 NA NA 

19 NA 166.0 37.3 NA NA 

20 NA 0 0 NA NA 

21 NA NA 15.5 NA NA 

22 NA NA 57.3 NA NA 

23 NA NA 81.8 NA NA 
24 NA NA 0.0 NA NA 

Note: NA = no pen 

 

DEPOMOD Validation 

Sediment Traps 

To validate DEPOMOD predictions of C and TS deposition, sediment traps were deployed to 

measure sedimentation at various distances around three farm sites (Farm 2 2014, Farm 1 2015, 

and Farm 3 2015). While trap design and processing methods were mainly as described in 

Chapter 4, some adjustments were made: deployment distances from cages differed, and, for the 

2015 traps (Farms 1 and 3), the deployment durations were lengthened to approximately five 

days. 

For the Farm 2 validation, eight traps were deployed under the cages, and eight at every 5-

metre interval from 5 to 30 m, 5 at 50, 70, 100, 50, and 200 m, and fifteen traps in the main 
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channel upstream and downstream from the farm. Traps were deployed for approximately 

24 hours with the time in and time out recorded for an accurate measurement of time underwater. 

Trap movement was estimated as the distance between the coordinates recorded at deployment 

and retrieval. Movement criteria for inclusion in DEPOMOD validation was the same as that of 

the 2008-2009 validation periods:  

• traps ≤ 10 m from the cage: ≤ 4m displacement; 

• traps > 10 m and ≤ 20 m from the cage: ≤ 5m displacement; and, 

• traps > 20 m from the cage: ≤ 15m displacement. 

 

The Farm 1 2015 validation traps were deployed in relation to the west array of cages. Traps 

were placed for five-day periods at randomly selected sites 10, 15, 20, 30, 50, 70, 100, 150, 200, 

and 300 m from the cages. Seven traps were placed at each of these distances with two 

exceptions: (1) 300 m had four traps only due to closeness of shorelines to the north and south 

of the west array and the presence of the east array, and (2) 15 m which had three traps. There 

were six reference traps, one located in a bay downstream from Farm 1 and five in bays upstream. 

No traps were placed under the cages due to time and personnel constraints. Trap movement 

criteria for inclusion in DEPOMOD validation was < 20 m.  

For Farm 3 2015 validation, eleven sediment traps were placed for five-day periods under the 

cages and seven at randomly selected locations for each distance of 10, 20, 30, 50, 70, 100, 150, 

200, and 300 m from the array. Six reference traps were set, with two north of the cages and four 

to the south. Movement criteria for inclusion in DEPOMOD validation was < 20 m.  

At all farms, sediment trap tube contents were rinsed into acid-washed, high-density 

polyethylene bottles using distilled water on the boat and were filtered on shore within 12 hours 

of collection. Samples were homogenized for one minute using an ULTRA TURRAX T18 Basic 
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homogenizer. Typically, a 50 mL aliquot was vacuum-filtered through a pre-combusted 0.47 µm 

GF/C filter for particulate carbon concentration analysis (suspended carbon). As of the Jul 2009 

sampling events, one 100 mL aliquot was filtered through a pre-weighed, pre-combusted 0.47 um 

GF/C filter for determination of total suspended solids (TSS). Exact volumes filtered depended on 

the amount of material in the sample, with smaller volumes used for samples that contained more 

material. Filters were dried in a desiccator and then frozen for later analysis. Suspended C 

analysis was performed according to Stainton et al. (1977) by the Freshwater Institute Analytical 

Chemistry Laboratory. Filters for TSS were oven-dried to constant weight at 55°C and weighed 

to the nearest 0.01mg using a Fisher Scientific balance model ACCU-124D. 

The mean of the deployment and retrieval coordinates were considered to be the position of 

each trap. The distance from each trap to the cage was estimated with ArcMAP® (v10) as the 

shortest distance to the edge of the cage array, using the mean recorded cage position for each 

validation period.  

Data Analysis 

Data analysis methods to determine the agreement between predicted and observed carbon 

deposition and to rate the quality of the validation runs followed the methods outlined in Chapter 

4. For Farm 2, however, we used virtual cages that were larger than the actual cage, but under-

cage sedimentation traps were attached to the nets and so they experienced deposition only from 

actual-size cages. This would have lead to an overestimation of the observed carbon deposition 

under cages for the virtual and virtual + 10 m cages. We therefore adjusted the observed under-

cage deposition rate proportional to the cage size entered into DEPOMOD. 
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RESULTS  

We report here on three potential means to improve the accuracy of DEPOMOD predictions:  

1. incorporation of cage movement (Farm 2); 

2. comparing placement of current meters (Farm 1); and 

3. longer duration sediment trap deployments (Farms 1 and 3). 

For the sake of efficiency, we first report results of hydrographic data collection and the 

collection of observed deposition collectively across the three farms used to test the improvement 

scenarios before reporting on validation of the three scenarios individually. 

Hydrographic Data  

Current speeds and vector-averaged speed and direction for the full current-meter 

deployment periods at all three farms are summarized in Table 5.3. Current speeds at Farm 2 

were highest in the bottom layer, with vector-averaged direction indicating that flow in this layer 

was predominantly to the northeast. Water movement in the surface and middle layer was 

primarily to the west, indicating a circulatory pattern of water movement into the bay primarily in 

the upper half of the water column and then out of the bay and moving downstream in the reservoir 

in the deeper layers. A similar circulation pattern was observed at Farm 1 with water entering the 

bay in the surface and middle layers and then exiting at the bottom. At Farm 1 in 2015, the fastest 

mean, median, and max current speeds for the north (downstream) and south (upstream) current 

meters were in the bottom and middle layers, respectively. Vector-averaged directions were 

similar between the two meters, with flow mainly to the north in the surface, west in the middle, 

and southeast in the bottom. Vector-averaged speeds were highest in the surface layer and 

lowest in the middle layer. Mean and median current speeds at Farm 3 were highest in the middle 

layer, while max speed was highest in the surface layer. Vector-averaged speeds were similar 

between the layers, with flow southwest in the surface and west in the middle and bottom layers. 
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Table 5.3. Summary of current meter results from 2014–2015. 

Start and End Date Farm 

Location 
(relative 

to 
cages) 

Water 
Depth 

(m) 

Water 
Layer 
(m)a 

Mean 
Current 
Speed 
(cm·s-

1) 

Median 
Current 
Speed 
(cm·s-

1) 

Min 
Current 
Speed 
(cm·s-

1) 
Max Current Speed 

(cm·s-1) 

Vector-
avg Dir 

(°) 
Vector-avg 

speed (cm·s-1) 

9-Oct-14 
to 

29-May-15 

2 East 37.4 S 
(1.5) 

3.9 3.5 0.0 17.1 271 1.7 

 M 
(18.5) 

3.4 3.1 0.0 12.7 242 0.4 

 B 
(35.5) 

4.4 3.8 0.0 19.1 19 2.4 

12-Jun-15 
to 

11-Nov-15 

1 North 23.0 S 
(4.2) 

2.6 2.3 0.0 12.3 304 1.0 

 M 
(13.8) 

2.5 2.1 0.0 12.8 264 0.1 

 B 
(20.2) 

3.1 2.5 0.0 31.3 132 0.6 

12-Jun-15 
to 

11-Nov-15 

1 South 23.7 S 
(4.9) 

2.5 2.2 0.0 16.1 6 1.2 

 M 
(14.5) 

2.7 2.4 0.0 24.5 279 0.2 

 B 
(20.9) 

2.4 2.2 0.0 17.2 172 0.6 

5-Sep-15 
to 

27-Sep-15 

3 North 33.2 S 
(1.5) 

3.7 3.2 0.1 47.8 229 0.7 

 M 
(14.5) 

4.4 3.9 0.2 13.7 258 0.9 

 B 
(27.5) 

3.3 2.8 0.0 36.1 266 0.8 

Note: Min = Minimum; Max = Maximum; avg = averaged; Dir = Direction 
aS = surface; M = middle; B = bottom 
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Rose plots in Appendix F.1 to Appendix F.8 depict water movement for the water layers used 

in DEPOMOD runs; the period of data plotted has been adjusted to reflect the sediment trap 

deployment period as that was what was used for producing DEPOMOD runs. Appendix G.1 and 

Appendix G.2 indicate which rose plot was used for each validation run. Rose plots are an 

informative way to view current meter data as they incorporate direction, speed, and frequency of 

occurrence through the orientation, colour, and length of the wedges. A good example to contrast 

the information gained between the parameters in Table 5.3 and rose plots is to compare the 

listed parameters with rose plots for the south meter, 12 Jun to 11 Nov, 2015 in Cactus Bay 

(Figure 5.4). Although the maximum current speed was recorded in the middle water layer during 

the full deployment, it is clear from the rose plots that high velocity at this depth was an unusual 

occurrence. 
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Figure 5.4. Rose plots of speed and direction for the south meter at Farm 1 from 12 Jun to 11 
Nov, 2015. Three different cells are shown, located at approximately the surface (4.9 m), middle 
(14.5 m), and bottom (20.9 m) of the water column. Depths represent distance from the surface 
to the midpoint of the top and bottom cells of each layer. Note that the wide end of the wedge 
represents the direction that water is travelling towards. 
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Observed Deposition 

There were 80, 59, and 73 sediment traps collected at Farms 2 (Figure 5.5), 1 (Figure 5.6), 

and 3 (Figure 5.7), respectively. The number of traps used for validation and background as well 

as the distance from farm criteria to identify background traps are indicated in Table 5.4. 

Measured rates of background carbon and TS deposition are provided in Table 5.5. Following the 

background determination process for the Farm 1 2008 and 2009 validations (reported in Chapter 

4), background deposition for Farm 2 2014 and Farm 1 was determined from traps > 70 m from 

the cages and we omitted the upstream and downstream channel and bay sites. Farm 3 

background deposition values were from sites > 250 m from the cages but omitted the planned 

reference sites located in Waubuno Channel north (two sites) and south (four sites) of the fish 

farm. Investigation of carbon and TS deposition values in these six reference sites indicated a 

clear north-south gradient in deposition that would bias background estimate and confound the 

detection of farm effects. 
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Figure 5.5. Locations of the current meter and the C (grey) and TS (orange) deposition validation 
sediment traps with respect to cage mean location for the Kadla Coulee (Farm 2) 2014 validation 
period. Mean cage array location is indicated in red. Bathymetry contour lines are in metres. 
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Figure 5.6. Locations of the current meters and the C (grey) and TS (orange) deposition validation 
sediment traps with respect to cage mean position for the Cactus Bay (Farm 1) 2015 validation 
period. Bathymetry contour lines are in metres. 
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Figure 5.7. Cage location, current meter location, and locations of the C (grey) and TS (orange) 
deposition validation sediment traps used for the Waubuno Channel (Farm 3) 2015 validation 
period. 
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Table 5.4. Number of sediment traps collected for each 2014 and 2015 validation period, and the 
number used for DEPOMOD validation and background deposition determination. Distance from 
cage criteria for background traps are indicated; note that no upstream or downstream channel 
sites were used.  

Validation 
Total 
(n) 

C Deposition  TS Deposition 

Validation 
(n) 

Bkgd 
(n) 

Bkgd 
Criteria 

 Validation 
(n) 

Bkgd 
(n) 

Bkgd 
Criteria 

Farm 2, 2014 80 43 20 > 70 m  43 18 > 70 m 

Farm 1, 2015 59 20 26 > 70 m  20 21 > 70 m 

Farm 3, 2015 73 66 6 > 250 m  59 6 > 250 m 
Note: Bkgd = Background 

 

 
 
Table 5.5. Background C and TS deposition for the three validation improvement periods. 

 
 

 

 

Carbon and TS deposition was highest under the cages (Farms 2 and 3), and at the cage 

edge (Farm 1 in 2015), and then dropped rapidly with increasing distance from cages. Carbon 

deposition had dropped to less than 5 gC·m-2·d-1 at all three farms by approximately 21 m distance 

from farm (Figure 5.8). Total solids deposition followed a similar pattern, reaching a plateau at 

approximately 22 m distance from cage edge (Figure 5.9). However, a plot of TS deposition with 

distance showed far more separation between the three farms than C deposition, with the highest 

background deposition rates observed at the Cactus Bay (Farm 1) site in Lake Diefenbaker. 

Background deposition of C and TS was higher in Lake Diefenbaker (Farms 1 and 2) as compared 

to Lake Huron (Farm 3) (Table 5.5).  

Validation 
Period 

Background C Dep 
(gC·m-2·d-1) 

Background TS Dep 
(gTS·m-2·d-1) 

Farm 2, 2014 0.904 12.072 
Farm 1, 2015 1.178 16.596 
Farm 3, 2015 0.303 2.503 
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Figure 5.8. Observed carbon deposition with increasing distance from the cage for the validation 
sediment traps for Farm 2 2014, Farm 1 2015, and Farm 3 2015. Distances from cages were 
determined from the mean sediment trap location (average of in and out coordinates) and mean 
cage location. All cage sediment traps were given an observed distance of -5 m. 
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Figure 5.9. Observed total solids (TS) deposition with increasing distance from the cage for the 
validation sediment traps for Farm 2 2014, Farm 1 2015, and Farm 3 2015. Distances from cages 
were determined from the mean sediment trap location (average of in and out coordinates) and 
mean cage location. All cage sediment traps were given an observed distance of -5 m. 

 

DEPOMOD Validation 

The run numbers and corresponding MARE values for all validation improvement runs using 

the full and reduced deposition ranges can be found in Appendix G.1 and Appendix G.2, 

respectively. The validation run numbers and corresponding assessment of the Deming 

regression for both full and reduced deposition ranges are in Appendix G.3 and Appendix G.4, 

respectively. Details of the classifications and category rating for the Deming regressions for full 

and reduced deposition are listed in Appendix G.5 and Appendix G.6, respectively. The mean 
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square prediction error (MSPE) and Theil’s second decomposition of the MSPE for full and 

reduced deposition range are in Appendix G.7 and Appendix G.8, respectively. Bland-Altman 

(difference) plots showing the relationship between observed and predicted deposition 

(expressed as both error and relative prediction error) are in Appendix H. 

Cage Movement — Farm 2 2014 

Farm 2 2014 DEPOMOD runs focused on manipulating the cage layout input to incorporate 

the effect of cage movement. Cage layouts were input as:  

1. the square cage layout, actual size (actual) placed in the mean recorded location of 

the farm; 

2.  a “virtual” circular cage the minimum diameter required to encompass the mean cage 

corner locations. This virtual cage included approximately 55% of the recorded cage 

corner locations; and, 

3. a circle that included a 10 m buffer zone around the mean location (virtual + 10 m). 

This virtual +10 m buffer included approximately 95% of the recorded cage corner 

locations.  

Validation indices for DEPOMOD runs predicting both C and TS deposition rates are in Table 

5.6. MARE ranged from 35.85 to 46.89 % for runs predicting C deposition and 21.94 to 31.58% 

for runs predicting TS deposition. The MARE was not improved by the use of more than one water 

layer for either C (Paired t-test, t = -0.41, df = 2, p = 0.722) or TS (Paired t-test, t = -0.96, df = 2, 

p = 0.436). For both C and TS predictions, the use of the virtual cage size improved MARE 

outcomes over actual cage size, but virtual +10 m cage size performed worse than either actual 

or virtual.  

The total MSPE decreased as cage size increased and the % of the MSPE in noise improved 

(became a larger proportion) as cage size increased for both C and TS, indicating better model 
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performance. The decomposition of the MSPE, reported as proportional error, is shown in Figure 

5.10; runs with different cage sizes clearly separated, particularly along the axes of noise and 

slope, with more error in model noise and less proportional error in slope and intercept as the 

cage size increased. The MSPE decomposition numerical results for each run are provided in 

Appendix G.7. Runs predicting TS had similar distribution of error between slope, intercept and 

noise, as compared with the corresponding run predicting C. The use of multiple water layers had 

no effect on the model error in the noise component for either C (paired t-test, t = -1.54, df = 2, p 

= 0.264) or TS (paired t-test, t = -1.58, df = 2, p = 0.254). 

Table 5.6. Validation improvement indices for the full data range comparing cage layout for C and 
TS deposition with water velocity input as 1 and multiple layers. 

Output 
Cage 

Layout 

Run ID 
 
MARE (%) 

 
MSPE 

 MSPE 
Noise (%) 

1 Mult  1 Mult  1 Mult  1 Mult 

C Actual D-KAD14-01 D-KAD14-02  36.99 38.64  88.86 96.26  40.9 50.6 

C Virtual D-KAD14-03 D-KAD14-04  36.14 35.85  13.87 15.37  68.3 71.0 

C Vir+10 D-KAD14-05 D-KAD14-06  46.89 46.38  7.59 7.26  99.2 99.7 

TS Actual D-KAD14-07 D-KAD14-08  26.53 26.43  910.52 963.04  33.9 42.4 

TS Virtual D-KAD14-09 D-KAD14-10  21.94 22.06  128.26 136.07  62.4 63.0 

TS Vir+10 D-KAD14-11 D-KAD14-12  31.58 30.13  74.33 69.44  93.9 96.2 

Note: MARE = mean absolute relative error; MSPE = mean square prediction error; Mult = multiple water layers; 
Vir+10 = virtual + 10 m 
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Figure 5.10. Comparison of the MSPE 2nd DECOMP error breakdown for the full data Farm 2 
2014 C and TS deposition validation runs using three different cage layouts (actual, virtual, and 
virtual + 10 m). The MSPE was broken down into the relative model (intercept) error, slope error, 
and noise. Symbol sizes indicate relative magnitude of error within this figure. 
 

Focussing on the reduced C and TS range resulted in a substantial decrease in MARE for 

prediction of C using the actual cage size and for TS using both actual and virtual cage sizes 

(Table 5.7). The change in MARE was negligible (≤ 1.1%) for other runs. All calculated MSPE 

were smaller in the reduced data range as compared to the full range, but this is likely an artifact 

of the smaller values of C and TS. Model performance, as indicated by proportion of MSPE in 

noise, improved for prediction of both TS and C using the actual cage size. The percentage of the 

MSPE that was in noise decreased substantially for the other runs. The ternary plot depicting 

Theil’s second decomposition of the MSPE (Figure 5.11) shows how the reduction in model 
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performance in most runs resulted in a transfer of error from noise to slope and, to a lesser degree, 

intercepts. 

Table 5.7. Validation improvement indices for the reduced data range comparing cage layout for 
C and TS deposition with water velocity input as 1 and multiple layers. 

Output 
Cage 

Layout 

Run ID 
 

MARE (%) 
 

MSPE 
 MSPE 

Noise (%) 

1 Mult  1 Mult  1 Mult  1 Mult 

C Actual D-KAD14-01 D-KAD14-02  29.91 31.54  0.62 0.74  50.9 40.6 

C Virtual D-KAD14-03 D-KAD14-04  36.08 34.84  1.04 0.88  32.2 35.3 

C Vir+10 D-KAD14-05 D-KAD14-06  46.56 45.26  1.52 1.34  20.7 23.5 

TS Actual D-KAD14-07 D-KAD14-08  16.77 16.42  9.77 10.44  67.1 62.8 

TS Virtual D-KAD14-09 D-KAD14-10  17.80 17.19  12.36 11.16  53.3 58.5 

TS Vir+10 D-KAD14-11 D-KAD14-12  31.67 30.15  37.42 35.29  20.2 21.5 

Note: MARE = mean absolute relative error; MSPE = mean square prediction error; Mult = multiple water layers; 
Vir+10 = virtual + 10 m 

 

 

 

Figure 5.11. Comparison of the MSPE 2nd DECOMP error breakdown for the reduced data Farm 
2 2014 C and TS deposition validation runs using three different cage layouts (actual, virtual, and 
virtual + 10 m). The MSPE was broken down into the relative model (intercept) error, slope error, 
and noise. Symbol sizes indicate relative magnitude of error within this figure. 
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Summary evaluations of difference plots are presented in Table 5.8 and Table 5.9 for the full 

and reduced deposition range, respectively, with all plots available in Appendix H.1 to Appendix 

H.12. This evaluation revealed that for full range runs predicting C and TS using the two smaller 

cage sizes there was negative proportional bias, meaning that the model increasingly under-

predicted as deposition increased. This bias disappeared in the virtual + 10 m, but at this largest 

cage size heteroscedasticity appeared, which makes estimates of coefficients which are the 

measures of bias less reliable. Examination of the difference plots (Appendix H) rather than just 

the summary statistics is more informative: one can clearly see a change in the distribution of 

under- and over-predictions as the cage size was increased from actual to virtual + 10 m. As 

noted previously in Chapter 4, there was a set of predictions of zero or near zero that form a 

diagonal line at low end of the deposition range. This was followed by an area of erratic and high 

relative error, both over- and under-estimation (range approximately -60 to 200%), and then at 

deposition rates exceeding approximately 10 gC g·m-2·d-2, almost all errors were of under-

prediction in runs using the actual and virtual cage size. In runs using virtual + 10 m buffer, errors 

were predominantly over-prediction except at the highest rates of deposition. Within the reduced 

data range, the area of most of concern for production and avoidance of biological impacts, 

difference plots showed evidence of heteroscedasticity in the carbon predictions at the smallest 

cage size and then at larger cages sizes there was no evidence of heteroscedasticity or bias. 

Model performance for TS predictions within the reduced data range showed no 

heteroscedasticity or bias in any of the runs. Difference plots were almost identical for all C and 

TS runs using a single versus multiple water layers as input. 
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Table 5.8. Validation improvement difference plots summary for the full data range comparing 
cage layout for C and TS deposition with water velocity input as 1 and multiple layers. Bias is 
described as none (n), positive (+), or negative (-). 

Output 
Cage 

Layout 

1 layer  Multiple layers 

Run ID Hetersc 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) 

 

Run ID Hetersc 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) 

C Actual D-KAD14-01 No + -  D-KAD14-02 No + - 

C Virtual D-KAD14-03 No n -  D-KAD14-04 No + - 

C Vir+10 D-KAD14-05 Yes n n  D-KAD14-06 Yes n n 

TS Actual D-KAD14-07 No + -  D-KAD14-08 No + - 

TS Virtual D-KAD14-09 No + -  D-KAD14-10 No + - 

TS Vir+10 D-KAD14-11 No n n  D-KAD14-12 No n n 

Note: Vir+10 = Virtual + 10 m; Hetersc = Heteroscedastic pattern in difference plots; Const = Constant; Propr = 
Proportional 

 

Table 5.9. Validation improvement difference plots summary for the reduced data range 
comparing cage layout for C and TS deposition with water velocity input as 1 and multiple layers. 
Bias is described as none (n), positive (+), or negative (-). 

Output 
Cage 

Layout 

1 layer  Multiple layers 

Run ID Hetersc 

Const 
bias 

(n,+,-) 

Propr 
bias 

(n,+,-) 

 

Run ID Hetersc 

Const 
bias 

(n,+,-) 

Propr 
bias 

(n,+,-) 

C Actual D-KAD14-01 Yes n n  D-KAD14-02 Yes n n 

C Virtual D-KAD14-03 Yes n n  D-KAD14-04 Yes n n 

C Vir+10 D-KAD14-05 No n +  D-KAD14-06 No n + 

TS Actual D-KAD14-07 No n n  D-KAD14-08 No n n 

TS Virtual D-KAD14-09 No n n  D-KAD14-10 No n n 

TS Vir+10 D-KAD14-11 No n n  D-KAD14-12 No n n 

Note: Vir+10 = Virtual + 10 m; Hetersc = Heteroscedastic pattern in difference plots; Const = Constant; Propr = 
Proportional 

 

 

Deming regression across the full C deposition range also showed bias reduction as cage 

size increased (Table 5.10); the estimated intercept was not significantly different from 0 and the 

slope was not significantly different from 1 in run using virtual and the virtual + 10 m cage sizes 

and a using a single water layer (Appendix G.3 and Appendix G.5). Pearson correlation 

coefficients, however, reduced as cage size increased (Table 5.10). In the reduced C deposition 

range, the largest cages size showed a bias in both constant and slope (proportional bias). 

Pearson correlation coefficients, although all significant, were much diminished in the reduced C 

deposition range (Table 5.11). Despite the desired intercept and slope of 0 and 1, respectively, 

all Deming regressions in both full and reduced carbon deposition range were graded as category 
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6 because of non-normality and the linear pattern of residuals caused by the zero and near-zero 

predictions across the lower end of the deposition range. Deming regression and category rating 

results are expanded on in Appendix G.3 to Appendix G.6 

Validation runs predicting TS showed constant bias and proportional bias in runs with actual 

and virtual cage sizes across full TS range (Table 5.10). The intercept was above zero and the 

slope was below 1 in the runs using actual and virtual cage sizes and was not significantly different 

from 1 in the run using the virtual + 10 m (Appendix G.3). All regressions showed evidence of 

poor model function in diagnostic residual vs. fitted value plots. In agreement with observations 

from the use of difference plots, a pattern of predictions of zero and near-zero deposition at low 

but increasing rates of observed deposition occurred, leading to the appearance of a line of 

increasingly negative residuals. This resulted in consistently poor-quality categorizations of the 

runs, all ranked number 6 or 7 regardless of cage size or number of water layer employed. There 

was no relationship, as indicated by no slope to the regression, between observed and predicted 

TS deposition within the reduced deposition range (Appendix G6) resulting in category 7 rating 

for the TS runs. Details of Deming regression and category rating results are in Appendix G.3 to 

Appendix G.6.
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Table 5.10. Deming regression summary, category, and Pearson correlation for the full data range comparing cage layout for C and 
TS deposition with water velocity input as 1 and multiple layers. Bias is described as none (n), positive (+), or negative (-). 

 
Output 

 
Cage 

Layout 

Deming Regression  Pearson Correlation 

1 Layer  Multiple Layers  

1 Layer 
Multiple 
Layers 

Pattern in 
Residuals 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) Cat 

 
Pattern in 
Residuals 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) Cat 

 

C Actual Yes + - 6  Yes + - 6  0.925** 0.899** 

C Virtual Yes n n 6  Yes + n 6  0.906** 0.907** 

C 
Virl+1

0 
Yes n n 6  Yes n n 6  0.821** 0.831** 

TS Actual Yes + - 6  Yes + - 6  0.905** 0.879** 

TS Virtual Yes + - 6  Yes + - 6  0.847** 0.854** 

TS Vir+10 Yes n n 7  Yes n n 6  0.449* 0.487* 

Note: Vir+10 = Virtual + 10 m; Cat = Category; Const = Constant; Propr = Proportional; ** = significant to p < 0.001; * = significant to p < 0.05 

 

Table 5.11. Deming regression summary, category, and Pearson correlation for the reduced data range comparing cage layout for C 
and TS deposition with water velocity input as 1 and multiple layers. Bias is described as none (n), positive (+), or negative (-). 

 
Output 

Cage 
Layout 

Deming Regression  Pearson Correlation 

1 Layer  Multiple Layers  

1 Layer 
Multiple 
Layers 

Pattern in 
Residuals 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) Cat 

 
Pattern in 
Residuals 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) Cat 

 

C Actual Yes n n 6  Yes n n 6  0.556* 0.593** 

C Virtual Yes n n 6  Yes n n 6  0.516* 0.568* 

C Vir+10 Yes - + 6  Yes n + 6  0.805** 0.808** 

TS Actual Yes + - 7  Yes n n 7  0.238 0.248 

TS Virtual Yes n n 7  Yes n n 7  0.439* 0.448* 

TS Vir+10 Yes n n 7  Yes n n 7  -0.059 -0.024 

Note: Vir+10 = Virtual + 10 m; Cat = Category; Const = Constant; Propr = Proportional; ** = significant to p < 0.001; * = significant to p < 0.05 
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North and South Current Meters — Farm 1 2015 

At Farm 1 in 2015, there were somewhat different circulation patters occurring north versus 

south of the cage (Table 5.3). At the upstream south current meter, water at the surface was 

travelling almost due north, it travelled west into the bay in the middle water layer and then out of 

the bay to the south-southeast at the bottom. At the downstream (north) side of Cactus Bay, water 

entered travelling to the north-west in the shallow layers and then exited in a south easterly 

direction at depth. Here, we compared DEPOMOD outcomes using data from these two meters. 

Values for index valuations were similar between the Farm 1 2015 north and south current 

meter validation runs (Table 5.12, Appendix G.1). MARE for full range C and TS were in the low- 

to mid-40s and the differences between the north (downstream) and south (upstream) meter runs 

were small; 1.19% and 0.81% for C and TS dep, respectively (Table 5.12). The MSPE was similar 

between the north and south current meter runs. Decomposition of the MSPE yielded similar 

results between north and south meters (Figure 5.12) and showed a higher proportion of intercept 

error in the runs predicting TS deposition as compared with those predicting C deposition. MARE 

were very slightly reduced in the reduced C deposition range while percentage of the MSPE in 

noise was considerably reduced, indicating a poorer relationship between predicted and observed 

values with this deposition range (Table 5.13, Figure 5.13). There are no results presented for 

reduced data range TS validations because n = 1 in that area. 

Table 5.12. Validation improvement indices for the full data range comparing current meter 
placement for C and TS deposition with water velocity input as 1 and multiple layers. 

Output 
Current 
Meter 

Run ID 
 
MARE (%) 

 
MSPE 

 MSPE 
Noise (%) 

1 Mult  1 Mult  1 Mult  1 Mult 

C North D-CAC15-01 D-CAC15-01  45.09 44.23  15.07 14.35  63.0 63.2 

C South D-CAC15-03 D-CAC15-03  46.28 45.36  14.61 12.97  61.7 60.4 

TS North D-CAC15-05 D-CAC15-05  43.82 43.42  374.68 371.31  11.9 10.9 

TS South D-CAC15-07 D-CAC15-07  43.01 42.03  345.81 323.09  16.6 17.0 

Note: MARE = Mean absolute relative error; MSPE = Mean square prediction error; Mult = Multiple water layers 
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Figure 5.12. Comparison of the MSPE 2nd DECOMP error breakdown for the full data Farm 1 
2015 C and TS deposition validation runs using different current meter placement (north and 
south). The MSPE was broken down into the relative model (intercept) error, slope error, and 
noise. Symbol sizes indicate relative magnitude of error within this figure. 

 

Table 5.13. Validation improvement indices for the reduced data range comparing current meter 
placement for C and TS deposition with water velocity input as 1 and multiple layers. 

 
Output 

Current 
Meter 

Run ID 
 
MARE (%) 

 
MSPE 

 MSPE Noise 
(%) 

1 Mult  1 Mult  1 Mult  1 Mult 

C North D-CAC15-01 D-CAC15-02  42.02 41.03  1.26 1.21  18.7 19.4 

C South D-CAC15-03 D-CAC15-04  44.15 44.14  1.39 1.39  18.1 18.1 

TS North D-CAC15-05 D-CAC15-06  NA NA  NA NA  NA NA 

TS South D-CAC15-07 D-CAC15-08  NA NA  NA NA  NA NA 

Note: MARE = Mean absolute relative error; MSPE = Mean square prediction error; Mult = Multiple water layers; 

NA = index calculation not possible  
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Figure 5.13. Comparison of the MSPE 2nd DECOMP error breakdown for the reduced data Farm 
1 2015 C and TS deposition validation runs using different current meter placement (north and 
south). The MSPE was broken down into the relative model (intercept) error, slope error, and 
noise. Symbol sizes indicate relative magnitude of error within this figure. 

 

Summary of the evaluation of DEPOMOD runs using difference plots are provided in Table 

5.14 and  

Table 5.15 for the full and reduced data range, respectively. There are no results provided for 

reduced range TS because n = 1. Difference plots are available in Appendix H.13 to Appendix 

H.20. Runs predicting carbon deposition suffered from bias in the intercept and a consistent 

feature of the difference plots for both C and TS prediction was a line of points with 0 or near-0 

predicted values across an observed deposition range of nearly 0–5 gC·m-2·d-1 or the equivalent 

0–23.5 gTS·m-2·d-1. This is most of the measured deposition range because we had no under-
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cage sediment traps for this experiment. There was little difference in the evaluation of runs using 

the north versus south current meter data or one versus multiple water layers, except for the 

negative constant bias that was detected in the south current meter data only. Negative 

proportional bias was evident when the data range was reduced to 0–5 gC·m-2·d-1. Relative 

difference plots, like the difference plots, were dominated by a line of 0 and near-0 predictions 

across the reduced deposition range and relative errors were all less than 100%. 

Table 5.14. Validation improvement difference plots summary for the full data range comparing 
current meter placement for C and TS deposition with water velocity input as 1 and multiple layers. 
Bias is described as none (n), positive (+), or negative (-). 

Output 
Current 
Meter 

1 Layer  Multiple Layers 

Run ID Hetersc 

Const 
Bias 
(n,+,-

) 

Propr 
Bias 

(n,+,-) 

 

Run ID Hetersc 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) 

C North D-CAC15-01 Yes - n  D-CAC15-02 Yes - n 

C South D-CAC15-03 No - n  D-CAC15-04 No - n 

TS North D-CAC15-05 No n n  D-CAC15-06 No n n 

TS South D-CAC15-07 No - n  D-CAC15-08 No - n 

Note: Mult = Multiple water layers; Hetersc = Heteroscedastic pattern in difference plots; Const = Constant; Propr = 
Proportional 

 
Table 5.15. Validation improvement difference plots summary for the reduced data range 
comparing current meter placement for C and TS deposition with water velocity input as 1 and 
multiple layers. Bias is described as none (n), positive (+), or negative (-). 

Output 
Current 
Meter 

1 Layer  Multiple Layers 

Run ID Hetersc 

Const 
Bias 
(n,+,-

) 

Propr 
Bias 
(n,+,-

) 

 

Run ID Hetersc 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) 

C North D-CAC15-01 No + -  D-CAC15-02 No n - 

C South D-CAC15-03 No + -  D-CAC15-04 No + - 

TS North D-CAC15-05 NA NA NA  D-CAC15-06 NA NA NA 

TS South D-CAC15-07 NA NA NA  D-CAC15-08 NA NA NA 

Note: Mult = Multiple water layers; Hetersc = Heteroscedastic pattern in difference plots; Const = Constant; Propr = 
Proportional; NA = analysis not possible 

 

Results for Deming regression analysis and Pearson correlation coefficients of predicted 

DEPOMOD versus observed datasets are given in Table 5.16 and Table 5.17 for the full and 

reduced data ranges, respectively. Deming regression and category rating results are expanded 

on in Appendix G.3 to Appendix G.6. There was no difference between runs produced using the 
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two current meter locations; Pearson correlation coefficients between predicted and observed 

deposition rates were all high, ranging between 0.864–0.891 when the full data range was 

considered. Slopes and intercepts were not significantly different from 1 and 0, respectively, for 

both C and TS predictions (Appendix G.3 to Appendix G.6). However, all but one regression within 

the full data range were ranked 6 because of non-normality of error and patterned residuals 

indicating model dysfunction. As we had seen for other DEPOMOD runs, within the 0–5 gC·m-2·d-

1 the predictive ability of DEPOMOD was absent, with no correlation detected between predicted 

and observed deposition rates. 
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Table 5.16. Validation improvement Deming regression summary, category, and Pearson correlation for the full data range comparing 
current meter placement for C and TS deposition with water velocity input as 1 and multiple layers. Bias is described as none (n), 
positive (+), or negative (-). 

 
Output 

 
Current 
Meter 

Deming Regression  Pearson 
Correlation 

1 Layer  Multiple Layers  

1 Layer 
Multiple 
Layers 

Pattern in 
Residuals 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) Cat 

 
Pattern in 
Residuals 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) Cat 

 

C North Yes n n 6  Yes n n 6  0.864** 0.884** 

C South Yes n n 6  Yes n n 6  0.857** 0.874** 

TS North Yes n n 6  Yes n n 6  0.891** 0.896** 
TS South Yes n n 6  Yes n n 6  0.878** 0.878** 

Note: Cat = Category; Const = Constant; Propr = Proportional; ** = significant to p < 0.001; * = significant to p < 0.05 

 

Table 5.17. Validation improvement Deming regression summary, category, and Pearson correlation for the reduced data range 
comparing current meter placement for C and TS deposition with water velocity input as 1 and multiple layers. Bias is described as 
none (n), positive (+), or negative (-). 

 
Output 

 
Current 
Meter 

Deming Regression  Pearson 
Correlation 

1 Layer  Multiple Layers  

1 Layer 
Multiple 
Layers 

Pattern in 
Residuals 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) Cat 

 
Pattern in 
Residuals 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) Cat 

 

C North Yes + - 7  Yes + - 7  0.245 0.243 

C South No + - 7  No + - 7  -0.041 -0.040 

TS North NA NA NA NA  NA NA NA NA  NA NA 

TS South NA NA NA NA  NA NA NA NA  NA NA 
Note: Cat = Category; Const = Constant; Propr = Proportional; ** = significant to p < 0.001; * = significant to p < 0.05; NA = analysis not possible 
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Best-Case Scenario — Farm 3 2015 

The Farm 3 2015 validation runs were considered a best-case scenario: cage movement was 

constantly tracked and was very low (0.8–1.74 m a day with GPS unit mean accuracy of 0.9 m), 

sediment traps were deployed for five days to reduce an influence of daily variability, and no 

transfer pens were used by the farm during this validation period. Improvement through these 

methods was assessed by comparison of evaluation metrics to those from previous runs.  

Results from evaluations of the model through indices are in Table 5.18 and Table 5.19 for 

full and reduced ranges, respectively. To put the results of the 2 Farm 3 carbon deposition 

validations into context of the 24 other carbon deposition DEPOMOD validations contained in this 

report, we employed boxplots. The MARE for Farm 3 carbon predictions was well within those 

reported for all other DEPOMOD runs (Figure 5.14) for both 1 and multiple water layers, while the 

percentage of the MSPE in noise was higher (Figure 5.15), suggesting that the Farm 3 run did in 

fact produce a higher-quality result. The plot of Theil’s second decomposition of the MSPE (Figure 

5.16) suggested most of the error was in noise and to a lesser degree the slope estimation, but 

when the reduced deposition range was considered the error moved to primarily the slope 

estimate (Figure 5.17). 

Table 5.18. Validation improvement indices for the full data range comparing best-case scenario 
for C and TS deposition with water velocity input as 1 and multiple layers. 

Output 

Run ID 
 

MARE (%) MSPE 
MSPE Noise 

(%) 

1 Mult  1 Mult 1 Mult 1 Mult 

C H-NW15-01 H-NW15-04  90.11 87.54 36.30 25.87 76.2 88.5 

TS H-NW15-05 H-NW15-08  68.59 66.40 161.64 130.11 94.9 97.0 
Note: MARE = Mean absolute relative error; MSPE = Mean square prediction error; Mult = Multiple water layers 
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Table 5.19. Validation improvement indices for the reduced data range comparing best-case 
scenario for C and TS deposition with water velocity input as 1 and multiple layers.  

Output 

Run ID 
 

MARE (%) MSPE 
MSPE Noise 

(%) 

1 Mult  1 Mult 1 Mult 1 Mult 

C H-NW15-01 H-NW15-04  97.18 95.73 10.02 9.60 10.2 10.1 

TS H-NW15-05 H-NW15-08  73.31 72.34 74.27 55.83 24.0 29.3 

Note: MARE = Mean absolute relative error; MSPE = Mean square prediction error; Mult = Multiple water layers 

 

 

Figure 5.14. Boxplot of the MARE (%) from all carbon deposition DEPOMOD runs in this report 
separated into those using one versus multiple layers of water and comparing the Farm 1 2008–
2009 runs to the improvement runs (Farm 2 2014, Farm 1 2015, and Farm 3 2015). The box is 
the interquartile range, the line in the box is the median, and the whiskers indicate the 5th and 
95th percentile of the data. 
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Figure 5.15. Boxplot of the MSPE noise (%) from all carbon deposition DEPOMOD runs in this 
report separated by those using one versus multiple layers of water and comparing the Farm 1 
2008–2009 runs to the improvement runs (Farm 2 2014, Farm 1 2015, and Farm 3 2015). The 
box is the interquartile range, the line in the box is the median, and the whiskers indicate the 5th 
and 95th percentile of the data.  
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Figure 5.16. Comparison of the MSPE 2nd DECOMP error breakdown for the full data Farm 3 
2015 C and TS deposition validation runs. The MSPE was broken down into the relative model 
(intercept) error, slope error, and noise. Symbol sizes indicate relative magnitude of error within 
this figure. 
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Figure 5.17. Comparison of the MSPE 2nd DECOMP error breakdown for the reduced data Farm 
3 2015 C and TS deposition validation runs. The MSPE was broken down into the relative model 
(intercept) error, slope error, and noise. Symbol sizes indicate relative magnitude of error within 
this figure. 

 

Difference plot evaluations are in Table 5.20 and Table 5.21 for the full and reduced deposition 

ranges, respectively. Carbon difference data was heteroscedastic and the difference plots 

showed a pattern that we have seen repeatedly in DEPOMOD predictions: prediction of 0 or near 

0 deposition across much of the reduced deposition range resulting in a line of points with 

increasingly negative differences (predicted - observed) (Figure 5.18). The 0 and near 0 

predictions appeared in relative difference plots as a curved line, and beyond this set of points 

there was a zone of erratic and large relative errors reaching values as high as 1000%, while at 

higher deposition values prediction error was reduced but still with most points outside of the 95% 
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confidence limits. All difference and relative difference plots are in Appendix H.21 to Appendix 

H.24.  

  

Table 5.20. Validation improvement difference plots summary for the full data range comparing 
best-case scenario for C and TS deposition with water velocity input as 1 and multiple layers. Bias 
is described as none (n), positive (+), or negative (-). 

Output 

1 layer  Multiple layers 

Run ID Hetersc 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) 

 

Run ID Hetersc 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) 

C H-NW15-01 Yes - n  H-NW15-04 Yes - n 

TS H-NW15-05 No n n  H-NW15-08 No n n 
Note: Mult = Multiple water layers; Hetersc = Heteroscedastic pattern in difference plots; Const = Constant; Propr = 
Proportional 

 

 

Table 5.21. Validation improvement difference plots summary for the reduced data range 
comparing best-case scenario for C and TS deposition with water velocity input as 1 and multiple 
layers. Bias is described as none (n), positive (+), or negative (-). 

Output 

1 Layer  Multiple Layers 

Run ID Hetersc 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) 

 

Run ID Hetersc 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) 

C H-NW15-01 Yes - +  H-NW15-04 Yes - + 

TS H-NW15-05 No - n  H-NW15-08 Yes - + 
Note: Mult = Multiple water layers; Hetersc = Heteroscedastic pattern in difference plots; Const = Constant; Propr = 
Proportional 
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Figure 5.18. An example of the line of 0 prediction values seen in many of the validation run 
difference plots. This example shows validation run H-NW15-01 carbon deposition (Cdep) Bland-
Altman difference plot (A) and relative prediction error plots (B) for the full data range. Relative 
prediction error was calculated by dividing the difference between predicted and observed values 
by the observed values, then multiplying by 100%. The grey, solid orange, and dashed orange 
lines represent the 0 difference line, mean difference (or line of best fit), and the 95% confidence 
intervals (respectively). Note that heteroscedastic plots do not have a line of best fit plotted. 
Square symbols represent where DEPOMOD predicted 0 deposition over background levels. 

 

Pearson correlation coefficients for carbon deposition between predicted and observed 

deposition were no higher for Farm 3 validations than those for Farms 1 and 2 (Figure 5.19). The 

quality of the validation Deming regressions ranked poorly (6 and 7) due to the group of 0 and 

near-0 predictions at the low end of the deposition scale (Table 5.22), and there was no predictive 

ability of DEPOMOD for either carbon or total solids within the high impact 0–5 gC·m-2·d-1/0–23.5 

gTS·m-2·d-1 zone (Table 5.23). Deming regression and category rating results are expanded on 

in Appendix G.3 to Appendix G.6. 
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Figure 5.19. Boxplot of the Pearson correlation from all carbon deposition DEPOMOD runs in this 
report separated into those using one versus multiple layers of water and comparing the Farm 1 
2008–2009 runs to the improvement runs (Farm 2 2014, Farm 1 2015, and Farm 3 2015). The 
box is the interquartile range, the line in the box is the median, and the whiskers indicate the 5th 
and 95th percentile of the data. 

 

Table 5.22. Validation improvement Deming regression summary, category, and Pearson 
correlation for the full data range comparing best-case scenario for C and TS deposition with 
water velocity input as 1 and multiple layers. Bias is described as none (n), positive (+), or negative 
(-). 

Output 

Deming Regression  Pearson Correlation 

1 Layer  Multiple Layers    

Pattern in 
Residuals 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) Cat 

 
Pattern in 
Residuals 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) Cat 

 

1 Layer 
Multiple 
Layers 

C Yes n n 6  Yes n n 7  0.835** 0.836** 

TS Yes n n 6  Yes n n 6  0.778** 0.795** 

Note: Cat = Category; Const = Constant; Propr = Proportional; ** = significant to p < 0.001; * = significant to p < 0.05 
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Table 5.23. Validation improvement Deming regression summary, category, and Pearson 
correlation for the reduced data range comparing best-case scenario for C and TS deposition with 
water velocity input as 1 and multiple layers. Bias is described as none (n), positive (+), or negative 
(-). 

Output 

Deming Regression  Pearson Correlation 

1 Layer  Multiple Layers  

1 
Layer 

Multiple 
Layers 

Pattern in 
Residuals 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) Cat 

 
Pattern in 
Residuals 

Const 
Bias 

(n,+,-) 

Propr 
Bias 

(n,+,-) Cat 

 

C No n - 7 
 

Yes n n 7 
 0.410
* 0.457** 

TS Yes n n 7 
 

Yes n n 7 
 0.279
* 0.383* 

Note: Cat = category; Const = Constant; Propr = Proportional; ** = significant to p < 0.001; * = significant to p < 0.05 

 

DISCUSSION 

Our validations of DEPOMOD in Cactus Bay in 2008 and 2009 were largely unsatisfactory 

despite applying considerable effort to parameterize the model with high-quality data and to 

validate predictions thoroughly. We validated the model at a single farm seven times over the 

course of two ice-free seasons, and employed far higher numbers of sediment traps to collect 

validation data than any previous investigations have used (e.g., Cromey et al. 2002; Currie et al. 

2013; Riera et al. 2017). We used multiple metrics to assess validation accuracy and developed 

evaluation criteria to ensure objectivity. What we found was that model prediction accuracy was 

highly variable over repeated validations, it was never as good as the best results reported in 

marine settings and was often far worse, and that prediction accuracy was largely insensitive to 

the resolution of hydrographic data input. Model predictions suffered from both constant and 

proportional bias and consistently failed to accurately predict carbon deposition within the range 

of deposition that produced biological impacts in Lake Diefenbaker. While the model accurately 

placed test sites into highly impacted criteria, it frequently underestimated the level of impact at 

sites further down the carbon deposition gradient and its promise as a tool to identify the 

boundaries of deposition impacts is therefore unreliable. Our next set of DEPOMOD trials 

focussed on potential means to improve model output including incorporating cage movement, 
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checking to see if APD meter placement contributed to variability, and improvements to the 

collection of validation data by using five-day rather that one-day trap deployments.  

The interaction between the steep deposition gradient at freshwater cage farms (Figure 4.8 

and Figure 4.9) and cage movement has potential to significantly affect deposition to the lake 

bottom and to render DEPOMOD predictions inaccurate. We used GPS technology to monitor 

cage movement at three farms and while at Farm 3, a shore-based farm with tight anchors, the 

corners moved a maximum of 0.8–1.74 m a day, at other farms movement of 10 m to over 100 m 

movement was measured (Figure 5.20 and Figure 5.21). Maximum movement in the Kadla 

Coulee cage corners was 75 m in a north-south direction and 78 m in east-west, while the east 

cages in Cactus Bay moved a maximum of 121 m in north-south and 78 m in east-west directions. 

This degree of movement is considerably further than the maximum expected movement of a 

particle during its descent, given the low current speeds observed in Lake Diefenbaker (Figure 

5.22). Corner et al. (2006) observed a maximum 10.1 m movement in a 22 m diameter salmon 

cage, and noted that the effective area under a cage was increased by 72% by incorporating this 

movement. However, it should be noted that in Corner et al. (2006), cage movement was 

measured manually every 20 minutes over an 8-hour period and, unless wind changed direction 

during that period, total movement observed may well have been less than the maximum possible 

over a longer period. In Kadla Coulee, effective cage size increased from 470 to 935 to 2331 m2 

as we changed from actual to virtual to virtual + 10 m buffer layouts, respectively. Cage movement 

will essentially “smear” the deposition gradient around the farm, reducing deposition under the 

cages and increasing it around the periphery, and this impact is not accounted for in most 

deposition models. 
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Figure 5.20. Mean cage location in Kadla Coulee during validation period. Coloured dots are 
mean tracker locations (time weighted, calculated using Mean Center tool in ArcMap). Ellipses 
are 2StDev, time weighted, calculated using Directional Distribution (Standard Deviational Ellipse) 
in ArcMap 10.7.1. 
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Figure 5.21. Mean cage location in Cactus Bay during validation period. Coloured dots are mean 
tracker locations (time weighted, calculated using Mean Center tool in ArcMap). Ellipses are 
2StDev, time weighted, calculated using Directional Distribution (Standard Deviational Ellipse) in 
ArcMap 10.7.1. 
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Figure 5.22. Maximum displacement of feed pellets and faecal material across the range of water 
depths under the Cactus Bay cages calculated using a descent speed of 10 and 7 cm·s-1, 
respectively, and water current speed of 2.5 cm·s-1. 

 

The potential for cage movement to affect the deposition footprint has been identified by other 

investigators, but thus far has received little attention and is not incorporated into DEPOMOD. To 

clarify, by cage movement we are referring only to the daily wanderings of a cage farm around 

the slack provided by its anchorage, not the deliberate repositioning of cages by farm employees, 

although that activity, too, will affect the accuracy of predictions. Cromey and Black (2005) 

attempted to test the influence of cage movement on deposition and reported only a slight 

difference at a distant site that they felt would be overwhelmed by natural variability in deposition. 

However, their work was carried out at a farm that generally moved less than 5 m, while our 

measures of movement suggest the issue of cage movement is of far greater scale. Chang et al. 

(2014) reported movement of up to 10 to 40 m over the tidal cycle at 5 farms in southwest New 

Brunswick and acknowledged that cage movement might be impacting waste deposition 



 

223 
 

footprints. The first and thus far only incorporation of cage movement into an aquaculture waste 

dispersion model was by Corner et al. (2006) in their development of what they called an 

integrated GIS-based model using IDRISI software. The model was validated directly using 

sediment traps and prediction accuracy, as measured by the average of differences (observed-

predicted) as a percentage of the observed, which ranged from 50.6 to 72.8%. Monitoring cage 

movement with sufficient accuracy used to present a logistical challenge (Cromey and Black 

2005), but today technology available for monitoring location of objects has improved 

considerably and there is wide availability of options from highly accurate and expensive wildlife 

telemetry systems to less-sophisticated and inexpensive satellite GPS trackers designed for 

monitoring vehicle fleets, but cage movement information is still not incorporated into dispersion 

modelling. DEPOMOD is not capable of incorporating cage movement and we therefore 

attempted a “workaround” through the use of a single virtual cage sized to include 55% and 95% 

of farm locations. The resulting predictions of C and TS using the 55% cage size had some of the 

best performance indices we have obtained in any full-range validation, with MARE as low as 

21.94%, but they still suffered from poor accuracy at low deposition rates and still received poor 

rankings as a result of bias in regression coefficients. The MARE were low for all runs from that 

farm regardless of cage size so this may not be a result of the use of virtual cage size. If we 

categorize sampling sites into carbon deposition bins based on the relationship between carbon 

deposition and benthic impact, as determined for Lake Diefenbaker by Podemski et al. (2019) 

(Appendix G.9 to Appendix G.11), we see that the majority of sites were categorized correctly. 

Importantly, sites that were categorized incorrectly were primarily overestimations of impact, thus 

a decision based on these DEPOMOD runs would have been conservative, unlike the validations 

without the use of virtual cage sizing. However, we are mindful that we have only a single test of 

the use of virtual cage sizes and thus any conclusion must be cautious. We believe that our work 

indicates that incorporation of cage movement may be a fruitful area for further deposition model 

development.  
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We found that the use of data from current meters on either side of the Cactus Bay farm 

resulted in little difference in prediction accuracy and, as in Chapter 4, the use of multiple water 

layers provided no improvement in model outcomes. Lack of sensitivity to hydrographic data is 

unexpected in a Lagrangian-based model. It is possible that the placement of acoustic Doppler 

profilers tens of metres away from the farm means that the currents measured by those meters 

are not indicative of the conditions that waste particles within and very close to the cages 

experience. Our current meters were 32, 57, 69, and 63 m from cage edge for Cactus North, 

Cactus South, Kadla, and North Wind, respectively. Both the nets and the movement of fish within 

cages are known to alter both the velocity and direction of water movement in the vicinity of cages 

(Chacon-Torres et al. 1988; Klebert et al. 2013). Significant velocity reductions have been 

reported as water passes through nets by multiple authors (Johansson et al. 2007; Johansson et 

al. 2006; Sutherland et al. 2001). Johansson et al. (2007) also reported a 10% increase in velocity 

at the leading edge of nets and Wu et al. (2014) reported an increase in bottom velocity under 

nets. The swimming action of Rainbow Trout was reported by Chacon-Torres et al. (1988) to 

affect velocity and water exchange in nets. It is not possible to place acoustic Doppler profilers 

within the farm because of interference with structures, but in 2014 we were able to place two 

Lowell Instruments, LLC TCM-1 tilt mechanical current meters, one mounted directly under the 

central boardwalk of the cages at North Wind and a second on the lake bottom, in addition to 

deploying ADPs to the side of the farm. The tilt current meters recorded somewhat different 

velocity and primary direction than ADPs place directly north or west of the nets (Figure 5.23). 

The comparison is not perfect as depths recorded by the tilt current meters were not identical to 

those measured by the ADPs; the ADP surface layer was lost as a result of air entrainment and 

reflected signal, and the bottom tilt meter was within the blanking distance of the bottom-mounted 

ADP. However the differences, particularly in direction, suggests that alternative means to collect 

current information in the vicinity of waste particles should be considered.  
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Figure 5.23. Rose plots of water speed and direction for mechanical (TCM-1) and acoustic 
Doppler profiler (ADP) current meters for 26 Sep to 3 Oct 2014. TCM-1s were stationed under 
the farm boardwalk and under the farm on the lake bottom. ADPs were stationed north and west 
of the cages. Near surface currents are along the upper row and lake bottom are on the bottom 
row. Depths represent distance from the surface to the midpoint of the top and bottom cells. Note 
that the wide end of the wedge represents the direction that water is traveling towards. 

 

Our attempts to improve validation results by using five-day deployment for sediment traps 

rather than one-day may have improved data somewhat as our MARE, and MSPE in noise values, 

were towards the better end of the wide range of values observed in 2008–2009 (Figure 5.14, 

Figure 5.15, Figure 5.19), but in all cases the assessment metrics remained within the range of 

values observed in the 2008–2009 validation set. We need to remain mindful that had we 

validated DEPOMOD only once in Lake Diefenbaker and then, depending upon the month, we 

might have reported very favourable results; it is important to repeat investigations when 
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conducting field science, particularly if the system is likely to be affected by weather. The Farm 3 

validations, intended to be the best-case scenario with effects of cage movement largely removed 

and longer sediment trap deployment still had a large number of sites within the farm footprint 

with 0 or near-0 deposition predictions (Figure 5.18). The regressions of Farm 3 predicted on 

validation data still contained systematic bias and when we used DEPOMOD predictions to 

categorize sites according to carbon deposition impacts on benthos, the majority of sites that were 

categorized incorrectly (Appendix G.11) were underestimations. DEPOMOD can correctly identify 

sites that receive enough carbon deposition to severely impact the benthic community but it is not 

reliable for the purposes of identifying sites near the boundary of impact at freshwater cage farms 

in low energy environments. The accuracy of DEPOMOD predictions at freshwater sites with 

higher current velocity is a matter still without investigation. 
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Chapter 6 Summary and Recommendations 

SUMMARY 

Freshwater cage aquaculture is in an expansion phase in Canada and, given the large 

freshwater resources and healthy market demand for product, growth in this sector is expected 

to continue. One of the primary pathways by which cage aquaculture affects the receiving 

environment is the deposition of solid wastes (Beveridge 2004; Gowen and Bradbury 1987; 

Hargrave et al. 1997), and regulatory activities such as licensing and monitoring may require 

knowledge of the location and severity of the depositional footprint. DEPOMOD is a software 

package that is user-friendly and designed specifically for predictive modelling of aquaculture 

waste transport; it has been validated for several marine environments (e.g., Chamberlain and 

Stucchi 2007; Cromey et al. 2002; Cromey et al. 2012; Riera et al. 2017) but has not been 

validated in freshwater. Lakes are generally a lower-energy environment with lower-density water 

as compared to the marine environment, and water movement in all but the largest lakes is largely 

wind-generated and can be far less directional than tidal movement (Nixon 1988). The 

effectiveness of DEPOMOD in producing high-quality predictions in a freshwater environment 

cannot be assumed. Our objective was to investigate sensitivities of DEPOMOD to variability in 

input data to learn how to best allocate efforts to parameterize the model in freshwater and then 

to carefully validate the model predictions. 

In Chapter 2, we reported on the results of sensitivity analysis conducted by parameterizing 

the model with higher-quality data than assumed would be normally provided by an industry 

proponent and then modifying inputs one at a time. Some input data cannot be easily obtained or 

cannot be obtained with high accuracy, and we wished to identify where effort would be most 

profitably applied and where literature values or defaults could be employed without adversely 

affecting predictions. We tested four possible particle numbers (10, 500, 1000, and 5000), 

determined that DEPOMOD was sensitive to particle number but there was high congruency 
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between the three highest settings we chose and, thus, any of the three highest would be 

sufficient. As we did not test this, we cannot rule out that a sufficient number of particles lies 

somewhere between 10 and 500, which would help to minimize computing time. The slowest 

trajectory accuracy setting (600 s) was insufficient and allowed particles to sink to the lake bottom 

with little trajectory adjustment. DEPOMOD was sensitive to feed digestibility and waste feed, 

unsurprising as these are the primary drivers determining waste production. Waste feed should 

be measured, if possible, but if not possible then setting to 3% or lower is advised. Feed is the 

most expensive component of farm operational expenses and, as such, there is much incentive 

to minimize this loss. To set waste feed at artificially high levels to maximise agreement between 

DEPOMOD and observed deposition (e.g., Currie et al. 2013) is to ignore the realities of 

economics. Feed represents approximately 50–60% of a farm’s operating expenses (D. Stechey, 

Canadian Aquaculture Systems, Inc., personal communication 2021; G. Cole, AquaCage 

Fisheries, personal communication 2021): farms would not be profitable at high waste feed levels 

(D. Stechey, personal communication 2021; S. Cole, Cole-Munro Foods Group Inc., personal 

communication 2021; R. Moccia, University of Guelph, personal communication 2021) and so the 

error is more appropriately assigned to DEPOMOD calculations. Weekly deployments of sediment 

traps within cages during feeding for several months at Lake Diefenbaker resulted in 

measurements of 0% waste feed and therefore for our validations we set waste feed to 0%. Unlike 

Magill et al. (2006), we did not find that DEPOMOD predictions were sensitive to feed and faecal-

settling speeds within the range of speeds that we tested. We believe that this is likely because 

water current speeds in Lake Diefenbaker are slow relative to sink rates. Horizontal and vertical 

dispersion coefficients are advised left at default values when using DEPOMOD (Stucchi and 

Chamberlain 2005), but we noted that literature values of the horizontal coefficient span orders of 

magnitude and we did observe sensitivity to the value of this coefficient. We calculated the 

horizontal coefficient using multiple ADP deployments in Lake Diefenbaker and Lake Huron and 

found both seasonal and depth-related variability and, thus, recommend that DEPOMOD could 
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be improved by allowing a dispersion coefficient to be applied to each layer of water entered. Our 

analysis indicated little difference between predictions based on one versus multiple water layers 

entered into the model and enabling resuspension resulted in no change in predictions: expected 

given the low current speeds at the lake bottom. Greatest sensitivity was observed for feed 

composition (C content, digestibility), feed waste, and the horizontal dispersion coefficient. 

In Chapter 3, we reported on the results of a comparison of total carbon predictions between 

DEPOMOD and the nutritional model Fish-PrFEQ applied to three cages at a farm in Cactus Bay 

Lake Diefenbaker. A nutritional model is a much more data-intensive means to calculate faecal 

production than DEPOMOD’s simple application of a digestibility quotient. Nutritional models 

incorporate energetic demands of basal metabolism and empirical measures of growth and 

carcass composition with the influence of the thermal environment to allocate nitrogen and 

phosphorus to fish production versus waste streams. In this case, by employing equivalent 

coefficients and calculations, we modified Fish-PrFEQ to also predict carbon allocation. Waste 

carbon predictions from DEPOMOD and Fish-PrFEQ were within 4.7%, providing confirmation 

that total waste release, if not its distribution, was accurately predicted by DEPOMOD. 

Our validations of DEPOMOD proved largely unsatisfactory despite our application of 

considerable effort to parameterize the model with high-quality data and to validate predictions 

thoroughly. We used multiple metrics to assess validation accuracy, ranging from simple indices, 

such as the MARE, to model II regression coupled with evaluation criteria incorporating regression 

diagnostics and coefficients. Our field collection of validation data employed far higher numbers 

of sediment traps than any previous investigation. We initially validated the model at a single farm 

seven times over the course of two ice-free seasons. We observed that model prediction accuracy 

was highly variable over repeated validations; it was never as good as the best results reported 

in marine settings and was often far worse, and prediction accuracy was largely insensitive to the 

resolution of the supplied hydrographic data. High variability has not been previously reported, 
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likely because no other investigators have chosen to validate as repeatedly. Model predictions 

suffered consistently from systematic bias as measured by the regression coefficients and 

through difference, or Bland-Altman, plots. Most often this bias took the form of a negative 

constant bias (intercept significantly below 0) and positive proportional bias (slope significantly 

larger than 1). The model consistently failed to accurately predict carbon deposition within the 

range of deposition that produces biological impacts and deposition predictions in this zone of 

impact were usually underestimations, meaning that DEPOMOD predictions were not protective 

of that ecosystem component. As carbon deposition increased, the positive proportional bias 

meant that deposition was increasingly over-predicted, which could lead to overestimation of the 

lifespan of the deposit. While the model accurately placed test sites into highly impacted criteria, 

it frequently underestimated the level of impact at sites further down the carbon deposition 

gradient and its promise as a tool to identify the boundaries of deposition impacts is, thus, 

considered unreliable. Prediction of TS rather than C deposition resulted in improvements of all 

measures of validation success except that prediction of deposition within the lower deposition 

range associated with biological impacts continued to be unsuccessful.  

Cage movement was considerable at two of the three farms in this study; the scope of cage 

movement was larger than the likely displacement of particulate waste given median observed 

current speeds. DEPOMOD does not incorporate cage movement and our observations suggest 

that cage movement has potential to disrupt agreement between predicted and observed 

deposition. The use of a virtual cage size in DEPOMOD as an attempt to incorporate movement 

resulted in the best validation metrics achieved, and also a reduction in bias; however, we are 

mindful that assessment of our attempts to improve validation success is limited by the lack of 

repetition that we applied in that component of our investigations. Our final, “best-case” validation 

at Farm 3, a farm with minimal cage movement, was not a significant improvement over previous 

validations other than the over-prediction under the cage was reduced considerably. There was 
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still a significant problem with prediction of deposition at the low end of the gradient and we must 

unfortunately conclude that we have been unable to identify a means to using DEPOMOD to 

produce accurate predictions of deposition across the range of deposition observed at freshwater 

farms.  

RECOMMENDATIONS 

Use of DEPOMOD 

DEPOMOD accurately predicted the location, if not the severity, of high-deposition areas, but 

categorization of sites around the periphery of the farm footprint was unreliable. The incorporation 

of cage movement improved results and, therefore, a model that is capable of incorporating 

movement would be desirable. We were able to incorporate cage movement in a very rudimentary 

fashion by adjusting the farm to include the area that the cages travelled over. It is, however, 

difficult to see how the degree of cage movement could be accurately predicted and DEPOMOD 

is most often used to predict future conditions. Direct observation of movement at existing farms 

and analysis of linkage to anchoring specifications may provide applicable information. If 

DEPOMOD were to be used to predict the location of the deposition boundary for the purposes 

of regulatory monitoring at the boundary, then the addition of a buffer of at least 20 m would be 

advisable to avoid placing sampling sites that are intended to be un-impacted into areas receiving 

enough deposition to significantly impact density of benthic invertebrates. The over-prediction of 

carbon deposition under cages in validation runs, particularly when cage movement was not 

accounted for or controlled, was substantial. Figure 6.1 shows the range and average prediction 

error that we observed under cages. While this error is of little importance for the purposes of 

predicting biological impact, because the community would have been severely impacted at 

deposition rates far lower than is regularly observed under cages, this does have implications for 

predicting the depth and longevity of a waste accumulation.  
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Figure 6.1. Boxplot of prediction error (predicted - observed) in gC·m-2·d-1 from sites under cages 
in all validation runs at Lake Diefenbaker and Lake Huron. Box indicates the interquartile range, 
vertical line indicates location of the median, and tails indicate the range. 

 

Most published validations of DEPOMOD have failed to observe high variability in repeated 

validations and/or failed to quantitatively assess bias in predictions. This is due to methodological 

shortcomings, both in neglecting to repeat the validation, particularly in different seasonal 

conditions, and in the statistical methods employed to assess the validation quality. It is generally 

acknowledged that science currently faces a reproducibility crisis despite reproducibility of results 

being a cornerstone of science (Fidler and Wilcox 2018; Ioannidis 2005; Schnitzer and Carson 

2016), and only awareness and acceptance by funders of the necessity to support repeated 

investigations to provide confidence in results will solve that problem. Field investigations should 
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be repeated, particularly under different seasonal conditions, to ensure that results are consistent, 

and the scope of variability is at least understood if not explained.  

Our methods for validating DEPOMOD produced high-quality data at a finer scale than most 

other validation studies. We set more traps within the footprint and at background sites than other 

authors (e.g., Chamberlain and Stucchi 2007; Cromey et al. 2002; Riera et al. 2017), which would 

have given us a more reliable estimates of deposition and improved resolution of spatial variability 

in deposition. On average, we used 42 traps within the deposition footprint and 16 in background 

areas for each validation period while Cromey et al. (2002) and Riera et al. (2017) set only 6 and 

Currie et al. (2013) employed 14–16. The only other validation that we are aware of that used a 

high number of sediment traps was Weise et al. (2009) and they also reported only moderate 

success (significant regression with r2 = 0.5) of the model at one farm and poor results elsewhere. 

The higher number of traps allowed us to set traps at increased frequency along a range of 

distances than other validations. As a result, we were able to measure the gradient of the 

deposition range with greater resolution, particularly in the low but biologically significant range. 

Most validation studies have sampled during a single period (e.g., Cromey et al. 2002; Currie et 

al. 2013; Riera et al. 2017), while we not only sampled the same farm more than once, but over 

two growing seasons. Our results certainly document that one sampling period is insufficient to 

validate a depositional model. For example, if we had only sampled our site in Aug 2009 where 

we had a low MARE of 33.76%, no heteroscedasticity in the difference plots, and an excellent 

correlation, we would have concluded that the model worked very well in the freshwater system. 

However, if we had only sampled the site in Oct 2008, we would have rejected any possibility of 

using DEPOMOD as a predictive model in freshwater with MAREs exceeding 290%, regression 

intercepts of -0.48, indicating underestimation at low deposition, significant proportional bias as 

indicated by regression slopes of approximately 2, and residuals showing signs of 

heteroscedasticity and model dysfunction. To validate a deposition model, it must be exposed to 
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the range of largely weather driven environmental factors and that is unlikely to occur within a 

single month or, in many cases, within a single year.  

Validation Methods: Regression is More Than r2 

 The use of simple indices of agreement, such as a MARE, is insufficient to validate a model. 

As previously discussed, because indices simplify, they lose information that is important to the 

understanding of how and where a model is not functioning. The direction and location of errors 

along the carbon deposition gradient are not discernable through the use of an index value. Index 

values can also be deceiving. If we examine results of the 44 validation runs that were completed 

as part of this project, we see an order of magnitude range of MARE values: 29.9–298.7%. Across 

the full deposition range, there were two instances of non-significant regressions of predicted on 

observed values, and one of those runs had a MARE of 31.58% and the other 87.54%. These are 

well within the 13–111% (Cromey et al. 2002; Cromey et al. 2012) range of MARE that authors 

have reported as validating DEPOMOD. Within the reduced deposition range( 0–5 gC·m-2·d-1), 

we frequently observed small MARE values, but this was an area in which DEPOMOD struggled 

to predict deposition accurately. Thirty of the 44 validation regressions within this deposition range 

were not significant; there was no relationship between predicted and observed deposition, and 

yet the MARE in these datasets ranged from 11.17–106.56% with a median MARE of 41.52%. 

The calculation and decomposition of the MSPE and Pearson correlation coefficients were more 

reliable but neither provided the depth of understanding that regression and difference plots offer.  

In addition to indices, we employed regression and difference plots; both methods are superior 

to the use of indices as they allow more information to be gleaned about the nature of 

disagreement between predicted and observed. We also saw weaknesses in these methods. 

There are many types of regression and, given the potential for error in both observed and 

predicted carbon deposition values, we opted for a model II regression, but there are multiple 

types of model II, as well. The decision to acknowledge error in both x and y has implications for 
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regression slope because of the way in which the regression minimizes error to locate the 

regression function. Ordinary least squares (OLS) minimizes error in y values only and, as a 

result, a model II regression on the same dataset will a have a different slope than OLS. Why 

does this matter? It matters because regression is more than an r2. The significance (p value) of 

a regression indicates if there is a relationship — if the value of one variable moves proportionately 

as the value of the other variable changes. The coefficients define the nature of that relationship. 

It is necessary to interpret regression coefficients in addition to the significance of the regression 

and the r2 to identify if a predicted - observed dataset is indicative of a good quality model 

performance. If a model predicts accurately there is an expectation that the intercept of the 

regression of predicted on observed values will be 0 and the slope will be 1. Any other values 

indicate the presence of bias. Similarly, the r2 is not the same thing as assessing the significance 

of the regression, although some authors seem unaware of this distinction. It is also necessary to 

be aware of the assumptions of regression analysis, how regression results may be affected by 

poorly behaved data, and how to use regression diagnostics, such as residual vs. fitted plots and 

COOKs D to identify problems such as failure to meet assumptions and data points that are having 

undue influence on regression coefficients. The use of grading criteria such as we or Portilla and 

Tett (2007) have applied to interpretation of validation regressions is a means to ensure that all 

of these components are considered. Bland-Altman, or difference plots, are a relatively simple 

graphical method specifically designed to compare agreement between two methods for 

determining the value of the same variable. They overcome the criticism of the inappropriateness 

of regression for model validation because there is no causal relationship between observed and 

predicted carbon deposition values. They also avoid the consequences of failure to meet 

regression assumptions which was a common problem in our datasets. Difference plots are 

simple to construct, highly intuitive, and informative. One can see quite clearly the nature of 

disagreement between predicted and observed and we recommend them as a tool for future 

validation work. We chose to follow methods of Ludbrook (2010) and apply a more objective lens 
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to difference plots, but in retrospect we were not entirely sure that this was always profitable or 

necessary. There were instances in which we felt that the formal determination of 

heteroscedasticity was influenced by a very small number of extreme values (e.g., validation run 

KAD14-05).  

We recommend that future validations of deposition models ensure that they are using a 

carbon deposition to carbon deposition comparison (or total solids to total solids) and that they 

use a combination of regression and difference plots. We encourage investigation of other forms 

of model II regression. There are examples in the literature where regression was used but without 

reporting the type of regression or utilizing the resulting regression coefficients in interpreting the 

validations (e.g., Currie et al. 2013; Weise et al. 2009), and this should not be repeated. Noting 

the presence of bias in a validation relationship is of vital importance to providing correct advice 

about the use of the deposition model. 

As an example of a validation with poorly executed analysis decisions and how this can lead 

to misleading advice, we examine and re-evaluate here the data of Currie et al. (2013), a Fisheries 

& Oceans Canada validation of DEPOMOD that, according to the authors: “... validates the use 

of DEPOMOD as a tool for understanding and forecasting the foot-prints of aquaculture sites in 

relatively deep-water region on the south coast of Newfoundland.” 

The study took place at two aquaculture sites on the south coast of Newfoundland, one rearing 

Rainbow Trout and the other Atlantic Salmon. Current speed and direction data were collected 

by ADPs for more than 30 days at each location. Some care was taken to ensure that ADCPs 

were installed at sufficient distance from the cage structures to avoid acoustic interference. 

Average water velocity ranged from 6–18 cm·s-1 near the surface and 4–5 cm·s-1 at 30m depth. 

For perspective, across the freshwater sites that we have deployed current meters in (see Chapter 

2) the mean current velocity at < 2 m and 30 m was 6.73 and 2.84 cm·s-1, respectively. Sediment 

traps with a 6:1 aspect ratio were deployed where possible 1 m off the bottom in 25 m intervals 
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along a single distance transect at both sites; eight and seven traps were deployed at Farms 1 

and 2, respectively. Salt was used in the traps to minimize decomposition during deployment and 

samples were later washed through a 500 µm sieve to remove larger animals and vegetation and 

then preserved with formalin in the laboratory. Carbon content of the traps was estimated through 

loss on ignition for 2 hours at 550°C. Daily feed input to each cage was supplied by the farm and 

sink velocity of the feed pellets was measured. DEPOMOD was parameterized with five layers of 

water. For the most part, with the exception of preservation with formalin which is well known to 

affect weight of preserved samples (Howmiller 1972; Kapiris et al. 1997; Kuhlmann et al. 1982; 

Lockwood and Daly 1975; Schram et al. 1981), study methods were well chosen. The errors 

occurred during data analysis.  

To evaluate the data analysis in detail, our first step was to extract data from Figure 7 in Currie 

et al. (2013) using the digitizing program WebPlot Digitizer. Figure 7 was digitized three times and 

the mean of each digitized values was used. The observed - predicted plots are provided in Figure 

6.2. Our first objection is with regards the placement of predicted on the x axis when it is the model 

that is in question, not the authors’ abilities to measure sedimentation. We do, however continue 

this analysis with their assigned axes. Although the authors neglected to provide details of what 

regression method they chose, we determined, by performing the analysis on the extracted data 

and getting the same results, that OLS had been used. This choice inherently assumes all error 

is in the observed not the predicted carbon, surely a strange decision for a model validation 

exercise. Combining OLS regression and its impact on regression coefficients with switching x 

and y variables will cause bias in the relationship to shift, so care in interpretation is required. 

However, regardless of choice of x versus y, the plots show a situation in which for both farms a 

single outlier is driving the regression. In some respects, given the tight clustering of points near 

the origin and the single high leverage point at the high end of the gradient, these are two-point 

regressions, but it is also clear from the plots that the data points within the 0–5 g C·m-2·d-1 range 
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of the deposition fall along a line of a much shallower slope than the regression line (Figure 6.2C 

and D).  

 

Figure 6.2. Reproduction of Figure 6 from Currie et al. (2013), comparing predicted carbon flux 
(gC·m-2·d-1) with observed flux at two sites (Figure A and B), with the addition of 95% confidence 
limits (orange long dash) and 95% prediction limits (purple short dash). Figures C and D are 
zoomed in versions of A and B, respectively, showing the 0–10 g C range in more details with 
regression line, confidence limits, and prediction limits the same as they are on the parent figures. 

 

For both sites the regressions were significant, the intercepts were 0 and the slopes were 0.96 

and 1.48 for Sites 1 and 2, respectively. This means that observed deposition was on average 
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one and a half times greater than predicted at site 2. A 1:1 predicted - observed at one farm and 

1:1.5 at the other are not indicative of consistent model performance, despite the high r2 reported. 

These results were also obtained only after a problematic decision by the investigators to change 

waste feed to 25% at Site 1 and 30% at Site 3 to maximize model agreement, although they have 

no measures of waste feed, and these values are extraordinary and not very believable in today’s 

aquaculture industry. Feed represents approximately 50–60% of a farm’s operating expenses (D. 

Stechey, Canadian Aquaculture Systems, Inc., personal communication 2021; G. Cole, 

AquaCage Fisheries, personal communication 2021): farms would not be profitable if waste feed 

exceeded 15% (S. Cole, Cole-Munro Foods Group Inc., personal communication 2021), and 

waste feed is currently estimated to be in the range of 0–5% (Brooks 2001; Sutherland et al. 2001; 

Podemski, unpublished data; M. Meeker, MTM Aquaculture, personal communication 2021; R. 

Moccia, University of Guelph, personal communication 2021; D. Stechey, Canadian Aquaculture 

Systems, Inc., personal communication 2021). Given the provided daily feed for these two sites, 

were 25% and 30% of the feed being wasted, then on average 1715 kg and 3232 kg of pellets 

would have been released every day at Site 1 and Site 2, respectively, and yet the authors made 

no mention of their 0 m distance sediment traps being so afflicted. Given that the point of this 

exercise was to validate an unproven model, perhaps error in the model would have been a more 

reasonable location to assign this uncertainty. To return to a review of the statistical analysis, we 

need to take a closer look at the regression diagnostics. Figure 6.3 provides residual versus fit 

plots for the two datasets. We can see clearly that there is a problem at both sites: residuals 

should be randomly scattered on either side of the 0 line in a residual vs. fitted value plot. Cook’s 

D values for the high leverage point were 142.66 and 53.46 for Sites 1 and 2, respectively. These 

are extremely high Cook’s D values and indicate that the points in question are having undue 

influence on the regression (Armitage et al. 2002); they should have been removed or otherwise 

dealt with via transformation or broken-stick regression. 
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Figure 6.3. Residual versus fitted plots of regressions from Currie et al. (2013) Figure 7. 

 

If we remove those two high leverage points and re-run the regressions, we get significant but 

very different regression equations (Figure 6.4) and the residual versus fits plots are now 

acceptable (Figure 6.5). We now see that at Site 1, observed deposition was approximately one 

quarter of predicted while at Site 2 it was approximately 66 percent of predicted. These results 

cast doubt on the following statement by Currie et al. (2013): “... the model can now be used as 

a regulatory tool for determining the depositional footprint of the 5 gC·m-2day-1 threshold that 

indicates harmful alteration, disruption and/or destruction of fish habitat.” It is also interesting to 

consider how much less the difference between observed and predicted might have been without 

the artificial increase of waste feed. We note that there appears to have been no correction for 

background sedimentation at these sites and there may be relevant information in the regression 

intercepts.  
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Figure 6.4. New regressions of data from Currie et al. (2013) with high leverage points removed. 
Regression equations are provided on the plots. 

 

 

Figure 6.5. Residual versus fitted plots from reanalysis of reduced Currie et al. (2013) datasets. 
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Validation of deposition models requires careful choice of and collection of validation samples, 

careful parameterization of the model, and also careful application of statistical analysis to the 

resulting data. When a model is applied to regulate the environmental performance of an industry, 

and to support licensing decisions, then the model performance and its proper application has the 

potential to affect the economic potential of companies, the livelihoods of individuals involved in 

the industry, and the efficacy of environmental protection of Crown resources; therefore, a robust 

validation is an obligation. A good understanding of the source and degree of variability and, thus, 

uncertainty in model predictions is necessary to develop appropriate advice about application of 

a model to regulatory activities. Studies should be repeated under different environmental 

conditions, preferably in more than one growing season. One should not presume a model’s 

correctness and adjust beyond reason what could have been empirical inputs in order to match 

predictions with observations: that is forgetting that it is the model being validated, not reality. 

Both sides of the validation relationship need to withstand scrutiny. The assumptions inherent in 

statistical analysis and the hypotheses being tested need to be clearly understood and properly 

and completely interpreted. To use only the r2 as evidence that a regression provides good 

support for accuracy of a model is to fail to understand the meaning and utility of regression 

coefficients. There are multiple forms of regression, and we encourage consideration of 

appropriateness, strengths, and weakness when making a choice of which to use and to 

investigate how results change as a result of regression type. There is no exactly correct choice 

and differences that result are part of uncertainty that needs to be acknowledged. A carefully 

developed and clearly laid-out set of evaluation criteria can be a valuable tool for conveying the 

strengths and weakness of a validation dataset to those who will be interpreting and utilizing its 

output. We have here attempted to provide a rigorous validation of the deposition model 

DEPOMOD, we have demonstrated the use of multiple means to evaluate validations, and we 

encourage further development of analytical methods to strengthen future validations.  
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Appendices 

Appendices for the report follow. Note that Appendix A through Appendix D relate to the 

Chapter 4 Farm 1 2008–2009 DEPOMOD runs and validations while Appendix E through H relate 

to the Chapter 5 runs for Farm 2 2014, Farm 1 2015, and Farm 3 2014. Appendix I contains 

log10(x+1) conversion scales to help interpret these scales that appear throughout the document 

and aid in easy reference to the untransformed values. 
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DEPOMOD inputs for all 2008–2009 validation runs. 

Appendix A.1. The DEPOMOD inputs for the east and west components of validation run D-
CAC08-01. 

Run ID D-CAC08-01 East D-CAC08-01 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes)  40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 84 87 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East West 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 1 1 

Depth at Mooring (m) 32.1 28.8 

Height of Mooring Above Bed (m) Layer 1 = 11.32 m (mean of cells 1–21) Layer 1 = 14.3 m (mean of cells 1–27) 

Start Date 04-Jul-08 04-Jul-08 

End Date 05-Jul-08 05-Jul-08 

Time Step (s) 3600 3600 

No. of Time Steps 38 36 

Kx (m
2·s-1) 0.00228 0.00176 

Ky (m
2·s-1) 0.00346 0.00106 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.2. The DEPOMOD inputs for the east and west components of validation run D-
CAC08-02. 

Run ID D-CAC08-02 East D-CAC08-02 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 84 87 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean (m·s-

1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East West 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers  5 4 

Depth at Mooring (m) 32.1 28.8 

Height of Mooring Above Bed (m) 

Layer 1 = 20.3 m (mean of cells 19–21)  
Layer 2 = 17.3 m (mean of cells 16–18)  
Layer 3 = 13.3 m (mean of cells 11–15)  
Layer 4 = 6.8 m (mean of cells 3–10)  
Layer 5 = 1.8 m (mean of cells 1–2) 

Layer 1 = 24.8 m (mean of cells 22–27)  
Layer 2 = 18.8 m (mean of cells 16–21)  
Layer 3 = 12.3 m (mean of cells 9–15)  
Layer 4 = 4.8 m (mean of cells 1–8) 

Start Date 04-Jul-08 04-Jul-08 

End Date 05-Jul-08 05-Jul-08 

Time Step (s) 3600 3600 

No. of Time Steps 38 36 

Kx (m
2·s-1) 0.00228 0.00176 

Ky (m
2·s-1) 0.00346 0.00106 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.3. The DEPOMOD inputs for the east and west components of validation run D-
CAC08-03. 

Run ID D-CAC08-03 East D-CAC08-03 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 83 81 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East West 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 1 1 

Depth at Mooring (m) 32.1 28.7 

Height of Mooring Above Bed (m) Layer 1 = 11.32 m (mean of cells 1–21) Layer 1 = 14.3 m (mean of cells 1–27) 

Start Date 09-Sep-08 09-Sep-08 

End Date 13-Sep-08 13-Sep-08 

Time Step (s) 3600 3600 

No. of Time Steps 120 120 

Kx (m
2·s-1) 0.00417 0.00311 

Ky (m
2·s-1) 0.00520 0.00199 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.4. The DEPOMOD inputs for the east and west components of validation run D-
CAC08-04. 

Run ID D-CAC08-04 East D-CAC08-04 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 83 81 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East West 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 4 4 

Depth at Mooring (m) 32.1 28.7 

Height of Mooring Above Bed (m) 

Layer 1 = 21.3 m (cell 21)  
Layer 2 = 17.8 m (mean of cells 15–20)  
Layer 3 = 9.8 m (mean of cells 5–14)  
Layer 4 = 2.8 m (mean of cells 1–4) 

Layer 1 = 24.3 m (mean of cells 21–27)  
Layer 2 = 18.3 m (mean of cells 16–20)  
Layer 3 = 8.8 m (mean of cells 2–15)  
Layer 4 = 1.3 m (cell 1) 

Start Date 09-Sep-08 09-Sep-08 

End Date 13-Sep-08 13-Sep-08 

Time Step (s) 3600 3600 

No. of Time Steps 120 120 

Kx (m
2·s-1) 0.00417 0.00311 

Ky (m
2·s-1) 0.00520 0.00199 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.5. The DEPOMOD inputs for the east and west components of validation run D-
CAC08-05. 

Run ID D-CAC08-05 East D-CAC08-05 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 83 81 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East West 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 1 1 

Depth at Mooring (m) 31.8 28.4 

Height of Mooring Above Bed (m) Layer 1 = 11.32 m (mean of cells 1–21) Layer 1 = 14.3 m (mean of cells 1–27) 

Start Date 07-Oct-08 07-Oct-08 

End Date 10-Oct-08 10-Oct-08 

Time Step (s) 3600 3600 

No. of Time Steps 83 55 

Kx (m
2·s-1) 0.00517 0.00486 

Ky (m
2·s-1) 0.00363 0.01237 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.6. The DEPOMOD inputs for the east and west components of validation run D-
CAC08-06. 

Run ID D-CAC08-06 East D-CAC08-06 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 83 81 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East West 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 3 5 

Depth at Mooring (m) 31.8 28.4 

Height of Mooring Above Bed (m) 
Layer 1 = 20.3 m (mean of cells 19–21)  
Layer 2 = 15.3 m (mean of cells 12–18)  
Layer 3 = 6.3 m (mean of cells 1–11) 

Layer 1 = 27.3 m (cell 27)  
Layer 2 = 23.8 m (mean of cells 21–26)  
Layer 3 = 14.8 m (mean of cells 9–20)  
Layer 4 = 6.8 m (mean of cells 5–8)  
Layer 5 = 2.8 m (mean of cells 1–4) 

Start Date 07-Oct-08 07-Oct-08 

End Date 10-Oct-08 10-Oct-08 

Time Step (s) 3600 3600 

No. of Time Steps 83 38 

Kx (m
2·s-1) 0.00517 0.00486 

Ky (m
2·s-1) 0.00363 0.01237 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.7. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-01. 

Run ID D-CAC09-01 East D-CAC09-01 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 6 20 

Cage Axis (°) 97 80 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East West 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–16 1–20 

No. of Layers 1 1 

Depth at Mooring (m) 25.7 22.3 

Height of Mooring Above Bed (m) Layer 1 = 8.8 m (mean of cells 1–16) Layer 1 = 10.8 m (mean of cells 1–20) 

Start Date 29-May-09 29-May-09 

End Date 02-Jun-09 02-Jun-09 

Time Step (s) 3600 3600 

No. of Time Steps 106 106 

Kx (m
2·s-1) 0.01674 0.00174 

Ky (m
2·s-1) 0.00896 0.00104 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.8. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-02. 

Run ID D-CAC09-02 East D-CAC09-02 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 6 20 

Cage Axis (°) 97 80 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East West 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–16 1–20 

No. of Layers 4 3 

Depth at Mooring (m) 25.7 22.3 

Height of Mooring Above Bed (m) 

Layer 1 = 15.8 m (mean of cells 15–16)  
Layer 2 = 12.3 m (mean of cells 10–14)  
Layer 3 = 7.8 m (mean of cells 6–9)  
Layer 4 = 3.3 m (mean of cells 1–5) 

Layer 1 = 19.8 m (mean of cells 19–20)  
Layer 2 = 12.8 m (mean of cells 7–18)  
Layer 3 = 3.8 m (mean of cells 1–6) 

Start Date 29-May-09 29-May-09 

End Date 02-Jun-09 02-Jun-09 

Time Step (s) 3600 3600 

No. of Time Steps 106 106 

Kx (m
2·s-1) 0.01674 0.00174 

Ky (m
2·s-1) 0.00896 0.00104 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.9. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-03. 

Run ID D-CAC09-03 East D-CAC09-03 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 16 

Cage Axis (°) 85 80 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East West 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–16 1–20 

No. of Layers 1 1 

Depth at Mooring (m) 26.3 22.9 

Height of Mooring Above Bed (m) Layer 1 = 8.8 m (mean of cells 1–16) Layer 1 = 10.8 m (mean of cells 1–20) 

Start Date 03-Jul-09 03-Jul-09 

End Date 08-Jul-09 08-Jul-09 

Time Step (s) 3600 3600 

No. of Time Steps 144 144 

Kx (m
2·s-1) 0.00420 0.00101 

Ky (m
2·s-1) 0.01031 0.00024 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.10. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-04. 

Run ID D-CAC09-04 East D-CAC09-04 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 16 

Cage Axis (°) 85 80 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East West 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–16 1–20 

No. of Layers 5 3 

Depth at Mooring (m) 26.3 22.9 

Height of Mooring Above Bed (m) 

Layer 1 = 15.3 m (mean of cells 14–16)  
Layer 2 = 12.3 m (mean of cells 11–13)  
Layer 3 = 8.8 m (mean of cells 7–10)  
Layer 4 = 4.8 m (mean of cells 3–6)  
Layer 5 = 1.8 m (mean of cells 1–2) 

Layer 1 = 20.3 m (cell 20)  
Layer 2 = 17.3 m (mean of cells 15–19)  
Layer 3 = 7.8 m (mean of cells 1–14) 

Start Date 03-Jul-09 03-Jul-09 

End Date 08-Jul-09 08-Jul-09 

Time Step (s) 3600 3600 

No. of Time Steps 144 144 

Kx (m
2·s-1) 0.00420 0.00101 

Ky (m
2·s-1) 0.01031 0.00024 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.11. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-05. 

Run ID D-CAC09-05 East D-CAC09-05 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 89 85 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East from 2008 West from 2008 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 1 1 

Depth at Mooring (m) 32.4 29 

Height of Mooring Above Bed (m) Layer 1 = 11.3 m (mean of cells 1–21) Layer 1 = 14.3 m (mean of cells 1–27) 

Start Date 16-Jul-08 16-Jul-08 

End Date 15-Aug-08 15-Aug-08 

Time Step (s) 3600 3600 

No. of Time Steps 744 744 

Kx (m
2·s-1) 0.03659 0.01641 

Ky (m
2·s-1) 0.08913 0.01235 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.12. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-06. 

Run ID D-CAC09-06 East D-CAC09-06 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 89 85 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East from 2008 West from 2008 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 3 5 

Depth at Mooring (m) 32.4 29 

Height of Mooring Above Bed (m) 
Layer 1 = 18.8 m (mean of cells 16–21)  
Layer 2 = 15.3 m (cell 15)  
Layer 3 = 7.8 m (mean of cells 1–14) 

Layer 1 = 25.3 m (mean of cells 23–27)  
Layer 2 = 19.8 m (mean of cells 17–22)  
Layer 3 = 11.8 m (mean of cells 7–16)  
Layer 4 = 4.3 m (mean of cells 2–6)  
Layer 5 = 1.3 m (cell 1) 

Start Date 16-Jul-08 16-Jul-08 

End Date 15-Aug-08 15-Aug-08 

Time Step (s) 3600 3600 

No. of Time Steps 744 744 

Kx (m
2·s-1) 0.03659 0.01641 

Ky (m
2·s-1) 0.08913 0.01235 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.13. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-07. 

Run ID D-CAC09-07 East D-CAC09-07 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 84 79 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East from 2008 West from 2008 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 1 1 

Depth at Mooring (m) 32 28.6 

Height of Mooring Above Bed (m) Layer 1 = 11.3 m (mean of cells 1–21) Layer 1 = 14.3 m (mean of cells 1–27) 

Start Date 06-Sep-08 06-Sep-08 

End Date 06-Oct-08 06-Oct-08 

Time Step (s) 3600 3600 

No. of Time Steps 744 744 

Kx (m
2·s-1) 0.02056 0.02221 

Ky (m
2·s-1) 0.01135 0.01126 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.14. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-08. 

Run ID D-CAC09-08 East D-CAC09-08 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 84 79 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 55 55 

Carbon Content of Faeces (%) 50 50 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East from 2008 West from 2008 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 4 4 

Depth at Mooring (m) 32 28.6 

Height of Mooring Above Bed (m) 

Layer 1 = 19.8 m (mean of cells 18–21)  
Layer 2 = 15.8 m (mean of cells 14–17)  
Layer 3 = 10.3 m (mean of cells 7–13)  
Layer 4 = 3.8 m (mean of cells 1–6) 

Layer 1 = 25.3 m (mean of cells 23–27)  
Layer 2 = 18.8 m (mean of cells 15–22)  
Layer 3 = 8.3 m (mean of cells 2–14)  
Layer 4 = 1.3 m (cell 1) 

Start Date 06-Sep-08 06-Sep-08 

End Date 06-Oct-08 06-Oct-08 

Time Step (s) 3600 3600 

No. of Time Steps 744 744 

Kx (m
2·s-1) 0.02056 0.02221 

Ky (m
2·s-1) 0.01135 0.01126 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix A.15. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-09. 

Run ID D-CAC09-09 East D-CAC09-09 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 16 

Cage Axis (°) 85 80 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) N/A N/A 

Carbon Content of Faeces (%) N/A N/A 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East from 2008 West from 2008 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–16 1–20 

No. of Layers 1 1 

Depth at Mooring (m) 26.3 22.9 

Height of Mooring Above Bed (m) Layer 1 = 8.8 m (mean of cells 1–16) Layer 1 = 10.8 m (mean of cells 1–20) 

Start Date 03-Jul-09 03-Jul-09 

End Date 08-Jul-09 08-Jul-09 

Time Step (s) 3600 3600 

No. of Time Steps 144 144 

Kx (m
2·s-1) 0.00420 0.00101 

Ky (m
2·s-1) 0.01031 0.00024 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1 ) TS Deposition (gTS·m-2·d-1 ) 
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Appendix A.16. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-10. 

Run ID D-CAC09-10 East D-CAC09-10 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 16 

Cage Axis (°) 85 80 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) N/A N/A 

Carbon Content of Faeces (%) N/A N/A 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East from 2008 West from 2008 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–16 1–20 

No. of Layers 5 3 

Depth at Mooring (m) 26.3 22.9 

Height of Mooring Above Bed (m) 

Layer 1 = 15.3 m (mean of cells 14–16)  
Layer 2 = 12.3 m (mean of cells 11–13)  
Layer 3 = 8.8 m (mean of cells 7–10)  
Layer 4 = 4.8 m (mean of cells 3–6)  
Layer 5 = 1.8 m (mean of cells 1–2) 

Layer 1 = 20.3 m (cell 20)  
Layer 2 = 17.3 m (mean of cells 15–19)  
Layer 3 = 7.8 m (mean of cells 1–14) 

Start Date 03-Jul-09 03-Jul-09 

End Date 08-Jul-09 08-Jul-09 

Time Step (s) 3600 3600 

No. of Time Steps 144 144 

Kx (m
2·s-1) 0.00420 0.00101 

Ky (m
2·s-1) 0.01031 0.00024 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1 ) TS Deposition (gTS·m-2·d-1 ) 
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Appendix A.17. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-11. 

Run ID D-CAC09-11 East D-CAC09-11 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 89 85 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) N/A N/A 

Carbon Content of Faeces (%) N/A N/A 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East from 2008 West from 2008 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 1 1 

Depth at Mooring (m) 32.4 29 

Height of Mooring Above Bed (m) Layer 1 = 11.3 m (mean of cells 1–21) Layer 1 = 14.3 m (mean of cells 1–27) 

Start Date 16-Jul-08 16-Jul-08 

End Date 15-Aug-08 15-Aug-08 

Time Step (s) 3600 3600 

No. of Time Steps 744 744 

Kx (m
2·s-1) 0.03659 0.01641 

Ky (m
2·s-1) 0.08913 0.01235 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1) TS Deposition (gTS·m-2·d-1) 
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Appendix A.18. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-12. 

Run ID D-CAC09-12 East D-CAC09-12 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 89 85 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) N/A N/A 

Carbon Content of Faeces (%) N/A N/A 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East from 2008 West from 2008 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 3 5 

Depth at Mooring (m) 32.4 29 

Height of Mooring Above Bed (m) 
Layer 1 = 18.8 m (mean of cells 16–21)  
Layer 2 = 15.3 m (cell 15)  
Layer 3 = 7.8 m (mean of cells 1–14) 

Layer 1 = 25.3 m (mean of cells 23–27)  
Layer 2 = 19.8 m (mean of cells 17–22)  
Layer 3 = 11.8 m (mean of cells 7–16)  
Layer 4 = 4.3 m (mean of cells 2–6)  
Layer 5 = 1.3 m (cell 1) 

Start Date 16-Jul-08 16-Jul-08 

End Date 15-Aug-08 15-Aug-08 

Time Step (s) 3600 3600 

No. of Time Steps 744 744 

Kx (m
2·s-1) 0.03659 0.01641 

Ky (m
2·s-1) 0.08913 0.01235 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1) TS Deposition (gTS·m-2·d-1) 
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Appendix A.19. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-13. 

Run ID D-CAC09-13 East D-CAC09-13 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 84 79 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) N/A N/A 

Carbon Content of Faeces (%) N/A N/A 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East from 2008 West from 2008 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 1 1 

Depth at Mooring (m) 32 28.6 

Height of Mooring Above Bed (m) Layer 1 = 11.3 m (mean of cells 1–21) Layer 1 = 14.3 m (mean of cells 1–27) 

Start Date 06-Sep-08 06-Sep-08 

End Date 06-Oct-08 06-Oct-08 

Time Step (s) 3600 3600 

No. of Time Steps 744 744 

Kx (m
2·s-1) 0.02056 0.02221 

Ky (m
2·s-1) 0.01135 0.01126 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1) TS Deposition (gTS·m-2·d-1) 
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Appendix A.20. The DEPOMOD inputs for the east and west components of validation run D-
CAC09-14. 

Run ID D-CAC09-14 East D-CAC09-14 West 

Grid and Cage Setup     

Grid Origin (m) 365200E, 5647800N 365200E, 5647800N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 20 

Cage Axis (°) 84 79 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 6 6 

Digestibility (%) 73 73 

Food Wastage (%) 0 0 

Carbon Content of Food (%) N/A N/A 

Carbon Content of Faeces (%) N/A N/A 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter East from 2008 West from 2008 

Current Meter Blanking Distance (m) 0.5 0.5 

Current Meter Mounting height (m)  0.32 0.32 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–21 1–27 

No. of Layers 4 4 

Depth at Mooring (m) 32 28.6 

Height of Mooring Above Bed (m) 

Layer 1 = 19.8 m (mean of cells 18–21)  
Layer 2 = 15.8 m (mean of cells 14–17)  
Layer 3 = 10.3 m (mean of cells 7–13)  
Layer 4 = 3.8 m (mean of cells 1–6) 

Layer 1 = 25.3 m (mean of cells 23–27)  
Layer 2 = 18.8 m (mean of cells 15–22)  
Layer 3 = 8.3 m (mean of cells 2–14)  
Layer 4 = 1.3 m (cell 1) 

Start Date 06-Sep-08 06-Sep-08 

End Date 06-Oct-08 06-Oct-08 

Time Step (s) 3600 3600 

No. of Time Steps 744 744 

Kx (m
2·s-1) 0.02056 0.02221 

Ky (m
2·s-1) 0.01135 0.01126 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1) TS Deposition (gTS·m-2·d-1) 
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Rose plots for the seven validation periods at Farm 1 in 2008 and 2009. 
 

  

Appendix B.1. Rose plots of speed and direction for the Jul 2008 validation period. Data are from 
the east meter from 4–5 Jul 2008 for the entire water column averaged as one layer. Depths 
represent distance from the surface to the midpoint of the top and bottom cells. Note that the wide 
end of the wedge represents the direction that water is travelling towards. 

  

Appendix B.2. Rose plot of speed and direction for the Jul 2008 validation period. Data are from 
the west meter from 4–5 Jul 2008 for the entire water column averaged as one layer. Depths 
represent distance from the surface to the midpoint of the top and bottom cells. Note that the wide 
end of the wedge represents the direction that water is travelling towards. 
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Appendix B.3. Rose plots of speed and direction for the Jul 2008 validation period. Data are from 
the east meter from 4–5 Jul 2008 for the entire water column divided into five layers. Depths 
represent distance from the surface to the midpoint of the top and bottom cells of each layer. Note 
that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.4. Rose plots of speed and direction for the Jul 2008 validation period. Data are from 
the west meter from 4–5 Jul 2008 for the entire water column divided into four layers. Depths 
represent distance from the surface to the midpoint of the top and bottom cells of each layer. Note 
that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.5. Rose plot of speed and direction for the Sep 2008 validation period. Data are from 
the east meter from 9–13 Sep 2008 for the entire water column averaged as one layer. Depths 
represent distance from the surface to the midpoint of the top and bottom cells. Note that the wide 
end of the wedge represents the direction that water is travelling towards. 

 

Appendix B.6. Rose plots of speed and direction for the Sep 2008 validation period. Data are 
from the west meter from 9–13 Sep 2008 for the entire water column averaged as one layer. 
Depths represent distance from the surface to the midpoint of the top and bottom cells. Note that 
the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.7. Rose plots of speed and direction for the Sep 2008 validation period. Data are 
from the east meter from 9–13 Sep 2008 for the entire water column divided into four layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. Note that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.8. Rose plots of speed and direction for the Sep 2008 validation period. Data are 
from the west meter from 9–13 Sep 2008 for the entire water column divided into four layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. Note that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.9. Rose plot of speed and direction for the Oct 2008 validation period. Data are from 
the east meter from 7–10 Oct 2008 for the entire water column averaged as one layer. Depths 
represent distance from the surface to the midpoint of the top and bottom cells. Note that the wide 
end of the wedge represents the direction that water is travelling towards. 

 

Appendix B.10. Rose plot of speed and direction for the Oct 2008 validation period. Data are 
from the west meter from 7–10 Oct 2008 for the entire water column averaged as one layer. 
Depths represent distance from the surface to the midpoint of the top and bottom cells. Note that 
the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.11. Rose plots of speed and direction for the Oct 2008 validation period. Data are 
from the east meter from 7–10 Oct 2008 for the entire water column divided into three layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. Note that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.12. Rose plots of speed and direction for the Oct 2008 validation period. Data are 
from the west meter from 7–10 Oct 2008 for the entire water column divided into five layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. Note that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.13. Rose plot of speed and direction for the May 2009 validation period. Data are 
from the east meter from 29 May to 2 Jun 2009 for the entire water column averaged as one layer. 
Depths represent distance from the surface to the midpoint of the top and bottom cells. Note that 
the wide end of the wedge represents the direction that water is travelling towards. 

 

Appendix B.14. Rose plot of speed and direction for the May 2009 validation period. Data are 
from the west meter from 29 May to 2 Jun 2009 for the entire water column averaged as one 
layer. Depths represent distance from the surface to the midpoint of the top and bottom cells. 
Note that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.15. Rose plots of speed and direction for the May 2009 validation period. Data are 
from the east meter from 29 May to 2 Jun 2009 for the entire water column divided into four layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. Note that the wide end of the wedge represents the direction that water is travelling towards.
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Appendix B.16. Rose plots of speed and direction for the May 2009 validation period. Data are 
from the west meter from 29 May to 2 Jun 2009 for the entire water column divided into three 
layers. Depths represent distance from the surface to the midpoint of the top and bottom cells of 
each layer. Note that the wide end of the wedge represents the direction that water is travelling 
towards. 
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Appendix B.17. Rose plot of speed and direction for the Jul 2009 validation period. Data are from 
the east meter from 3–8 Jul 2009 for the entire water column averaged as one layer. Depths 
represent distance from the surface to the midpoint of the top and bottom cells. Note that the wide 
end of the wedge represents the direction that water is travelling towards. 

 

Appendix B.18. Rose plot of speed and direction for the Jul 2009 validation period. Data are from 
the west meter from 3–8 Jul 2009 for the entire water column averaged as one layer. Depths 
represent distance from the surface to the midpoint of the top and bottom cells. Note that the wide 
end of the wedge represents the direction that water is travelling towards. 
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Appendix B.19. Rose plots of speed and direction for the Jul 2009 validation period. Data are 
from the east meter from 3–8 Jul 2009 for the entire water column divided into five layers. Depths 
represent distance from the surface to the midpoint of the top and bottom cells of each layer. Note 
that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.20. Rose plots of speed and direction for the Jul 2009 validation period. Data are 
from the west meter from 3–8 Jul 2009 for the entire water column divided into three layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. Note that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.21. Rose plot of speed and direction for the Aug 2009 validation period. Data are 
from the east meter from 16 Jul to 15 Aug 2008 for the entire water column averaged as one 
layer. Depths represent distance from the surface to the midpoint of the top and bottom cells. 
Note that the wide end of the wedge represents the direction that water is travelling towards. 

 

Appendix B.22. Rose plot of speed and direction for the Aug 2009 validation period. Data are 
from the west meter from 16 Jul to 15 Aug 2008 for the entire water column averaged as one 
layer. Depths represent distance from the surface to the midpoint of the top and bottom cells. 
Note that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.23. Rose plots of speed and direction for the Aug 2009 validation period. Data are 
from the east meter from 16 Jul to 15 Aug 2008 for the entire water column divided into three 
layers. Depths represent distance from the surface to the midpoint of the top and bottom cells of 
each layer. Note that the wide end of the wedge represents the direction that water is travelling 
towards. 
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Appendix B.24. Rose plots of speed and direction for the Aug 2009 validation period. Data are 
from the west meter from 16 Jul to 15 Aug 2008 for the entire water column divided into five layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. Note that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.25. Rose plot of speed and direction for the Sep 2009 validation period. Data are 
from the east meter from 6 Sep to 6 Oct 2008 for the entire water column averaged as one layer. 
Depths represent distance from the surface to the midpoint of the top and bottom cells. Note that 
the wide end of the wedge represents the direction that water is travelling towards. 

 

Appendix B.26. Rose plot of speed and direction for the Sep 2009 validation period. Data are 
from the west meter from 6 Sep to 6 Oct 2008 for the entire water column averaged as one layer. 
Depths represent distance from the surface to the midpoint of the top and bottom cells. Note that 
the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.27. Rose plots of speed and direction for the Sep 2009 validation period. Data are 
from the east meter from 6 Sep to 6 Oct 2008 for the entire water column divided into four layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. Note that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix B.28. Rose plots of speed and direction for the Sep 2009 validation period. Data are 
from the west meter from 6 Sep to 6 Oct 2008 for the entire water column divided into four layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. Note that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix C.1. Validation run traits and mean absolute relative error (MARE) values for Farm 1 2008 to 2009 validation periods using 
the full C and TS deposition ranges. Hydrographic data.  

Run ID Output 
Validation 

Period 
Water 
Layers 

Hydrographic Data 
Sourcea 

Current Rose 
Plot Appendix 

Figures 
Cage 

Layout 
Cage 

Coordinates n 
MARE 

(%) 

D-CAC08-01 C Jul 2008 1 Validation Period B-1, B-2 Actual Daily 30 114.61 
D-CAC08-02 C Jul 2008 Mult Validation Period B-3, B-4 Actual Daily 30 117.11 
D-CAC08-03 C Sep 2008 1 Validation Period B-5, B-6 Actual Daily 34 78.36 
D-CAC08-04 C Sep 2008 Mult Validation Period B-7, B-8 Actual Daily 34 82.15 
D-CAC08-05 C Oct 2008 1 Validation Period B-9, B-10 Actual Daily 15 298.74 
D-CAC08-06 C Oct 2008 Mult Validation Period B-11, B-12 Actual Daily 15 293.36 
D-CAC09-01 C May 2009 1 Validation Period B-13, B-14 Actual Daily 55 39.58 
D-CAC09-02 C May 2009 Mult Validation Period B-15, B-16 Actual Daily 55 40.30 
D-CAC09-03 C Jul 2009 1 Validation Period B-17, B-18 Actual Daily 49 219.83 
D-CAC09-04 C Jul 2009 Mult Validation Period B-19, B-20 Actual Daily 49 222.85 
D-CAC09-05 C Aug 2009 1 2008 30 day mean B-21, B-22 Actual Daily 57 33.76 
D-CAC09-06 C Aug 2009 Mult 2008 30 day mean B-23, B-24 Actual Daily 57 35.90 
D-CAC09-07 C Sep 2009 1 2008 30 day mean B-25, B-26 Actual Daily 54 92.67 
D-CAC09-08 C Sep 2009 Mult 2008 30 day mean B-27, B-28 Actual Daily 54 92.56 
D-CAC09-09 TS Jul 2009 1 Validation Period B-17, B-18 Actual Daily 21 52.36 
D-CAC09-10 TS Jul 2009 Mult Validation Period B-19, B-20 Actual Daily 21 51.50 
D-CAC09-11 TS Aug 2009 1 2008 30 day mean B-21, B-22 Actual Daily 47 26.41 
D-CAC09-12 TS Aug 2009 Mult 2008 30 day mean B-23, B-24 Actual Daily 47 26.57 
D-CAC09-13 TS Sep 2009 1 2008 30 day mean B-25, B-26 Actual Daily 56 47.03 
D-CAC09-14 TS Sep 2009 Mult 2008 30 day mean B-27, B-28 Actual Daily 56 47.29 
Note: C = carbon deposition; TS = total solids deposition; Mult = multiple; Daily = coordinates manually recorded once a day; n = number of validation traps; 
MARE = mean absolute relative error 
aThe time period for which the water current data for each DEPOMOD run was used.  
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Appendix C.2. Validation run traits and MARE values for the seven Farm 1 2008 to 2009 validation periods using the reduced C and 
TS deposition ranges (0–5 gC·m-2·d-1 and 0–23.5 gTS·m-2·d-1, respectively).  

Run ID 
Outp

ut 
Validation 

Period 
Water 
Layers 

Hydrographic Data 
Sourcea 

Current 
Rose Plot 
Appendix 
Figures 

Cage 
Layout 

Cage 
Coordinates n 

MARE 
(%) 

D-CAC08-01 C Jul 2008 1 Validation Period B-1, B-2 Actual Daily 16 96.66 

D-CAC08-02 C Jul 2008 Mult Validation Period B-3, B-4 Actual Daily 16 96.06 

D-CAC08-03 C Sep 2008 1 Validation Period B-5, B-6 Actual Daily 21 35.83 

D-CAC08-04 C Sep 2008 Mult Validation Period B-7, B-8 Actual Daily 21 38.76 

D-CAC08-05 C Oct 2008 1 Validation Period B-9, B-10 Actual Daily 8 342.55 

D-CAC08-06 C Oct 2008 Mult Validation Period B-11, B-12 Actual Daily 8 340.76 

D-CAC09-01 C May 2009 1 Validation Period B-13, B-14 Actual Daily 38 23.55 

D-CAC09-02 C May 2009 Mult Validation Period B-15, B-16 Actual Daily 38 23.84 

D-CAC09-03 C Jul 2009 1 Validation Period B-17, B-18 Actual Daily 34 97.04 

D-CAC09-04 C Jul 2009 Mult Validation Period B-19, B-20 Actual Daily 34 106.56 
D-CAC09-05 C Aug 2009 1 2008 30 day mean B-21, B-22 Actual Daily 43 25.62 

D-CAC09-06 C Aug 2009 Mult 2008 30 day mean B-23, B-24 Actual Daily 43 27.61 

D-CAC09-07 C Sep 2009 1 2008 30 day mean B-25, B-26 Actual Daily 37 98.23 

D-CAC09-08 C Sep 2009 Mult 2008 30 day mean B-27, B-28 Actual Daily 37 95.94 

D-CAC09-09 TS Jul 2009 1 Validation Period B-17, B-18 Actual Daily 12 55.62 

D-CAC09-10 TS Jul 2009 Mult Validation Period B-19, B-20 Actual Daily 12 55.62 

D-CAC09-11 TS Aug 2009 1 2008 30 day mean B-21, B-22 Actual Daily 20 11.17 

D-CAC09-12 TS Aug 2009 Mult 2008 30 day mean B-23, B-24 Actual Daily 20 11.38 

D-CAC09-13 TS Sep 2009 1 2008 30 day mean B-25, B-26 Actual Daily 41 43.12 

D-CAC09-14 TS Sep 2009 Mult 2008 30 day mean B-27, B-28 Actual Daily 41 42.99 
Note: C = carbon deposition; TS = total solids deposition; Mult = multiple; Daily = coordinates manually recorded once a day; n = number of validation traps; 
MARE = mean absolute relative error 
aThe time period for which the water current data for each DEPOMOD run was used. 
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Appendix C.3. Deming regression results for Farm 1 2008 and 2009 validation periods using the 
full C and TS deposition ranges. 

Run ID Int Int SE 
Int Lower 
95% CI 

Int 
Upper 

95% CI Slope 
Slope 

SE 

Slope 
Lower 

95% CI 

Slope 
Upper 
95% CI 

D-CAC08-01 -0.214 0.126 -0.462 0.034 1.257 0.189 0.887 1.626 

D-CAC08-02 -0.216 0.127 -0.465 0.033 1.265 0.189 0.894 1.635 

D-CAC08-03 -0.258 0.075 -0.404 -0.111 1.266 0.132 1.008 1.525 

D-CAC08-04 -0.266 0.076 -0.415 -0.117 1.270 0.134 1.007 1.533 

D-CAC08-05 -0.483 0.160 -0.796 -0.170 2.071 0.327 1.430 2.712 
D-CAC08-06 -0.478 0.160 -0.791 -0.164 2.060 0.327 1.418 2.701 

D-CAC09-01 0.022 0.083 -0.140 0.184 0.877 0.128 0.627 1.127 

D-CAC09-02 0.013 0.086 -0.156 0.181 0.887 0.133 0.627 1.148 

D-CAC09-03 -0.255 0.074 -0.400 -0.111 1.594 0.177 1.247 1.942 

D-CAC09-04 -0.256 0.075 -0.403 -0.110 1.595 0.179 1.243 1.946 

D-CAC09-05 -0.071 0.027 -0.123 -0.019 1.121 0.052 1.019 1.223 

D-CAC09-06 -0.069 0.027 -0.123 -0.016 1.128 0.054 1.022 1.233 

D-CAC09-07 -0.069 0.033 -0.132 -0.005 1.233 0.096 1.045 1.422 

D-CAC09-08 -0.073 0.033 -0.138 -0.007 1.240 0.100 1.045 1.435 

D-CAC09-09 -0.820 0.227 -1.265 -0.374 1.381 0.129 1.128 1.635 

D-CAC09-10 -0.808 0.227 -1.252 -0.364 1.372 0.129 1.119 1.625 

D-CAC09-11 -0.174 0.112 -0.394 0.046 1.098 0.079 0.943 1.254 
D-CAC09-12 -0.167 0.115 -0.392 0.058 1.095 0.081 0.936 1.254 

D-CAC09-13 -0.215 0.118 -0.446 0.017 1.147 0.093 0.965 1.330 

D-CAC09-14 -0.222 0.117 -0.451 0.008 1.154 0.092 0.974 1.333 

Note: Int = intercept; SE = standard error; CI = confidence interval 
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Appendix C.4. Deming regression results for Farm 1 2008 and 2009 validation periods using the 
reduced C and TS deposition ranges (0–5 gC·m-2·d-1 and 0–23.5 gTS·m-2·d-1, respectively). 

Run ID Int Int SE 
Int Lower 
95% CI 

Int 
Upper 
95% CI Slope 

Slope 
SE 

Slope 
Lower 
95% CI 

Slope 
Upper 
95% CI 

D-CAC08-01 -0.225 0.469 -1.143 0.694 1.306 0.939 -0.535 3.147 

D-CAC08-02 -0.199 0.482 -1.144 0.747 1.234 0.910 -0.550 3.017 

D-CAC08-03 0.214 0.126 -0.032 0.460 0.258 0.297 -0.325 0.841 

D-CAC08-04 0.277 0.052 0.175 0.379 0.102 0.128 -0.149 0.354 

D-CAC08-05 -3.396 1.778 -6.880 0.089 7.943 3.374 1.329 14.556 

D-CAC08-06 -3.358 1.826 -6.936 0.220 7.876 3.449 1.115 14.636 

D-CAC09-01 0.544 0.010 0.524 0.564 0.030 0.019 -0.007 0.066 

D-CAC09-02 0.555 0.003 0.550 0.561 0.009 0.005 -0.002 0.019 

D-CAC09-03 -0.699 2.801 -6.190 4.792 2.789 7.699 -12.301 17.880 

D-CAC09-04 -0.514 4.990 -10.295 9.267 2.245 13.890 -24.979 29.469 

D-CAC09-05 5.265 74.539 -140.828 151.359 -9.850 148.184 -300.286 280.585 

D-CAC09-06 -0.704 18.501 -36.966 35.558 2.472 38.635 -73.251 78.195 

D-CAC09-07 -0.315 0.337 -0.976 0.345 2.021 1.122 -0.177 4.219 

D-CAC09-08 -0.332 0.324 -0.967 0.303 2.072 1.068 -0.022 4.166 

D-CAC09-09 NA NA NA NA NA NA NA NA 

D-CAC09-10 NA NA NA NA NA NA NA NA 

D-CAC09-11 1.344 0.107 1.136 1.553 -0.032 0.080 -0.189 0.124 

D-CAC09-12 1.328 0.140 1.054 1.603 -0.018 0.106 -0.224 0.189 

D-CAC09-13 0.337 0.451 -0.547 1.221 0.593 0.454 -0.297 1.484 

D-CAC09-14 0.337 0.441 -0.527 1.201 0.593 0.443 -0.275 1.462 

Note: Int = intercept; SE = standard error; CI = confidence interval 
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Appendix C.5. Summary of the Deming regression results that determine the category ratings 
for Farm 1 2008 and 2009 validation periods using the full C and TS deposition ranges. 

Run ID 
Regression 
Significant?a 

Residuals 
Have 

Pattern? 

CI for 
Slope 

Contains 
1? 

CI for 
Intercept 
Contains 

0? 

Residuals 
Have 

Variance 
or 

Normality 
Problems? Cat 

Cat if no 
Pattern in 
Residuals 

D-CAC08-01 Yes No Yes Yes Yes 2 2 

D-CAC08-02 Yes No Yes Yes No 1 1 

D-CAC08-03 Yes Yes No No Yes 6 5 

D-CAC08-04 Yes Yes No No Yes 6 5 

D-CAC08-05 Yes Yes No No Yes 6 5 

D-CAC08-06 Yes Yes No No Yes 6 5 

D-CAC09-01 Yes Yes Yes Yes Yes 6 2 

D-CAC09-02 Yes Yes Yes Yes Yes 6 2 

D-CAC09-03 Yes Yes No No Yes 6 5 

D-CAC09-04 Yes Yes No No Yes 6 5 

D-CAC09-05 Yes Yes No No Yes 6 5 

D-CAC09-06 Yes Yes No No Yes 6 5 

D-CAC09-07 Yes Yes No No Yes 6 5 

D-CAC09-08 Yes Yes No No Yes 6 5 

D-CAC09-09 Yes Yes No No Yes 6 5 

D-CAC09-10 Yes Yes No No Yes 6 5 

D-CAC09-11 Yes Yes Yes Yes Yes 6 1 

D-CAC09-12 Yes Yes Yes Yes Yes 6 1 

D-CAC09-13 Yes Yes Yes Yes Yes 6 1 

D-CAC09-14 Yes Yes Yes Yes Yes 6 1 

Note: CI = confidence interval; Cat = category 
aRegression considered significant if the slope CI did not contain 0. 
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Appendix C.6. Summary of the Deming regression results that determine the category rating 
for Farm 1 2008 and 2009 validation periods using the reduced C and TS deposition ranges (0–
5 gC·m-2·d-1 and 0–23.5 gTS·m-2·d-1, respectively). 

Run ID 
Regression 
Significant?a 

Residuals 
Have 

Pattern? 

CI for Slope 
Contains 

1? 

CI for 
Intercept 
Contains 

0? 

Residuals 
Have 

Variance or 
Normality 
Problems? Category 

D-CAC08-01 No Yes Yes Yes Yes 7 

D-CAC08-02 No Yes Yes Yes Yes 7 

D-CAC08-03 No Yes No Yes Yes 7 

D-CAC08-04 No Yes No No Yes 7 

D-CAC08-05 Yes Yes No Yes Yes 6 

D-CAC08-06 Yes No No Yes Yes 6 

D-CAC09-01 No No No No Yes 7 

D-CAC09-02 No Yes No No Yes 7 

D-CAC09-03 No Yes Yes Yes Yes 7 

D-CAC09-04 No Yes Yes Yes Yes 7 

D-CAC09-05 No Yes Yes Yes Yes 7 

D-CAC09-06 No Yes Yes Yes Yes 7 

D-CAC09-07 No Yes Yes Yes Yes 7 

D-CAC09-08 No Yes Yes Yes Yes 7 

D-CAC09-09 NA NA NA NA NA NA 

D-CAC09-10 NA NA NA NA NA NA 

D-CAC09-11 No Yes No No Yes 7 

D-CAC09-12 No Yes No No Yes 7 

D-CAC09-13 No Yes Yes Yes Yes 7 

D-CAC09-14 No Yes Yes Yes Yes 7 
Note: CI = confidence interval; NA = no regression possible 
aRegression considered significant if the slope CI did not contain 0. 
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Appendix C.7.MSPE and results of Theil’s second decomposition of the MSPE for validation runs 
for Farm 1 2008 and 2009 using the full C and TS deposition ranges. 

Run ID MSPE 
Intercept 

Bias 
Slope 

Deviation Noise 

% 
Intercept 

Bias 
% Slope 
Deviation 

% 
Noise 

D-CAC08-01 1217.694 110.697 833.422 273.575 9.1 68.4 22.5 

D-CAC08-02 1285.598 114.199 894.682 276.717 8.9 69.6 21.5 

D-CAC08-03 507.831 57.262 229.058 221.511 11.3 45.1 43.6 

D-CAC08-04 541.595 65.606 254.624 221.364 12.1 47 40.9 

D-CAC08-05 831.841 407.775 402.066 22.000 49 48.3 2.6 
D-CAC08-06 798.420 388.307 387.643 22.470 48.6 48.6 2.8 

D-CAC09-01 165.043 0.618 0.346 164.079 0.4 0.2 99.4 

D-CAC09-02 173.143 0.493 0.436 172.215 0.3 0.3 99.5 

D-CAC09-03 2462.105 543.232 1671.764 247.109 22.1 67.9 10.0 

D-CAC09-04 2345.907 517.855 1579.138 248.915 22.1 67.3 10.6 

D-CAC09-05 210.590 22.068 94.739 93.783 10.5 45 44.5 

D-CAC09-06 220.127 21.855 93.092 105.179 9.9 42.3 47.8 

D-CAC09-07 347.244 42.836 59.244 245.164 12.3 17.1 70.6 

D-CAC09-08 346.152 45.659 59.809 240.684 13.2 17.3 69.5 

D-CAC09-09 2451.663 163.526 1359.694 928.443 6.7 55.5 37.9 

D-CAC09-10 2276.769 116.824 1183.220 976.725 5.1 52 42.9 

D-CAC09-11 1422.849 0.549 3.829 1418.471 0 0.3 99.7 
D-CAC09-12 1533.234 0.547 4.757 1527.930 0 0.3 99.7 

D-CAC09-13 1390.247 91.739 384.467 914.041 6.6 27.7 65.7 

D-CAC09-14 1353.273 98.769 379.849 874.655 7.3 28.1 64.6 

Note: MSPE = mean square prediction error 
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Appendix C.8. MSPE and results of Theil’s second decomposition of the MSPE for validation 
runs for Farm 1 2008 and 2009 using the reduced C and TS deposition ranges (0–5 gC·m-2·d-1 
and 0–23.5 gTS·m-2·d-1, respectively). 

Run ID MSPE 
Intercept 

Bias 
Slope 

Deviation Noise 
% Intercept 

Bias 
% Slope 
Deviation 

% 
Noise 

D-CAC08-01 86.389 2.180 82.481 1.727 2.5 95.5 2.0 

D-CAC08-02 77.225 2.270 73.236 1.719 2.9 94.8 2.2 

D-CAC08-03 1.321 0.707 0.072 0.542 53.5 5.5 41.1 

D-CAC08-04 1.372 0.819 0.013 0.541 59.7 0.9 39.4 

D-CAC08-05 303.631 96.897 206.613 0.121 31.9 68 0 

D-CAC08-06 284.821 97.338 187.391 0.091 34.2 65.8 0 

D-CAC09-01 1.025 0.283 0.094 0.649 27.6 9.2 63.3 

D-CAC09-02 1.069 0.298 0.117 0.655 27.8 10.9 61.2 

D-CAC09-03 22.322 0.942 20.962 0.417 4.2 93.9 1.9 

D-CAC09-04 27.862 1.178 26.247 0.438 4.2 94.2 1.6 
D-CAC09-05 1.039 0.012 0.671 0.357 1.1 64.5 34.3 

D-CAC09-06 1.145 0.002 0.786 0.357 0.2 68.6 31.2 

D-CAC09-07 48.738 1.785 46.789 0.164 3.7 96.0 0.3 

D-CAC09-08 39.252 1.570 37.520 0.162 4.0 95.6 0.4 

D-CAC09-09 NA NA NA NA NA NA NA 

D-CAC09-10 NA NA NA NA NA NA NA 

D-CAC09-11 7.424 0.390 0.880 6.155 5.3 11.8 82.9 

D-CAC09-12 7.587 0.215 1.122 6.250 2.8 14.8 82.4 

D-CAC09-13 141.557 0.478 129.378 11.700 0.3 91.4 8.3 

D-CAC09-14 112.078 0.731 99.651 11.695 0.7 88.9 10.4 

Note: MSPE = mean square prediction error; NA = analysis not possible 
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Appendix C.9. Tabular representation of the agreement between observed and DEPOMOD 
predicted categorization of test sampling sites in Farm 1, 2008. Categories A–D correspond to 
deposition rates that result in loss of invertebrate density according to the predictive relationship 
developed by Podemski et al. (2019)a. The deposition thresholds and corresponding impacts to 
density are provided in the legend at the bottom of the figure. Observed categories are on the left, 
predicted categories are across the top. Numbers in cells correspond to the number of test 
locations in that category. Grey cells represent agreement between observed and modelled data. 
Numbers in cells below the grey cells record the number of sites that were in a worse category 
than predicted. Numbers in cells above the grey cells record the number of sites that were in a 
better category than predicted. The DEPOMOD run, validation period, and number of water layers 
are provided to the upper left of each square. 

 

 

  

aPodemski, C.L., Smith, E.L., Wlasichuk, C.A., and Zhang, J. 2019. Development of 
Sediment Biogeochemical Indicators for Regulation of Freshwater Cage Aquaculture. In 
Program for Aquaculture Regulatory Research (PARR). Fisheries and Oceans Canada. p. 
39. 
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Appendix C.10. Tabular representation of the agreement between observed and DEPOMOD 
predicted categorization of test sampling sites in Farm 1, 2009. Categories A-D correspond to 
deposition rates that result in loss of invertebrate density according to the predictive relationship 
developed by Podemski et al. (2019)a. The deposition thresholds and corresponding impacts to 
density are provided in the legend at the bottom of the figure. Observed categories are on the left, 
predicted categories are across the top. Numbers in cells correspond to the number of test 
locations in that category. Grey cells represent agreement between observed and modelled data. 
Numbers in cells below the grey cells record the number of sites that were in a worse category 
than predicted. Numbers in cells above the grey cells record the number of sites that were in a 
better category than predicted. The DEPOMOD run, validation period and number of water layers 
are provided to the upper left of each square.

aPodemski, C.L., Smith, E.L., Wlasichuk, C.A., and Zhang, J. 2019. Development of 
Sediment Biogeochemical Indicators for Regulation of Freshwater Cage Aquaculture. In 
Program for Aquaculture Regulatory Research (PARR). Fisheries and Oceans Canada. p. 
39. 
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Bland-Altman plots showing validation run model error and relative error for full and reduced 

range data ranges. See Appendix I for non-transformed (x) to transformed (log10(x+1)) conversion 

scales. Note that positive relative error when a DEPOMOD prediction is zero (square symbol) is 

possible because predicted values are prediction plus background estimate. There are some 

situations were observations were lower than the background estimate. 
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Appendix D.1. Validation run D-CAC08-01 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layer: ☒1 ☐>1 

Year: ☒2008 ☐2009     Month: ☐Ma ☐Jn ☒Jl ☐Au ☐Sp ☐Oc 
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Appendix D.2. Validation run D-CAC08-02 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layer: ☐1 ☒>1 

Year: ☒2008 ☐2009     Month: ☐Ma ☐Jn ☒Jl ☐Au ☐Sp ☐Oc 
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Appendix D.3. Validation run D-CAC08-03 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layer: ☒1 ☐>1 

Year: ☒2008 ☐2009     Month: ☐Ma ☐Jn ☐Jl ☐Au ☒Sp ☐Oc 
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Appendix D.4. Validation run D-CAC08-04 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layer: ☐1 ☒>1 

Year: ☒2008 ☐2009     Month: ☐Ma ☐Jn ☐Jl ☐Au ☒Sp ☐Oc 
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Appendix D.5. Validation run D-CAC08-05 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

 

    

    

Output: ☒ C ☐TS     Water layer: ☒1 ☐>1 

Year: ☒2008 ☐2009     Month: ☐Ma ☐Jn ☐Jl ☐Au ☐Sp ☒Oc 
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Appendix D.6. Validation run D-CAC08-06 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layer: ☐1 ☒>1 

Year: ☒2008 ☐2009     Month: ☐Ma ☐Jn ☐Jl ☐Au ☐Sp ☒Oc 
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Appendix D.7. Validation run D-CAC09-01 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

 

    

    

Output: ☒ C ☐TS     Water layer: ☒1 ☐>1 

Year: ☐2008 ☒2009     Month: ☒Ma ☐Jn ☐Jl ☐Au ☐Sp ☐Oc 
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Appendix D.8. Validation run D-CAC09-02 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layer: ☐1 ☒>1 

Year: ☐2008 ☒2009     Month: ☒Ma ☐Jn ☐Jl ☐Au ☐Sp ☐Oc 
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Appendix D.9. Validation run D-CAC09-03 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

    

    

Output: ☒ C ☐TS     Water layer: ☒1 ☐>1 

Year: ☐2008 ☒2009     Month: ☐Ma ☐Jn ☒Jl ☐Au ☐Sp ☐Oc 
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Appendix D.10. Validation run D-CAC09-04 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layer: ☐1 ☒>1 

Year: ☐2008 ☒2009     Month: ☐Ma ☐Jn ☒Jl ☐Au ☐Sp ☐Oc 
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Appendix D.11. Validation run D-CAC09-05 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layer: ☒1 ☐>1 

Year: ☐2008 ☒2009     Month: ☐Ma ☐Jn ☐Jl ☒Au ☐Sp ☐Oc 
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Appendix D.12. Validation run D-CAC09-06 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layer: ☐1 ☒>1 

Year: ☐2008 ☒2009     Month: ☐Ma ☐Jn ☐Jl ☒Au ☐Sp ☐Oc 
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Appendix D.13. Validation run D-CAC09-07 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layer: ☒1 ☐>1 

Year: ☐2008 ☒2009     Month: ☐Ma ☐Jn ☐Jl ☐Au ☒Sp ☐Oc 
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Appendix D.14. Validation run D-CAC09-08 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layer: ☐1 ☒>1 

Year: ☐2008 ☒2009     Month: ☐Ma ☐Jn ☐Jl ☐Au ☒Sp ☐Oc 
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Appendix D.15. Validation run D-CAC09-09 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels.  

 

    

    

Output: ☐ C ☒TS     Water layer: ☒1 ☐>1 

Year: ☐2008 ☒2009     Month: ☐Ma ☐Jn ☒Jl ☐Au ☐Sp ☐Oc 
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Appendix D.16. Validation run D-CAC09-10 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels.  

 

    

    

Output: ☐ C ☒TS     Water layer: ☐1 ☒>1 

Year: ☐2008 ☒2009     Month: ☐Ma ☐Jn ☒Jl ☐Au ☐Sp ☐Oc 
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Appendix D.17. Validation run D-CAC09-11 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels.  

 

    

    

Output: ☐ C ☒TS     Water layer: ☒1 ☐>1 

Year: ☐2008 ☒2009     Month: ☐Ma ☐Jn ☐Jl ☒Au ☐Sp ☐Oc 
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Appendix D.18. Validation run D-CAC09-12 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels. 

  

    

    

Output: ☐ C ☒TS     Water layer: ☐1 ☒>1 

Year: ☐2008 ☒2009     Month: ☐Ma ☐Jn ☐Jl ☒Au ☐Sp ☐Oc 
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Appendix D.19. Validation run D-CAC09-13 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels.  

    

    

Output: ☐ C ☒TS     Water layer: ☒1 ☐>1 

Year: ☐2008 ☒2009     Month: ☐Ma ☐Jn ☐Jl ☐Au ☒Sp ☐Oc 
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Appendix D.20. Validation run D-CAC09-14 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels.  

 

 

    

    

Output: ☐ C ☒TS     Water layer: ☐1 ☒>1 

Year: ☐2008 ☒2009     Month: ☐Ma ☐Jn ☐Jl ☐Au ☒Sp ☐Oc 

 



 

323 
 

 
DEPOMOD inputs for all of the validation runs with improvements (Farm 2 2014, Farm 1 2015, 

and Farm 3 2015). 
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Appendix E.1. The DEPOMOD inputs for validation runs D-KAD14-01 and D-KAD14-02. 
Run ID D-KAD14-01 D-KAD14-02 

Grid and Cage Setup     

Grid Origin (m) 365900E, 5651700N 365900E, 5651700N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 4 4 

Cage Axis (°) 62 62 

Cage Dimensions (m) 
9.1 x 9.1 x 15 (Cage 1, 3, and 4) 

 12.2 x 12.2 x 18 (Cage 2) 
9.1 x 9.1 x 15 (Cage 1, 3, and 4) 

 12.2 x 12.2 x 18 (Cage 2) 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean  
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter M1347 M1347 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.36 0.36 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–36 1–36 

No. of Layers 1 5 

Depth at Mooring (m) 38.4 38.4 

Height of Mooring Above Bed (m) Layer 1 = 19.4 m (mean of cells 1–36) 

Layer 1 = 34.4 m (mean of cells 31–36) 
Layer 2 = 26.4 m (mean of cells 21–30) 
Layer 3 = 17.9 m (mean of cells 14–20) 
Layer 4 = 11.4 m (mean of cells 8–13) 
Layer 5 = 4.9 m (mean of cells 1–7) 

Start Date 04-Oct-14 04-Oct-14 

End Date 14-Oct-14 14-Oct-14 

Time Step (s) 3600 3600 

No. of Time Steps 264 264 

Kx (m
2·s-1) 0.00669 0.00669 

Ky (m
2·s-1) 0.00857 0.00857 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix E.2. The DEPOMOD inputs for validation runs D-KAD14-03 and D-KAD14-04. 
Run ID D-KAD14-03 D-KAD14-04 

Grid and Cage Setup     

Grid Origin (m) 365900E, 5651700N 365900E, 5651700N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Circular Circular 

Number of Cages 1 1 

Cage Axis (°)   

Cage Dimensions (m) Diameter = 34.5 m, Depth = 18 m Diameter = 34.5m, Depth = 18 m 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter M1347 M1347 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.36 0.36 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–36 1–36 

No. of Layers 1 5 

Depth at Mooring (m) 38.4 38.4 

Height of Mooring Above Bed (m) Layer 1 = 19.4 m (mean of cells 1–36) 

Layer 1 = 34.4 m (mean of cells 31–36) 
Layer 2 = 26.4 m (mean of cells 21–30) 
Layer 3 = 17.9 m (mean of cells 14–20) 
Layer 4 = 11.4 m (mean of cells 8–13) 
Layer 5 = 4.9m (mean of cells 1–7) 

Start Date 04-Oct-14 04-Oct-14 

End Date 14-Oct-14 14-Oct-14 

Time Step (s) 3600 3600 

No. of Time Steps 264 264 

Kx (m
2·s-1) 0.00669 0.00669 

Ky (m
2·s-1) 0.00857 0.00857 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix E.3. The DEPOMOD inputs for validation runs D-KAD14-05 and D-KAD14-06. 
Run ID D-KAD14-05 D-KAD14-06 

Grid and Cage Setup     

Grid Origin (m) 365900E, 5651700N 365900E, 5651700N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Circular Circular 

Number of Cages 1 1 

Cage Axis (°)   

Cage Dimensions (m) Diameter = 54.5 m, Depth = 18 m Diameter = 54.5 m, Depth = 18 m 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter M1347 M1347 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.36 0.36 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–36 1–36 

No. of Layers 1 5 

Depth at Mooring (m) 38.4 38.4 

Height of Mooring Above Bed (m) Layer 1 = 19.4 m (mean of cells 1–36) 

Layer 1 = 34.4 m (mean of cells 31–36) 
Layer 2 = 26.4 m (mean of cells 21–30) 
Layer 3 = 17.9 m (mean of cells 14–20) 
Layer 4 = 11.4 m (mean of cells 8–13) 
Layer 5 = 4.9 m (mean of cells 1–7) 

Start Date 04-Oct-14 04-Oct-14 

End Date 14-Oct-14 14-Oct-14 

Time Step (s) 3600 3600 

No. of Time Steps 264 264 

Kx (m
2·s-1) 0.00669 0.00669 

Ky (m
2·s-1) 0.00857 0.00857 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix E.4. The DEPOMOD inputs for validation runs D-KAD14-07 and D-KAD14-08. 
Run ID D-KAD14-07 D-KAD14-08 

Grid and Cage Setup     

Grid Origin (m) 365900E, 5651700N 365900E, 5651700N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 4 4 

Cage Axis (°) 62 62 

Cage Dimensions (m) 
9.1 x 9.1 x 15 (Cage 1, 3, and 4), 12.2 x 

12.2 x 18 (Cage 2) 
9.1 x 9.1 x 15 (Cage 1, 3, and 4), 12.2 

x 12.2 x 18 (Cage 2) 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter M1347 M1347 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.36 0.36 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–36 1–36 

No. of Layers 1 5 

Depth at Mooring (m) 38.4 38.4 

Height of Mooring Above Bed (m) Layer 1 = 19.4 m (mean of cells 1–36) 

Layer 1 = 34.4 m (mean of cells 31–36) 
Layer 2 = 26.4 m (mean of cells 21–30) 
Layer 3 = 17.9 m (mean of cells 14–20) 
Layer 4 = 11.4 m (mean of cells 8–13) 
Layer 5 = 4.9 m (mean of cells 1–7) 

Start Date 04-Oct-14 04-Oct-14 

End Date 14-Oct-14 14-Oct-14 

Time Step (s) 3600 3600 

No. of Time Steps 264 264 

Kx (m
2·s-1) 0.00669 0.00669 

Ky (m
2·s-1) 0.00857 0.00857 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1) TS Deposition (gTS·m-2·d-1) 
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Appendix E.5. The DEPOMOD inputs for validation runs D-KAD14-09 and D-KAD14-10. 
Run ID D-KAD14-09 D-KAD14-10 

Grid and Cage Setup     

Grid Origin (m) 365900E, 5651700N 365900E, 5651700N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Circle Circle 

Number of Cages 1 1 

Cage Axis (°)     

Cage Dimensions (m) Diameter = 34.5 m, Depth = 18 m Diameter = 34.5 m, Depth = 18 m 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter M1347 M1347 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.36 0.36 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–36 1–36 

No. of Layers 1 5 

Depth at Mooring (m) 38.4 38.4 

Height of Mooring Above Bed (m) Layer 1 = 19.4 m (mean of cells 1–36) 

Layer 1 = 34.4 m (mean of cells 31–36) 
Layer 2 = 26.4 m (mean of cells 21–30) 
Layer 3 = 17.9 m (mean of cells 14–20) 
Layer 4 = 11.4 m (mean of cells 8–13) 
Layer 5 = 4.9 m (mean of cells 1–7) 

Start Date 04-Oct-14 04-Oct-14 

End Date 14-Oct-14 14-Oct-14 

Time Step (s) 3600 3600 

No. of Time Steps 264 264 

Kx (m
2·s-1) 0.00669 0.00669 

Ky (m
2·s-1) 0.00857 0.00857 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1) TS Deposition (gTS·m-2·d-1) 
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Appendix E.6. The DEPOMOD inputs for validation runs D-KAD14-11 and D-KAD14-12. 
Run ID D-KAD14-11 D-KAD14-12 

Grid and Cage Setup     

Grid Origin (m) 365900E, 5651700N 365900E, 5651700N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Circle Circle 

Number of Cages 1 1 

Cage Axis (°)     

Cage Dimensions (m) Diameter = 54.5 m, Depth = 18 m Diameter = 54.5 m, Depth = 18 m 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter M1347 M1347 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.36 0.36 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–36 1–36 

No. of Layers 1 5 

Depth at Mooring (m) 38.4 38.4 

Height of Mooring Above Bed (m) Layer 1 = 19.4 m (mean of cells 1–36) 

Layer 1 = 34.4 m (mean of cells 31–36) 
Layer 2 = 26.4 m (mean of cells 21–30) 
Layer 3 = 17.9 m (mean of cells 14–20) 
Layer 4 = 11.4 m (mean of cells 8–13) 
Layer 5 = 4.9 m (mean of cells 1–7) 

Start Date 04-Oct-14 04-Oct-14 

End Date 14-Oct-14 14-Oct-14 

Time Step (s) 3600 3600 

No. of Time Steps 264 264 

Kx (m
2·s-1) 0.00669 0.00669 

Ky (m
2·s-1) 0.00857 0.00857 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1) TS Deposition (gTS·m-2·d-1) 
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Appendix E.7. The DEPOMOD inputs for the east and west components of validation run D-
CAC15-01. 

Run ID D-CAC15-01 East D-CAC15-01 West 

Grid and Cage Setup     

Grid Origin (m) 365210E, 5647960N 365210E, 5647960N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 44 

Cage Axis (°) 86 73 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter North North 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.19 0.19 

Current Meter Cell Height (m) 3.2 3.2 

Current Meter Cells Used 1–6 1–6 

No. of Layers 1 1 

Depth at Mooring (m) 22.9 22.9 

Height of Mooring Above Bed (m) Layer 1 = 10.8 m (mean of cells 1–6) Layer 1 = 10.8 m (mean of cells 1–6) 

Start Date 13-Jun-15 13-Jun-15 

End Date 3-Jul-15 3-Jul-15 

Time Step (s) 3600 3600 

No. of Time Steps 504 504 

Kx (m
2·s-1) 0.00512 0.00512 

Ky (m
2·s-1) 0.00313 0.00313 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix E.8. The DEPOMOD inputs for the east and west components of validation run D-
CAC15-02. 

Run ID D-CAC15-02 East D-CAC15-02 West 

Grid and Cage Setup     

Grid Origin (m) 365210E, 5647960N 365210E, 5647960N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 44 

Cage Axis (°) 86 73 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter North North 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.19 0.19 

Current Meter Cell Height (m) 3.2 3.2 

Current Meter Cells Used 1–6 1–6 

No. of Layers 5 5 

Depth at Mooring (m) 22.9 22.9 

Height of Mooring Above Bed (m) 

Layer 1 = 18.8 m (cell 6)  
Layer 2 = 15.6 m (cell 5)  
Layer 3 = 12.4 m (cell 4)  
Layer 4 = 9.2 m (cell 3) 
Layer 5 = 4.4 m (mean of cells 1–2) 

Layer 1 = 18.8 m (cell 6)  
Layer 2 = 15.6 m (cell 5)  
Layer 3 = 12.4 m (cell 4)  
Layer 4 = 9.2 m (cell 3)  
Layer 5 = 4.4 m (mean of cells 1–2) 

Start Date 13-Jun-15 13-Jun-15 

End Date 3-Jul-15 3-Jul-15 

Time Step (s) 3600 3600 

No. of Time Steps 504 504 

Kx (m
2·s-1) 0.00512 0.00512 

Ky (m
2·s-1) 0.00313 0.00313 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix E.9. The DEPOMOD inputs for the east and west components of validation run D-
CAC15-03. 

Run ID D-CAC15-03 East D-CAC15-03 West 

Grid and Cage Setup     

Grid Origin (m) 365210E, 5647960N 365210E, 5647960N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 44 

Cage Axis (°) 86 73 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter South South 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.19 0.19 

Current Meter Cell Height (m) 3.2 3.2 

Current Meter Cells Used 1–6 1–6 

No. of Layers 1 1 

Depth at Mooring (m) 23.2 23.2 

Height of Mooring Above Bed (m) Layer 1 = 10.8 m (mean of cells 1–6) Layer 1 = 10.8 m (mean of cells 1–6) 

Start Date 13-Jun-15 13-Jun-15 

End Date 3-Jul-15 3-Jul-15 

Time Step (s) 3600 3600 

No. of Time Steps 504 504 

Kx (m
2·s-1) 0.00235 0.00235 

Ky (m
2·s-1) 0.00555 0.00555 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix E.10. The DEPOMOD inputs for the east and west components of validation run D-
CAC15-04. 

Run ID D-CAC15-04 East D-CAC15-04 West 

Grid and Cage Setup     

Grid Origin (m) 365210E, 5647960N 365210E, 5647960N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 44 

Cage Axis (°) 86 73 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter South South 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.19 0.19 

Current Meter Cell Height (m) 3.2 3.2 

Current Meter Cells Used 1–6 1–6 

No. of Layers 5 5 

Depth at Mooring (m) 23.2 23.2 

Height of Mooring Above Bed (m) 

Layer 1 = 18.8 m (cell 6)  
Layer 2 = 15.6 m (cell 5)  
Layer 3 = 12.4 m (cell 4)  
Layer 4 = 7.6 m (mean of cells 2–3)  
Layer 5 = 2.8 m (cell 1) 

Layer 1 = 18.8 m (cell 6)  
Layer 2 = 15.6 m (cell 5)  
Layer 3 = 12.4 m (cell 4)  
Layer 4 = 7.6 m (mean of cells 2–3)  
Layer 5 = 2.8 m (cell 1) 

Start Date 13-Jun-15 13-Jun-15 

End Date 3-Jul-15 3-Jul-15 

Time Step (s) 3600 3600 

No. of Time Steps 504 504 

Kx (m
2·s-1) 0.00235 0.00235 

Ky (m
2·s-1) 0.00555 0.00555 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix E.11. The DEPOMOD inputs for the east and west components of validation run D-
CAC15-05. 

Run ID D-CAC15-05 East D-CAC15-05 West 

Grid and Cage Setup     

Grid Origin (m) 365210E, 5647960N 365210E, 5647960N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 44 

Cage Axis (°) 86 73 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter North North 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.19 0.19 

Current Meter Cell Height (m) 3.2 3.2 

Current Meter Cells Used 1–6 1–6 

No. of Layers 1 1 

Depth at Mooring (m) 22.9 22.9 

Height of Mooring Above Bed (m) Layer 1 = 10.8 m (mean of cells 1–6) Layer 1 = 10.8 m (mean of cells 1–6) 

Start Date 13-Jun-15 13-Jun-15 

End Date 3-Jul-15 3-Jul-15 

Time Step (s) 3600 3600 

No. of Time Steps 504 504 

Kx (m
2·s-1) 0.00512 0.00512 

Ky (m
2·s-1) 0.00313 0.00313 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1) TS Deposition (gTS·m-2·d-1) 
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Appendix E.12. The DEPOMOD inputs for the east and west components of validation run D-
CAC15-06. 

Run ID D-CAC15-06 East D-CAC15-06 West 

Grid and Cage Setup     

Grid Origin (m) 365210E, 5647960N 365210E, 5647960N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 44 

Cage Axis (°) 86 73 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter North North 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.19 0.19 

Current Meter Cell Height (m) 3.2 3.2 

Current Meter Cells Used 1–6 1–6 

No. of Layers 5 5 

Depth at Mooring (m) 22.9 22.9 

Height of Mooring Above Bed (m) 

Layer 1 = 18.8 m (cell 6)  
Layer 2 = 15.6 m (cell 5)  
Layer 3 = 12.4 m (cell 4)  
Layer 4 = 9.2 m (cell 3) 
Layer 5 = 4.4 m (mean of cells 1–2) 

Layer 1 = 18.8 m (cell 6)  
Layer 2 = 15.6 m (cell 5)  
Layer 3 = 12.4 m (cell 4)  
Layer 4 = 9.2 m (cell 3)  
Layer 5 = 4.4 m (mean of cells 1–2) 

Start Date 13-Jun-15 13-Jun-15 

End Date 3-Jul-15 3-Jul-15 

Time Step (s) 3600 3600 

No. of Time Steps 504 504 

Kx (m
2·s-1) 0.00512 0.00512 

Ky (m
2·s-1) 0.00313 0.00313 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1) TS Deposition (gTS·m-2·d-1) 
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Appendix E.13. The DEPOMOD inputs for the east and west components of validation run D-
CAC15-07. 

Run ID D-CAC15-07 East D-CAC15-07 West 

Grid and Cage Setup     

Grid Origin (m) 365210E, 5647960N 365210E, 5647960N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 44 

Cage Axis (°) 86 73 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter South South 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.19 0.19 

Current Meter Cell Height (m) 3.2 3.2 

Current Meter Cells Used 1–6 1–6 

No. of Layers 1 1 

Depth at Mooring (m) 23.2 23.2 

Height of Mooring Above Bed (m) Layer 1 = 10.8 m (mean of cells 1–6) Layer 1 = 10.8 m (mean of cells 1–6) 

Start Date 13-Jun-15 13-Jun-15 

End Date 3-Jul-15 3-Jul-15 

Time Step (s) 3600 3600 

No. of Time Steps 504 504 

Kx (m
2·s-1) 0.00235 0.00235 

Ky (m
2·s-1) 0.00555 0.00555 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1) TS Deposition (gTS·m-2·d-1) 
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Appendix E.14. The DEPOMOD inputs for the east and west components of validation run D-
CAC15-08. 

Run ID D-CAC15-08 East D-CAC15-08 West 

Grid and Cage Setup     

Grid Origin (m) 365210E, 5647960N 365210E, 5647960N 

Datum NAD83 UTM Zone 13N NAD83 UTM Zone 13N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 8 44 

Cage Axis (°) 86 73 

Cage Dimensions (m) 30.48 x 30.48 x 18.6 15.24 x 15.24 x 17.1 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 92 92 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 48.84 48.84 

Carbon Content of Faeces (%) 41.43 41.43 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter South South 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.19 0.19 

Current Meter Cell Height (m) 3.2 3.2 

Current Meter Cells Used 1–6 1–6 

No. of Layers 5 5 

Depth at Mooring (m) 23.2 23.2 

Height of Mooring Above Bed (m) 

Layer 1 = 18.8 m (cell 6)  
Layer 2 = 15.6 m (cell 5)  
Layer 3 = 12.4 m (cell 4)  
Layer 4 = 7.6 m (mean of cells 2–3)  
Layer 5 = 2.8 m (cell 1) 

Layer 1 = 18.8 m (cell 6)  
Layer 2 = 15.6 m (cell 5)  
Layer 3 = 12.4 m (cell 4)  
Layer 4 = 7.6 m (mean of cells 2–3)  
Layer 5 = 2.8 m (cell 1) 

Start Date 13-Jun-15 13-Jun-15 

End Date 3-Jul-15 3-Jul-15 

Time Step (s) 3600 3600 

No. of Time Steps 504 504 

Kx (m
2·s-1) 0.00235 0.00235 

Ky (m
2·s-1) 0.00555 0.00555 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1) TS Deposition (gTS·m-2·d-1) 
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Appendix E.15. The DEPOMOD inputs for the validation runs H-NW15-01 and H-NW15-04. 
Run ID H-NW15-01 H-NW15-04 

Grid and Cage Setup     

Grid Origin (m) 425250E, 5097200N 425250E, 5097200N 

Datum NAD83 UTM Zone 17N NAD83 UTM Zone 17N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 16 16 

Cage Axis (°) 102 102 

Cage Dimensions (m) 15.24 x 15.24 x 12 15.24 x 15.24 x 12 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 85 85 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 46 46 

Carbon Content of Faeces (%) 42 42 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter North (M1347) North (M1347) 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.36 0.36 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–31 1–31 

No. of Layers 1 5 

Depth at Mooring (m) 33.2 33.2 

Height of Mooring Above Bed (m) Layer 1 = 16.8 m (mean of cells 1–31) 

Layer 1 = 29.8 m (mean of cells 27–31)  
Layer 2 = 19.8 m (mean of cells 12–26)  
Layer 3 = 11.3 m (mean of cells 10–11)  
Layer 4 = 8.8 m (mean of cells 7–9)  
Layer 5 = 4.3 m (mean of cells 1–6) 

Start Date 06-Sep-15 06-Sep-15 

End Date 27-Sep-15 27-Sep-15 

Time Step (s) 3600 3600 

No. of Time Steps 520 520 

Kx (m
2·s-1) 0.01756 0.01756 

Ky (m
2·s-1) 0.01574 0.01574 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output C Deposition (gC·m-2·d-1) C Deposition (gC·m-2·d-1) 
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Appendix E.16. The DEPOMOD inputs for the validation runs H-NW15-05 and H-NW15-08.  
Run ID H-NW15-05 H-NW15-08 

Grid and Cage Setup     

Grid Origin (m) 425250E, 5097200N 425250E, 5097200N 

Datum NAD83 UTM Zone 17N NAD83 UTM Zone 17N 

Major Grid Dimensions (nodes) 40 x 40 40 x 40 

Major Grid Cell Size (m) 25 25 

Minor Grid Dimensions (nodes) 99 x 99 99 x 99 

Minor Grid Cell Size (m) 10 10 

Cage Type Rectangular Rectangular 

Number of Cages 16 16 

Cage Axis (°) 102 102 

Cage Dimensions (m) 15.24 x 15.24 x 12 15.24 x 15.24 x 12 

Particle and Hydrographic Data     

Water Content of Food (%) 7 7 

Digestibility (%) 85 85 

Food Wastage (%) 0 0 

Carbon Content of Food (%) 46 46 

Carbon Content of Faeces (%) 42 42 

Food Particle Settling Velocity Mean 
(m·s-1) 0.0987 0.0987 

Faecal Particle Settling Velocity 
Distribution (m·s-1) N~(5.2E-2, 5.6E-3) N~(5.2E-2, 5.6E-3) 

Current Meter North (M1347) North (M1347) 

Current Meter Blanking Distance (m) 1 1 

Current Meter Mounting height (m)  0.36 0.36 

Current Meter Cell Height (m) 1 1 

Current Meter Cells Used 1–31 1–31 

No. of Layers 1 5 

Depth at Mooring (m) 33.2 33.2 

Height of Mooring Above Bed (m) Layer 1 = 16.8 m (mean of cells 1–31) 

Layer 1 = 29.8 m (mean of cells 27–31)  
Layer 2 = 19.8 m (mean of cells 12–26)  
Layer 3 = 11.3 m (mean of cells 10–11)  
Layer 4 = 8.8 m (mean of cells 7–9)  
Layer 5 = 4.3 m (mean of cells 1–6) 

Start Date 06-Sep-15 06-Sep-15 

End Date 27-Sep-15 27-Sep-15 

Time Step (s) 3600 3600 

No. of Time Steps 520 520 

Kx (m
2·s-1) 0.01756 0.01756 

Ky (m
2·s-1) 0.01574 0.01574 

Kz (m
2·s-1) 0.00100 0.00100 

Random Walk Model ON ON 

No. of Particles 500 500 

Trajectory Evaluation Accuracy High (60s) High (60s) 

Resuspension and Output     

Resuspension Models OFF OFF 

Output TS Deposition (gTS·m-2·d-1) TS Deposition (gTS·m-2·d-1) 
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Rose plots for the validation periods Farm 2 2014, Farm 1 2015, and Farm 3 2015.  

 

 

Appendix F.1. Rose plot of speed and direction for the Farm 2 2014 validation period. Data are 
from 4–14 Oct 2014 for the entire water column averaged as one layer. Depths represent distance 
from the surface to the midpoint of the top and bottom cells. Note that the wide end of the wedge 
represents the direction that water is travelling towards. 
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Appendix F.2. Rose plots of speed and direction for the Farm 2 2014 validation period. Data are 
from 4–14 Oct 2014 for the entire water column divided into five layers. Depths represent distance 
from the surface to the midpoint of the top and bottom cells of each layer. Note that the wide end 
of the wedge represents the direction that water is travelling towards. 
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Appendix F.3. Rose plot of speed and direction for the Farm 1 2015 validation period. Data are 
from the north meter from 13 Jun to 3 Jul 2015 for the entire water column averaged as one layer. 
Depths represent distance from the surface to the midpoint of the top and bottom cells. Note that 
the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix F.4. Rose plots of speed and direction for the Farm 1 2015 validation period. Data are 
from the north meter from 13 Jun to 3 Jul 2015 for the entire water column divided into five layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. Note that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix F.5. Rose plot of speed and direction for the Farm 1 2015 validation period. Data are 
from the south meter from 13 Jun to 3 Jul 2015 for the entire water column averaged as one layer. 
Depths represent distance from the surface to the midpoint of the top and bottom cells. Note that 
the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix F.6. Rose plots of speed and direction for the Farm 1 2015 validation period. Data are 
from the south meter from 13 Jun to 3 Jul 2015 for the entire water column divided into five layers. 
Depths represent distance from the surface to the midpoint of the top and bottom cells of each 
layer. Note that the wide end of the wedge represents the direction that water is travelling towards. 
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Appendix F.7. Rose plot of speed and direction for the Farm 3 2015 validation period. Data are 
from 6–27 Sep 2015 for the entire water column averaged as one layer. High velocity cells were 
kept in the dataset. Depths represent distance from the surface to the midpoint of the top and 
bottom cells. Note that the wide end of the wedge represents the direction that water is travelling 
towards. 
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Appendix F.8. Rose plots of speed and direction for the Farm 3 2015 validation period. Data are 
from 6–27 Sep 2015 for the entire water column divided into five layers. High velocity cells were 
kept in the dataset. Depths represent distance from the surface to the midpoint of the top and 
bottom cells of each layer. Note that the wide end of the wedge represents the direction that water 
is travelling towards. 
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Appendix G.1. Validation run traits and mean absolute relative error (MARE) values for Farm 2 2014, Farm 1 2015, and Farm 3 2015 
validation periods using the full C and TS deposition ranges. 

Run ID Output 
Validation 

Period Month 
Water 
Layers 

Current 
Meter 

Rose Plot 
Appendix 

Figure Cage Layout 
Cage 

Coordinates 

Sed 
Trap 

Duration 
(days) n 

MARE 
(%) 

D-KAD14-01 C Farm 2 2014 Oct 1  F-1 Actual Continuous 1 43 36.99 

D-KAD14-02 C Farm 2 2014 Oct 5  F-2 Actual Continuous 1 43 38.64 

D-KAD14-03 C Farm 2 2014 Oct 1  F-1 Virtual Continuous 1 43 36.14 

D-KAD14-04 C Farm 2 2014 Oct 5  F-2 Virtual Continuous 1 43 35.85 

D-KAD14-05 C Farm 2 2014 Oct 1  E-1 Virtual +10 m Continuous 1 43 46.89 

D-KAD14-06 C Farm 2 2014 Oct 5  F-2 Virtual +10 m Continuous 1 43 46.38 

D-KAD14-07 TS Farm 2 2014 Oct 1  F-1 Actual Continuous 1 43 26.53 

D-KAD14-08 TS Farm 2 2014 Oct 5  F-2 Actual Continuous 1 43 26.43 

D-KAD14-09 TS Farm 2 2014 Oct 1  F-1 Virtual Continuous 1 43 21.94 

D-KAD14-10 TS Farm 2 2014 Oct 5  F-1 Virtual Continuous 1 43 22.06 

D-KAD14-11 TS Farm 2 2014 Oct 1  F-1 Virtual +10 m Continuous 1 43 31.58 

D-KAD14-12 TS Farm 2 2014 Oct 5  F-2 Virtual +10 m Continuous 1 43 30.13 

D-CAC15-01 C Farm 1 2015 Jun 1 North F-3 Actual Continuous 5 20 45.09 

D-CAC15-02 C Farm 1 2015 Jun 5 North F-4 Actual Continuous 5 20 44.23 

D-CAC15-03 C Farm 1 2015 Jun 1 South F-5 Actual Continuous 5 20 46.28 

D-CAC15-04 C Farm 1 2015 Jun 5 South F-6 Actual Continuous 5 20 45.36 

D-CAC15-05 TS Farm 1 2015 Jun 1 North F-3 Actual Continuous 5 20 43.82 

D-CAC15-06 TS Farm 1 2015 Jun 5 North F-4 Actual Continuous 5 20 43.42 

D-CAC15-07 TS Farm 1 2015 Jun 1 South F-5 Actual Continuous 5 20 43.01 

D-CAC15-08 TS Farm 1 2015 Jun 5 South F-6 Actual Continuous 5 20 42.03 

H-NW15-01 C Farm 3 2015 Sep 1  F-7 Actual Continuous 5 67 90.11 

H-NW15-04 C Farm 3 2015 Sep 5  F-8 Actual Continuous 5 67 87.54 

H-NW15-05 TS Farm 3 2015 Sep 1  F-7 Actual Continuous 5 60 68.59 

H-NW15-08 TS Farm 3 2015 Sep 5  F-8 Actual Continuous 5 60 66.40 

Note: C = C deposition; TS = total solids deposition; Mult = multiple; Continuous = coordinates continuously measured; n = number of validation traps; Sed = 
Sediment; MARE = mean absolute relative error 
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Appendix G.2. Validation run traits and mean absolute relative error (MARE) values for Farm 2 2014, Farm 1 2015, and Farm 3 2015 
validation periods using the reduced C and TS deposition ranges (0–5 gC·m-2·d-1 and 0–23.5 gTS·m-2·d-1, respectively). 

Run ID Output 
Validation 

Period Month 
Water 
Layers 

Current 
Meter 

Rose Plot 
Appendix 

Figure Cage Layout 
Cage 

Coordinates 

Sed 
Trap 

Durati
on 

(days) n 
MARE 

(%) 

D-KAD14-01 C Farm 2 2014 Oct 1  F-1 Actual Continuous 1 33 29.91 

D-KAD14-02 C Farm 2 2014 Oct 5  F-2 Actual Continuous 1 33 31.54 

D-KAD14-03 C Farm 2 2014 Oct 1  F-1 Virtual Continuous 1 33 36.08 

D-KAD14-04 C Farm 2 2014 Oct 5  F-2 Virtual Continuous 1 33 34.84 

D-KAD14-05 C Farm 2 2014 Oct 1  E-1 Virtual +10 m Continuous 1 37 46.56 

D-KAD14-06 C Farm 2 2014 Oct 5  F-2 Virtual +10 m Continuous 1 37 45.26 

D-KAD14-07 TS Farm 2 2014 Oct 1  F-1 Actual Continuous 1 32 16.77 

D-KAD14-08 TS Farm 2 2014 Oct 5  F-2 Actual Continuous 1 32 16.42 

D-KAD14-09 TS Farm 2 2014 Oct 1  F-1 Virtual Continuous 1 33 17.80 

D-KAD14-10 TS Farm 2 2014 Oct 5  F-1 Virtual Continuous 1 33 17.19 

D-KAD14-11 TS Farm 2 2014 Oct 1  F-1 Virtual +10 m Continuous 1 37 31.67 

D-KAD14-12 TS Farm 2 2014 Oct 5  F-2 Virtual +10 m Continuous 1 37 30.15 

D-CAC15-01 C Farm 1 2015 Jun 1 North F-3 Actual Continuous 5 14 42.02 

D-CAC15-02 C Farm 1 2015 Jun 5 North F-4 Actual Continuous 5 14 41.03 

D-CAC15-03 C Farm 1 2015 Jun 1 South F-5 Actual Continuous 5 14 44.15 

D-CAC15-04 C Farm 1 2015 Jun 5 South F-6 Actual Continuous 5 14 44.14 

D-CAC15-05 TS Farm 1 2015 Jun 1 North F-3 Actual Continuous 5 1 21.74 

D-CAC15-06 TS Farm 1 2015 Jun 5 North F-4 Actual Continuous 5 1 21.74 

D-CAC15-07 TS Farm 1 2015 Jun 1 South F-5 Actual Continuous 5 1 21.74 

D-CAC15-08 TS Farm 1 2015 Jun 5 South F-6 Actual Continuous 5 1 21.74 

H-NW15-01 C Farm 3 2015 Sep 1  F-7 Actual Continuous 5 58 97.18 

H-NW15-04 C Farm 3 2015 Sep 5  F-8 Actual Continuous 5 58 95.73 

H-NW15-05 TS Farm 3 2015 Sep 1  F-7 Actual Continuous 5 53 73.31 

H-NW15-08 TS Farm 3 2015 Sep 5  F-8 Actual Continuous 5 53 72.34 

Note: C = C deposition; TS = total solids deposition; Mult = multiple; Continuous = coordinates continuously measured; n = number of validation traps; Sed = 
sediment; MARE = mean absolute relative error 
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Appendix G.3. Deming regression results for Farm 2 2014, Farm 1 2015, and Farm 3 2015 
validation periods using the full C and TS deposition ranges.  

Run ID Int Int SE 

Int 
Lower 
95% 
CI 

Int 
Upper 
95% CI Slope 

Slope 
SE 

Slope 
Lower 
95% CI 

Slope 
Upper 

95% CI 

D-KAD14-01 0.099 0.019 0.061 0.137 0.676 0.064 0.550 0.802 

D-KAD14-02 0.109 0.024 0.061 0.157 0.672 0.077 0.521 0.823 

D-KAD14-03 0.051 0.029 -0.005 0.107 0.855 0.089 0.682 1.029 

D-KAD14-04 0.055 0.028 0.001 0.110 0.849 0.087 0.679 1.019 

D-KAD14-05 -0.014 0.050 -0.113 0.085 1.148 0.152 0.851 1.445 

D-KAD14-06 -0.006 0.048 -0.099 0.088 1.134 0.145 0.850 1.418 

D-KAD14-07 0.564 0.059 0.447 0.680 0.498 0.048 0.404 0.592 

D-KAD14-08 0.592 0.069 0.457 0.726 0.476 0.056 0.366 0.586 

D-KAD14-09 0.354 0.099 0.160 0.547 0.684 0.081 0.525 0.843 

D-KAD14-10 0.378 0.098 0.186 0.571 0.664 0.080 0.506 0.821 

D-KAD14-11 0.471 0.387 -0.287 1.229 0.627 0.323 -0.005 1.260 

D-KAD14-12 0.474 0.317 -0.147 1.094 0.625 0.264 0.108 1.143 

D-CAC15-01 0.002 0.104 -0.203 0.206 0.678 0.195 0.296 1.060 

D-CAC15-02 -0.010 0.101 -0.207 0.187 0.709 0.185 0.346 1.072 

D-CAC15-03 -0.027 0.121 -0.263 0.209 0.717 0.226 0.274 1.159 

D-CAC15-04 -0.057 0.125 -0.303 0.188 0.777 0.233 0.320 1.234 

D-CAC15-05 -0.226 0.316 -0.845 0.392 0.986 0.205 0.583 1.388 

D-CAC15-06 -0.211 0.291 -0.781 0.360 0.978 0.189 0.607 1.348 

D-CAC15-07 -0.377 0.324 -1.013 0.258 1.084 0.210 0.672 1.496 

D-CAC15-08 -0.451 0.278 -0.995 0.093 1.135 0.179 0.785 1.485 

H-NW15-01 -0.059 0.075 -0.206 0.087 0.773 0.274 0.236 1.311 

H-NW15-04 -0.063 0.128 -0.314 0.188 0.878 0.671 -0.437 2.194 

H-NW15-05 -0.055 0.156 -0.360 0.251 0.922 0.202 0.526 1.317 

H-NW15-08 -0.090 0.140 -0.363 0.184 1.024 0.182 0.668 1.380 

Note: Int = intercept; SE = standard error; CI = confidence interval 
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Appendix G.4. Deming regression results for Farm 2 2014, Farm 1 2015, and Farm 3 2015 
validation periods using the reduced C and TS deposition ranges (0–5 gC·m-2·d-1 and 0–23.5 
gTS·m-2·d-1, respectively). 

Run ID Int Int SE 
Int Lower 
95% CI 

Int Upper 
95% CI Slope 

Slope 
SE 

Slope 
Lower 
95% CI 

Slope 
Upper 
95% CI 

D-KAD14-01 -0.002 0.103 -0.203 0.200 1.013 0.336 0.356 1.671 

D-KAD14-02 -0.042 0.107 -0.252 0.167 1.148 0.350 0.463 1.834 

D-KAD14-03 -0.048 0.132 -0.307 0.210 1.168 0.429 0.326 2.009 

D-KAD14-04 -0.069 0.118 -0.301 0.164 1.242 0.388 0.481 2.003 

D-KAD14-05 -0.126 0.061 -0.246 -0.006 1.505 0.194 1.124 1.885 

D-KAD14-06 -0.113 0.059 -0.229 0.003 1.474 0.188 1.105 1.842 

D-KAD14-07 0.832 0.258 0.326 1.339 0.270 0.223 -0.168 0.707 

D-KAD14-08 0.749 0.412 -0.058 1.556 0.343 0.351 -0.346 1.032 

D-KAD14-09 0.219 0.754 -1.259 1.696 0.801 0.640 -0.454 2.055 

D-KAD14-10 0.258 0.694 -1.102 1.617 0.768 0.588 -0.385 1.921 

D-KAD14-11 4.081 55.371 -104.446 112.607 -2.461 46.824 -94.233 89.312 

D-KAD14-12 4.412 24.587 -43.777 52.602 -2.745 21.125 -44.149 38.658 

D-CAC15-01 0.294 0.059 0.179 0.409 0.108 0.126 -0.139 0.354 

D-CAC15-02 0.272 0.090 0.095 0.449 0.160 0.192 -0.217 0.536 

D-CAC15-03 0.340 0.003 0.333 0.346 -0.002 0.006 -0.013 0.009 

D-CAC15-04 0.340 0.003 0.333 0.346 -0.002 0.006 -0.013 0.010 

D-CAC15-05 NA NA NA NA NA NA NA NA 

D-CAC15-06 NA NA NA NA NA NA NA NA 

D-CAC15-07 NA NA NA NA NA NA NA NA 

D-CAC15-08 NA NA NA NA NA NA NA NA 

H-NW15-01 0.108 0.075 -0.039 0.254 0.214 0.165 -0.110 0.538 

H-NW15-04 -0.054 0.154 -0.355 0.248 0.838 0.628 -0.393 2.068 

H-NW15-05 0.016 0.496 -0.956 0.988 0.833 0.698 -0.535 2.200 

H-NW15-08 -0.090 0.419 -0.912 0.731 1.018 0.589 -0.136 2.173 

Note: Int = intercept; SE = standard error; CI = confidence interval 

 
  



 

352 
 

Appendix G.5. Summary of the Deming regression results that determine the category rating for 
Farm 2 2014, Farm 1 2015, and Farm 3 2015 validation periods using the full C and TS deposition 
ranges.  

Run ID 
Regression 
Significant?a 

Residuals 
Have 

Pattern? 

CI for 
Slope 

Contains 
1? 

CI for 
Intercept 
Contains 

0? 

Residuals Have 
Variance or 
Normality 
Problems? Category 

D-KAD14-01 Yes Yes No No Yes 6 

D-KAD14-02 Yes Yes No No Yes 6 

D-KAD14-03 Yes Yes Yes Yes Yes 6 

D-KAD14-04 Yes Yes Yes No Yes 6 

D-KAD14-05 Yes Yes Yes Yes Yes 6 

D-KAD14-06 Yes Yes Yes Yes Yes 6 

D-KAD14-07 Yes Yes No No Yes 6 

D-KAD14-08 Yes Yes No No Yes 6 

D-KAD14-09 Yes Yes No No Yes 6 

D-KAD14-10 Yes Yes No No Yes 6 

D-KAD14-11 No Yes Yes Yes Yes 7 

D-KAD14-12 Yes Yes Yes Yes Yes 6 

D-CAC15-01 Yes Yes Yes Yes Yes 6 

D-CAC15-02 Yes Yes Yes Yes Yes 6 

D-CAC15-03 Yes Yes Yes Yes Yes 6 

D-CAC15-04 Yes Yes Yes Yes Yes 6 

D-CAC15-05 Yes Yes Yes Yes No 6 

D-CAC15-06 Yes Yes Yes Yes No 6 

D-CAC15-07 Yes Yes Yes Yes No 6 

D-CAC15-08 Yes Yes Yes Yes No 6 

H-NW15-01 Yes Yes Yes Yes Yes 6 

H-NW15-04 No Yes Yes Yes Yes 7 

H-NW15-05 Yes Yes Yes Yes Yes 6 

H-NW15-08 Yes Yes Yes Yes Yes 6 
Note: CI = confidence interval 
aRegression considered significant if the slope CI did not contain 0. 
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Appendix G.6. Summary of the Deming regression results that determine the category rating for 
Farm 2 2014, Farm 1 2015, and Farm 3 2015 validation periods using the reduced C and TS 
deposition ranges (0–5 gC·m-2·d-1 and 0–23.5 gTS·m-2·d-1, respectively). 

Run ID 
Regression 
Significant?a 

Residuals 
Have 

Pattern? 

CI for 
Slope 

Contain
s 1? 

CI for 
Intercept 
Contains 

0? 

Residuals Have 
Variance or 
Normality 
Problems? Category 

D-KAD14-01 Yes Yes Yes Yes Yes 6 

D-KAD14-02 Yes Yes Yes Yes Yes 6 

D-KAD14-03 Yes Yes Yes Yes No 6 

D-KAD14-04 Yes Yes Yes Yes No 6 

D-KAD14-05 Yes Yes No No Yes 6 

D-KAD14-06 Yes Yes No Yes Yes 6 

D-KAD14-07 No Yes No No No 7 

D-KAD14-08 No Yes Yes Yes Yes 7 

D-KAD14-09 No Yes Yes Yes No 7 

D-KAD14-10 No Yes Yes Yes No 7 

D-KAD14-11 No Yes Yes Yes Yes 7 

D-KAD14-12 No Yes Yes Yes Yes 7 

D-CAC15-01 No Yes No No Yes 7 

D-CAC15-02 No Yes No No Yes 7 

D-CAC15-03 No No No No Yes 7 

D-CAC15-04 No No No No Yes 7 

D-CAC15-05 NA NA NA NA NA NA 

D-CAC15-06 NA NA NA NA NA NA 

D-CAC15-07 NA NA NA NA NA NA 

D-CAC15-08 NA NA NA NA NA NA 

H-NW15-01 No No No Yes Yes 7 

H-NW15-04 No Yes Yes Yes Yes 7 

H-NW15-05 No Yes Yes Yes Yes 7 

H-NW15-08 No Yes Yes Yes Yes 7 
Note: CI = confidence interval 
aRegression considered significant if the slope CI did not contain 0. 
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Appendix G.7. Validation run DECOMP 2 results for Farm 2 2014, Farm 1 2015, and Farm 3 
2015 validation periods using the full C and TS deposition ranges. 

Run ID MSPE 
Intercept 

Bias 
Slope 

Deviation Noise 
% Intercept 

Bias 
% Slope 
Deviation 

% 
Noise 

D-KAD14-01 88.862 13.694 38.860 36.308 15.4 43.7 40.9 

D-KAD14-02 96.256 14.208 33.340 48.708 14.8 34.6 50.6 

D-KAD14-03 13.870 1.298 3.102 9.471 9.4 22.4 68.3 

D-KAD14-04 15.372 1.435 3.030 10.907 9.3 19.7 71.0 

D-KAD14-05 7.590 0.026 0.037 7.527 0.3 0.5 99.2 

D-KAD14-06 7.257 0.020 0.005 7.232 0.3 0.1 99.7 

D-KAD14-07 910.524 162.724 439.353 308.447 17.9 48.3 33.9 

D-KAD14-08 963.044 167.033 388.160 407.851 17.3 40.3 42.4 

D-KAD14-09 128.256 19.252 28.981 80.024 15.0 22.6 62.4 

D-KAD14-10 136.073 20.530 29.789 85.754 15.1 21.9 63.0 

D-KAD14-11 74.334 0.005 4.514 69.815 0 6.1 93.9 

D-KAD14-12 69.442 0.001 2.653 66.787 0 3.8 96.2 
D-CAC15-01 15.075 5.303 0.279 9.493 35.2 1.8 63.0 

D-CAC15-02 14.352 5.164 0.123 9.066 36 0.9 63.2 

D-CAC15-03 14.613 4.073 1.528 9.012 27.9 10.5 61.7 

D-CAC15-04 12.967 3.253 1.883 7.831 25.1 14.5 60.4 

D-CAC15-05 374.678 302.310 27.701 44.667 80.7 7.4 11.9 

D-CAC15-06 371.314 299.178 31.834 40.302 80.6 8.6 10.9 

D-CAC15-07 345.806 278.657 9.768 57.381 80.6 2.8 16.6 

D-CAC15-08 323.092 261.451 6.818 54.823 80.9 2.1 17.0 

H-NW15-01 36.295 0.014 8.637 27.644 0 23.8 76.2 

H-NW15-04 25.871 0.003 2.969 22.899 0 11.5 88.5 

H-NW15-05 161.641 5.798 2.368 153.475 3.6 1.5 94.9 

H-NW15-08 130.112 2.827 1.011 126.274 2.2 0.8 97 

Note: MSPE = mean square prediction error; NA = analysis not possible 
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Appendix G.8. Validation run DECOMP 2 results for Farm 2 2014, Farm 1 2015, and Farm 3 
2015 validation periods using the reduced C and TS deposition ranges (0–5 gC·m-2·d-1 and 0–
23.5 gTS·m-2·d-1, respectively). 

Run ID MSPE 
Intercept 

Bias 
Slope 

Deviation Noise 
% Intercept 

Bias 
% Slope 
Deviation 

% 
Noise 

D-KAD14-01 0.620 0.003 0.302 0.315 0.5 48.6 50.9 

D-KAD14-02 0.743 0.016 0.426 0.302 2.1 57.3 40.6 

D-KAD14-03 1.036 0.023 0.680 0.333 2.2 65.6 32.2 

D-KAD14-04 0.884 0.031 0.541 0.312 3.5 61.1 35.3 

D-KAD14-05 1.523 0.365 0.843 0.316 23.9 55.3 20.7 
D-KAD14-06 1.337 0.347 0.676 0.314 25.9 50.6 23.5 

D-KAD14-07 9.765 0.978 2.233 6.554 10.0 22.9 67.1 

D-KAD14-08 10.436 0.756 3.132 6.548 7.2 30 62.8 

D-KAD14-09 12.363 0.258 5.522 6.583 2.1 44.7 53.3 

D-KAD14-10 11.155 0.262 4.368 6.526 2.3 39.2 58.5 

D-KAD14-11 37.423 3.041 26.813 7.569 8.1 71.6 20.2 

D-KAD14-12 35.287 2.867 24.824 7.596 8.1 70.3 21.5 

D-CAC15-01 1.259 1.023 0.000 0.236 81.3 0 18.7 

D-CAC15-02 1.214 0.975 0.003 0.236 80.3 0.3 19.4 

D-CAC15-03 1.387 1.134 0.002 0.251 81.8 0.2 18.1 

D-CAC15-04 1.387 1.134 0.002 0.251 81.8 0.2 18.1 

D-CAC15-05 NA NA NA NA NA NA NA 

D-CAC15-06 NA NA NA NA NA NA NA 

D-CAC15-07 NA NA NA NA NA NA NA 

D-CAC15-08 NA NA NA NA NA NA NA 

H-NW15-01 10.020 0.023 8.971 1.025 0.2 89.5 10.2 

H-NW15-04 9.597 0.149 8.481 0.966 1.6 88.4 10.1 

H-NW15-05 74.265 0.123 56.304 17.838 0.2 75.8 24.0 

H-NW15-08 55.832 0.143 39.323 16.367 0.3 70.4 29.3 

Note: MSPE = mean square prediction error; NA = analysis not possible 
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Appendix G.9. Tabular representation of the agreement between observed and DEPOMOD 
predicted categorization of test sampling sites in Farm 2, 2014. Categories A–D correspond to 
deposition rates that result in loss of invertebrate density according to the predictive relationship 
developed by Podemski et al. (2019)a. The deposition thresholds and corresponding impacts to 
density are provided in the legend at the bottom of the figure. Observed categories are on the left, 
predicted categories are across the top. Numbers in cells correspond to the number of test 
locations in that category. Grey cells represent agreement between observed and modelled data. 
Numbers in cells below the grey cells record the number of sites that were in a worse category 
than predicted. Numbers in cells above the grey cells record the number of sites that were in a 
better category than predicted. The DEPOMOD run, cage layout, and number of water layers are 
provided to the upper left of each square. 

  

aPodemski, C.L., Smith, E.L., Wlasichuk, C.A., and Zhang, J. 2019. Development of 
Sediment Biogeochemical Indicators for Regulation of Freshwater Cage Aquaculture. In 
Program for Aquaculture Regulatory Research (PARR). Fisheries and Oceans Canada. p. 
39. 

 



 

357 
 

 

 

Appendix G.10. Tabular representation of the agreement between observed and DEPOMOD 
predicted categorization of test sampling sites in Farm 1, 2015. Categories A–D correspond to 
deposition rates that result in loss of invertebrate density according to the predictive relationship 
developed by Podemski et al. (2019)a. The deposition thresholds and corresponding impacts to 
density are provided in the legend at the bottom of the figure. Observed categories are on the left, 
predicted categories are across the top. Numbers in cells correspond to the number of test 
locations in that category. Grey cells represent agreement between observed and modelled data. 
Numbers in cells below the grey cells record the number of sites that were in a worse category 
than predicted. Numbers in cells above the grey cells record the number of sites that were in a 
better category than predicted. The DEPOMOD run, current meter, and number of water layers 
are provided to the upper left of each square. 

  

aPodemski, C.L., Smith, E.L., Wlasichuk, C.A., and Zhang, J. 2019. Development of 
Sediment Biogeochemical Indicators for Regulation of Freshwater Cage Aquaculture. In 
Program for Aquaculture Regulatory Research (PARR). Fisheries and Oceans Canada. p. 
39. 

 



 

358 
 

 

 

 

Appendix G.11. Tabular representation of the agreement between observed and DEPOMOD 
predicted categorization of test sampling sites in Farm 3, 2015. Categories A–D for density and 
A–C for richness correspond to deposition rates that result in loss of invertebrate density and 
richness according to the predictive relationships developed by Podemski et al. (2019)a. The 
deposition thresholds and corresponding impacts to density and richness are provided in the 
legend at the bottom of their respective figures. Observed categories are on the left, predicted 
categories are across the top. Numbers in cells correspond to the number of test locations in that 
category. Grey cells represent agreement between observed and modelled data. Numbers in cells 
below the grey cells record the number of sites that were in a worse category than predicted. 
Numbers in cells above the grey cells record the number of sites that were in a better category 
than predicted. The DEPOMOD run and number of water layers are provided to the upper left of 
each square. 

 

aPodemski, C.L., Smith, E.L., Wlasichuk, C.A., and Zhang, J. 2019. Development of 
Sediment Biogeochemical Indicators for Regulation of Freshwater Cage Aquaculture. In 
Program for Aquaculture Regulatory Research (PARR). Fisheries and Oceans Canada. p. 
39.  
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Bland-Altman plots showing validation run model error and relative error for full and reduced 

range data ranges. See Appendix I for non-transformed (x) to transformed (log10(x+1)) conversion 

scales. Note that positive relative error when a DEPOMOD prediction is zero (square symbol) is 

possible because predicted values are prediction plus background estimate. There are some 

situations were observations were lower than the background estimate. 
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Appendix H.1. Validation run D-KAD14-01 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layers: ☒1 ☐5 

Year: ☒2014 ☐2015     Cage size: ☒ actual ☐ virtual ☐ virtual+10 m 
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Appendix H.2. Validation run D-KAD14-02 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

    

    

Output: ☒ C ☐TS     Water layers: ☐1 ☒5 

Year: ☒2014 ☐2015     Cage size: ☒ actual ☐ virtual ☐ virtual+10 m 

 



 

362 
 

 

Appendix H.3. Validation run D-KAD14-03 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

    

    

Output: ☒ C ☐TS     Water layers: ☒1 ☐5 

Year: ☒2014 ☐2015     Cage size: ☐ actual ☒ virtual ☐ virtual+10 m 
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Appendix H.4. Validation run D-KAD14-04 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layers: ☐1 ☒5 

Year: ☒2014 ☐2015     Cage size: ☐ actual ☒ virtual ☐ virtual+10 m 
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Appendix H.5. Validation run D-KAD14-05 carbon deposition (Cdep) Bland-Altman plots (A, C) and 
relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range (C, 
D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

    

    

Output: ☒ C ☐TS     Water layers: ☒1 ☐5 

Year: ☒2014 ☐2015     Cage size: ☐ actual ☐ virtual ☒ virtual+10 m 
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Appendix H.6. Validation run D-KAD14-06 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels.  

 

    

    

Output: ☒ C ☐TS     Water layers: ☐1 ☒5 

Year: ☒2014 ☐2015     Cage size: ☐ actual ☐ virtual ☒ virtual+10 m 
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Appendix H.7. Validation run D-KAD14-07 total solids deposition (TSdep) Bland-Altman plots (A, 
C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels.  

    

    

Output: ☐ C ☒TS     Water layers: ☒1 ☐5 

Year: ☒2014 ☐2015     Cage size: ☒ actual ☐ virtual ☐ virtual+10 m 
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Appendix H.8. Validation run D-KAD14-08 total solids deposition (TSdep) Bland-Altman plots (A, 
C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels.  

 

    

    

Output: ☐ C ☒TS     Water layers: ☐1 ☒5 

Year: ☒2014 ☐2015     Cage size: ☒ actual ☐ virtual ☐ virtual+10 m 
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Appendix H.9. Validation run D-KAD14-09 total solids deposition (TSdep) Bland-Altman plots (A, 
C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels.  

 

    

    

Output: ☐ C ☒TS     Water layers: ☒1 ☐5 

Year: ☒2014 ☐2015     Cage size: ☐ actual ☒ virtual ☐ virtual+10 m 
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Appendix H.10. Validation run D-KAD14-10 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels.  

    

    

Output: ☐ C ☒TS     Water layers: ☐1 ☒5 

Year: ☒2014 ☐2015     Cage size: ☐ actual ☒ virtual ☐ virtual+10 m 
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Appendix H.11. Validation run D-KAD14-11 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels. 

    

    

Output: ☐ C ☒TS     Water layers: ☒1 ☐5 

Year: ☒2014 ☐2015     Cage size: ☐ actual ☐ virtual ☒ virtual+10 m 
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Appendix H.12. Validation run D-KAD14-12 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels.  

    

    

Output: ☐ C ☒TS     Water layers: ☐1 ☒5 

Year: ☒2014 ☐2015     Cage size: ☐ actual ☐ virtual ☒ virtual+10 m 
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Appendix H.13. Validation run D-CAC15-01 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels. 

    

    

Output: ☒ C ☐TS     Water layers: ☒1 ☐5 

Year: ☐2014 ☒2015     Current meter: ☒ North ☐ South 
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Appendix H.14. Validation run D-CAC15-02 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels. 

    

    

Output: ☒ C ☐TS     Water layers: ☐1 ☒5 

Year: ☐2014 ☒2015     Current meter: ☒ North ☐ South 
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Appendix H.15. Validation run D-CAC15-03 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels. 

    

    

Output: ☒ C ☐TS     Water layers: ☒1 ☐5 

Year: ☐2014 ☒2015     Current meter: ☐ North ☒ South 
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Appendix H.16. Validation run D-CAC15-04 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels. 

    

    

Output: ☒ C ☐TS     Water layers: ☐1 ☒5 

Year: ☐2014 ☒2015     Current meter: ☐ North ☒ South 
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Appendix H.17. Validation run D-CAC15-05 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels. 

    

    

Output: ☐ C ☒TS     Water layers: ☒1 ☐5 

Year: ☐2014 ☒2015     Current meter: ☒ North ☐ South 
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Appendix H.18. Validation run D-CAC15-06 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels. 

    

    

Output: ☐ C ☒TS    Water layers: ☐1 ☒5 

Year: ☐2014 ☒2015     Current meter: ☒ North ☐ South 
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Appendix H.19. Validation run D-CAC15-07 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels. 

    

    

Output: ☐ C ☒TS     Water layers: ☒1 ☐5     

Year: ☐2014 ☒2015    Current meter: ☐ North ☒ South 
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Appendix H.20. Validation run D-CAC15-08 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels. 

    

    

Output: ☐ C ☒TS     Water layers: ☐1 ☒5 

Year: ☐2014 ☒2015     Current meter: ☐ North ☒ South 
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Appendix H.21. Validation run H-NW15-01 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels. 

    

    

Output: ☒ C ☐TS     Water layers: ☒1 ☐5    Year: ☐2014 ☒2015 
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Appendix H.22. Validation run H-NW15-04 carbon deposition (Cdep) Bland-Altman plots (A, C) 
and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data range 
(C, D). Relative prediction error was calculated by dividing the difference between predicted and 
observed values by the observed values, then multiplying by 100%. The grey, solid orange, and 
dashed orange lines represent the zero difference line, mean difference (or line of best fit), and 
the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a line of 
best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition over 
background levels. 

    

    

Output: ☒ C ☐TS     Water layers: ☐1 ☒5    Year: ☐2014 ☒2015 
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Appendix H.23. Validation run H-NW15-05 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels. 

    

    

Output: ☐ C ☒TS     Water layers: ☒1 ☐5    Year: ☐2014 ☒2015 
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Appendix H.24. Validation run H-NW15-08 total solids deposition (TSdep) Bland-Altman plots 
(A, C) and relative prediction error plots (B, D) for the full data range (A, B) and the reduced data 
range (C, D). Relative prediction error was calculated by dividing the difference between predicted 
and observed values by the observed values, then multiplying by 100%. The grey, solid orange, 
and dashed orange lines represent the zero difference line, mean difference (or line of best fit), 
and the 95% confidence intervals (respectively). Note that heteroscedastic plots do not have a 
line of best fit plotted. Square symbols represent where DEPOMOD predicted zero deposition 
over background levels. 

 

  

    

    

Output: ☐ C ☒TS     Water layers: ☐1 ☒5    Year: ☐2014 ☒2015 
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Appendix I.1. Log10(x+1) conversion scale for x values from 0 to 28.  

 

 

 

 

 

Appendix I.2. Log10(x+1) conversion scale for x values from 0 to 360. 
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