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Standing Committee on Access to Information, Privacy and Ethics

Monday, April 4, 2022

● (1100)

[English]
The Chair (Mr. Pat Kelly (Calgary Rocky Ridge, CPC)): I

call this meeting to order. Welcome to meeting number 15 of the
House of Commons Standing Committee on Access to Information,
Privacy and Ethics.

Pursuant to Standing Order 108(3)(h) and the motion adopted by
the committee on Monday, December 13, 2021, the committee is
resuming its study of the use and impact of facial recognition tech‐
nology.

Today’s meeting is taking place in a hybrid format, pursuant to
the House order of November 25, 2021. Members are attending in
person in the room and remotely using the Zoom application. Per
the directive of the Board of Internal Economy on March 10, 2022,
all those attending the meeting in person must wear a mask, except
for members who are at their place during proceedings.

For those participating by video conference, click on the micro‐
phone icon to activate your mike. Please mute your mike when you
are not speaking.

For witnesses participating for the fist time, in this type of meet‐
ing you have the option for interpretation. At the bottom of your
screen, you can select floor, which is in either language, or French
or English for translation. For those in the room, you can use the
earpiece and select the desired channel.

I would remind everyone that all comments should be addressed
through the chair.

Members in the room should raise their hand to speak. For mem‐
bers on Zoom, please use the “raise hand” function. The clerk and I
will manage the speaking order as best we can. We appreciate your
patience and understanding.

I welcome all of our witnesses. We have four witnesses this
morning: Dr. Rob Jenkins, professor, University of York; Mr. San‐
jay Khanna, strategic adviser and foresight expert; Ms. Angelina
Wang, computer science graduate researcher, Princeton University;
and Dr. Elizabeth Anne Watkins, post-doctoral research associate,
Princeton University.

We will begin with Dr. Jenkins.

You have five minutes for your opening statements.
Professor Rob Jenkins (Professor, University of York, As an

Individual): Good morning.

Thank you, Mr. Chair and members of the committee.

My name is Rob Jenkins. I'm a professor of psychology at the
University of York in the U.K., and I speak to the issue of face
recognition from the perspective of cognitive science.

I'd like to begin by talking about expectations of face recognition
accuracy and how actual performance measures up to these expec‐
tations.

Our expectations are mainly informed by our experience of face
recognition in everyday life, and that experience can be highly mis‐
leading when it comes to security and forensic settings.

Most of the time we spend looking at faces, we're looking at fa‐
miliar faces, and by that I mean the faces of people we know and
have seen many times before, including friends, family and col‐
leagues. Humans are extremely good at identifying familiar faces.
We recognize them effortlessly and accurately, even under poor
viewing conditions and in poor quality images. The everyday suc‐
cess of face recognition in our social lives can lead us to overgener‐
alize and to assume that humans are good at recognizing faces gen‐
erally. We are not.

Applied face recognition, including witness testimony, security
and surveillance, and forensic face matching, almost always in‐
volves unfamiliar faces, and by that I mean the faces of people we
do not know and have never seen before.

Humans are surprisingly bad at identifying unfamiliar faces. This
is a difficult task that generates many errors, even under excellent
viewing conditions and with high quality images. That is the find‐
ing not only for randomly sampled members of the public but also
for trained professionals with many years of experience in the role,
including passport officials and police staff.

It is essential that we evaluate face recognition technology, or
FRT, in the context of unfamiliar face recognition by humans. This
is partly because the current face recognition infrastructure relies
on unfamiliar face recognition by humans, making human perfor‐
mance a relative comparison, and partly because, in practice, FRT
is embedded in face recognition workflows that include human op‐
erators.
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Unfamiliar face recognition by humans, a process that is known
to be error prone, remains integral to automatic face recognition
systems. To give one example, in many security and forensic appli‐
cations of FRT, an automated database search delivers a candidate
list of potential matches, but the final face identity decisions are
made by human operators who select faces from the candidate list
and compare them to the search target.

The U.K. “Surveillance Camera Code of Practice” states that the
use of FRT “...should always involve human intervention before de‐
cisions are taken that affect an individual adversely”. A similar
principle of human oversight has been publicly adopted by the Aus‐
tralian federal government: “decisions that serve to identify a per‐
son will never be made by technology alone”.

Human oversight provides important safeguards and a mecha‐
nism for accountability; however, it also imposes an upper limit on
the accuracy that face recognition systems could achieve in princi‐
ple. Face recognition technologies are not 100% accurate, but even
if they were, human oversight bakes human error into the system.
Human error is prevalent in these tasks, but there are ways to miti‐
gate it. Deliberate efforts, either by targeted recruitment or by evi‐
dence-based training, must be made to ensure that the humans in‐
volved in face recognition decisions are highly skilled.

Use of FRT in legal systems should be accompanied by transpar‐
ent disclosure of the strengths, limitations and operation of this
technology.

If FRT is to be adopted in forensic practice, new types of expert
practitioners and researchers are needed to design, evaluate, over‐
see and explain the resultant systems. Because these systems will
incorporate human and AI decision-making, a range of expertise is
required.

Thank you.
● (1105)

The Chair: Thank you very much, Dr. Jenkins.

Now we have Mr. Khanna.

You have five minutes.
Mr. Sanjay Khanna (Strategic Advisor and Foresight Expert,

As an Individual): Mr. Chair, thank you very much for the oppor‐
tunity to speak to you and members. I will be speaking about facial
recognition technology in terms of the individual, digital society
and government.

I am a consultant in the areas of strategic foresight, scenario
planning and global change, and I am an adjunct professor in the
Master of Public Policy in Digital Society program at McMaster
University.

A key foresight method that I use for planning for the future is
scenario planning. As Canada navigates the most uncertainty it has
faced since the start of the post-war period, scenario planning can
play a role in helping legislators to inform resilient strategy and
public policy. I see the following as important issues to address
with facial recognition, which I will refer to as FRT.

One, people are being targeted by FRT without meaningful con‐
sent and/or in ways they do not understand. Two, societies that are

increasingly unequal include populations of people who cannot ad‐
vocate for their interests related to FRT's current or possible use.
Three, legislators will always be behind the curve if they do not
take the time to explore the plausible futures of digital society and
the role of novel technologies such as FRT within them.

I will speak to these concerns from the perspectives of the indi‐
vidual, of society and of government.

In terms of the individual, our faces open doors for us and can
lead to doors being closed on us. We experience biases across the
spectrum from negative to positive and implicit to explicit based on
how our faces are perceived and on other factors related to our ap‐
pearance. This fundamental reality shapes our lives.

With an FRT-enabled world, what might it mean to be recognized
by technical systems in which FRT is embedded?

What might it mean for FRT to be combined with sentiment
analysis to quickly identify feelings at vulnerable moments when a
person might be swayed or impacted by commercial, social or po‐
litical manipulation?

What might it mean for a person to be identified as a potential
social, political or public safety threat by FRT embedded into secu‐
rity robots?

What might it mean for a person to be targeted as a transactional
opportunity or liability by FRT embedded into gambling or com‐
mercial services?

Technologies associated with FRTs, such as big data, machine
learning and artificial intelligence, amplify these potential risks and
opportunities of FRT and other biometric technologies. While some
individuals may welcome FRT, many are concerned about being
targeted and monitored. In cases in which rights are infringed, indi‐
viduals may never know how or why; companies may choose not to
reveal the answers, and there may not be meaningful consent.

In such cases, there will be no accessible remedies for individu‐
als impacted by commercial, legal or human rights breaches.

In terms of digital society, Canadian society faces unprecedented
challenges. Rising social and racial inequalities in our country have
been worsened greatly by the pandemic. Canadians are experienc‐
ing chronic stress and declining physical and mental health. Social
resilience is undermined by disinformation and misinformation.
Canada is addressing new and threatening challenges to the post-
war order. The climate crisis is a co-occurring threat multiplier.
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Despite these challenges, major technology companies are profit‐
ing from opportunities amidst the unprecedented risk and so have
gained additional leverage in relation to government and our digital
society. In the process, a few companies have accrued considerable
power with trillion-dollar-plus valuations, large economic influence
and a lock on machine learning and artificial intelligence expertise.

As I speak, technology leaders are imagining the next FRT use
cases, including how FRT might be used more widely in business,
government and industry. Some tech companies are exploring
threats and opportunities that would justify use cases that may be
unlawful today but could be viable in new circumstances, from a
change in government to a shocking security event to changes in
labour laws.

In terms of government, a society facing constant disruption has
not proved to be a universally safe one for Canadians. The realities
of harms and potential harms to individuals and of the risks and op‐
portunities for business and government puts effective governance
in the spotlight. At a time of unprecedented risk, parliamentarians
have a responsibility to make sense of societal change and to com‐
prehend plausible futures for FRT amidst the use of sophisticated
surveillance systems in “smarter” cities, growing wealth and in‐
come inequality, threatened rights of children and marginalized
communities.

Creating effective law and policy related to FRT should involve
due contemplation of plausible futures.
● (1110)

I respect that for you, as legislators, this is a challenging task,
given the often short-term horizons of elected individuals and par‐
ties. However, prospective thinking can complement the develop‐
ment of legislation to deal with novel and often unanticipated con‐
sequences of technologies as potent as FRT, which is inextricably
linked with advances in computer vision, big data, human computer
interaction, machine learning, artificial intelligence and robotics.

The Chair: Mr. Khanna, I'm sorry. I'm going to have to interrupt
you.

Mr. Sanjay Khanna: I have one more paragraph

The Chair: You're a little bit over time. Thank you for your
opening statement.

Mr. Fergus.
Hon. Greg Fergus (Hull—Aylmer, Lib.): While you were

speaking, I heard Mr. Khanna say it was his last paragraph. I am
wondering if we could make the exception to hear that.

The Chair: If you can spit it out in about 15 seconds or less,
then I'll do that.

Mr. Sanjay Khanna: A government responding to the “now” in
this space will always remain behind the curve. Some technology
companies and start-ups are betting that governments won't catch
up. Legislators should take steps to correct this impression by insti‐
tuting guardrails over longer horizons that strengthen Canadians'
resilience.

The Chair: Thank you very much.

I do apologize to witnesses when periodically I have to cut them
off, but we are somewhat governed by the clock.

My apologies. It will probably not be the last time I have to do
that in this meeting.

We will move along now to Ms. Wang.

Please go ahead with your opening statement. You have up to
five minutes.

Ms. Angelina Wang (Computer Science Graduate Re‐
searcher, Princeton University, As an Individual): Hi, I'm An‐
gelina Wang, a graduate researcher in the computer science depart‐
ment at Princeton University. Thank you for inviting me to speak
today.

I will give a brief overview of the technology behind facial
recognition, as well as highlight some of what are, in my view, the
most pertinent technical problems with this technology that should
prevent it from being deployed.

These days, different kinds of facial recognition tasks are gener‐
ally accomplished by a model that has been trained using machine
learning. What this means is that rather than any sort of hand-coded
rules, such as that two people are more likely to be the same if they
have the same coloured eyes, the model is simply given a very
large dataset of faces with annotations, and instructed to learn from
it. These annotations include things like labels for which images are
the same person, and the location of the face in each image. These
are typically collected through crowdsourcing on platforms like
Amazon Mechanical Turk, which has been known to have homoge‐
neous worker populations and unfavourable working conditions.
The order of magnitude of these datasets is very large, with the
minimum being around 10,000 images, and the maximum going up
to millions. These datasets of faces are frequently collected just by
scraping images off the Internet, from places like Flickr. The indi‐
viduals whose faces are included in this dataset generally do not
know their images were used for such a purpose, and may consider
this to be a privacy violation. The model uses these massive
datasets to automatically learn how to perform facial recognition
tasks.

It’s worth noting here that there is also lots of pseudoscience on
other kinds of facial recognition tasks, such as gender prediction,
emotion prediction, and even sexual orientation prediction and
criminality prediction. There has been warranted backlash and criti‐
cism of this work, because it's all about predicting attributes that
are not visually discernible.
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In terms of what some might consider to be more legitimate use
cases of facial recognition, these models have been shown over and
over to have racial and gender biases. The most prominent work
that brought this to light was by Joy Buolamwini and Timnit Gebru
called “Gender Shades”. While it investigated gender prediction
from faces, a task that should generally not be performed, it high‐
lighted a vitally important flaw in these systems. What it did was
showcase that hiding behind the high accuracies of the model were
very different performance metrics across different demographic
groups. In fact, the largest gap was a 34.4% accuracy difference be‐
tween darker skin-toned female people and lighter skin-toned male
people. Many different deployed facial recognition models have
been shown to perform worse on people of darker skin tones, such
as multiple misidentifications of Black men in America, which
have led to false arrests.

There are solutions to these kinds of bias problems, such as col‐
lecting more diverse and inclusive datasets, and performing disag‐
gregated analyses to look at the accuracy rates across different de‐
mographic groups rather than looking at one overall accuracy met‐
ric. However, the collection of these diverse datasets is itself ex‐
ploitative of marginalized groups by violating their privacy to col‐
lect their biometric data.

While these kinds of biases are theoretically surmountable with
current technology, there are two big problems that the current sci‐
ence does not yet know how to address. These are the two problems
of brittleness and interpretability. By brittleness, I mean that there
are known ways that these facial recognition models can break
down and allow bad actors to circumvent and trick the model. Ad‐
versarial attacks are one such method, where someone can manipu‐
late the face presented to a model in a particular way such that the
model is no longer able to identify them, or even misidentify them
as someone completely different. One body of work has shown
how simply putting a pair of glasses that have been painted a spe‐
cific way on a face can trick the model into thinking one person is
someone entirely different.

The next problem is one of interpretability. As I previously men‐
tioned, these models learn their own sets of patterns and rules from
the large dataset they are given. Discovering the precise set of rules
the model is using to make these decisions is extremely difficult,
and even the engineer or researcher who built the model frequently
cannot understand why it might perform certain classifications.
This means that if someone is misclassified by a facial recognition
model, there is no good way to contest this decision and inquire
about why such a decision was made in order to get clarity. Models
frequently rely on something called “spurious correlations,” which
is when a model uses an unrelated correlation in the data to perform
a classification. For example, medical diagnosis models may be re‐
lying on an image artifact of a particular X-ray machine to perform
classification, rather than the actual contents in the image. I believe
it is dangerous to deploy models for which we have such a low un‐
derstanding of their inner workings in such high-stakes settings as
facial recognition.

Some final considerations I think are worth noting include that
facial recognition technologies are an incredibly cheap surveillance
device to deploy, and that makes it very dangerous because of how
quickly it can proliferate. Our faces are such a central part of our

identities, and generally do not change over time, so this kind of
surveillance is very concerning. I have only presented a few techni‐
cal objections to facial recognition technology today, and taken as a
whole with the many other criticisms, I believe the enormous risks
of facial recognition technology far outweigh any benefits that can
be gained.

Thank you.

● (1115)

The Chair: Thank you.

Dr. Watkins, you have up to five minutes.

Dr. Elizabeth Anne Watkins (Postdoctoral Research Asso‐
ciate, Princeton University, As an Individual): Thank you for the
chance to speak today.

My name is Elizabeth Anne Watkins and I am a post-doctoral re‐
search fellow at the Center for Information Technology as well as
the human-computer interaction group at Princeton University, and
an affiliate with the Data & Society research institute in New York.

I'm here today in a personal capacity to express my concerns
with the private industry use of facial verification on workers.
These concerns have been informed by my research as a social sci‐
entist studying the consequences of AI in labour contexts.

My key concerns today are twofold: one, to raise awareness of a
technology related to facial recognition yet distinct in function,
which is facial verification; and two, to urge this committee to con‐
sider how these technologies are integrated into sociotechnical con‐
texts, that is, the real-world humans and scenarios forced to comply
with these tools and to consider how these integrations hold signifi‐
cant consequences for the privacy, security and safety of people.

First I'll give a definition and description of facial verification.
Whereas facial recognition is a 1:n system, which means it both
finds and identifies individuals from camera feeds typically view‐
ing large numbers of faces, usually without the knowledge of those
individuals, facial verification, on the other hand, while built on
similar recognition technology, is distinct in how it's used. Facial
verification is a 1:1 matching system, much more intimate and up
close where a person's face, directly in front of the camera, is
matched to the face already associated with the device or digital ac‐
count they're logging in to. If the system can see your face and pre‐
dict that it's a match to the face already associated with the device
or account, then you're permitted to log in. If this match cannot be
verified, then you'll remain locked out. If you use Face ID on an
iPhone, for example, you've already used facial verification.
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Next I'll focus on the sociotechnical context to talk about where
this technology is being integrated, how and by whom. My focus is
on work. Facial verification is increasingly being used in work con‐
texts, in particular gig work or precarious labour. Amazon delivery
drivers, Uber drivers and at-home health care workers are already
being required in many states in the U.S., in addition to countries
around the world, to comply with facial verification in order to
prove their identities and be allowed to work. This means the per‐
son has to make sure their face can be seen and matched to the pho‐
to associated with the account. Workers are typically required to do
this not just once, but over and over again.

The biases, failures and intrinsic injustices of facial recognition
have already been expressed to this committee. I'm here to urge this
committee to also consider the harms resulting from facial verifica‐
tion's use in work.

In my research, I've gathered data from workers describing a va‐
riety of harms. They're worried about how long their faces are be‐
ing stored, where they're being stored and with whom they're being
shared. In some cases, workers are forced to take photos of them‐
selves over and over again for the system to recognize them as a
match. In other cases, they're erroneously forbidden from logging
into their account because the system can't match them. They have
to spend time visiting customer service centres and then wait,
sometimes hours, sometimes days, for human oversight to fix these
errors. In other cases still, workers have described being forced to
step out of their cars in dark parking lots and crouch in front of
their headlights to get enough light for the system to see them.
When facial verification breaks, workers are the ones who have to
create and maintain the conditions for it to produce judgment.

While the use of facial recognition by state-based agencies like
police departments has been the subject of growing oversight, the
use of facial verification in private industry and on workers has
gone on under-regulated. I implore this committee to allocate atten‐
tion to these concerns and pursue methods to protect workers from
the biases, failures and critical safety threats of these tools, whether
it's through biometric regulation, AI regulation, labour law or some
combination thereof.

I second a recent witness, Cynthia Khoo, in her statement that
recognition technology cannot bear the legal and moral responsibil‐
ity that humans are already abdicating to it over vulnerable people's
lives. A moratorium is the only morally appropriate regulatory re‐
sponse.

Until that end can be reached, accountability and transparency
measures must be brought to bear not only on these tools, but also
on company claims that they help protect against fraud and mali‐
cious actors. Regulatory intervention could require that companies
release data supporting these claims for public scrutiny and require
companies to perform algorithmic impact assessments, including
consultation with marginalized groups, to gain insight into how
workers are being affected. Additional measures could require com‐
panies to provide workers with access to multiple forms of identity
verification to ensure that people whose bodies or environments
cannot be recognized by facial verification systems can still access
their means of livelihood.

At heart, these technologies provoke large questions around who
gets to be safe, what safety ought to look like, and who carries the
burden and liability of achieving that end.

Thank you.

● (1120)

The Chair: Thank you very much for that opening statement.

Now we'll move to questions.

We'll begin with Mr. Williams for six minutes.

Mr. Ryan Williams (Bay of Quinte, CPC): Thank you very
much, Mr. Chair, and thank you very much to our witnesses who
are attending today. This is very interesting.

I'm going to start with Mr. Jenkins.

You've completed work regarding the accuracy of facial recogni‐
tion by experts such as passport officers, and you've found a large
amount of human error that exists. What are the error rates by hu‐
mans versus machine learning software for facial recognition tech‐
nology?

Prof. Rob Jenkins: It depends largely on the specifics of the
task. In a task in which passport staff who have been trained and
have many years' experience in the job are asked to compare live
faces presented in front of them against photographed identity doc‐
uments similar to passports, we typically see error rates of around
10%. That means for every 10 comparisons that are made, one of
them is made erroneously. I'm talking about a decision on whether
there's a match or a mismatch between the photo and the live per‐
son.

As for computer-based systems, we have very little understand‐
ing in how most of them operate in realistic conditions. Many of
the test results that are reported by vendors are based on idealized
situations in which image quality is reliably good and the condi‐
tions under which the match is being conducted are very good. That
ignores the noise and complexity of the real world. So we just don't
know enough about that, in my view.

● (1125)

Mr. Ryan Williams: Okay. Thank you.

When we compare it with other methods of identification, such
as fingerprinting, do you have any data on that? What would the er‐
ror rate be for fingerprints instead of using facial recognition?

Prof. Rob Jenkins: I can't quote a figure, but there are reasons
that fingerprint matching can be more reliable in certain circum‐
stances. One of the reasons is that facial appearance changes a lot
according to lighting conditions and the distance from the face to
the camera lens. Those particular problems are not present when it
comes to matching fingerprints.

Mr. Ryan Williams: Are the errors made by humans versus
computers the same errors, or are they completely different? You've
mentioned a few of them.
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Prof. Rob Jenkins: There are patterns of similarity, but there are
also striking divergences between the errors that computers and hu‐
mans make. Dr. Wang mentioned an example of where simply
adding glasses to someone wouldn't affect a human perceiver's
view of who is there, but seemingly superficial changes like that
can really throw some computer systems and lead to incorrect an‐
swers that are unexpected.

Mr. Ryan Williams: You mentioned that FRT should always in‐
clude human intervention. Will it ever be that with human and ma‐
chine intervention we have 100% accuracy? What does that de‐
crease that accuracy to?

Prof. Rob Jenkins: One of the benefits of having human over‐
sight as a part of the system is that egregious errors of the type we
were just discussing can be fished out and noticed for the errors that
they are before being acted upon. For that reason, I think it's impor‐
tant have a human safeguard, but the fact that human face recogni‐
tion is not infallible also means that we should expect humans to
introduce errors into the system if they're given the final decision.
That's the result of the cognitive biases we all carry with us. I'm
talking about good-faith errors rather than prejudice or malicious
intent.

Mr. Ryan Williams: In “Two Factors in Face Recognition”, you
wrote, “Face recognition accuracy depends much more on whether
you know the person's face than whether you share the same race.”
How does this trend carry through into AI-based facial recognition
software?

Prof. Rob Jenkins: Well, I think it's important to distinguish be‐
tween differences in ability and prejudice. Both exist, but they're in‐
dependent of each other.

Differences in ability to recognize faces reflect the viewer's so‐
cial diet of faces—that is, the range of facial appearances they en‐
counter. That's important for at least two reasons. First, we should
expect demographic disparities in face recognition by humans even
in the absence of prejudice. Second, the notion of a social diet of
faces has a clear analogue in face recognition technology, specifi‐
cally the composition of face databases that are used to train the al‐
gorithm.

Tackling prejudice is clearly important in its own right, but it
would not eliminate demographic disparities in face recognition ac‐
curacy. That's a separate problem.

Mr. Ryan Williams: Okay.

Thank you, Mr. Chair. I'll let my 14 seconds go.
The Chair: All right. Thank you.

With that, I'll go to Mr. Fergus for six minutes.
Hon. Greg Fergus: Thank you very much, Mr. Chair.

I'd like to thank all the witnesses for being present here today. I
appreciate it.

I have questions for several witnesses, so I'd appreciate it if the
witnesses could be brief, yet pithy, in their comments.

Mr. Jenkins, in a question that you had from my colleague, Mr.
Williams, you were asked about setting up fingerprinting versus fa‐

cial verification. From what I heard from Dr. Wang, you and other
witnesses, they're not quite the same thing.

Can you compare the two in terms of their accuracy and how fa‐
cial recognition technology is used, as opposed to fingerprinting?
I'm assuming it is really just a process of trying to match up a
dataset to another dataset. Is that correct?
● (1130)

Prof. Rob Jenkins: There are some general similarities.

In both cases, the idea is to take a sample from the world—be it
somebody's fingerprint line or their facial image alike—and com‐
pare it with some stored representation that you have and that
you're expecting will provide a match.

The difficulty arises when the variability in the live capture from
the person you're trying to identify...it can vary over time. You al‐
ways have to account for that variability in attempting the match to
the gallery of stored information.

Now—
Hon. Greg Fergus: In other words, the situation changes re‐

markably for the presentation of one's face, as opposed to the pre‐
sentation of one's fingerprints. It might not be quite an apples-to-
apples and oranges-to-oranges comparison.

Prof. Rob Jenkins: I think that's fair to say. We know for sure
that different pictures of one person's face can be more varied than
pictures of different people's faces. That's the nub of the problem.

Hon. Greg Fergus: Thank you very much for that.

Dr. Wang, thank you very much for your presentation. If I may
suggest, I know that you only brought to our committee a couple of
the problems that your research has identified. If there are others
that you would like to share with this committee.... We have a com‐
mon saying here that if we don't hear it or if we don't read it, we
can't report on it. We would certainly appreciate it if you felt you
had the time and could send us more examples of what you consid‐
er some of the limitations of facial verification.

I'd like to go back to the two big problems that you identified,
which are brittleness and interpretability.

I was wondering if you could talk a bit more about the brittleness
of it. Bad actors could circumvent the system, but there's also the
vulnerability of people who have no intention of circumventing it,
but are yet victims of the biases. I think you talked about machine
learning and that all it does is extenuate the biases that would exist
in society in general.

Am I correct?
Ms. Angelina Wang: Yes, you are.

For brittleness, because we don't really know what the model is
picking up on in order to make certain identifications, we don't
know what patterns it's relying on. Because humans might know
that people are likely to wear makeup and put on glasses, they can
control for these kinds of changes. If someone were to inadvertent‐
ly do something a bit different with their face and how they're pre‐
senting themselves, this might not be tested for and the model
might misidentify them.
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Hon. Greg Fergus: I know this goes beyond what you testified
today, but in some of the readings we've had, we've talked about the
limitations of the technology, such as camera technology. There are
clear biases in the faces that the technology will favour. It was cre‐
ated throughout, and has evolved since we started taking pictures. It
favours white males, in particular. For every other category or
group, there are varying levels of greater and greater inaccuracy.

Could you talk a bit more about that? Even if we were to try to
correct for machine learning, we would still have a problem with
the technology itself, and the biases that might be introduced by
that technology.

Ms. Angelina Wang: Ever since cameras were invented, they
have always worked a lot worse on people with darker skin tones.
They haven't accounted for different lighting differences. The cam‐
eras have always been developed primarily on people with lighter
skin tones. A lot of times in different lighting conditions, it just will
not work as well on people with different skin tones. People's faces
may blend into the background more, depending on what they look
like.
● (1135)

Hon. Greg Fergus: Therefore, as a result, it perpetuates that bias
that's already built into the system.

Ms. Angelina Wang: Exactly. The image quality will be differ‐
ent for different people.

Hon. Greg Fergus: Mr. Khanna and Dr. Watkins, I'm coming up
close to the end of my time, but I'm going to see if I can get in a
really quick question.

Mr. Khanna, you mentioned that politicians have to get ahead of
the game.

Can you give us, very briefly, how we should get ahead of the
game to try to put the right type of framework around FRT?

Mr. Sanjay Khanna: Yes. I think you should use a technique
called scenario planning. I think for the purposes that you're using
it, the Oxford scenario planning approach out of Oxford University
is quite useful, because it involves multi-stakeholder engagements
and—

The Chair: It was good that you got a clear answer.

If you have additional information that you'd like to provide to
the committee, I welcome you to do so.

Mr. Fergus actually took his clock down to zero before he was
finished asking his question.

Hon. Greg Fergus: I'm always pushing the envelope.
The Chair: Yes. Indeed, you are.

[Translation]

Mr. Villemure, you have the floor for six minutes.
Mr. René Villemure (Trois-Rivières, BQ): I want to say hello

to all the witnesses. Thank you for your remarkable availability.

In this first round, my questions will be for Mr. Khanna and Mr.
Jenkins.

Mr. Khanna and Mr. Jenkins, I have a very general question for
you. I would ask that you respond in a few seconds and then we can
dig deeper.

Does facial recognition mean the end of personal freedom?

I will turn the floor over to you, Mr. Khanna.
[English]

Mr. Sanjay Khanna: I'll take that.

Very briefly, it depends on the contextual environment of gover‐
nance of the technologies. I also think that the nature of the govern‐
ment within which these technologies are being employed is very
important. The legislative governance and other oversight mecha‐
nisms can change. In certain contexts and kinds of government, it
could very well potentially mean that—
[Translation]

Mr. René Villemure: Thank you very much, Mr. Khanna.

Mr. Jenkins, yes or no.

Does it mean the end of personal freedom?
[English]

Prof. Rob Jenkins: Do you really want a yes or no?
[Translation]

Mr. René Villemure: If at all possible.
[English]

Prof. Rob Jenkins: Not on its own. No.
[Translation]

Mr. René Villemure: Thank you very much.

Mr. Jenkins, in your research, you talk about intrapersonal vari‐
ability.

Could you elaborate on that?
[English]

Prof. Rob Jenkins: Yes. Each of us has one face, which has its
own appearance. That appearance changes a lot of times, not only
over the long term as we grow and age, but also from moment to
moment, as viewpoints change, the lighting around us changes or as
we change our facial expression or talk.

There's an awful lot of variation, and this is a problem. What
you're trying to do, of course, in the context of facial recognition, is
to establish which of the people you know or have stored in some
database you are looking at right now. That variability is difficult to
overcome. You're always in the position of not knowing whether
the image you have before you could count as one of the people
you know or it is somebody new.

I think the variability is fundamental to the problem that we're
discussing. Different people vary in their appearance, but each per‐
son also varies in their appearance. Separating those two sources of
variability to understand what you're looking at is computationally
difficult.
[Translation]

Mr. René Villemure: Thank you very much.
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Mr. Khanna, in past discussions, you have alluded to biometric
terrorism.

Could you tell us more about that?
● (1140)

[English]
Mr. Sanjay Khanna: I'm trying to recall the particular conversa‐

tion you're referring to, but certainly there are scenarios within
which those kinds of questions are being explored, such as the ex‐
tent to which someone's identity could be stolen to identify them as
a terrorist actor.

There are many plausible scenarios. I'm not sure how facial
recognition technology might play into that specifically, but this is
where scenario planning and those sorts of techniques can be very
useful to draw in the kinds of lines of inquiry that you are con‐
cerned about.
[Translation]

Mr. René Villemure: Could you tell us a little more about the
type of government framework we should be thinking about?
[English]

Mr. Sanjay Khanna: I think the frameworks can emerge only
from the kind of study that this committee is doing already. There
may be studies that are occurring in parallel that you need to draw
upon to look at these challenges more holistically. I think that's
what I would ask.

Facial recognition technology is embedded in a whole bunch of
other technologies, and to accelerate development requires machine
learning, computer vision and a whole bunch of other sorts of areas.
It needs to be looked at quite holistically in order for Parliament to
develop that kind of holistic framework that's needed, I believe.
[Translation]

Mr. René Villemure: Thank you very much, Mr. Khanna.

Mr. Jenkins, considering the speed at which technology is evolv‐
ing, is it too late to act?
[English]

Prof. Rob Jenkins: No, I don't think it's too late to act. I think
it's important that we act now. We should proceed on the basis of
evidence—what we know—and use that evidence to try to accom‐
plish what we want.
[Translation]

Mr. René Villemure: Thank you very much, Mr. Jenkins.

I will leave my remaining 30 seconds to my colleagues.
[English]

The Chair: All right. Thank you. It's appreciated.

We'll move now to Mr. Green for six minutes.
Mr. Matthew Green (Hamilton Centre, NDP): Mr. Chair, I'll

happily take those 30 seconds as offered.

Mr. Chair, I think we can all agree that the technical aspects of
this committee. I'm not sure we're going to get as deep as we need
to go in order to get the kind of report that is going to be required

out of this in the time we have allotted, so I'm going to put some
very concise questions to all of the witnesses, starting with Dr.
Watkins.

Dr. Watkins, based on your subject matter expertise, what would
be your top legislative recommendations to this committee? We're
going to be putting together a report and hope to have some of
these recommendations reflected back to the House for the govern‐
ment's consideration.

Dr. Elizabeth Anne Watkins: Thank you so much. I would say
that I have three top recommendations.

The top one would be to establish a moratorium. It's simply too
unreliable for the futures and the livelihoods to which we are allo‐
cating responsibility.

The second two recommendations would involve accountability
and transparency.

We need better insight into how these tools are being used; where
the data is being stored; how decisions are being made with them;
whether or not humans are involved; and how these decisions are
embedded within larger bureaucratic organizational structures
around how decisions are being made. Some kind of documentation
to give us insights into these processes, such as algorithmic impact
assessments, would be very useful.

Further, we need some kinds of regulatory interventions to pro‐
duce accountability and build the kinds of relationships between the
government, private actors and the public interest so that the rela‐
tionships can be built to ensure that the needs of the most vulnera‐
ble are addressed.

Mr. Matthew Green: Ms. Wang, what would be your top leg‐
islative recommendations to this committee for its consideration?

Ms. Angelina Wang: I don't think I have anything else to add to
what Dr. Watkins has said.

Mr. Matthew Green: Okay.

Professor Khanna, what would be your recommendations to this
committee?

Mr. Sanjay Khanna: I think the safeguards need to be in‐
creased, certainly for children, marginalized groups and first na‐
tions in particular. The COVID pandemic has made things worse
for all of those populations, and it's important to consider what the
trajectory is in order to figure out what kinds of harms could plausi‐
bly occur in the years to come, given the shocks we've already ex‐
perienced.

Mr. Matthew Green: What kind of safeguards would you rec‐
ommend? Do you have any specificity around that?

Mr. Sanjay Khanna: No. I would need to take some time to
think about where, specifically, the strengthening could occur, but
there are some reports—for instance, the UNICEF “Policy guid‐
ance on AI for children” of November 2021—that could be very
valuable in this context.
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● (1145)

Mr. Matthew Green: I would put to all witnesses that if, after
this, you come up with some thoughts that you weren't able to artic‐
ulate in our fast-fire rounds, to consider providing them to this
committee for consideration in writing, and hopefully they will also
be included in our report.

Professor Jenkins, what are your top legislative recommenda‐
tions for this committee's consideration?

Prof. Rob Jenkins: I would say attention to human operators in
the design and implementation of facial recognition systems, trans‐
parency and the development of an expert workforce in facial
recognition.

Mr. Matthew Green: Thank you very much.

Professor Watkins, I noted that in a report called “Now you see
me: Advancing data protection and privacy for Police Use of Facial
Recognition in Canada” that “Danish liberal deputy Karen Mel‐
chior said during parliamentary debates that 'predictive profiling,
AI risk assessment and automated decision-making systems are
weapons of “math destruction”', because they are 'as dangerous to
our democracy as nuclear bombs are for living creatures and life.'”

Given that kind of framing of “weapons of 'math destruction'”,
you noted that there's going to be an important accountability in the
private sector. I note that Amazon has just had its first unionization.
Hopefully, there will be some discussions around this.

What safeguards should we be putting on the private sector to
ensure that these “weapons of 'math destruction'” are not unleashed
on the working class?

Dr. Elizabeth Anne Watkins: That's a fantastic question. The
private sector often goes under-regulated when it comes to these
sorts of technologies.

There's a really fascinating model available in the state of Illinois
under their Biometric Information Privacy Act. They established
that, rather than having a notice and consent form, whereby users
have to opt out of having their information used, it's actually the re‐
verse, so that users have to actually opt in. Users have to be con‐
sulted before any kind of biometric information is used.

Biometric information is defined quite widely in that legislation.
As far as I can recall, it includes facial imprints as well as voice im‐
prints. This legislation has been used to wage lawsuits against com‐
panies in the private sector—for example, Facebook—for using fa‐
cial recognition in their photo-identification processes.

So looking at that kind of legislation, which places control over
biometric information back into the hands of users from the get-go,
would be very advantageous in terms of taking steps toward putting
guardrails around the private sector.

Mr. Matthew Green: I will close by saying that in one of your
papers, you and your colleagues wrote that, “Despite many promis‐
es that algorithmic systems can remove the old bigotries of biased
human judgement, there is now ample evidence that algorithmic
systems exert power precisely along those familiar vectors.” Can
you comment on that statement?

Dr. Elizabeth Anne Watkins: Thank you.

While AI, machine learning and algorithmic technologies appear
to be very futuristic, very innovative and brand new, they're based
on data that has been gathered over years and decades, reflecting
things like institutional biases, racism and sexism.

This data doesn't come from nowhere. It comes from these insti‐
tutions that have engaged, for example, in over-policing certain
communities. Processes like over-policing then produce datasets
that make a criminal look a certain way, when we know that doesn't
actually reflect reality. These are the institutional ways in which
they see populations.

Those datasets are then the very datasets on which AI and ma‐
chine learning learn and they learn what the world is. So rather than
being innovative and futuristic, AI, machine learning and algorith‐
mic processes are actually very conservative and very old-fash‐
ioned, and they are perpetuating the biases that we, as a society,
ought to figure out how to step forward and get past.

Mr. Matthew Green: Thank you very much.

The Chair: We now go to Mr. Kurek for five minutes.

Mr. Damien Kurek (Battle River—Crowfoot, CPC): Thank
you very much.

Thank you to the witnesses for providing your expertise to the
committee. Let me first make a quick comment. As a number of my
colleagues have said, the way these committee reports work is that
only evidence presented can end up in the report. So if there is any
further documentation, thoughts or evidence that you believe would
be valuable for this committee to see, including your recommenda‐
tions, please feel free to send it our way. It becomes incredibly
helpful as we compile reports. Let me make that offer to all of you
beyond simply answering the questions that are asked here today.

To follow up on a question Mr. Green asked, Dr. Khanna, do you
support a moratorium on FRT until there is a framework in place?

● (1150)

Mr. Sanjay Khanna: I do on a personal level, absolutely.

Mr. Damien Kurek: Okay, I appreciate that.

I'll put the same question to Dr. Jenkins.

Would you support a moratorium until there's a framework in
place?

Prof. Rob Jenkins: I'm not sure I have a strong view on the
moratorium. I'm certainly attuned to the errors that can arise in
these systems, and I tend to focus on those more so than the bene‐
fits. It may not be my place to speak for the good people of Canada.

Mr. Damien Kurek: Okay, I was just asking for your perspec‐
tive on that, but thank you.
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I think this committee, both in this study and others, has heard a
lot about the concept of consent. Certainly, when you use facial
recognition on an iPhone, an android or a computer, you're consent‐
ing for your picture to be used to log in and whatnot. That is very,
very different from the widespread use of scraping the Internet for
images and law enforcement making a determination. That's an im‐
portant differentiation.

To Dr. Khanna, in 2016 it was reported that the federal govern‐
ment tested facial recognition technology on millions of travellers
at Toronto Pearson International Airport. What type of negative
ramifications could there be for those several million travellers who
passed through border control at terminal 3 at Pearson between July
and December 2016 when this pilot project was running? Could
you outline what some of those concerns might be in a very real-
world example?

Mr. Sanjay Khanna: I think part of the concern is that we don't
know. There hasn't been transparency about what some of the im‐
plications and knock-on impacts may have been, and if there were,
they may even be not clear to those who may have suffered harms
that they are unaware of.

It's a very tricky and challenging space to get into, which is part
of the reason why transparency is such a threat to people who
sometimes circumvent the law in order to gather and test what can
happen through that sort of surveillance.

I'll stop there before speculating further on that question.

I just want to add very briefly that there is this question of....
There's that song. I always feel like "somebody's watching me",
and Canadians can now not feel paranoid that they might be feeling
that way.

Mr. Damien Kurek: Sure, I think that's certainly one of the big
challenges.

I'll go to Dr. Jenkins, if I could, on that similar vein of question‐
ing. There are about 45 seconds here, I think.

On ethical concerns relating to a pilot project like I described at
Pearson International Airport, would you have any comments that
you could share with the committee?

Prof. Rob Jenkins: One of my concerns would be the possibility
of misidentification that is then difficult to detect or undo. I think
around 100,000 passengers per day travel through Heathrow Air‐
port, so, if we had an accuracy of 99% in that context, we'd be talk‐
ing about 100 misidentifications per day, which soon adds up. It
just doesn't seem sustainable to me.

Mr. Damien Kurek: With that, I'll simply use the last few sec‐
onds of my time to say thank you and again extend the offer. Please
feel free to send further information to the committee as you think
further about these very important issues.

Thank you very much.
The Chair: Thank you, Mr. Kurek, for keeping us on schedule.

Now we have Ms. Saks for five minutes.
Ms. Ya'ara Saks (York Centre, Lib.): Thank you, Mr. Chair.

Thank you to our witnesses today.

I'm going to start with a pretty open-ended question, but I feel
that there's reason to ask it.

We've heard a lot about what's wrong with this technology and
why it's bad. Is there anything good about it?

Is anyone willing to take a stab to start?

Prof. Rob Jenkins: We use automatic face recognition as a blan‐
ket term, but it can be used in many different applications. Some‐
one mentioned the convenience of unlocking a phone or accessing
account details quickly using it privately in a way similar to a pass‐
word. I think that is a very different situation than using it for ambi‐
ent surveillance at the scale of an entire nation.

● (1155)

Ms. Ya'ara Saks: Okay.

Going on with that, Dr. Watkins mentioned the benefits of one-
to-one facial verification versus general facial recognition, so there
is some advantage use to the technologies. As Mr. Khanna men‐
tioned, as legislators we have to think about how we're behind the
ball here. The curve is trending further ahead of us. At the same
time, is there a way in which we can set up basic fundamental leg‐
islative guardrails at this point, whether they're anchored in privacy
or in preventing scraping from open-source platforms, that could
create a safety net, to start? We're constantly going to be dealing
with novel and emerging technologies, but are there key principles
we can look at in guardrail legislation that we should be consider‐
ing?

I'm wondering if Mr. Khanna or Dr. Watkins would have any
suggestions here.

The Chair: Ms. Saks, I'm just pausing for a brief moment. I
think there may have been other witnesses who wanted to answer
your first open question.

Ms. Ya'ara Saks: Oh. I apologize. Thank you.

The Chair: You sort of addressed your second question to Mr.
Khanna, so I'll let him answer that now. If Dr. Watkins wants to go
after and answer either question, then let's do that.

Go ahead, Mr. Khanna.

Mr. Sanjay Khanna: Mr. Chair, my response is that I think there
could be something akin to—this is not the right phrasing—a digi‐
tal charter of rights for Canadians that allows them to own and have
a portable and secure form of biometric data that is considered to be
sacrosanct.

I know that's a bit ambitious as a thought, but it's something that
comes to mind as we have this conversation.

Ms. Ya'ara Saks: Go ahead, Dr. Watkins.
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Dr. Elizabeth Anne Watkins: Thank you so much for asking
this question. This is such an important question that I've been hav‐
ing recently with colleagues. When I beat the drum about needing
to get rid of facial verification, a lot of people will then say, “Well,
then, what next? What instead?” It's because these systems are of‐
ten in place to guarantee worker privacy, to prevent fraud and to
protect security. Workers deserve to be safe and secure and to be
protected from bad actors. But there need to be alternatives in place
so that facial recognition and verification is not the only way and
there are ways to give workers other options. They can opt out of
the verification process and opt in with perhaps a password or fin‐
gerprints.

Again, I think algorithmic impact assessments would be a really
great first step to start to shed light into some of these areas where
we simply don't know the types of effects and impacts these tech‐
nologies are having on communities across contexts. Some infor‐
mation-gathering missions in the form of impact assessments, in
partnership between the private and public sectors to start to assess
what these impacts and effects are, would go a long way.

Ms. Ya'ara Saks: Thank you.

Through you, Mr. Chair, I have one more open-ended question.

We hear a lot of talk about a moratorium. For me, my key ques‐
tion is about how to implement a moratorium. My key concern is
actually about the relationship between private and public enforce‐
ment, that there are contracts set up in third party structures and
currently there is a loophole.

To Dr. Watkins, Mr. Khanna or Dr. Jenkins, what would be key
guardrails in a moratorium?

Dr. Elizabeth Anne Watkins: One thing that struck me in read‐
ing all the language around bans that have erupted in the past few
years is that they're a great start. However, these bans typically only
address the way in which these technologies are used by state-
backed agencies—by police departments, for example. They don't
curtail the way in which surveillance tools are used in retail stores,
for example, or the ways in which these types of data can then be
sold to law enforcement or the back doors, exactly as you're saying,
between public and private sharing of data that's been collected
without consent and without knowledge.

So some kind of regulations or guardrails around how data is
transferred between public and private would be a good step.

The Chair: Thank you.

With that, we will move to Monsieur Villemure for two and a
half minutes.

● (1200)

[Translation]

Mr. René Villemure: Thank you very much, Mr. Chair.

Ms. Watkins, I listened to your testimony and I feel your overall
message could be summed up in two words: “Be careful”.

Would you agree with that?

[English]

Dr. Elizabeth Anne Watkins: It depends to whom you're ad‐
dressing such care be taken. If the definition of care includes, for
example, consultation with workers or consultation with labour in‐
terests or workers' advocates to.... I have not spoken to all workers
in Canada and the U.S., and I can't speak for all of them. I know
that there are some workers who do advocate for facial recognition
because they say they want their accounts to be secure and they
want to be safe and riders to be safe, which are all good goals. But
taking care, to whom it is addressed, I don't know.

[Translation]

Mr. René Villemure: Thank you very much, Ms. Watkins.

Mr. Khanna, of the scenarios you spoke of earlier, which one
would you choose to develop facial recognition technology as you
know it right now?

[English]

Mr. Sanjay Khanna: Picking up on the comments of my fellow
panellists, and I think they've covered very good ground, you have
three geographies here, U.K., U.S. and Canada, where these tech‐
nologies have been employed and where a large number of lessons
have been learned, particularly in the academic community, which
is teaching us a great deal about what we need to safeguard, and
they're doing so independently, so I think drawing on those things
is critical. In terms of scenarios, again, it's looking at these tech‐
nologies like FRT in the broader context of AI, machine learning
and other technologies that feed into, are part of and are embedded
in FRT. Governments need to look at this holistic context. We're in
a digital society and things are getting ahead of us. How do we cre‐
ate the safeguards as our society faces greater social and economic
inequities in the years ahead in part just because of COVID and
things leading up to it?

Thank you.

The Chair: Thank you.

You have two and a half minutes, Mr. Green.

Mr. Matthew Green: Thank you.

Ms. Wang, in your work, you examine the amplification of bias
in machine learning systems. My fear is that this committee has
spent a lot of time on facial recognition, but perhaps hasn't been
able to fully grasp the impacts of AI and of machine learning.
Could you briefly describe the concept of bias amplification in ma‐
chine learning, and perhaps describe what some of the material
consequences of bias amplification are, and who tends to be most
impacted?
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Ms. Angelina Wang: Bias amplification refers to a notion of
bias that is often thought of as just a correlation in the data. This
correlation could be between some particular demographic group
and some concept that they are stereotypically related to. Because
machine learning models are trying to pick up on any patterns that
are available in the data to learn, they frequently amplify these bias‐
es and will overpredict them whenever they are deployed.

Mr. Matthew Green: Do you have any examples in law en‐
forcement, for instance? We're hearing terms around predictive
policing and a throwback to the Minority Report example. Would
you care to comment on any research you may have found related
to law enforcement's use of machine learning?

Ms. Angelina Wang: Sure, in predictive policing, if communi‐
ties of colour and different neighbourhoods with higher proportions
of Black citizens may have higher levels of crime, then predictive
policing models may over-report those communities in the future to
be more likely to have crime, even if that is not true, and will over-
amplify this compared to the base rate of what the correlation actu‐
ally is.

Mr. Matthew Green: To address this problem you have a tool.
What do you see as the main benefits of this tool and who do you
envision using this as a way to enable pre-emptive data analysis?

Ms. Angelina Wang: I'm not sure what tool you're referring to,
but I think measuring these correlations and being aware that even
a model with very high accuracy may not be itself amplifying bias‐
es and might be creating the same biases that are in the dataset.
Even if a model isn't adding additional biases, the existing dataset
will already have these too.

Mr. Matthew Green: Thank you.

For the record, I thought I saw your work attached to a revised
tool, but maybe I was mistaken.

Ms. Angelina Wang: That's referring to biases in visual datasets.
● (1205)

Mr. Matthew Green: Got it.

Thank you so much, I appreciate the insight into that.
The Chair: Thank you.

Mr. Bezan for five minutes.
Mr. James Bezan (Selkirk—Interlake—Eastman, CPC):

Thank you, Mr. Chair.

I want to thank our witnesses for their time and expertise on this
important study we're undertaking.

I want to go around to all four witnesses to ask them a question
following on where Mr. Green was going.

When you take artificial intelligence and machine learning, tie
that in with facial recognition and then the possible application of
that in the criminal justice system, will this significantly impede
constitutional rights, our charter freedoms that we have here in
Canada, as potentially being used under the Criminal Code?

I will start with Ms. Wang.
Ms. Angelina Wang: I'm sorry. I don't think I'm familiar enough

with that.

Mr. James Bezan: Essentially, if FRT and AI are used as part of
evidence in the conviction of individuals, would that present prob‐
lems under our Criminal Code and under the Charter of Rights and
Freedoms? Can we rely on FRT as enough evidence to deal with
our criminal justice system and protect the rights of individuals?

Ms. Angelina Wang: I think that because you can acquire facial
images without any sort of consent, and that there are so many er‐
rors and you don't really know why a model would make a particu‐
lar decision, then that would go against human rights.

Mr. James Bezan: Okay.

Professor Watkins.

Dr. Elizabeth Anne Watkins: Thank you. Forgive my ignorance
with the Canadian criminal charter.

In the U.S., we have a right to freedom of movement. If facial
recognition technology is collecting faces from people as they
move through public space, then that means the decisions they
make about which public spaces through which they move could be
potentially chilled. The implementation of FRT into public surveil‐
lance would have a chilling effect on that particular right. That's
just one of many examples.

Mr. James Bezan: Okay.

Mr. Khanna.

Mr. Sanjay Khanna: I believe this is going to be a test that
works its way through the courts. Assuming FRT and machine
learning algorithms are used to identify criminals and not just their
social media postings and so on, as happened in Ottawa, then tests
are going to need to happen against the charter, in my view, to de‐
velop some legal precedent around this. Certainly, harms are plausi‐
ble.

Mr. James Bezan: Okay.

Mr. Jenkins.

Prof. Rob Jenkins: If facial recognition accuracy is low, then
there are concerns about miscarriage of justice. If it's low for some
people but high for others, there are concerns about equality. If it's
high for everybody, there are concerns about privacy. Those are all
of the options.

Mr. James Bezan: Okay.



April 4, 2022 ETHI-15 13

As we're going through this and we're hearing loud and clear on
the recommendations—accountability, transparency, putting in
place a moratorium until we have actual legislation in place—how
do we bring forward, as parliamentarians, the proper safeguards to
ensure that facial recognition is being used correctly, that bias is re‐
moved, that discrimination is eliminated, or minimized at the very
least, so that we can write into the Criminal Code, the Privacy Act,
PIPEDA, the guardrails we need to make sure we're not relying
overly heavily on facial recognition technology, keeping in mind
that there are always going to be issues around public safety and
national security?

I'll go to Mr. Khanna first.
Mr. Sanjay Khanna: I'll answer that I think this parliamentary

committee is taking steps in that direction by drawing on such a
wide group of interprofessional and interdisciplinary experts.

Another thing that's important is for there to be opportunities for
employees of companies that have the largest datasets which might
be used to be compelled to provide evidence on how they're using
these technologies as well, in order to inform legislative approach‐
es. They could be company employees who come out and are whis‐
tle-blowers, who are then able to report to these committees in
some sort of way.

Drawing on what people know within industry, to equalize and
create a proper symmetry between what you know as legislators
and what companies know internally, is probably very important.
● (1210)

The Chair: Thank you.

Now we will we go to Ms. Hepfner for five minutes.
Ms. Lisa Hepfner (Hamilton Mountain, Lib.): Thank you very

much.

Thank you to the witnesses for their time today. Through the
chair, I want to take advantage of the fact that we have three differ‐
ent countries represented here.

Starting with Mr. Jenkins, maybe you can talk to us a little bit
about whether the U.K. is looking at any sorts of rules or guardrails
around AI. We've talked about how legislators should approach this
before it gets too late. I'm wondering what other countries are do‐
ing.

Prof. Rob Jenkins: I'm sorry, that's probably not really in my
area of expertise. I can speak to the cognitive science of face recog‐
nition, but I'm not an expert on the law or the policy.

Ms. Lisa Hepfner: So, you don't know whether other countries
are looking into some sort of guardrails or moratoriums or at the
legislation around AI or facial recognition technology.

Prof. Rob Jenkins: I know that they are, but I don't have a deep
knowledge of those processes.

Ms. Lisa Hepfner: Maybe Ms. Wang or Ms. Watkins can weigh
in from a U.S. perspective. Is there any legislation that's being
looked at on the U.S. side in the same way as Canada?

Ms. Angelina Wang: I'm also not familiar with this.
Dr. Elizabeth Anne Watkins: This is not my area of expertise,

but I will say that one area of legislation that's been particularly

useful for workers in automated decision-making is in the GDPR,
and its functional right to an explanation. While the GDPR does not
actually have the words “right to an explanation”, a lot of the
guardrails around ensuring that companies have to provide workers
with insights into how decisions are being made about them by au‐
tomated systems could be a really useful model.

Ms. Lisa Hepfner: Other than what we've heard, does anybody
have any further advice on how, as legislators, we can help make
this practice, if it comes, other than a moratorium? Maybe more
specifically what guardrails could we put into place to make sure
that the risks are mitigated somewhat?

Nobody wants to tackle that.

Mr. Sanjay Khanna: I'll just bring up something I said earlier
on drawing on as much research and insight as you possibly can on
racialized minorities, first nations, children, or anyone who is more
vulnerable to this sort of exploitation, or could be made vulnerable
by changing economic circumstances that the government of the
day and members of the various parties are concerned about. Look‐
ing prospectively at this to figure out how to safeguard those indi‐
viduals is probably very important in the mix.

Ms. Lisa Hepfner: We've also heard today a lot about how the
biases in AI come from the human biases that we have in our soci‐
ety, because the machines are programmed by humans. I'm wonder‐
ing if this is universal, because I did see briefly one study that...al‐
gorithms that were developed in Asia may not have the same dis‐
crimination problems that algorithms developed in North America
have.

Perhaps, Ms. Wang, you can talk about that. Are there better
ways to develop this technology so we can still get the benefit
while mitigating some of the discrimination risks?

Ms. Angelina Wang: Thank you.

I think that each model is developed in the context of the differ‐
ent study that it's made by, and so models developed in Asia also
have lots of biases. They are just a different set of biases than mod‐
els that have been developed by Canadians or Americans.

For example, a lot of object recognition tools have shown that
they are not as good at recognizing the same objects—for example,
soap—from a different country than the country where the dataset
came from.

There are ways to get around this, but this requires a lot of differ‐
ent people involved with different perspectives, because there really
is just no universal viewpoint. I think there's never a way of getting
rid of all the biases in the model, because biases themselves are
very relative to a particular societal context.

● (1215)

The Chair: Thank you.

That takes us to the end of the second block. We're going to go
into subsequent rounds now.
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Just for the information of members, it does not appear that there
will likely be a vote at this point, so we will be able to probably
complete this meeting. There will be plenty of opportunity for
members to get questions in.

With that, we go now to Mr. Williams.
Mr. Ryan Williams: Thank you, Mr. Chair.

I'm going to follow my colleague, Ms. Hepfner, on some of the
questioning.

Mr. Jenkins, again, you've written about the other-race effect,
which is a theory that own-race faces are better remembered than
other-race faces. We know that facial recognition technology is
very accurate with white faces, but its accuracy drops with other
skin colours.

Could this be due to the other-race effect of the programmers, es‐
sentially a predominantly white programming team creating an AI
that is better at recognizing white faces? Would the same bias apply
to an FRT AI developed by a predominantly, let's say, Black pro‐
gramming team? What does your research show, and what are you
seeing in your studies?

Prof. Rob Jenkins: Bias among programmers could be a factor,
but I don't think we need to invoke that to understand the demo‐
graphic group differences that we see in these automatic face recog‐
nition systems.

I think that can be explained by the distribution of images that
are used to train the algorithms. If you feed the algorithms mostly,
let's say, white faces, then it will be better at recognizing white
faces than faces from other races. If you feed it mainly Black faces,
it will be better at recognizing Black faces than white faces.

Maybe the analogy with language is helpful, here. It matters
what's in your environment as you are developing as a human, and
it also matters as you're being programmed as an artificial system.

Mr. Ryan Williams: Ms. Wang, we know that facial recognition
technology is terribly inaccurate with correctly identifying non-
white people. We've heard of error rates of up to 34% for darker-
skinned females. This FRT-induced digital racism is unacceptable
and further reinforces why this technology should not be used for
law enforcement.

You've written about mitigating bias in machine learning. How
do we end this digital racism?

Ms. Angelina Wang: It's very hard to think about, because none
of these technologies are ever going to be used in a vacuum, and
they're always situated in a particular social context. Even if you
had some sort of facial recognition system that worked perfectly, or
at least the same across different people with different skin tones,
the way this is used, for example, for surveillance or policing, is it‐
self still very racist. You can never really disentangle the technolo‐
gy from [Technical difficulty—Editor]

Mr. Ryan Williams: I want to follow up on one of my col‐
league's questions. Can this technology be used for good?

Something I've read about is having this technology used to help
curb human trafficking, finding images using AI to identify, let's
say, an individual who might have been 13 when they disappeared

and is now older. Using that technology for good may be used in
human trafficking or solving some of that.

To all of the panellists, are there ways to have that used as a posi‐
tive aspect by law enforcement and not a negative? Are there ways
you can see right now that it can be something that's protected
when we're looking at legislation?

Prof. Rob Jenkins: I think you characterized facial recognition
technology as a tool, and, in my view, that's exactly the correct
characterization. You can use a tool to try to help other people, or
you can use it to try to harm other people, so we need to understand
the intent of people as well as understand the capabilities of the
technology itself.

● (1220)

Mr. Ryan Williams: I have the same question for anyone else
who can answer that in 40 seconds.

Mr. Sanjay Khanna: I might add that consumer companies,
consumer brands and retailers are looking quite closely at the tech‐
nology and are advancing how they think about sentiment analysis
and perceiving how customers are feeling in a branded or transac‐
tional environment. Some people might not find that particularly
threatening. They might find it a benefit in some way, but
guardrails are still needed around that.

There are always going to be some economic arguments for traf‐
fic, for sales and for different kinds of marketing and sales engage‐
ment and transactional opportunities that probably need to be
looked at, should these technologies be employed, from an over‐
sight standpoint.

The Chair: Thank you.

Now we have Mr. Bains for up to five minutes.

Mr. Parm Bains (Steveston—Richmond East, Lib.): Thank
you, Mr. Chair.

Thank you to all of our witnesses for taking the time today.

I want to leave an open question here for any of our witnesses.

Based on your responses to Mr. Green's earlier question, there
seems to be a considerable amount of legislation needed before
FRT is widely used.

My questions come from Richmond, British Columbia. It's home
to a strong South Asian and Asian demographic. We learned from
an earlier panel expert who joined us that the VPD is using FRT
without a lot of oversight.

Are any of you aware of any British Columbia law enforcement
agencies using FRT?

Mr. Khanna, are you aware of any of this?
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Mr. Sanjay Khanna: No, I'm not aware of how the Vancouver
Police Department is using FRT.

Mr. Parm Bains: Okay, and I'll stay with you, then.

In a paper, you and your colleagues acknowledge that machine
learning systems perpetuate and amplify certain biases present in
the data. As a result, you developed the revised tool to enable pre-
emptive analysis of large-scale datasets. How does the revised tool
mitigate these biases?

Mr. Sanjay Khanna: I think this could be another Sanjay Khan‐
na who happens to be working in AI and machine learning. It's not
me.

Mr. Parm Bains: Oh, okay.
Ms. Angelina Wang: I think that is for me.

What the revised tool mostly does is it tries to find different pat‐
terns and correlations present in datasets that are likely to propagate
into models that are trained on the dataset. It is not guaranteed by
any means to find all the possible correlations that could arise. It
just surfaces potential ones to the users so they can be more aware
of those dataset creations when they are using a model that has
been trained on such a dataset.

Mr. Parm Bains: Thank you.

I would like to share the rest of my time with my colleague, Mr.
Fergus.

Hon. Greg Fergus: Thank you very much, Mr. Bains. I appreci‐
ate it.

Moving on a little bit, Dr. Wang, you mentioned earlier in your
testimony, and I want to make sure I got this right, that even if we
were to solve for bias and discrimination, there are some concerns
that have been brought into the use of machine learning in terms of
identifying folks. Can you talk a little bit about that?

Ms. Angelina Wang: Sure, yes.

Two of the points that I brought up are interpretability and brit‐
tleness. For brittleness, back actors are able to just trick the model
in different ways. In the specific study I'm referring to they print a
particular pattern on a pair of glasses, and through this, they can ac‐
tually trick a model into thinking they're somebody completely dif‐
ferent.

The other part is transparency. Models right now are very unin‐
terpretable, because they have been able to pick up on whatever
patterns the model has figured out as able to help it best with its
task. We don't necessarily, as people, know what patterns the mod‐
els are relying on. They could be relying on—

Hon. Greg Fergus: I'm sorry to interrupt. It seems, in other
words, the machines are not able to tell us what it is they're using to
make that kind of evaluation.

Ms. Angelina Wang: Yes, exactly.
● (1225)

Hon. Greg Fergus: Mr. Khanna, you raised the possibility of a
digital charter of rights for Canadians. This is a very intriguing
idea. If you were to blue-sky a little bit, what would you expect
would be some of the elements inside that kind of charter?

Mr. Sanjay Khanna: One would be sanctity of personal data, so
protection of certain data, like facial data, that's very intimate to the
individual. I think that's part of it, but I think it would also aim to
ensure alignment with the Canadian Charter of Rights and Free‐
doms and also be potentially a secure repository of data that can be
exchanged and verified and is much more cybersecure than might
be out there.

Hon. Greg Fergus: Could I very quickly ask you, Mr. Khanna,
to talk about the sanctity of personal data? Does that mean we
would have the right, for example, to our images, that our facial im‐
ages would be ours? It's our property. Has the horse left the barn on
that? Can we pull that back in?

Mr. Sanjay Khanna: I think the horse has left the barn to a great
extent, to the extent that you can't draw out of Clearview AI what
has been already taken. When starting to think about this, particu‐
larly as children age, we aren't the only ones who have been ex‐
posed to facial recognition technology. There are current and multi‐
ple generations that are going to be affected by this. Thinking about
those who haven't yet been exposed, for whom the horse hasn't left
the barn, is super important.

The Chair: Thanks. We let you go quite a bit over time there,
but the testimony was good and important, and for once we're not
quite jammed up against a hard stop here.

Next is Monsieur Villemure.

Go ahead, please.

[Translation]

Mr. René Villemure: Mr. Jenkins, how could we inject a little
ethics into all this facial recognition technology? Could radical
transparency or the right to be forgotten be the way to go?

I will turn the floor over to you for two and a half minutes to talk
to us about this.

[English]

Prof. Rob Jenkins: Yes, I certainly think transparency is impor‐
tant. We should aim for the situation where members of the public
can understand how these technologies are being used; how they
could be effective; how they could be affected by them; and how
they may have been affected by them.

We know from studies of the use of these technologies in the
U.S., for example, that there's very little in terms of an audit trail,
and I think auditing the use of face recognition technologies is go‐
ing to be an important part of using them more widely.

[Translation]

Mr. René Villemure: Is the concept of radical transparency that
people usually refer to enough or not enough?

[English]

Prof. Rob Jenkins: I think it's probably not enough on its own. I
think it's an important component of an ethical system.
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[Translation]
Mr. René Villemure: My last question has to do with the notion

of consent.

When our image is captured as we're walking in the street, it's
pretty much impossible for us to give consent.

Because that would be next to impossible, what can we expect in
terms of consent or protection?
[English]

Prof. Rob Jenkins: Yes, it's a very difficult question. I don't
have a straight answer, but I'm slightly cautious about comparing
face recognition technologies against a perfectly accurate and bias-
free system, because that's not an option that's on the table.

We certainly know what we get from the kinds of decision sys‐
tems that have been in use for decades. Current systems involve er‐
rors and involve bias, and we don't consent to being captured on
CCTV in my country or by the eyes of other people. I think it's a
complicated matter.
● (1230)

[Translation]
Mr. René Villemure: Thank you very much.

[English]
The Chair: Thank you.

Now we have Mr. Green.
Mr. Matthew Green: Just to clarify, it's five minutes?
The Chair: No. It's two and half, with a little generosity.
Mr. Matthew Green: Okay, there we go. I appreciate the gen‐

erosity.

We will go to Professor Khanna.

Professor Khanna, I'm hoping to explore even deeper into the re‐
lationship between corporate use of this technology and the state.
As I'm to understand, companies and organizations you have ad‐
vised utilize FRT. What regulations and measures must these com‐
panies adhere to in order to protect data and privacy and Canadians
currently?

Mr. Sanjay Khanna: Just to clarify, I haven't advised companies
on their use of FRT. It would be a bit of an accident if they hap‐
pened to be using it. The projects I've worked on haven't been FRT
specific. A project I've worked on recently with the World
Congress on Justice for Children on the future of child justice—

Mr. Matthew Green: If I could, with two minutes and 30 sec‐
onds, you referenced guardrails. Based on your experience, does
Canada have an appropriate framework to regulate the use of facial
recognition technology by private and state agencies?

Mr. Sanjay Khanna: Not yet, and that's what I'm hoping you
and other legislators will get your fine minds around.

Mr. Matthew Green: Okay.

Professor Jenkins, coming out of this study, given the challenges
of accurate facial recognition both by humans and by artificial in‐
telligence, do you have any further recommendations to mitigate

the negative consequences of relying on facial recognition for secu‐
rity purposes specifically?

Prof. Rob Jenkins: One of the main concerns is mistaken identi‐
ty and just the idea that an innocent person could be apprehended,
accused and even sentenced for a crime they didn't commit. That's
clearly an error that we want to avoid, and we also want to avoid
the opposite error of failing to apprehend someone who could be a
great danger to other people.

That's not new. We've been trying to mitigate those problems ev‐
er since we've had eyewitness testimony, but it takes on a new form
at the scale that face recognition technologies are being deployed.
To my mind, that's the main difference.

Mr. Matthew Green: Ms. Wang brought up the point of inter‐
pretability and the idea that with humans, at least you can contest a
decision. However, as it stands now, there's a difficulty in contest‐
ing decisions that are being made.

Do you have any input on ways in which we can mitigate inter‐
pretability and those various ways in which we can contest deci‐
sions?

Prof. Rob Jenkins: It's possible to ask a human how they
reached a particular judgment, but we don't have a great deal of in‐
sight into why we make the decisions we make sometimes. Often,
we're inventing justifications post hoc that sound plausible to oth‐
ers, and that's news to us as much as it is to them.

I'm not sure I can make recommendations that would transfer
readily from that situation to decisions made by AI.

Mr. Matthew Green: You would agree that—oh. Thank you.

The Chair: Thank you. I gave you an extra minute, more or less.

Now we'll have Mr. Bezan for up to five minutes and/or a share,
if you're going to do that.

Go ahead.

Mr. James Bezan: Thank you, Mr. Chair.

I want to direct my questions toward Professor Watkins.

You talked about the whole issue of putting in place a moratori‐
um on the use of FRT until we have the proper guardrails in place
through legislation and regulation. When is it appropriate to use
FRT in the workplace, by government agencies and by individuals?

Dr. Elizabeth Anne Watkins: A step toward answering that
question would be to use such legislative and regulatory tools as an
algorithmic impact assessment, in tandem with consultation with
marginalized groups.

I can't speak for the workers as to what kinds of safety and secu‐
rity technologies they would like to see in their workplaces. Con‐
sult with these groups to ask them what kinds of technology they
are okay with and they would prefer to comply with. Provide them
with alternatives, where they can opt out of technologies that they
do not wish to comply with, yet still access their means of liveli‐
hood. Those would be good steps.
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● (1235)

Mr. James Bezan: Do you believe that police agencies should
be allowed to use FRT?

Dr. Elizabeth Anne Watkins: No.
Mr. James Bezan: It's not just a moratorium; you're talking

about a complete ban on using FRT by police agencies, border ser‐
vice agencies and the government in general.

Dr. Elizabeth Anne Watkins: In high-risk scenarios, where
lives and livelihood are on the line, not only are these technologies
at present unreliable, but they also presume that social constructs,
like race and gender, are machine-readable in a person's face. That
is simply untrue.

Mr. James Bezan: When you start talking about companies like
Clearview AI, which have a track record of mistakenly identifying
people and having a prejudice in their AI technology with FRT,
should those companies be banned?

Dr. Elizabeth Anne Watkins: I think their technologies should
not be used in high-risk scenarios.

Mr. James Bezan: They would be still, in your mind, okay to be
used by an employer in the workplace, even though they have a
track record that definitely indicates a prejudice.

Dr. Elizabeth Anne Watkins: The workplace is a very high-risk
scenario. They should not be used in the workplace. They should
not be used in a public space. They should not be used by police.

Frankly, I think there ought to be a moratorium until we know
more about how these tools are impacting communities.

Mr. James Bezan: Ms. Wang, would you like to weigh in on
this? You've done extensive study on how FRT and Clearview, in
particular, has been used to marginalized people.

Do you agree with what Professor Watkins has been saying here?
Ms. Angelina Wang: Yes, I do. We understand too little right

now. We shouldn't deploy them yet, if ever.
Mr. James Bezan: Okay.

You've looked at the RCMP, I believe. Would the Canada Border
Services Agency...?

We often have national security threats. It's probably best, in
your opinion, then, that we should not be using FRT in any of our
law enforcement agencies and border control agencies here in
Canada.

Ms. Angelina Wang: Yes.
Mr. James Bezan: Do you want to take that last minute?
Mr. Damien Kurek: Thank you very much.

I'm going to throw it open to all the witnesses and I will go
through one by one.

Could you list off as quickly as possible examples of FRT, either
public or private, just for the committee's reference? That would be
very helpful.

We will start with Dr. Watkins.
Dr. Elizabeth Anne Watkins: I'm sorry. Can you repeat the

question? It's examples of already deployed FRT?

Mr. Damien Kurek: Yes. Just off the top of your head, do you
have any examples for the committee to use as reference points of
FRT that's in use?

Dr. Elizabeth Anne Watkins: As far as I know, FRT is currently
being used on Uber drivers, on Amazon delivery drivers and on at-
home health care workers who are required to log into their work‐
place using electronic visit verification.

In terms of FRT instead of FVT, as far as I know, many police
departments across the U.S. are using FVT except in those cities
where there have been bans and moratoriums of which there are a
handful.

Mr. Damien Kurek: Thank you.

Dr. Wang.
Ms. Angelina Wang: The ones I can think of are HireVue and

some of these interviewing platforms.
Mr. Damien Kurek: Thank you.

Dr. Jenkins.
Prof. Rob Jenkins: It's often used in border control in a number

of countries and in processes related to border control, such as pass‐
port renewal, to verify that the person submitting the document is
who they claim to be.

It's also used in retrospective review of crowd footage to try to
identify suspects who may have been captured in CCTV footage,
for example.
● (1240)

The Chair: Mr. Kurek asked a question that invited a long an‐
swer from four members. I am going to ask Mr. Khanna to very
quickly respond to your question if he would like. Then we're going
to go directly to Ms Khalid.

Mr. Sanjay Khanna: Okay. This would need to be confirmed,
but there are stories of it being used in children's toys, children's ap‐
plications and things like that. That needs to be verified, but I recall
seeing that in a UN report.

Thanks.
The Chair: Thank you.

As what I believe will be our last questioner, Ms. Khalid, go
right ahead.

Ms. Iqra Khalid (Mississauga—Erin Mills, Lib.): Thank you
very much, Mr. Chair and, through you, thank you to the witnesses
for your very compelling testimony today.

Just to add to the list that you have provided, I will say that in
2018 Taylor Swift used facial recognition technology to identify
some of her stalkers. That was a very fascinating, interesting and, I
think, complex use of technology.

I know we have been talking about moratoriums. Perhaps I will
start by asking our witnesses what a moratorium would achieve in
an environment in which technology and innovation occur at such a
fast pace?

Perhaps I will start with Dr. Khanna.
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Mr. Sanjay Khanna: A moratorium, as you know, is a pause.
It's to gather information and insight both from within organiza‐
tions and from outside organizations and to gather and assess and
then determine what kinds of guardrails might be imposed should
that moratorium be lifted.

If this is a question of “'math' destruction”, as Dr. Watkins has
described, then it does make sense to employ a moratorium and cre‐
ate that pause for better decision-making.

Ms. Iqra Khalid: How long do you think that pause should last?
Is it to find a perfect solution that we're looking for, or is it to find a
workable balance between public safety, privacy and convenience
of the general public?

Mr. Sanjay Khanna: I would defer to my colleagues who have
studied the developments in artificial intelligence and facial recog‐
nition technology more closely.

Ms. Iqra Khalid: If any one of you wants to take that on, please
go ahead.

Prof. Rob Jenkins: Twenty years ago I used to go around telling
everyone that the trouble with these facial recognition systems was
that they didn't work. These days I find myself spending more time
saying the trouble with these facial recognition systems is that they
do work.

Over the past five years there has been impressive progress in
how well these systems can identify faces. That's not to say that er‐
rors are not made. Errors are made, and sometimes they are surpris‐
ing and difficult to predict, but it's absolutely right that the land‐
scape is changing very quickly and it would change through the du‐
ration of a moratorium.

Ms. Iqra Khalid: Thank you.

I'll change tracks a little bit, although I'm not sure who to address
this question to. Do any of you know if there is current technology
or a system that allows Canadians to take themselves off all facial
recognition databases, or all artificial intelligence databases, to be
completely anonymized?

Prof. Rob Jenkins: I suspect that there are people on the panel
who know more about the technology than I do, but if algorithms
are trained on a huge set of images, and one of those images, or
more than one, is of you, then the cake is already baked. It's diffi‐
cult to unbake the cake and remove the influence of any one indi‐
vidual from the database on the algorithm that emerges from it.

Ms. Iqra Khalid: Thanks for that. Basically, privacy laws and
the protection of privacy laws in this instance are kind of that bal‐
ance and not black or white, where you opt in or opt out. You're
kind of there, baked into that cake, as you said, Dr. Jenkins.

In that case, then, we see that social media companies, for exam‐
ple, or other platforms build in these algorithms, the artificial intel‐
ligence that creates convenience in shopping. They purchase
datasets for companies to buy their customers, basically, so that
they can advertise to them. Are there any regulations that you think
could be part of a potential bill of rights that would protect Canadi‐
ans in the way in which their data is sold to these companies?

Does anybody want to take that on? I'm sorry. I just don't know
who to address this to. It's a complex one.

● (1245)

The Chair: Do you want to rephrase it really quickly, or direct it
to a specific witness?

Ms. Iqra Khalid: Dr. Khanna, if you want to take it, go ahead.
Mr. Sanjay Khanna: This is where we don't really know how to

protect Canadians in that way on the commercial side. That's why
there has been discussion of data portability, where Canadians
would have the right to their own data but also to earn money from
it should they consent to it being used transactionally.

There has been a lot of push-back against that. In Australia,
News Corp was finally pushed by...or Google had to pay publica‐
tions for the data they were using online. That could be done, at
least conceptually, for citizens as well.

The Chair: Thank you very much to all the witnesses.

Actually, there are a couple of things I want to address from the
chair here.

First of all, just at the very end, Mr. Khanna, in your response to
Mr. Kurek's question, you referenced a report that talked about the
use of FRT with respect to children's toys. I wonder if you could
supply that report or give the information to our clerk so that the
report might be available to the committee for its report to Parlia‐
ment.

Mr. Sanjay Khanna: I'd be happy to do so.
The Chair: That would be very much appreciated.

I want to ask a question. In the examples that have come about
today, I guess the most “benign” use of FRT, if that's the word for
it, or one of the more benign uses spoken of, is the one that many of
us are familiar with. That's the facial recognition to unlock an
iPhone or a mobile device. An individual has consented to this use
and has supplied a photo of themselves for their convenience and
for the biometric security around their own phone. On a personal
level, I find a fingerprint much more convenient and easier, if the
device will allow that, than a photo, and more reliable.

If this is one for which there seems be, on this panel or around
the table, one of the more easily supported uses of this, are there
problems, even at that level, of where a consumer is readily, or at
least relatively readily, consenting to this type of use?

I'll maybe ask each of our panellists to weigh in on this for a
quick moment. Would this be an acceptable use of FRT? Would this
be included in the moratoriums that some are asking for?

Let me start with you, Dr. Watkins, just for a quick answer.
Dr. Elizabeth Anne Watkins: Thank you so much. This is a

great question.

I urge the committee to think about consent in a context in which
consent takes place. Consent can often be much more complex than
it looks from the outside. It's not always a yes or a no, or “no I don't
want to do this, so I'm going to go to the next alternative”. Often,
there are no alternatives. Often, there are financial pressures that
people are facing that force them to comply with these kinds of pro‐
tocols.
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For example, the facial verification that's in place in many gig
companies, there is no alternative. If they don't comply with facial
verification, they're simply off the app.

The Chair: Go ahead, Dr. Jenkins.
Prof. Rob Jenkins: I agree with all of that. Informed consent

goes a long way, but it has to be informed.
● (1250)

The Chair: Go ahead, Mr. Khanna.
Mr. Sanjay Khanna: The only thing I could add to my esteemed

panellists here is another potentially benign use case. They may
contradict me on this, but one of them is using FRT to prevent in‐
dustrial accidents. If there are operators who are tired or sleepy—
this could include long-haul truckers, others in nuclear or other
kinds of industrial facilities, or in health, where they're falling
asleep and not being alert to one's lack of attention—it could be po‐
tentially beneficial.

The Chair: Ms. Wang, it's over to you for the final word.
Ms. Angelina Wang: It's not always clear what your image is

used for. I don't know that phones these days do this, but they could
be collecting that data and using it to turn other models. Consent
isn't always clear, and that applies to all of these cases.

The Chair: Indeed.

Thank you all.

Mr. Fergus, go ahead. You have your hand up.
Hon. Greg Fergus: Can I ask a follow-up question to yours? I

thought it was a really interesting line of investigation that you
were going on, and I want to—

The Chair: Yes. Go ahead, Mr. Fergus. We have a few moments
left.

Hon. Greg Fergus: Following up on Mr. Kelly's question about
the individual use and whether or not there's.... Let's say there's
consent. When we use the facial recognition technologies to have
access to our phones, are those images shared beyond the use of

that phone and the owner of that phone? Are fingerprints used? Is
that information shared beyond?

I thought the consent on those kinds of phones or security de‐
vices was between the end-user and the phone itself. Please correct
me if I'm wrong, because I'd like to know.

Prof. Rob Jenkins: Different companies have taken different
positions on that. For some companies, everything happens on the
device. For other companies, that's not a part of the deal; it can go
to the cloud and from there to other places.

The Chair: Would any of our other witnesses care to comment?

Go ahead, Dr. Watkins.
Dr. Elizabeth Anne Watkins: Thank you.

I agree with Dr. Jenkins. The variance that he described, the lack
of certainty that we have about whether the data stays on the phone
or if it stays on company servers, or if, in fact, it's used by a third
party vendor and stored on their servers, shows the need for trans‐
parency that we ought to have on where this data is being stored
and how it's being used.

The Chair: Go ahead, Ms. Wang.
Ms. Angelina Wang: There's a new version of training called

“federated learning”, where you can keep the image on your device
the entire time, but you still consent to an update. You tell them all
how it should adjust its parameters such that it can better classify
your own image. In this case, the image never leaves you or your
phone, but the model is still able to use that information to improve
itself. However, it is a bit ambiguous how consent would work
there.

The Chair: All right.

Thank you so much to our witnesses. It's been a very informative
panel.

With that, the meeting is adjourned.
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