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● (1105)

[English]

The Chair (Mr. Pat Kelly (Calgary Rocky Ridge, CPC)):
Welcome to meeting number seven of the House of Commons
Standing Committee on Access to Information, Privacy and Ethics.

Pursuant to Standing Order 108(3)(h) and the motion adopted by
the committee on Thursday, January 13, 2022, the committee com‐
menced its study on the collection and use of mobility data by the
Government of Canada.

Today's meeting is taking place in a hybrid format, pursuant to
the House order of November 25, 2021. Members are attending in
person in the room and remotely using the Zoom application. The
proceedings will be made available via the House of Commons
website. So that you are aware, the webcast will always show the
person speaking rather than the entirety of the committee. I would
like to remind everyone that taking screenshots or photos of your
screen is not permitted.

With that, I'm going to dispense with the rest of it and get right to
it. We have three panellists in the first panel. There is certainly the
possibility of a bell interrupting this panel, which we'll deal with
when we come to that. I mention it just so that everyone, including
our witnesses, knows that we're going to quite likely have limited
time. Even with three witnesses, it gets fairly tight.

With that, I would like to welcome our witnesses for the first
hour. Appearing as individuals, we have David Lyon, professor
emeritus of Queen's University; David Murakami Wood, director of
the Surveillance Studies Centre and associate professor in the de‐
partment of sociology at Queen's University; and Christopher Par‐
sons, senior research associate at The Citizen Lab, Munk School of
Global Affairs and Public Policy, University of Toronto.

Welcome to our committee. I think we have remarks in writing
from all three. It's up to you if you also wish to give your opening
statement orally. There's an absolute maximum of five minutes to
keep on time.

With that, we'll begin with Professor Lyon.

Mr. David Lyon (Professor Emeritus, Queen's University, As
an Individual): I'm David Lyon, professor emeritus at Queen's
University and former director of the Surveillance Studies Centre. I
had a new book published recently, Pandemic Surveillance. That
book acknowledges the importance and the risk of public health
surveillance.

I am a historian and a sociologist, not a legal or technical expert.
My interest in this case has primarily to do with surveillance using
location data, which is the perceived issue in the arrangement for
Telus to grant access to location data to the Public Health Agency
of Canada.

A Globe and Mail article dismissed this as “a tizzy about
'surveillance'”, but whatever actually happened between Telus and
the Public Health Agency, I want to say that surveillance is in‐
volved. Let me explain.

The concept of surveillance is being used in different ways. The
alleged “tizzy” only occurred if what is happening is not really
surveillance. The assumption here is that surveillance is defined in
a way that highlights, say, police keeping a suspect under observa‐
tion or intelligence agencies keeping watch on those suspected of
terrorism. This would mean that specific people could be identified.

The committee was reassured by Dr. Theresa Tam that the loca‐
tion data was de-indentified, and by Minister Duclos that there was
no surveillance here and thus no risk to Canadians.

I just want to make a point about the question of the definition of
de-indentification. I'm not an expert on de-indentified data, but
high-level studies from various places, one from Imperial College
London and the university in Leuven, show that 99.8% of Ameri‐
cans could be reidentified in a dataset that used 15 demographic at‐
tributes. There is potential for reidentification, and therefore reas‐
surances are required that the data are really secure and are used
only for appropriate purposes.

Let me get back to the question of how we define this word
“surveillance”. The Public Health Agency of Canada engages in
surveillance. For the World Health Organization, surveillance is
“the ongoing, systematic collection, analysis, and interpretation of
health-related data essential to planning, implementation, and eval‐
uation of public health practice.” The World Health Organization
also notes the social and other dimensions of surveillance, warning
that surveillance tools are not neutral and may be used in ways that
challenge other priorities such as human rights and civil liberties.
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This committee was informed by Dr. Tam that the location data
was used for at least two purposes: to discover whether lockdown
measures were really being observed and to discern the geographi‐
cal spread of the virus. We must note that the meaning of “surveil‐
lance” has expanded considerably over the past few decades. The
police or security definition often includes monitoring, tracking or
profiling a suspect. This may mean trawling through datasets con‐
taining identifiable data. In North America, such surveillance is of‐
ten qualified by the word “electronic”; in the European Union,
however, the simple word “surveillance” is routinely used to cover
many kinds of data collected [Technical difficulty—Editor] use,
both in the public sphere and in the private, such as targeted adver‐
tising.

I would say that surveillance is really the focused, routine and
systematic attention to personal details for specific purposes, such
as management, protection or influence. It includes individual
scrutiny such as monitoring of suspects, but also an interest in pop‐
ulation groups. Surveillance is whatever makes people visible.
Whether it is done with individualized, identifiable means or
whether it has to do with population groups, either is risky, as the
WHO points out. People are being treated differently, either as indi‐
viduals or as groups.

● (1110)

Today, in a situation where we have almost ubiquitous use of smart
phones generating huge quantities of data, including location data,
their use depends on the analytic power of large organizations, pub‐
lic and private. Many prize that data. It was misused in China and
Korea, for example—

The Chair: Thank you. I am going to have to move on. We're on
a very tight schedule.

Thank you for your remarks, Professor Lyon.

Professor Wood, go ahead, please.
Dr. David Murakami Wood (Director, Surveillance Studies

Centre and Associate Professor, Department of Sociology,
Queen's University, As an Individual): Hello. My name is Dr.
David Murakami Wood. I'm the current director of the Surveillance
Studies Centre at Queen's University and associate professor in the
department of sociology. I have a similar background to that of Pro‐
fessor Lyon, although, obviously, I'm less eminent and have had a
less lengthy career at this point.

I thank Professor Lyon for his observations on the term “surveil‐
lance”. I am going to skip over those areas, because I did have
some observations in my submission.

What I want to do in my brief remarks is simply outline the po‐
tential problems with respect to surveillance in this case and the
possible benefits.

I think the first thing we need to observe here is that it is not un‐
usual for public agencies of any kind to obtain and use datasets.
This, I would argue, is the basis of any evidence-based policy-mak‐
ing. In fact, the fact that surveillance is being conducted is not in
itself a de facto form of human rights violation or anything else.
This can be an extremely good thing.

I also want to emphasize that at no stage has there been any cred‐
ible evidence, or even a suspicion, of individual tracking or surveil‐
lance at that level, of the kind mentioned by Professor Lyon. This
was population-level, anonymized and aggregated data, and in
some cases already analyzed. It's technically possible to disaggre‐
gate and de-anonymize data, but in this case there is no indication
that, at any stage, such mobility data was de-anonymized or disag‐
gregated, or that PHAC would, in fact, want to do such an opera‐
tion, which would not be useful for large-scale public health pur‐
poses.

I think the issues in this case are fourfold or fivefold.

The first one is a very large-scale issue, which I think this com‐
mittee will have to pay a lot of attention to, not just in this particu‐
lar inquiry but also generally in the future, because, in some ways,
as many have observed, this pandemic can be seen as a dry run for
the slow-burning but increasingly intense and persistent emergency
that is the global climate crisis. We are going to increasingly see
surveillance measures at very large scales and with very large
datasets being conducted for our own good. This justification will
only increase as we enter deeper into a warming world. Massive da‐
ta collection is already necessary to understand climate change, and
this will be supplemented by equally massive data needed to miti‐
gate it and to change state, corporate, population and individual be‐
haviour. The big question we're going to have to ask here, but also
increasingly in the future, is this: Is this necessity justified by the
emergency situation?

The second area is transparency. I know that Dr. Parsons is going
to look in more detail at some of these issues, but I want to mention
that transparency is really key here. The biggest problem I see in
this whole debacle is a lack of coherent communication and trans‐
parency by all levels of government involved. None of the parties
involved was as transparent as it could have been. I would like to
see greater transparency at every stage of this kind of process. This
is linked to the question of accountability.

Accountability in this case, of course, is a role that is fulfilled
largely by the federal Office of the Privacy Commissioner. It seems
clear, from what the commissioner himself has said in the evidence
he's given, that he was not consulted to the degree that he would
have regarded as being meaningful or important.

I don't want to recommend any very specific changes to either
the Privacy Act, for the government information, or PIPEDA, for
the private organizations involved. Rather, I would say that both of
these acts are now out of date and need massive and general re‐
form, if not abolition and new acts put in their place. I would like to
see something along the line of the EU's general data protection
regulation but with greater attention to the varieties of privacy.
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Consent is a key issue here too. I think it's clear that consent was
not, in any way, involved in this data being used in the way that it
was, but I also think that it's probably impossible for informed con‐
sent to be involved in a lot of these large data collection operations.
Informed consent, sometimes termed “meaningful consent”, is vir‐
tually meaningless. First of all, it's impossible to understand or read
the policies that are created by corporations and government. Sec‐
ond, the particular kinds of operations, such as location tracking,
are often hidden in the policy. Finally, the consent is not meaning‐
ful, because it's often needed to supply a service. In other words, if
you don't get consent, you don't get the service. That is an offer you
can't refuse, not a situation of informed consent.

● (1115)

There should, therefore, be meaningful opt-outs; however, I'm
not quite clear how the kinds of ideas touted by the Privacy Com‐
missioner could work in terms of—

The Chair: Thank you, Dr. Wood.

I'm going to have to go to Mr. Parsons now for five minutes,
please.

Mr. Christopher Parsons (Senior Research Associate, Citizen
Lab, Munk School of Global Affairs and Public Policy, Univer‐
sity of Toronto, As an Individual): Thank you very much for the
invitation to appear.

My name is Christopher Parsons, and I'm a senior research asso‐
ciate at the Citizen Lab, Munk School of Global Affairs and Public
Policy. I appear before this committee in a professional capacity to
represent my views, and my comments are based on research that
I've conducted at the University of Toronto Citizen Lab.

The earliest days of the pandemic were chaotic in terms of infor‐
mation that was communicated by all levels of government. One
area of confusion arose surrounding the extent to which these gov‐
ernments used mobility data and for what purposes.

Here are a few examples. On March 24, 2020, the Prime Minister
and Dr. Tam asserted that telecommunications mobility data was
not being used by government agencies. In the March 23, 2020 an‐
nouncement that the government was partnering with BlueDot, the
Prime Minister's official comments did not refer to mobility infor‐
mation. This information was only available by reading press state‐
ments, such as from U of T. It was only in December 2020 that in‐
formation that mobility information was being used appeared on
the COVIDTrends website. There is still no indication of where
precisely that information comes from.

I raise these points not to indicate that the government misled
Canadians per se, but that the information environment was chaotic
and is yet to be adequately corrected. To begin this correction, I
suggest that the committee recommend that the COVIDTrends
website be updated to make clear the specific sources of mobility
data the government is using, as well as including an opt-out from
Telus's “data for good” program and enabling individuals to opt out
of BlueDot's collection of information. Further, the committee
should recommend that Telus incorporate the opt-out mechanism
into all of its customer portals, for both Telus and Koodo, in obvi‐
ous ways so individuals know they have this option.

I now turn to the issue of using telecom and data analytics infor‐
mation for health surveillance.

A key issue before this committee is Telus's and BlueDot's col‐
lection of information and the disclosure of it to the Government of
Canada. In the case of Telus, they transform the qualitative nature
of the data upon repurposing information that might be used to
technically service their network into a sellable data asset. In the
case of BlueDot, it remains unclear just how and under what terms
they obtained the data that was provided to the government. To‐
gether, the activities of these companies speak to the government's
seeming willingness to receive mobility data without first confirm‐
ing that individuals have meaningfully consented to such disclo‐
sures.

As such, I recommend that the committee propose a series of Pri‐
vacy Act reforms.

First, the private vendors that provide anonymized, aggregated or
identifiable information to government agencies should be mandat‐
ed to prove that they have obtained meaningful consent from indi‐
viduals to whom the information relates before it is disclosed.

Second, the Privacy Act should be updated to capture anony‐
mous or aggregated information that is collected or received by
government agencies. Aggregated and anonymous information can
drive policies affecting individuals and communities, and these in‐
dividuals and communities do not lose an interest in the data simply
because it is anonymous. Programs using such information should
be required to receive approval from the Privacy Commissioner be‐
fore they launch.

Third, the Government of Canada, whenever it is receiving either
identifiable or aggregated and anonymized information derived
from individuals from private organizations, should be required to
demonstrate that such information was collected by those organiza‐
tions after the individuals meaningfully consented to the collection
and disclosure.

The Privacy Act presently empowers the government to collect
significant volumes of information without the explicit knowledge
or consent of individuals. PHAC has not indicated a desire, need or
intention to subsequently reidentify those datasets; however, it
could change that policy tomorrow, given the current status of the
Privacy Act. This is a problem.

I recommend the following.
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First, that the committee propose updating the legislation to in‐
clude necessity and proportionality requirements, which would
compel government organizations to demonstrate that identifiable
or anonymized information is required to fulfill a specific activity
and ensure that the sensitivity of the data is proportional to the ac‐
tivity in question.

Second, that government agencies be restricted from reusing in‐
formation that they have acquired, absent reacquiring an individu‐
al's meaningful consent for reuse where appropriate.
● (1120)

The Chair: You have one minute left.
Mr. Christopher Parsons: Third, that government agencies be

required to ensure that meaningful consent is obtained before indi‐
viduals are included in anonymized datasets, that retention limits be
placed on these datasets, that reidentification attempts be strictly
prohibited, and that the Privacy Commissioner be empowered to as‐
sess the proportionality of any anonymized dataset programs.

In addition to the aforementioned suggestions, in a brief that was
submitted to this committee I provided additional details and rec‐
ommendations, in particular pertaining to compelling private orga‐
nizations to disclose how they handle individuals' private informa‐
tion.

Thank you for your time. I look forward to your questions.
The Chair: Thank you.

With that, we're going to begin the six-minute rounds. The time
allocation has been moved. There will be a bell that will interrupt
this panel, but we'll begin with six-minute rounds and deal with that
when we come to it.

Go ahead, Mr. Kurek. You are first with six minutes.
Mr. Damien Kurek (Battle River—Crowfoot, CPC): Thank

you very much, Mr. Chair.

First, let me thank the witnesses for coming and sharing their ex‐
pertise with us. It's very much appreciated.

Dr. Lyon, I noted that you started off your opening statement by
talking about the definition of surveillance. That was in stark con‐
trast, quite frankly, to what Minister Duclos shared with this com‐
mittee, but your comments seem to be consistent with those of
some of the other experts we've heard from. Can you comment fur‐
ther on your feelings as to what Minister Duclos said before this
committee in suggesting that surveillance was not involved?

Mr. David Lyon: As I said, the problem is that “surveillance” is
heard in many different ways. You have the common public notion
of surveillance as having to do with the ways in which police, say,
would seek out or keep watch over some suspect, or, equally, intel‐
ligence services might do the same sort of thing. That requires iden‐
tifiable information to be used for that kind of surveillance, and that
is a form of surveillance.

As I pointed out, the Public Health Agency of Canada does
surveillance too. They are doing public health surveillance. They're
using the large datasets, as we've heard, and that, too, is surveil‐
lance.

My argument would be that we need to broaden our definition of
surveillance to include such things. The definition I was using—
any focused, systematic and routine attention to personal details for
the sake of some purpose, such as influence, management, control
or protection—serves as a definition that covers all the range of
surveillance activities that we see today.

Increasingly, of course, as both my other colleagues have com‐
mented, the move over the last few decades has been toward using
larger and larger datasets covering larger and larger groups in a
population, and surveillance is being done at different levels, but
my point really was that, at whatever level, there need to be very
serious concern and specific regulatory changes to keep up with the
changes in technology that allow for these different sorts of surveil‐
lance.

Mr. Damien Kurek: Thank you for that, Dr. Lyon.

In an article you shared comments with that was published in the
National Post, you made comparisons between some of the surveil‐
lance that was done post-9/11 and some of the surveillance that has
been done over the course of COVID. This really becomes a ques‐
tion of the mass scale at which data has been used for Canada's
public health response.

I'm curious, Dr. Lyon: Does the large scale of PHAC's program
raise concerns with you? I'll try to ask the other witnesses as well.

Mr. David Lyon: The large scale.... Well, as all three of today's
witnesses pointed out, the intentions of public health surveillance
are ones that I think we would all agree with, in that they are trying
very hard to track what is happening within the pandemic to see
where the virus is spreading in geographical areas and within which
population groups and so on. It's a very important task, but the fact
that it's an important task doesn't reduce the fact that there are risks
entailed in it at every stage: from data collection through to data
analysis and the interpretation and use of those data. At every point,
there are difficulties.

What I don't think we should be underestimating is the character
of those difficulties. Those difficulties also—rather like the simpler
sense of surveillance as watching a suspect, for example—involve
harms. There are harms at the individual level, but there may also
be harms at the group level: questions of equity, questions of jus‐
tice, questions of how a group is characterized and so on. The ques‐
tion of the scale really just requires that we look at the issues of
scale with a view to their being understood and regulated appropri‐
ately.

● (1125)

Mr. Damien Kurek: Thank you very much, Dr. Lyon.

I have a question for both you and Dr. Murakami Wood. Do you
feel that the safeguards and frameworks have been adequately
shared with the Canadian public to be confident that their data is
being used correctly?
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I'm hoping to get both of your responses, so you'll have to be re‐
ally quick.

Dr. Wood, go ahead.
Dr. David Murakami Wood: Simply put, no. I agree that most

of this data was probably necessary. It was important for it to be
used for public health, but at the same time, no, the safeguards have
not been made public or accessible in an adequate way.

Mr. Damien Kurek: I appreciate that.

Could I just get a quick comment from the other two witnesses?
Mr. David Lyon: I agree with Dr. Murakami Wood's view.
Mr. Damien Kurek: Okay.
Mr. Christopher Parsons: Also, no information is currently

available to make clear how data is safeguarded and—
The Chair: I hate to do it, but we really have to keep moving.

There were only a few seconds left when he asked the question.

I'll go now to Ms. Saks for six minutes.
Ms. Ya'ara Saks (York Centre, Lib.): Thank you, Mr. Chair.

Thank you to all of our witnesses who've joined us today. Your
opening statements were quite helpful in shaping our discussion to‐
day.

I'd like to start with Dr. Murakami Wood. Witnesses in our previ‐
ous sessions, as well as expressions today, have been about under‐
standing how important data is for creating evidence-based policy
when it comes to public health, particularly in the pandemic that
we're in. I agree with you that this is in some ways a dry run and a
learning curve for many experts, not just here in Canada but
throughout the world.

We've seen countries, municipalities and provinces trying to nav‐
igate this pandemic with deficits in data and trying to shore that up
in working with good datasets, such as Telus's “data for good”. We
know from PHAC that they've used this data at the federal level.
We also know countries like Australia, Spain, Germany, Argentina,
Brazil, Columbia.... The list goes on and on.

Dr. Murakami Wood, in your opening statements you said that
evidence-based policy needs datasets, and it can be a good thing. In
this particular case, you felt there was no suspicion of individual
surveillance. Could you talk, first, about the importance of a data-
driven approach? Also, you said there have been concerns about
whether depersonalized, aggregated data can be re-personalized,
but your comments seemed to indicate that in the case of Telus's
“data for good” that wasn't the case.

Dr. David Murakami Wood: Thank you for your question.

My comments here really relate to the increasing need for good-
quality data to produce policy that's effective. We've seen that,
whether it comes from open-source data, industry data, or data gen‐
erated through specific research, which many of us who are aca‐
demics are involved in, this data is increasingly necessary to build
public policy.

You will recall that we had similar arguments around good-quali‐
ty datasets a decade ago, in the arguments about the long-form cen‐
sus. On that occasion, while there were arguments being made

about privacy and so on, most of us in the academic world were ac‐
tually on the other side of the debate and arguing in favour of the
long-form census because it provided important data that allowed
us to make effective social policy. I think that's the importance of
this sort of dataset.

As David Lyon said earlier, it does not mean there are no risks. It
does not mean that data can just be used in any way that a govern‐
ment sees fit to use it. It does not mean that government does not
have to account for data and how it is used or provide evidence of
consent, as Dr. Parsons has said. I think those things are all very
important.

The final thing I didn't get to in my opening statement, which is
absolutely vital, is to expand on what Professor Lyon said about
group harms. One key thing about large datasets is that hidden
within these datasets are existing forms of bias and prejudice.

I'll give you an example. Say, in Telus's “data for good”—this is
just made up, by the way—it was found that people in a particular
suburb of Toronto were travelling further distances more often than
other people in Toronto. You could easily assume from this data
that these people were spreading the virus or were disobeying gov‐
ernment instructions on travel. In fact, if you look into this particu‐
lar suburb, you find it's a low-income place, largely Black and of
ethnic minority. You have in this area people who have to travel to
get to warehousing jobs or work in the gig economy, and the reason
they're mobile and moving more often is precisely because they're
under-privileged. Therefore, to stigmatize these people or to blame
them for the virus spread would be to misread the social facts on
the ground.

That's just one notional example, but it's very important to be
able to understand not just the data as facts but the data in its social
context. That's what I think is really vital when we talk about—

● (1130)

Ms. Ya'ara Saks: I do appreciate that. Thank you.
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We have seen from the assessments that have been reviewed that
we've been able to pinpoint where more information for public
health agencies, both municipally and federally...were able to help
communities that were struggling based on that kind of data. I think
there are two sides to the coin of that useful data when it comes to
particular demographic sets.

I'd like to move on to Dr. Lyon, if I may.

In this world we're in of anonymized data, can we have perfect
anonymity? Is it even possible? We know the value of this data and
what needs to be collected, but at the same time there is much dis‐
cussion about the safeguard rails that need to be put in place, or that
we're discussing here. Can we reach that perfect anonymity in hav‐
ing useful data?

Mr. David Lyon: As I said, I'm not a technical expert, but it does
seem to me, from the evidence, that such a notion is very hard to
actually obtain in practice. There are ways of taking care, and tak‐
ing more care with data analysis especially. And don't forget that I
mentioned each of the stages. It's not only the collection, the gath‐
ering of those data in the first place. The analysis is critical, and
within those forms of analysis anonymity may also be compro‐
mised, right through to the uses of those data.

I have great doubts that there is a real sense of anonymous data.
Ms. Ya'ara Saks: I understand.

Then PHAC's statement that it did not—
The Chair: Thank you. You're out of time.
Ms. Ya'ara Saks: Okay. Thank you, Mr. Chair.
The Chair: With that, we will go next to Monsieur Villemure.

[Translation]

Mr. Villemure, you have the floor for six minutes.
Mr. René Villemure (Trois-Rivières, BQ): Thank you,

Mr. Chair.

I want to thank the witnesses for joining us this morning.

I'll start by asking each witness a quick question. We can then
delve further into the topic.

Mr. Lyon, was the process described by Health Canada in this
case fairly opaque or transparent?
[English]

Mr. David Lyon: The process that was described by Public
Health Canada....

I'm not sure that I grasped the question, really.
[Translation]

Mr. René Villemure: Is this a case of transparency or opacity?
[English]

Mr. David Lyon: I don't think you can make a simple “one or
the other” here. There are aspects of transparency, and there are as‐
pects of opacity. Really, I think that question distracts us from the
real issues in front of us.

The Chair: With that, I've just stopped your time, Monsieur
Villemure. We have about five minutes left.

Bells are ringing. At this point, I will need unanimous consent to
continue this meeting.

My proposal, if I do have everyone's consent, is to proceed and
let Monsieur Villemure finish his round, and give Mr. Green his
round. That will still leave us sufficient time to get to the chamber,
for those members who will do so. If that's the will of the commit‐
tee, then I'm going to proceed in that way.

Some hon. members: Agreed.

The Chair: We will continue.

You have five minutes and eight seconds, Monsieur Villemure.

● (1135)

[Translation]

Mr. René Villemure: Okay. I'll move on to another question.

Regarding the case at hand, several people have spoken to us
about a worthy aim. You have all done so this morning. However,
there's a tendency for some to downplay the significance of the
risks or the choice of methods. Minister Duclos, like the Public
Health Agency of Canada, seems to dismiss these risks out of hand.
Yet they're real.

Mr. Lyon, you said that data collection is a form of surveillance.
While we don't like the word “surveillance,” things are the way
they are. I suppose that surveillance completely excludes the idea
of consent.

[English]

Mr. David Lyon: Yes, consent is very difficult to obtain. Dr.
Murakami Wood already pointed this out in his talk, and that seems
to me to be exactly right, that the notion that we could somehow
gain consent.... The notion of consent is really important. It's really
significant, and there are particular ways in which it could be
sought, as Dr. Parsons pointed out, but it becomes increasingly dif‐
ficult to obtain consent in the current data collection, data analysis
environment within which we're living right now.

[Translation]

Mr. René Villemure: I gather that just because it's difficult to
obtain consent doesn't automatically make it impossible to obtain
some form of consent.

[English]

Mr. David Lyon: Absolutely not. There needs to be much broad‐
er public education, as it were, so that we understand what we're
doing when we supposedly give consent and when we actually give
consent.

Yes, there is far more to be done here.

[Translation]

Mr. René Villemure: Okay.

Mr. Parsons, I gather from your remarks that Telus or BlueDot
didn't seem to have considered the consent issue.
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What are your thoughts on the Telus program in terms of surveil‐
lance?

[English]
Mr. Christopher Parsons: As I noted in the full brief I submit‐

ted to the committee, Telus and Babylon Health have been in situa‐
tions in which the Alberta privacy commissioner found that simply
agreeing to a privacy policy is insufficient and does not constitute
consent.

The Privacy Commissioner of Canada and the guidance on
meaningful consent identify a range of activities that private indus‐
tries such as Telus could undertake. To date, as far as I'm able to
tell, none of those methods have been clearly undertaken. As such,
information has been collected without meaningful consent or first
being approved.

[Translation]
Mr. René Villemure: Mr. Wood, you spoke earlier about

whether there's a need for transparency and accountability. I think
that all these measures are meant to maintain or increase trust.

In your opinion, could this case undermine people's trust in insti‐
tutions to some extent?

[English]
Dr. David Murakami Wood: Yes. I think there are two reasons

for this.

One of them is direct, in that the actions of the government itself,
in this case, and Telus as a corporation do indeed lead the public to
suspect that maybe something is wrong, and therefore decrease
trust.

However, there are also indirect ways in which trust is being de‐
creased here. I'm sorry to say it, but I have to ask members of the
committee to take some responsibility here too—at least politicians
in general, not individually. There's also a political aspect to this,
where both media and politicians have been involved in hyperbole,
an exaggeration, around this case for political gain. That's on both
sides, by the way.

It doesn't help, either, when we get reportage that says 33 million
Canadians are being tracked. People start to believe that it means
their individual communications are under surveillance, when that
is not the case. Some of the reporting and, indeed, some of the
quotes I've seen from politicians have been very irresponsible.

There are different kinds of trust problems here, but certainly the
government and Telus have also been involved in decreasing trust.

[Translation]
Mr. René Villemure: I simply thought that the challenge at the

outset was to weigh privacy against public health and to create a
balance between the two.

Yet, the further we proceed, the more I realize that partisanship
and public health are being weighed against each other.

Do you also feel this way?

● (1140)

[English]

Dr. David Murakami Wood: As we know—and those of you
who are in Ottawa will know especially well right now—partisan‐
ship and public health are unfortunately in a kind of death struggle
right now on the streets of Ottawa. I don't want to comment any
further on that, but I will say that we have had a big problem in the
last year or two with partisan understandings of public health prior‐
ities.

I don't think it helps, and I think it has played into some of the
ways in which this particular scandal is understood.

The Chair: With that, we will go straight to Mr. Green.

I will suspend the meeting quite abruptly—or I plan to—at the
end of Mr. Green's six minutes.

Go ahead, Mr. Green.

Mr. Matthew Green (Hamilton Centre, NDP): Thank you, Mr.
Chair.

I appreciate the opportunity for this intervention. Having these
witnesses before us today has been really helpful.

I would agree; I'm less interested in fault-finding in this moment
and more interested in finding systems-level and legislative
changes to these symptoms. This case is symptomatic, as has been
identified, of the larger current concerns under our Privacy Act.

What I'd like to do with the majority of my time is allow each
witness about a minute and a half for their intervention to provide,
with fullness, in whatever way they can, what they believe should
be the reforms, improvements or key points, as it started to go
down that line, on improving our Privacy Act. Your submissions
will become, hopefully, part of the recommendations from this
committee, and this is what I'm most interested in.

So, [Technical difficulty—Editor] Dr. Murakami Wood, and then
go Dr. Lyon and Mr. Parsons. Whatever you don't add in here....
You can provide in writing whatever further remarks and recom‐
mendations you have to improve our Privacy Act, so they can be
considered by our analysts when we open up the discussion on rec‐
ommendations.

Go ahead, Dr. Murakami Wood.

Dr. David Murakami Wood: Thank you.

I'm going to completely defer to Dr. Parsons in terms of the spe‐
cific reforms that might be suggested to the Privacy Act. He has
made a much greater and more comprehensive study of these things
than me.
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However, I'm going to borrow the old 1960s situationalist slogan,
“Be realistic, demand the impossible.” The impossible I want to de‐
mand is in fact the complete abolition of the existing Privacy Act
and PIPEDA. I want to see an entirely new architecture for infor‐
mation, data protection and privacy to be built in Canada at a feder‐
al level—and maybe at a provincial level too, because we have
wildly incompatible provincial legislation situations at the moment,
as you all know.

That's my recommendation. Every time these kinds of things
happen, at the base of the problem is the fact that we have this ar‐
chaic and out-of-date system for understanding how privacy relates
to society—

Mr. Matthew Green: Thank you. My apologies for the interven‐
tion. I just want to make sure that Dr. Lyon and Mr. Parsons have
an intervention. We have only a very short time.

Go ahead, Dr. Lyon.

Mr. David Lyon: I'm not going to repeat the same comments.
Dr. Parsons really has the best ideas on the actual changes that are
required. However, I also agree that we need to do something far
broader.

I would like to recommend that we spend more time considering
how these things are done in other countries. As I mentioned in my
comments, in the European Union there isn't a question about
whether this is or isn't surveillance. You start with the notion of
surveillance, which is very broad. Then you recognize that there are
different aspects to it and different kinds of harms that could result
and different kinds of social benefits that could result.

I think looking at how other countries operate would be very
helpful, specifically the European Union. More than one of us has
mentioned the importance of looking at what is happening there,
because the way in which the law is being reinterpreted for the
present data-focused age is really highly significant.

Mr. Matthew Green: Before we pass it over to Mr. Parsons,
who can take the rest of the time, I would ask each of you—perhaps
you would be able to submit your remarks to this committee in
writing—for ways in which we can improve on the EU's general
data protection regulation. It's always my intention that we have the
opportunity as legislators to create global leadership in this regard,
so I'd like for you to be bold and expect the impossible, demand the
impossible.

Mr. Parsons, you've been identified by some pretty esteemed col‐
leagues as being a subject matter expert. I'll leave the last two min‐
utes to you.

Mr. Christopher Parsons: Thank you for the question.

In the brief I submitted to the committee, there are a number of
specific recommendations that I make throughout. I won't and can't
go through all of them right now. However, the first one that I think
is important for the committee to remember is that the ETHI com‐
mittee a few years ago actually did a study of the Privacy Act. They
saw a number of esteemed experts come. They produced a report. I
would recommend starting there to see what still resonates. I be‐
lieve much of what's in there still does.

More broadly as it pertains to the current PHAC situation, I think
it is important and essential that the Government of Canada, when
it's obtaining datasets from private organizations, whether it be
identifiable or de-identified data, whether it be aggregated or not,
be able to demonstrate that meaningful consent was first received
before that information was collected by those private entities and
then shared with the government. The Privacy Commissioner of
Canada should both be apprised of and be required to approve any
and all such projects. Further, within the Privacy Act itself, there
should be a requirement that privacy impact assessments are per‐
formed and are made public. Currently, that's not often occurring.

Shifting slightly to PIPEDA, one of the real problems here is that
a series of private organizations collected information and subse‐
quently disclosed it. That information was largely collected without
the knowledge of individuals. Privacy policies don't work. They do
not constitute meaningful consent. However, the Privacy Commis‐
sioner of Canada does have guidance as to what should be done. I
believe there should be a requirement that this kind of guidance
should be built into PIPEDA itself.

Furthermore, there will, of course, be situations where informa‐
tion is disclosed to government agencies and others. One way that
Industry Canada has worked with industry in the context of law en‐
forcement has been to recommend that private companies produce
what are called transparency reports. I have more on this in my
brief. I would argue that while that is a step in the right direction
from several years ago, these reports are not mandatory. They
should be; moreover, they should be more comprehensive. They
should include not just law enforcement disclosures. They should
also pertain perhaps to copyright information and, in this case, the
sharing of aggregated and de-identified data, and to whom that is
shared.

● (1145)

The Chair: Thank you very much, Mr. Parsons.

My thanks to all of our panellists.

Members, we will reconvene with the second panel after the
vote.

Until then, we are suspended.

● (1145)
_____________________(Pause)_____________________

● (1225)

The Chair: Welcome to the second panel of our meeting.

Today's meeting had to be interrupted by votes, which of course
is our first and primary responsibility as members of Parliament.
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I would now like to welcome our witness for the second part of
the meeting. We have Alain Deneault, professor of philosophy.

If we have a five-minute opening statement, then we should get a
full round for our first four members, at six minutes each.

Take it away, Monsieur Deneault.
[Translation]

Mr. Alain Deneault (Professor of Philosophy, As an Individu‐
al): Thank you.

I'm a professor of philosophy at the Shippagan campus of the
Université de Moncton, in the Acadian Peninsula. I teach ethics and
environmental ethics courses.

I'd like to quickly provide five pieces of context.

First, as we know, the health policies surrounding COVID‑19
have led governments to adopt freedom‑destroying measures in
terms of lockdowns, curfews and mandatory disclosure of medical
information. These measures have led to the non‑renewal of con‐
tracts or dismissals and to electronic surveillance. The scientific ba‐
sis for these decisions has often been debated and challenged. This
has given some people the impression that public authorities are
taking advantage of, or even exacerbating, the health situation to
give free rein to unconstitutional practices.

Second, the technological infrastructure required to produce
more big data at a faster rate leads to an increase in harmful envi‐
ronmental effects. To produce the big data that we use so much to‐
day, we need industrial server farms that consume a great deal of
electricity, not to mention the 5G network that we must soon “ac‐
cept” and the increasing production of information technology
products in Asia. This sometimes leads to water issues. There are
serious consequences in terms of greenhouse gas emissions, the de‐
pletion of rare metals and water issues. These consequences don't in
any way point to sustainable practices in keeping with solutions to
the environmental challenges that governments have claimed to be
addressing in recent years.

Third, the production of big data, which comes from what I'll
quickly call GAFAM, meaning Google, Amazon, Facebook, Apple
and Microsoft—you understand that I mean the entire computer en‐
gineering sector—also constitutes a legal impoverishment from the
governments' perspective. These companies, which hold a technical
monopoly over what they generate, very often end up making law
through giant contracts that we must constantly accept when use the
software “given” to us.

These private ways of legislating result in law on which many
court decisions are based. As you know, when it comes to informa‐
tion technology, representatives of these large companies often ad‐
vise you, members of Parliament, since they have the best technical
knowledge.

Fourth, this commercial stewardship of big data in the midst of
the health crisis has been largely profitable for the major informa‐
tion technology companies, or GAFAM. The profits of these com‐
panies have increased by tens of billions of dollars, at the expense
of SMEs and workers, who are far more trapped by the situation re‐
sulting from the health policies than these major companies.

I'll focus on the fifth point, even though I have very little time
left. We'll discuss it later. The production of big data is, in itself, a
totalitarian device. It involves monitoring the behavioural reality of
subjects and making it predictable, even controllable. We know
that, when we can monitor 150 actions of Facebook users, we know
them better than their relatives. When we can follow only 300 ac‐
tions, we know them better than they know themselves. It's a ma‐
nipulation tool that Cathy O'Neil summarized as “Weapons of Math
Destruction.”

● (1230)

I personally advocate, not that we regulate this sector and make it
ethical or acceptable, but that we prevent its production at source.
This should be done in the manner of war diplomacy where some‐
times there is agreement to refrain from developing certain methods
or processes.

The Chair: Thank you, Mr. Denault.

[English]

We now have Mr. Patzer, for six minutes.

Mr. Jeremy Patzer (Cypress Hills—Grasslands, CPC): Thank
you, Mr. Chair, and thank you to the witness for his testimony here
today.

Quite often, when we have an emergency.... We can look back at
what happened with 9/11 and the level of surveillance and security
at that point in time. We're now looking at the measures that are go‐
ing on throughout this COVID-19 pandemic.

What are the risks here that, because of the extraordinary mea‐
sures that we have gone through to collect all this data, the govern‐
ment is not going to relinquish some of the ways and means by
which it is surveilling citizens? Are they going to let people revert
back to normal? I guess this is kind of what we're looking for. Is
there going to be a backing off in the amount of surveillance and
the amount of data that's being collected here?

● (1235)

[Translation]

Mr. Alain Deneault: The risk issue is broad. The first mistake
that one could make here—I am not saying that this is your case—
and that should be prevented, would be to read things in light of a
single criterion. We are not in a situation where everything is black
and white. The issue is to look at several criteria and ask how much
risk there is.

There may be risks in not using massive data, but we also have to
take into account the fact that we are dealing with a totalitarian
mechanism that consists in controlling people to such an extent and
with such efficiency that we even make them susceptible to manip‐
ulation.
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The risk is to trivialize surveillance and make it a management
technique that we have reduced to an almost technical modality,
without gravity. This is what we have been doing for the last two
years because of the emergency situation. In fact, we renew the
health emergency from 10 days to 10 days, in discrete periods,
without justification.

There will come a time when we will extend the scope of these
so-called emergency measures to citizens who will be deprived of
their constitutional rights. We cannot treat lightly the fact that we
can have information about people on the grounds, for example,
that they have not been vaccinated—which is a constitutional right,
by the way—or that they are participating in demonstrations, which
also are constitutionally protected, in principle.

Therefore, the perceived risk is to generate a mechanism that, in
the name of technical management, allows for an unconstitutional
attitude, measures and processes.
[English]

Mr. Jeremy Patzer: I feel like we're getting very close to a
threshold here of infringing too far into people's lives, and the data
people are generating, their own data, is being used against them.

Is there an ethical concern about the use of this data?
[Translation]

Mr. Alain Deneault: In my opinion, the problem is the mecha‐
nism itself. It is inherently totalitarian. To monitor people's every
action, every move and every purchase, to cross-reference that data,
and thus make it so that we know these people better than they
know themselves, is a problem right from the outset. It is the very
possibility of generating this amount of information that we should
be mobilizing against.

I'm not going to give you a lot of bibliographic data. However,
look at the thickness of this book written by Marc Goodman, a for‐
mer Interpol and UN employee. In it, he sums up the technological
crimes linked to mass data. I invite you to read this book, Future
Crimes, the original version of which is in English. It shows to
what extent the citizens of states that are no longer states governed
by the rule of law when they allow this data to be collected and
used, are structurally at risk of falling into an order where control is
total.

I would have an example to give you, but I will let you ask a
question so as not to monopolize your time.
[English]

Mr. Jeremy Patzer: Maybe you could give that quickly, and
then comment really quickly as well on consent. Are people able to
very clearly give consent to their data being used or taken?
[Translation]

Mr. Alain Deneault: Thank you for asking me this question.
The answer is no, quite simply. Studies have been done on how dif‐
ficult it is to really understand the contracts we are made to sign
when we become users of these software programs that collect our
data the moment we use them. We all know the saying: when we
are given something such as software, it is because we are the prod‐
uct. It takes a legal background, and then some, to make an in‐

formed judgment about what we are signing up for when we use
this software.

In any case, today, if you want to work and organize yourself so‐
cially, these instruments are coercive. Either you live in your base‐
ment and don't leave your house, or you use them, because society
demands them. The issue, basically, is letting a totalitarian device
unfold without any form of control and trying, after the fact, to
patch things up in frameworks that will always be shaky, because
the mechanism itself is problematic.

● (1240)

[English]

The Chair: Thank you.

Now we will go to Ms. Khalid.

Ms. Iqra Khalid (Mississauga—Erin Mills, Lib.): Thank you
very much, Mr. Chair.

Thank you to the witness for his testimony today.

Perhaps I'll start by reframing the questions that have been posed
so far. With respect to how in this specific instance that data was
used, we have heard from various witnesses throughout the study
so far that balance needed to be created in order to have those
COVID restrictions, for example, be properly applied in a good
way, in one that restricted that infringement upon people's rights.

To our witness, would you agree that this mobility data helped us
to better understand how people were moving and to better imple‐
ment policies that protected people's health and safety, while also
ensuring that their rights were protected as much as they could be?

[Translation]

Mr. Alain Deneault: First of all, to the question itself, I would
like to answer with a question that explains the confusion in which
we find ourselves as citizens faced with this mechanism: who can
answer this question?

Who can know if this data is used in a fair way? Who controls it?
Are the bodies that have access to this data not using it for purposes
other than those for which it was intended to be used in the context
in question?

We don't know. There is an opacity that arises at some point, ulti‐
mately, and no citizen has the time to check that out.

So we are strictly bound by relationships of trust. Whether we
trust these entities or not, in the first instance, we cannot verify that.
Secondly, the question that arises here must be broader. I insist on
this, ladies and gentlemen. The question cannot simply be about
one tiny use, it must be about the mechanism and all its possible us‐
es.

[English]

Ms. Iqra Khalid: Thank you. I appreciate that.
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Understanding the complexity of this whole conversation and
this issue, I really hesitate to go down the path of whataboutism and
philosophically talking about what the possibilities are, what the
best practices are or what that perfect scenario is.

I've heard members and witnesses compare this to the 9/11 situa‐
tion. In this instance, we're talking about a government using data
to really protect and to develop COVID health policies for our na‐
tion, whereas, as we go down this path of more complex data and
data production, as you mentioned in one of your five points, there
is this role that private companies play that was not there with 9/11.

Can you compare, as our member talked about, what the distinc‐
tion is between a government using this data and restricting a gov‐
ernment's use of this data versus private companies doing so? What
role does a government have to play in ensuring an adequate bal‐
ance in the use of data?
[Translation]

Mr. Alain Deneault: First, I would like to play down the situa‐
tion.

For at least a year, we have known that the COVID‑19 pandemic
is not comparable to the pandemics that struck down a third or half
of the population in the Middle Ages. Indeed, this has been official‐
ly established by several countries in recent weeks.

We are dealing with a disease that has very clearly, in the past
few months, been behaving in a way that can be characterized as
endemic. It is particularly serious for certain categories of people,
for example those who are gravely ill or who are older, among oth‐
ers. Public policies should therefore be able to protect certain
groups of people.

Personally, if I had to answer the question about the relevance of
this research, this is what I would say.

First, the health system is underfunded; basically, that is the cri‐
sis. If the health system were not underfunded, we would be able to
support and accommodate groups that are vulnerable to this virus.

Secondly, the problem is ecological. This is where we should in‐
vest and do research. It is an ecological problem because we are
dealing with zoonotic diseases, as we have seen many of them since
the beginning of the century. Ebola and H1N1, among others, are
zoonoses caused by the loss of biodiversity.

We can always develop even more polluting—I said this earlier
and I would not like us to forget it— and destructive techniques
that create even more problems with regard to the causes of these
epidemics. Furthermore, we must stop locking ourselves into ad‐
vanced techniques, which are likely to be used by ill-intentioned
entities, or to be used excessively.
● (1245)

[English]
Ms. Iqra Khalid: Thank you.

I have just a very short question.

I know you mentioned it a bit in your opening remarks with re‐
spect to private companies and big data being produced. Do you
think government should be regulating that usage?

[Translation]

Mr. Alain Deneault: Yes, I think the government should ban it.
It's hard to hear a statement like that, because it's not often made.
Yet I think we should, as a precaution, make sure that this data...

[English]

The Chair: Thank you. We're out of time for this round.

Now we will go to Monsieur Villemure for six minutes.

[Translation]

Mr. René Villemure: Thank you, Mr. Chair.

Good afternoon, Mr. Deneault.

I'm going to ask you two questions and I'm going to give you
time to answer them in the six minutes I'm allotted.

Until now, the government side has often told us about the bene‐
fits of the end purpose, regardless of the premise itself. You have
talked about banning the production of data, for example. People
have said that there are benefits, without regard to the rest. The sit‐
uation is trivialized. In fact, the Minister of Health was evasive
when I put the question to him.

In the Monde diplomatique, you talked about mediocracy. You
have in fact published a book entitled Mediocracy: The Politics of
the Extreme Centre. You assessed the topic based on the following
elements, among others: education, economy and culture. You men‐
tioned that there was a loss of critical thinking.

Do you believe that this loss of critical thinking is also operative
in government?

Mr. Alain Deneault: Critical thinking means trying to identify
the ideological motivation for everything we are offered.

Why are we being offered such and such a thing?

Maybe, indeed, there is a benefit to using this data if it is done in
a surgically relevant way. Let's face it, it's like putting a lid on a
boiling pot. You're trying to control a mechanism that wasn't creat‐
ed to allow the Canadian government to deal with an epidemic.
That's what critical thinking is all about, trying to identify the ideo‐
logical motivation of products and social modelling. A mechanism
has been created that allows for surveillance, that allows for con‐
trol, that allows for predictability and manipulation.

I lived in East Germany. I saw people who could, if they wanted
to, access the files that the Stasi had compiled on them. These files
contained all sorts of entries, including telephone tapping and so
on, like tailing of citizens who were considered to be undesirable
elements of society. The people who had access to their Stasi files
were terrified. Yet these files were nothing compared to what
Google, Microsoft and Apple know about us. The Stasi files were
nothing compared to that.
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Today, if people can get access to the harvested data... I can tell
you that it happens. Sometimes lobbyists go to public decision-
makers and show them what they know about them. It's not pleas‐
ant.

When you find yourself in that kind of situation, then you think
that there may be a tiny percentage of relevant uses that you can
make of these instruments, but are they essential to those uses? I
don't know, but I doubt it.

In any case, we cannot avoid asking the question in a general
way. Today, there are a considerable number of books on this sub‐
ject. As you can see, I've collected some myself, and I'm not work‐
ing on that. They're all books criticizing the hold of digital technol‐
ogy on our lives, which dispossesses us intellectually and rational‐
ly.
● (1250)

Mr. René Villemure: Do you believe that this kind of situation
is likely to erode public confidence or trust in government institu‐
tions?

Mr. Alain Deneault: It's interesting, because on COVID‑19 and
health policies, there have been two ethical discourses. I refer to
documents from the Quebec government on trust and transparency.
In these government documents, which are written by in‑house
ethicists, they say that for there to be trust, there must be trans‐
parency. Yet, at the same time, the message must be unique enough
and unassailable enough to be accepted by minds that might capsize
if the science were called into question.

Science thus holds a discourse that is supposed to generate confi‐
dence. In the case of the health crisis, we are always told about sci‐
ence and public management methods to generate confidence, but
this is only achieved if there is no evidence that causes doubt.
When measures are presented, we are informed of their benefits
and told that, since we have been informed, we must believe in
those benefits.

These same ethicists say we need transparency. People feel they
have all the conclusive evidence to trust what they are told. Howev‐
er, officials should not say too much. That's what this document
says. I could send it to you, if you like, for the committee's work. I
am on page 15 of the Quebec government document entitled
“Cadre de réflexion sur les enjeux éthiques liés à la pandémie de
COVID‑19”.

Mr. René Villemure: Since we only have a minute left, I'll go
back to critical thinking. You know I have ethical reservations
when I see what happened at the Public Health Agency of Canada,
and when I look back at the WE Charity case and the Aga Khan
case.

Is critical thinking still operative, or on the contrary, are we drift‐
ing towards a mediocracy?

Mr. Alain Deneault: Mediocracy is sticking to the behaviour of
the average manager. Managers do what they have to do because
they feel they have to. We are, in a way, caught in a kind of encom‐
passing game, where we dare not question the ins and outs of a
problem. Above all, once again, we have to think precisely, acutely
and demandingly about the interests that are at stake when a situa‐
tion arises.

Critical thinking is very much, in history, the relationship of citi‐
zens to power. Power usually promotes an ideology, that is, a per‐
spective that is supposed to be operational and functional. It is the
prerogative of power to administer things and to rely on documents
that seem to be more relevant for making this or that decision. On
the other hand, the opposition can engage in some critical thinking.

[English]

The Chair: I'm afraid we're out of time.

Now to finish us out for this panel, we go to Mr. Green for six
minutes.

Mr. Matthew Green: Mr. Chair, I am sitting here in Hamilton
Centre. I'll share with this committee that I had some concerns that
we weren't perhaps using our best time at this committee in dealing
with this particular case, given everything that's happening around
the world, but in today's interventions and the study, particularly
with this panel, I feel like we are seized with the question.

The question for me, what stuck with me, is Professor Deneault's
reference to Facebook as a weapon of math destruction, under‐
standing the ways in which AI can take big data and know people
better than themselves and manipulate public discourse. I can only
reference what's happening outside on Parliament Hill today, and in
fact in cities across this country. I would say this is a very important
discussion.

The professor acknowledged or at least referenced the idea of
stopping production at the source, agreeing to stop developing cer‐
tain types of tools. He talked about the way in which big data, rang‐
ing from mobility to social media and other surfing habits online,
could lead to compromised democracies. I think about Pegasus,
which is the spyware developed by the Israeli cyber arms company
NSO Group, which is known to be used by countries around the
world to compromise people.

My question for Professor Deneault is one that I've asked in the
past: What major philosophical or sociological considerations that
have arisen in Canada as a result of the COVID-19 pandemic
should the federal government take into account when making deci‐
sions that impact Canadians' privacy? I would go further and allow
him to elaborate on—in a broader sense, given this moment we're
in—what measures we should be taking to safeguard people against
the possibility of AI manipulation and other ways we can be com‐
promised in our democratic processes and discourse.

● (1255)

[Translation]

Mr. Alain Deneault: Thank you.

I will quickly address two points. The first is that of informed
consent.

When you find yourself in an emergency situation, a crisis—
which I think is exacerbated in the case of the health crisis—you
tell yourself that you have no choice.
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You have to do this or that. You don't even have to consider your
rights, or opposing views. Yet critical thinking would be to give
voice, in the media in particular, to dissident scientists as much as
orthodox scientists. Many virologists, epidemiologists and medical
professionals have taken issue with government measures. The
state makes decisions, and that is normal, it is its prerogative. How‐
ever, it is not normal for society to have to march in step to the
point where it loses its constitutional rights in matters of health de‐
cisions, and in particular with regard to vaccination and the vacci‐
nation of children. There is a lot of pressure. Being free and con‐
senting when making an informed decision is a fundamental thing.

For the second point, I refer to a book of very great importance,
Hans Jonas' “The Responsibility Principle”. Mr.  Jonas is a great
ethicist. He says three important things, which I will summarize at
speed.

First, the data-generating techniques being implemented today,
such as those of GAFAM, are not just likely to matter socially; they
affect human beings intrinsically, both medically and culturally. To‐
day, techniques are so powerful that they act on human subjectivity
itself. Today, we create subjects that are not the same as in the days
of the book, given the impact of social media, especially on young
minds—I'm thinking of adolescents—that leave considerable, last‐
ing traces.

Second, ethics must allow for predictability and measurement.
We must be able to measure and predict the impact of discoveries,
otherwise we are not being ethical and I don't think we are being
democratic either. If we allow such techniques to be deployed on a
societal scale, without ever being able to measure and control their
impact, that is to check what they generate on a social and political
scale, we are not being ethical; we are just doing a type of small-
time management.

However, it is very important to be creative. Hans Jonas ends his
plea by stating that ethics need to be creative. We have to be as cre‐

ative as the technicians who, year after year, keep throwing gear at
us that we didn't ask for.

[English]

Mr. Matthew Green: Mr. Chair, I'm going to allow the professor
to close with the last 30 seconds here, with a request that.... Consid‐
ering what the discourse has been in previous studies, what I am
looking for, again, is trying to find the systems changes.

We're talking about our Privacy Act. We have opened up a dis‐
cussion on our Privacy Act, so I would ask if the professor would
be willing to, after this meeting, consider from his perspective the
ethical considerations of our Privacy Act as it stands, as well as any
international considerations that might be added as recommenda‐
tions as we move forward.

It is my focus throughout this study to come from this commit‐
tee—

The Chair: You have left him a lot less than 30 seconds now to
answer.

Mr. Matthew Green: No, I don't need him to answer. I just want
it in writing, Mr. Chair.

The Chair: My apologies. Carry on.

Mr. Matthew Green: If he could contribute those thoughts in
writing, we could use them for our analysts, and for the good and
welfare of this committee.

Thank you.

The Chair: We are now out of time.

Thank you very much, Professor, for your remarks.

The meeting is adjourned.

 







Published under the authority of the Speaker of
the House of Commons

Publié en conformité de l’autorité
du Président de la Chambre des communes

SPEAKER’S PERMISSION PERMISSION DU PRÉSIDENT
The proceedings of the House of Commons and its commit‐
tees are hereby made available to provide greater public ac‐
cess. The parliamentary privilege of the House of Commons
to control the publication and broadcast of the proceedings of
the House of Commons and its committees is nonetheless re‐
served. All copyrights therein are also reserved.

Les délibérations de la Chambre des communes et de ses
comités sont mises à la disposition du public pour mieux le
renseigner. La Chambre conserve néanmoins son privilège
parlementaire de contrôler la publication et la diffusion des
délibérations et elle possède tous les droits d’auteur sur
celles-ci.

Reproduction of the proceedings of the House of Commons
and its committees, in whole or in part and in any medium,
is hereby permitted provided that the reproduction is accu‐
rate and is not presented as official. This permission does not
extend to reproduction, distribution or use for commercial
purpose of financial gain. Reproduction or use outside this
permission or without authorization may be treated as copy‐
right infringement in accordance with the Copyright Act. Au‐
thorization may be obtained on written application to the Of‐
fice of the Speaker of the House of Commons.

Il est permis de reproduire les délibérations de la Chambre
et de ses comités, en tout ou en partie, sur n’importe quel sup‐
port, pourvu que la reproduction soit exacte et qu’elle ne soit
pas présentée comme version officielle. Il n’est toutefois pas
permis de reproduire, de distribuer ou d’utiliser les délibéra‐
tions à des fins commerciales visant la réalisation d'un profit
financier. Toute reproduction ou utilisation non permise ou
non formellement autorisée peut être considérée comme une
violation du droit d’auteur aux termes de la Loi sur le droit
d’auteur. Une autorisation formelle peut être obtenue sur
présentation d’une demande écrite au Bureau du Président
de la Chambre des communes.

Reproduction in accordance with this permission does not
constitute publication under the authority of the House of
Commons. The absolute privilege that applies to the proceed‐
ings of the House of Commons does not extend to these per‐
mitted reproductions. Where a reproduction includes briefs
to a committee of the House of Commons, authorization for
reproduction may be required from the authors in accor‐
dance with the Copyright Act.

La reproduction conforme à la présente permission ne con‐
stitue pas une publication sous l’autorité de la Chambre. Le
privilège absolu qui s’applique aux délibérations de la Cham‐
bre ne s’étend pas aux reproductions permises. Lorsqu’une
reproduction comprend des mémoires présentés à un comité
de la Chambre, il peut être nécessaire d’obtenir de leurs au‐
teurs l’autorisation de les reproduire, conformément à la Loi
sur le droit d’auteur.

Nothing in this permission abrogates or derogates from the
privileges, powers, immunities and rights of the House of
Commons and its committees. For greater certainty, this per‐
mission does not affect the prohibition against impeaching or
questioning the proceedings of the House of Commons in
courts or otherwise. The House of Commons retains the right
and privilege to find users in contempt of Parliament if a re‐
production or use is not in accordance with this permission.

La présente permission ne porte pas atteinte aux privilèges,
pouvoirs, immunités et droits de la Chambre et de ses
comités. Il est entendu que cette permission ne touche pas
l’interdiction de contester ou de mettre en cause les délibéra‐
tions de la Chambre devant les tribunaux ou autrement. La
Chambre conserve le droit et le privilège de déclarer l’utilisa‐
teur coupable d’outrage au Parlement lorsque la reproduc‐
tion ou l’utilisation n’est pas conforme à la présente permis‐
sion.

Also available on the House of Commons website at the
following address: https://www.ourcommons.ca

Aussi disponible sur le site Web de la Chambre des
communes à l’adresse suivante :

https://www.noscommunes.ca


