
Catalogue no. 18-001-X 
ISBN 978-0-660-41168-2

by Ala’a Al-Habashna

Building Type Classification 
from Street-view Imagery using 
Convolutional Neural Networks

 
Release date: January 21, 2022

Reports on Special Business Projects



How to obtain more information
For information about this product or the wide range of services and data available from Statistics Canada, visit our website, 
www.statcan.gc.ca. 
 
You can also contact us by 
 
Email at infostats@statcan.gc.ca 
 
Telephone, from Monday to Friday, 8:30 a.m. to 4:30 p.m., at the following numbers: 

 • Statistical Information Service 1-800-263-1136
 • National telecommunications device for the hearing impaired 1-800-363-7629
 • Fax line 1-514-283-9350

 
Depository Services Program 

 • Inquiries line 1-800-635-7943
 • Fax line 1-800-565-7757

Note of appreciation
Canada owes the success of its statistical system to a 
long-standing partnership between Statistics Canada, the  
citizens of Canada, its businesses, governments and other 
institutions. Accurate and timely statistical information 
could not be produced without their continued co-operation  
and goodwill.

Standards of service to the public
Statistics Canada is committed to serving its clients in a prompt, 
reliable and courteous manner. To this end, Statistics Canada 
has developed standards of service that its employees observe.  
To obtain a copy of these service standards, please contact  
Statistics Canada toll-free at 1-800-263-1136. The service   
standards are also published on www.statcan.gc.ca under 
“Contact us” > “Standards of service to the public.”

Published by authority of the Minister responsible for Statistics Canada

© Her Majesty the Queen in Right of Canada as represented by the Minister of Industry, 2022

All rights reserved. Use of this publication is governed by the Statistics Canada Open Licence Agreement.

An HTML version is also available.

Cette publication est aussi disponible en français.

https://www.statcan.gc.ca
https://www.statcan.gc.ca
https://www.statcan.gc.ca/eng/about/service/standards
https://www.statcan.gc.ca/eng/reference/licence
https://www150.statcan.gc.ca/n1/pub/18-001-x/18-001-x2021003-eng.htm


Statistics Canada – Catalogue no. 18-001-X 3

Building Type Classification from Street-view Imagery using Convolutional Neural Networks

Table of contents

User information ..................................................................................................................................... 5

Acknowledgments .................................................................................................................................. 6

Summary ................................................................................................................................................. 6

1 Introduction ....................................................................................................................................... 6

2 Deep learning and convolutional neural networks ........................................................................ 8

3 Training of convolutional neural networks for building type classification  ............................... 9

3.1 Dataset used ............................................................................................................................. 9

3.2 Trained convolutional neural networks ................................................................................... 11

4 Results ............................................................................................................................................. 11

4.1 Binary-classification model .................................................................................................... 11

4.2 Multi-class model ................................................................................................................... 13

5 Conclusion and future work .......................................................................................................... 19

References ............................................................................................................................................ 20



Statistics Canada – Catalogue no. 18-001-X4

Building Type Classification from Street-view Imagery using Convolutional Neural Networks

Table of figures

Figure 1 Example of lack of distinctive features in roof structures of buildings  .................................. 7

Figure 2 An example of a neural network  ............................................................................................ 8

Figure 3 Samples of the images used to train the model: (a) apartment, (b) church, (c) house and  
(d) industrial ........................................................................................................................................ 10

Figure 4 Learning curves of the training and validation phases of the convolutional neural  
networks (binary model): (a) ResNet18, (b) ResNet34 and (c) VGG16 ............................................... 12

Figure 5 Learning curves of the training and validation phases of the convolutional neural  
networks (multi-class model—Version 1): (a) ResNet18, (b) ResNet34, (c) ResNet50 and  
(d) VGG16 ........................................................................................................................................... 14

Figure 6 Samples of the obtained results with the VGG16 network (multi-class model— 
Version 1) on a test set ....................................................................................................................... 15

Figure 7 Learning curves of the training and validation phases of the convolutional neural  
networks (multi-class model—Version 2): (a) ResNet18, (b) ResNet34, (c) ResNet50 and  
(d) VGG16 ........................................................................................................................................... 16

Figure 8 Confusion matrices obtained on the validation set with the finetuned convolutional  
neural networks (multi-class model—Version 3): (a) ResNet18, (b) ResNet34, (c) ResNet50 and  
(d) VGG16 ........................................................................................................................................... 18



Statistics Canada – Catalogue no. 18-001-X 5

Building Type Classification from Street-view Imagery using Convolutional Neural Networks

User information

Symbols

The following symbols are used in this paper:

α Learning rate.

p Momentum value.

ꞷ Decay factor.



Statistics Canada – Catalogue no. 18-001-X6

Building Type Classification from Street-view Imagery using Convolutional Neural Networks

Building Type Classification from Street-view Imagery using 
Convolutional Neural Networks

by Ala’a Al-Habashna

Acknowledgments

The author of this report would like to thank Dr. Alessandro Alasia for his valuable support, assistance and input. 
The author would also like to thank the Research and Development Board of Statistics Canada for funding  
this project.

Summary

Micro-level information on buildings and physical infrastructure is increasing in relevance to social, economic and 
environmental statistical programs. Alternative data sources and advanced analytical methods can be used to 
generate some of this information. This paper presents how multiple convolutional neural networks (CNNs) are 
finetuned to classify buildings into different types (e.g., house, apartment, industrial) using their street-view images. 
The CNNs use the structure of the façade in the building’s image for classification. Multiple state-of-the-art CNNs 
are finetuned to accomplish the classification task. The trained models provide a proof of concept and show that 
CNNs can be used to classify buildings using their street-view imagery. The training and validation performance of 
the trained CNNs are measured. Furthermore, the trained CNNs are evaluated on a separate test set of street-view 
imagery. This approach can be used to augment the information available on openly accessible databases, such 
as the Open Database of Buildings.

1 Introduction

Building type is an important piece of information that has crucial applications in social and economic analysis 
and urban planning. Having an up-to-date database of such data on a large scale is important at both the local 
and national levels. For example, the development of a housing strategy requires up-to-date information on 
existing and new building types. Information on building types and their development, in each jurisdiction, would 
help the various levels of government to set up policies to improve quality of life and access to services in each 
neighbourhood, monitor housing supply, and increase housing affordability.

In several jurisdictions, building type information is available from administrative sources. However, this information 
does not exist for all municipalities or for specific areas in a city or town. Even if such datasets are collected, 
they may not be easily accessible or may not be available in standardized formats. While creating or updating a 
database of building types for a large urban area can be done via surveying, such traditional approaches can be 
labour-intensive and expensive. Automatic extraction of this information from street-view imagery on a large scale 
can offer a viable alternative. 
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Figure 1 
Example of lack of distinctive features in roof structures of buildings  

Office building Apartment building

Source: Google Maps.

Much work has been done in both academia and the industry to extract similar information on urban areas using 
remote sensing. For example, aerial or satellite imagery has been used to collect information such as urban land 
use and land cover (Giri, 2016). While aerial and satellite imagery can be used to extract such information at the 
area or block level, it remains challenging to use such data to classify the type of individual buildings. This is 
because such images do not provide a view of the building façades, where the distinctions between different 
types of buildings are usually apparent. There are no explicit distinctions between the roofs of different types of 
buildings, as shown in Figure 1 (e.g., apartment building vs. office building), making it difficult to use such imagery 
for extracting building type. 

Street-view imagery provides a close view of building façades, and hence can be used to extract a building 
type. There has been some effort in the literature to extract data from street-view images. This includes various 
applications such as estimating urban land use (Li et al., 2017) and the demographic makeup of neighbourhoods 
(Gebru et al., 2017). Moreover, street-view imagery has been used for building instance classification (Kang et al., 
2018). Results from the work above show that street-view images can indeed provide a rich source of information 
in multiple applications.

In this paper, convolutional neural networks (CNNs) are finetuned to classify buildings into different types (e.g., 
house, apartment, industrial) using their street-view images. The datasets used for finetuning and testing the CNNs 
were collected by (Kang et al., 2018) and made publicly available for use. Features of the façade structures of the 
buildings that appear in street-view images can be captured by CNNs and used for classification purposes. The 
training set was manually investigated and cleaned to reduce errors introduced by automatic labelling. Thereafter, 
multiple state-of-the-art CNNs were finetuned to accomplish the classification task with the improved dataset. 
The training and validation performance of each trained CNN was measured. Furthermore, the trained CNNs were 
evaluated on a separate test set of street-view imagery (also provided by the benchmarking set) taken from cities 
different from the ones in the training set. Obtained results show that cleaning of the dataset and hyperparameter 
tuning achieved considerable improvements over the results by (Kang et al., 2018).

The rest of this paper is structured as follows: Section 2 provides a quick overview of deep learning and its use in 
computer vision, Section 3 discusses the datasets and the training of the CNNs used in this analysis, Section 4 
presents the obtained results, and Section 5 concludes this paper.   
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2 Deep learning and convolutional neural networks

The continuous advancement of processing resources (e.g., GPUs, cloud resources) and the increasing availability 
of publicly available and large datasets for analysis and model development have increased the popularity of 
machine learning and deep learning to capture intricate structures of large-scale data (Voulodimos et al., 2018). 
Deep learning is currently a very popular field that has applications in many areas such as computer and machine 
vision, speech recognition, and natural language processing.

Computer vision is a field where deep learning has been increasingly deployed to extract information from different 
types of imagery. This increasing popularity of deep learning-based approaches is because they usually provide 
better results in computer vision than traditional methods where features are explicitly engineered (Voulodimos et al., 
2018). A particular class of neural networks, CNNs, is increasingly popular in computer vision and used for various 
tasks such as object detection and classification, semantic segmentation, motion tracking, and face recognition. 
This is due to the efficiency of CNNs for such tasks, as they can reduce the number of parameters without losing 
the quality of the resulting models (Voulodimos et al., 2018). This is important because of the high dimensionality 
of images. Dimensionality refers to the number of features (variables) used as the input of the prediction or 
classification model. When images are used as the input of a model, the number of features is usually the number of 
colour values of the pixels in the image. For instance, for a 512×512 Red Green Blue image, the number of features 
would be the number of pixels multiplied by three (because of three colour channels), which is 786,432 in this case. 
This is a high number of features, and, hence, the use of efficient processing techniques in such a case is crucial. 

Figure 2 
An example of a neural network  

Input layer

Hidden layers

Output layer

Input
Output

https://en.wikipedia.org/wiki/Machine_vision
https://en.wikipedia.org/wiki/Machine_vision
https://en.wikipedia.org/wiki/Automatic_speech_recognition
https://en.wikipedia.org/wiki/Natural_language_processing
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A neural network is composed of a group of connected nodes or units called artificial neurons (Dong et al., 2021). 
These neurons loosely model the neurons in a biological brain. An artificial neuron receives a signal, value or real 
number (or a collection of signals), then processes the input (applies some non-linear function), and may send 
it to other neurons connected to it. Figure 2 shows an example of a neural network. The neurons are usually 
structured into layers, where layers may perform different transformations on their inputs. Signals are received at 
the input layer, and travel through one or multiple hidden layers into the output layer. A deep neural network is a 
neural network with multiple hidden layers. Fully connected layers are common in deep neural networks. As their 
name implies, the neurons in a fully connected layer have full connections to the outputs from the previous layer 
(see Figure 2). The outputs of a fully connected layer can be used as the classification result or fed into  
another layer.

A CNN is a type of deep neural network that is usually composed of three types of layers: convolutional layers, 
pooling layers and fully connected layers (Voulodimos et al., 2018). A fully connected layer is usually preceded by 
the first two types, which take the input data (usually an image) and transform them into a feature vector. Pooling 
layers are usually used between convolutional layers. They perform subsampling on the input of a convolutional 
layer to reduce its dimensionality. This reduction in the spatial dimension serves two purposes: it reduces the 
computational complexity and also reduces overfitting.1 Fully connected layers are commonly used after the 
convolutional and pooling layers to transform the two-dimensional feature maps to a one-dimensional  
feature vector. 

3 Training of convolutional neural networks for building type classification 

3.1 Dataset used

Easily accessible street-view imagery is spreading rapidly. Over the past few years, several platforms for street-
view imagery have emerged, which offer different terms and conditions of services and different degrees of 
“openness.” Google Street View (Google, 2020), Mapillary (Mapillary, 2014) and OpenStreetCam (Grab Holdings, 
2009) are examples of such platforms. Street-view imagery provides remarkable opportunities to enrich 
existing data on buildings with complementary information relevant for further economic and spatial analyses. 
Furthermore, such imagery can be used on a large scale as it generally provides good geographic coverage and is 
easily accessible.

In a previous analysis conducted by the author of this paper, the Google Street View Static Application 
Programming Interface (API) was used to source test images for another computer vision project (Al-Habashna, 
2020, 2021) because this API provides extensive coverage (especially in urban areas) worldwide. The Google 
Street View Static API allows downloading static (non-interactive) street-view panorama or thumbnail with 
Hypertext Transfer Protocol (HTTP) requests (Google, 2020). A standard HTTP request can be used to request the 
street-view image, and a static image is returned. Several parameters can be provided with the request, such as 
the camera pitch (i.e., angle of the camera relative to the Street View vehicle) and the angle of view (i.e., the angular 
extent of the scene that is imaged by a camera).

1. Overfitting will be discussed in Section 4.
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Figure 3 
Samples of the images used to train the model: (a) apartment, (b) church, (c) house and (d) industrial 

Source: Google Street View API.

The present analysis makes use of a large set of street-view images generated from the Google Street View 
Static API and made publicly available by (Kang et al., 2018). The dataset was collected and structured to be 
used to build models for building instance classification. The used benchmark dataset contains 19,658 images. 
These images are from different cities in Canada and the United States (e.g., Montréal, New York). The images 
are divided into the following eight different classes: apartment, church, garage, house, industrial, office building, 
retail and roof. The labels of these images were obtained from OpenStreetMap (OSM) (OpenStreetMap, 2004). 
OSM provides certain tags that are associated with addresses (e.g., house, single house, apartment). These tags 
were used to infer the correct label of the image. For example, an image of an address with the single-house tag 
is labelled as a house. Each class contains about 2,500 images. The images have a spatial resolution of 512×512 
pixels, taken with a pitch value of 10 and the default angle-of-view value (90 degrees). Samples of the used images 
are shown in Figure 3. 
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Because of the automatic approach of labelling used to prepare the dataset (based on OSM tags), there are 
many errors in the labelling of the training set (e.g., a house might be labelled as an apartment or a garage). 
As a result, the dataset labelling was manually investigated and corrected. In Section 4, we further discuss the 
errors in training set labelling and show how correction of image labelling can achieve considerable performance 
improvement on the models’ classification accuracy.   

3.2 Trained convolutional neural networks

Since training a CNN usually involves millions of parameters and requires a very large dataset, finetuning is a 
common practice when training a CNN. With finetuning, a target model is created from a source model. The 
target model is the model that needs to be trained, while the source model is a model that is already trained for 
a different but relevant problem. The source model is used as the starting point, instead of training the target 
model from scratch. An example of this is using a model for classifying animals (e.g., cat, dog, bear) as the source 
model and finetuning it to build a model that classifies images of dogs into different breeds (e.g., golden retriever, 
Labrador retriever).

The target model usually replicates all model designs and their parameters (e.g., number and size of the hidden 
layers and their parameters) of the source model, except the output layer (Quinn, 2019). This is particularly useful 
when the copied parameters that contain the knowledge learned from the source dataset are applicable to the 
target dataset. As the size of the output layer (number of neurons) of a classification model is usually equal to 
the number of classes, an output layer whose output size is the number of target dataset categories is used in 
the target model to account for the difference in the number of classes between the source and target models. 
Thereafter, the parameters of the output layer are randomly initialized, and the target model is then finetuned with 
the target dataset.

There are many CNNs that have been trained on large datasets and can be used for finetuning. Examples of such 
CNNs are those trained on the ImageNet dataset (Russakovsky et al., 2015), which can be finetuned with smaller 
datasets and used for other purposes. In this analysis, multiple state-of-the-art CNN architectures have been 
finetuned with the building dataset discussed above. This is done by finetuning all the convolutional layers of these 
CNNs as they were presented by (Kang et al., 2018). This includes multiple variations of the ResNet architecture 
(He et al., 2016) as well as the VGG16 architecture (Simonyan et al., 2015).  

In this paper, two different models were trained with the architectures above. Multiple versions of the second 
model were also trained to compare the effect of hyperparameter tuning and labelling correction. Below, the 
developed models are listed and described:

1. Binary model: a binary model that classifies buildings into one of two classes. These classes are residential 
and non-residential.

2. Multi-class model: a model that classifies a building into eight different classes. These classes are 
apartment, church, garage, house, industrial, office building, retail and roof. Below, the different versions of 
this model are listed:

a. Version 1: A model trained with the same parameters as in (Kang et al., 2018) except for dropout.

b. Version 2: A model trained with different parameters and provided some improvement.

c. Version 3: A model with the same parameters as Version 2, but with a dataset that was manually 
updated to correct labelling.

4 Results

4.1 Binary-classification model

In this section, the results of the binary model are discussed. This model classifies a building into two types: 
residential and non-residential. For this purpose, the set of images was structured into two types. The first type 
is residential, which contained houses and apartment buildings. The second type is non-residential, which 
contained the other classes (office buildings, industrial buildings, etc.). Then, the dataset was used to finetune the 
CNN architectures (i.e., ResNet18, ResNet34 and VGG16). As previously mentioned, each class in the image set 
contains about 2,500 images. The image set was split into training and validation sets, comprising 80% and 20% 
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of the whole set, respectively. The fully connected layers of these architectures were randomly initialized, while 
the original values of the parameters of the convolutional layers were used. The same parameters used by (Kang 
et al., 2018) were adopted for this model. The stochastic gradient descent algorithm was used with a learning 
rate of 45.10α −= , a momentum value of p = 0.9, and a decay factor (on the learning rate) of 0.1 per 30 epochs. 
Furthermore, cross-entropy loss was used in the training phase with a weight decay of ω  = 10-5. The input images 
were downsized to 256×256 pixels. Afterwards, data augmentation was also used by randomly cropping the input 
images into 224×224 pixels and randomly applying horizontal flipping on the cropped images before feeding them 
into a network. The CNNs were implemented with PyTorch (PyTorch, 2016) and were trained on a notebook server 
with NVIDIA V100 32GB-GPU. 

Figure 4 shows the learning curve for the training and validation phases of the trained CNNs until 80 epochs. 
From the learning curves, one can see that all the CNNs converge by epoch 40. This means that no further 
improvement (or considerable change) is achieved on the accuracies for all the trained networks after epoch 40. 
The best achieved training and validation accuracies for the three architectures are listed in Table 1. From the 
training accuracy curves and the results in the table, one can see that the best training accuracy was achieved 
with ResNet34, where a training accuracy of 0.95 was achieved. However, the other CNNs achieved close values 
of training accuracy.

Validation accuracy is the accuracy achieved with the validation dataset (a dataset that the model has not seen in 
the training phase). VGG16 achieved the best validation accuracy (0.90). The other CNNs achieved close values for 
the validation accuracy. 

Figure 4 
Learning curves of the training and validation phases of the convolutional neural networks (binary model): 
(a) ResNet18, (b) ResNet34 and (c) VGG16

Source: Author’s computations.

Table 1
Achieved training and validation accuracy of the trained convolutional neural networks (binary model)
Architecture Training accuracy Validation accuracy
ResNet18 0.93 0.89
ResNet34 0.95 0.89
VGG16 0.93 0.90

Source: Author’s computations.

None of the finetuned CNNs show a significant overfitting behaviour, with the VGG16 having the smallest 
difference between the training and validation accuracies. Overfitting is an undesirable result in model training, 
where the model represents the training data too well, as opposed to being generic and providing high prediction 
or classification accuracy for any dataset. ResNet34 has the highest difference between the training and validation 
accuracy, because of the high number of parameters in this network.  
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4.2 Multi-class model

As previously mentioned, a second model is built with four CNN architectures to classify buildings into eight 
types: apartment, church, garage, house, industrial, office building, retail and roof. Three versions of each CNN 
architecture were trained. The three versions of the multi-class model are listed again here for clarity:

a. Version 1: A model trained with the same parameters as in (Kang et al., 2018) except for dropout.

b. Version 2: A model trained with different parameters and provided some improvement.

c. Version 3: A model with the same parameters as Version 2, but with a dataset that was manually updated to 
correct labelling.

Version 1

Figure 5 shows the learning curve for the training and validation phases for the trained CNNs (i.e., ResNet18, 
ResNet34, ResNet50 and VGG16) until 80 epochs. From the learning curves, one can see that all the CNNs 
converge by epoch 60, i.e., no further improvement is achieved on the accuracies for all the trained networks 
after epoch 60. The best achieved training and validation accuracies for all the trained CNNs are also listed in 
Table 2. From the training accuracy curves and the results in the table, one can see that the best training accuracy 
was achieved with ResNet50, where a training accuracy of 0.92 was achieved. Other CNNs achieved training 
accuracies around 0.80. Validation accuracy is the accuracy achieved with the validation dataset (a dataset that 
the model has not seen in the training phase). The best validation accuracy (0.70) was achieved with VGG16 and 
ResNet50, while other CNNs obtained close validation accuracy (0.67 for ResNet and 0.69 for ResNet34). The 
results show that some overfitting can be seen with ResNet34 and ResNet50. As explained above, overfitting is 
an undesirable result in model training where the model represents the training data too well, as opposed to being 
generic and providing high prediction or classification accuracy for any dataset. For ResNet34 and ResNet50, 
overfitting can be seen as the training accuracy being higher than the validation accuracy. This is a result of the 
large number of parameters in these networks.    

Figure 6 shows samples of the output obtained on a test set. The test set comprises images collected from cities 
other than the cities in the training set. The results presented here are those obtained with the VGG16 network, 
as it provided the best validation accuracy and had the least overfitting behaviour. The test set comprises about 
2,000 images (each class contains about 250 images). The classification accuracy achieved with VGG16 on this 
set was 0.59, which matches the results of (Kang et al., 2018). Figure 6 shows samples of the results obtained 
with the VGG16 architecture on the aforementioned test set. The samples show many examples of cases where 
the model classified the images correctly. However, there are cases where the images were misclassified. For 
instance, a garage may be misclassified as a house (or vice versa), as the garage is part of a house in most cases. 
At the top-right corner, we see a house building that was originally mislabelled as a roof. Inspection of the dataset 
(training and test sets) showed that there are many mislabelled images. As a result, a manual correction of the 
labelling of the data is done, and a new model (Version 3) is trained with the improved dataset.  
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Figure 5 
Learning curves of the training and validation phases of the convolutional neural networks (multi-class 
model—Version 1): (a) ResNet18, (b) ResNet34, (c) ResNet50 and (d) VGG16

Source: Author’s computations.

Table 2
Achieved training and validation accuracy of the trained convolutional neural networks (multi-class model—Version 1)
Architecture Training accuracy Validation accuracy
ResNet18 0.79 0.67
ResNet34 0.85 0.69
ResNet50 0.92 0.70
VGG16 0.79 0.70

Source: Author’s computations.
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Figure 6 
Samples of the obtained results with the VGG16 network (multi-class model—Version 1) on a test set

Source: Author’s processing of images from the Google Street View API.

Version 2

A second version of the multi-class model was trained with different parameters. In this model, the decay factor 
(on the learning rate) was set to 0.1 per 5 epochs. The number of epochs was set to 15, and cross-entropy loss 
was used in the training phase with weight decay of ω = 10-3. We also eliminated the random cropping of the 
images (part of data augmentation), as it seemed to have a negative impact and randomly remove features from 
the images in the training set. This had an impact on the training accuracy. Furthermore, a dropout layer was 
introduced to the CNNs with a dropout probability of 0.15. 

Figure 7 shows the learning curve for the training and validation phases for the trained CNNs (i.e., ResNet18, 
ResNet34, ResNet50 and VGG16) until 15 epochs. From the learning curves, one can see that all the CNNs 
converge by epoch 12. The best achieved training and validation accuracies for all the trained CNNs are also 
listed in Table 3. From the training accuracy curves and the results in the table, one can see that the best training 
accuracy was achieved with VGG16, where a training accuracy of 0.91 was obtained. Other CNNs achieved 
training accuracies ranging from 0.83 to 0.88. The best validation accuracy (0.74) was also achieved by VGG16, 
with ResNet34 and ResNet50 achieving a validation accuracy of 0.73. A considerable improvement (up to 5.7% 
increase over the first version) was obtained with the new parameters and data augmentation approach. However, 
there was also an increase in the training accuracy for all the CNNs (except ResNet50), despite the added dropout 
layer. The reason for the increase in training accuracy was the elimination of random cropping, as it could have 
randomly cropped distinctive features of the buildings.
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Figure 7 
Learning curves of the training and validation phases of the convolutional neural networks (multi-class 
model—Version 2): (a) ResNet18, (b) ResNet34, (c) ResNet50 and (d) VGG16

Source: Author’s computations.

Table 3
Achieved training and validation accuracy of the trained convolutional neural networks (multi-class model—Version 2)
Architecture Training accuracy Validation accuracy
ResNet18 0.83 0.71
ResNet34 0.87 0.73
ResNet50 0.88 0.73
VGG16 0.91 0.74

Source: Author’s computations.
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Version 3

A third version of the model was trained. Two modifications were implemented with the third model. First, the 
dataset was manually investigated to correct errors in data labelling. The images of each class were investigated 
to remove images that were there by mistake. Most of the cleaning was done on the “garage” and “roof” classes. 
The data for the garage class contained many images of houses (of which many did not even have a garage). The 
data for that class were cleaned to contain images of garages, or at least houses where a garage was apparent. 
For the roof class, the dataset is supposed to contain roof structures, such as the ones in gas stations or in front 
of hotels. However, the dataset for that class contained other images (houses, apartments, etc.). In addition to 
improving the labelling of the sets of images, the dropout probability for ResNet50 and VGG15 was set to 0.25.

For this version, we only show the highest values obtained for training and validation accuracies (Table 4). From 
the table, one can see that the best training accuracy was achieved with VGG16, where a training accuracy of 
0.92 was achieved. The other CNNs achieved training accuracies ranging from 0.80 to 0.88. Because of the higher 
value of dropout probability used with ResNet50, its highest training accuracy is lower than that achieved with 
ResNet18 and ResNet34.

The best validation accuracy (0.78) was also achieved with VGG16, with the other CNNs achieving validation 
accuracy values between 0.75 and 0.77. This means that up to 11.4% increase is achieved over the first version. As 
one can see, a considerable improvement is achieved by cleaning the dataset. This is because cleaning removes 
images in the training or validation set that are mistakenly placed with the wrong class—these confuse the trained 
model and reduce its accuracy. 

Table 4
Achieved training and validation accuracy of the trained convolutional neural networks (multi-class model—Version 3)
Architecture Training accuracy Validation accuracy
ResNet18 0.85 0.75
ResNet34 0.88 0.76
ResNet50 0.80 0.77
VGG16 0.92 0.78

Source: Author’s computations.

Figure 8 shows the confusion matrices, as obtained on the validation dataset, of the third version of the finetuned 
CNNs. As one can see, the best classification accuracy is achieved on the house, garage and roof classes. This 
is because these classes have distinctive features. This also shows that the manual correction of the labelling 
significantly helped the model distinguish between the house and garage classes. The worst classification results 
were the ones for the retail and office building classes. Retail buildings have common features with other classes. 
For instance, they might be confused with the industrial (industrial buildings could have signs), roof (roofs mostly 
exist in gas stations with convenience stores) and apartment (stores may exist in the first floor) classes. Some 
office buildings may look like apartment buildings or have stores in the first floor, which may cause them to be 
classified as the aforementioned classes.     

As previously mentioned, the benchmarking dataset contains a test set. The test set comprises 2,000 images 
collected from cities other than the cities in the training set. Version 3 of the VGG16 model was run on the test set, 
as that model provided the best validation accuracy. The classification accuracy achieved with VGG16 (Version 3) 
on this set was 0.69. This is a significant improvement (17%) in accuracy over that achieved with Version 1 and that 
achieved by (Kang et al., 2018).

Despite the positive results achieved, there is still room for improvement. By analyzing and optimizing the classes 
and the training set, the labelling of the training set may be further improved and achieve higher  
classification accuracy.
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Figure 8 
Confusion matrices obtained on the validation set with the finetuned convolutional neural networks 
(multi-class model—Version 3): (a) ResNet18, (b) ResNet34, (c) ResNet50 and (d) VGG16

Source: Author’s computations.
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5 Conclusion and future work

In this research, CNNs were finetuned to classify buildings into different types (e.g., house, apartment, industrial) 
using their street-view images. The CNNs use the structure of the façade in the building’s image for classification. 
Multiple state-of-the-art CNNs (e.g., ResNet50 and VGG16) were finetuned to classify buildings from their street-
view images. The training and validation performance of the trained CNNs was measured and presented in this 
paper. Three versions of a multi-class model were trained and presented. In the first version, the CNNs were 
finetuned on a training set and evaluated on a separate validation set of street-view imagery. Validation accuracy 
of up to 0.7 (or 70%) was obtained with the first version of the model. A second version of the multi-class model 
was trained with all the networks on the same data set, but with further hyperparameter tuning and a different 
data augmentation approach. Validation accuracy of 0.74 or 74% (i.e., 5.7% improvement over the first version) 
was achieved with the second version of the model. Moreover, a third version of the model was trained with the 
same parameters of the second version, but on a dataset that was manually investigated to correct mislabelling 
of images. Even further improvement was achieved by the third version of the model. Validation accuracy of up 
to 0.78 or 78% (i.e., 11.4% improvement over the first version) was obtained with the third version of the model. 
In addition to the above, the models were evaluated on a test set of images that were taken from cities that are 
different from the ones in the training set. The results show that CNNs can be used to classify buildings from their 
street-view imagery, with classification accuracy of up to 0.78 (or 78%) on test images of buildings from the same 
cities in the training set, and an accuracy of up to 0.69 (or 69%) with test images from different cities. The results 
achieved with Version 3 of the model on the test set from different cities showed 17% increase in classification 
accuracy over that achieved with Version 1.

Despite the positive results, there is room for improvement to increase the classification accuracy of the 
models. Further work could be implemented to improve and restructure the datasets, and combine some of the 
similar classes (e.g., house and garage) to increase the accuracy of the models. Transfer learning could also be 
implemented to finetune and test the models on images that, in present application, were taken exclusively from 
one city in Canada. Additionally, the CNNs could be finetuned to produce different classification models that could 
be used to extract more properties of the buildings of interest (e.g., semi-detached house, row house). Moreover, 
an automatic system could be developed for joint image acquisition and classification with the trained models. 
Notably, the Google Street View Static API has limitations and terms of use. As a result, any models beyond the 
proof-of-concept level may require training with imagery obtained from a variety of different sources.   
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