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ABSTRACT

This report is concerned with the performance analysis of packet

communications through land mobile radio channels.

The Rayleigh fading character of mobile radio channels is studied
through simulation and the statistical distributions of the key
parameters of such channels are obtained. Knowledge of such distributions
is shown to be instrumental in obtaining expressions for the bit error
rate and packet error rate under various fading conditionms. in
particular, the impact of fading on packet communications is examined
by considering the inbound and outbouna radio channels of a mobile
system operating at 850 MHz. In the former case, the degradation in

the throughput of multiple-access schemes is examined. Numerical

"results indicate that in order to minimize the decrease in throughput,

the coverage range of such mobile systems should be limited to about

2 miles which corresponds to the radius of cell sizes for typical
cellular systems. For the later case, the solution to the problem of
the optimal selecgion of the packet size is obtained by minimizing the
wasted time due to packet overhead and packet retransmissions. Numerous
curves are provided showing the influence of the average message"
length, the bit rate and the signal-to-noise ratio on the optimal packet

size.

The problem of multiple-access land mobile radio systems carrying
digitized speech and packetized data is then considered. In one of
the models examinéd, it is shown that a more efficient use of the
radio spectrum is possible, by taking advantage of the statistical

properties of voice and the excellent contention characteristics of
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the non-persistent carrier sense/ﬁultiple access prbtocol. In
particulaf, it is éhown that spectrum savings can be achieved, not only
by interpolatiﬁg speéch éackets from'axlarge user pop;lation, but also
by taking adQéntaée of the fact that thé outbound.channels need'hpt be
" accessed on alcqntention basis. The second mbdel is‘concerned with

the study of the performancé of an integrated voice an& d&té mobile
system. By giving-a highgr priority to the vbice traffic which could
be carried in analog or digital form, the‘model takes advantage of

the natural silence gaps iﬁ a two-way voice cphversation to accommodate
a large number of data traffic users. An expression.fér the total
average data packet.delay is derived and the results in the form of

curves indicate that this delay could be kept within acceptable bounds.

The introducfion and implementation of packeﬁ:speech as well as
voice and data integration is n&w well ﬁnder way in the context of
packet switcﬁed computer’communicatioh ﬁetworks. It'is hoped that‘this
repdrt will céntribute towards the extension of such communicétions

technology to land mobile systemé.
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1.1

CHAPTER 1

- INTRODUCTION

Background -

Since the early days of wireless communications and certainly.as
far back as 1906 when the first international radio conference was
held, the radio spectrum has been considered a natural resource with
some unique characteristics. Indeed, the use of the radio spectrum
creates several interference problems which might be regarded as a
form of pollution. This particular type of interference or 'pollution"
is related to the increasing use of the spectrum resource as well as to
the lack of an adaptive set of spectrum management techniques. As
new and innovative radio spectrum applications are developed within a
sometimes obsolete framework of standards and regulations, the radio

spectrum becomes progressively "congested".

The congestion problem has economic, regulatory and technical
implications. From an economic point of view it is clear that the
limits on the use of the radio spectrum are determined by the willingness
of the industry to commit the necessary resources for research and
development; thereby permitting a more efficient and intensive use of
the .spectrum. From a regulatory point of view, congestion is determined
by the regulator's willingness to develop and enforce an adequate set
of standards and equipment specifications that maximize the spectrum

efficiency. From a technical point of view, it is clear that the
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latent communications capacity of the radio spectrum far exceeds any

projected demaﬁd since innoyatiVe communications engineering techniqﬁgs
held the promise to alleviate the géhgestion in some frequency bands.

The present work is directly felevant to a particular segment of
the radio spectrﬁm, namely, the land mobile communication band for

which new spectrum efficient‘ccncepts areApresented.

Current trequ

The concept of a mobile telephone service whiéh would allow a mobile
user to establish é connection with a public telephone network has been(
put to use for the paét 40 years with the first expérimeﬁtal land

mobile system installed in New York City in 1940. By 1950, the mobile

" radio industry was providing a regular service to . over 24,000 mobile

units in the major metropolitan areas. During the next decade, the

demand for mobile telephone service as well as dispatch service continued -

to grow to such an extent that allocated spectrum space became heavily
congested. Several methods wére proposed for solving the congestion
problem. Examples include closer channel spacings, single side band

modulation and frequency sharing on a geographic basis. An interim

solution which helped to improve the mobile service was the implementation

in 1965 of the so-called IMTS (Improved Mobile Telephone Service)

offering two-way automatic service and full -duplex operation.  The
limited benefit offered by IMTS was essentially due to the trunking of

small groups of channels. At that time the major problem confronting




the mobile telephone service was the lack of sufficient spectrum. In
1968, the Federal Communiéations Commission (FCC) issued a report
which stated that the additional frequency space required for the
land mobile radio services could be obtained by sharing of the UHF
television channels 13 to 20 in the ten largest metropolitan areas.
Meanwhile in Canada the possible reallocation of the 406-960 MHz band
was being seriously considered since a number of studies had shown that
the assigned spectrum for mobile radio service would be exhausted in
the early 1980's in major Canadian cities. A clear example of the
frequency shortage was given by Toronto's 150 MHz system which ex-
perienced more than 657 biocking in the busy hours. Currently both the
F.C.C. in the U.S.A. and the D.0.C. in Canada have allocated the
804-890 MHz band to mobile communication systems. It is anticipated
that with the opening of this new band, the yearly growth rate for
mobile communications will be maintained at 15%, which implies that
the 1985 world-wide mobile radio equipment market will reach about 87
of the overall world telecommunications market, estimated at $60 billion.
The mobile radio market is expected, however, to be affec;ed by
the rapidly advancing Large Scale Integration (LSI) technology. TFor
example, new generations of automatic mobile telephone units currently
in planning will be based on a complete solid state design and will
make a substantial use of digital integrated circuit technology.
Similarly, custom logic circuits will play a role in digital frequency
synthesizers to allow for automatic transmitter identification and thus

relieve the mobile user from a number of traditionally manual operatioms.



Today; the proliferétion of computer applications is makihg it
‘mnecessary to bring coﬁputer resources close to the individgal. It is
thus extremely desirable to create more fiexible énd more economic
communication techniques. With the decreasing costs of electronié
logic and memory circuitry and with the a&vent of new’devices and
terminals that generate information in digital form, a growing'
number of épplicétions have emerged that require the exchange of

such information through mobile radio chgnneis. Classicai exaﬁples
of such applications are given by law enforcement systems where it is
desirable to access data banks from a vehicle, and rapid transit
systems where buses automatically report their location to a central
controller. Despite the advances made in‘tﬁe digital communications
field, the land-mobile digital revolution ié, howéver, still in its
infancy, maihly bécause_of the absence of an appropriate fegulatory
framework. It is, anticipated, however that iﬁ the near future, a
phenomenum'equivaleht in magnitude to the personal minicomputer boom
will take place in the mobile digital field. As an indicatién of the
expected demand, it was estimated that some 200 minicomputers.ﬁere
dedicated to personal use in 1974 while recent fofecasts indicate that

by 1990 over 2 million of such personal minicomputers will be used -

throughout North-America.




1.3

1.3.1

Solutions to the Spectrum Congestion

In the previous sections we have referred to the growth trends in
conventional land-mobile systems and have argued that the convergence of
data processing and mobile communications will bring about a saturation
of the land-mobile frequency bands. Since the allocation of new
frequency bands to these types of communications will only provide an
interim relief, there has been a growing concern with respect to the
system concepts that can best accommodate this spectrum demand. The
following are some of the system concepts that are being actively

researched:

. Cellular Architectures

. Spread Spectrum

. Packet Switched Radio for Data Transmission
. Packet Switched Radio for Speech

. Integration of data and voice

The cellular based land-mobile system is certainly one of tﬂe most
favoured and commonly discussed concepts for increasing the radio spec-
trum usage efficiency.

As a result of this forecasted congestion and also because of its
desire to expand opportunities in mobile communication, Canada announced
new spectrum allocations for mobile communications in the 406-960 Mhz
band {1}. In particular, the 806-890 MHz band was reallocated from UHF

television to mobile communications, without initially specifying the




sub-allocations. 1t is anticipated that the first Canadian cellular.
systems for analog communications will undergo field tests commencing

in 1983.

In 1974, thé_Féderal Communications Commission (FCC) of the U.S.A.

government decided to reallocate on a nationwide, primary basis, TV

"channels- 70 to 83 (806 td~890 MHz) to the land-mobile service, with

825 to 845 MHz being earmarked for mobile terminals, and 870 to 8§O-MHz

earmarked for base stations, associated with cellular networks.

In March 1977,.the‘FCC'authorized'Illinois Bell Teleﬁhone'to con-

struct and operate a developmental cellular system in the Chicago area

and field tests and evaluation of performance -are currently underway.

During the triél period the Advanced Mobile Phone Sérvice:(AMPS)iwill

have a capacity of 2500 mobile customers but after approval,for regu—
larized service the system expansion would allow customer growth to more

than 100,000.

Another cellular mobile telephone system; called Dynatac is scheduled
- for installation in the Washington-Baltimore area. .This system designed

by_Mptorola'Will accommodate‘both portable and mobile terminals { 2}.

As of January 1980 the Federal Communications Commission released

its new cellular mobile radiotelephone "motice of inquiry and motice of

proposed rulemaking' expressing the agehcy's convictions that:

--"There seems to be Lutt@e doubz that cellubar VComrhun,éca/tcoym of-
fens the best maa@-éolp meeting the demands of the mobile comiu-

Mcwtéam mcUtiz&t through ﬂte gnd 0'6 this century,” and "...The
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time has awived §or the Commission to establish rules and pol-
ieies forn the commercial operation of cellular mobile hadic

systems .

In Japan, the first published studies of high capacity land-mobile
radio telephone service had appeared ;s early as 1967. 1In 1976, the
Japan Radio Technical Council approved use of the 850 MHz band for
cellular systems and allocated 50 MHz of spectrum for this use. A
cellular network providing commercial mobile telephone service is now
in operation in Tokyo and plans have been made to progressively expand

it until contrywide coverage is achieved.

.As has been discussed, several cellular experimental systems-are
currently at different stages of design and development. The ultimate
objective of these undertakings is to develop a system that can grow
and achieve the performance comparable to that of the large scale
telephone network. The common design features of these experimental
networks are that they will service a variety of mobile users broadly

classified as:

(1) dispatch users, and
(2) wusers requiring telephone service to hand-

held and portable telephones.,
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Structure-wise, these systems are quite similar since they all

employ cellular and trunking concepts. There are, however, some

dissimilarities and Table 1.1 identifies some of these.

In their earlier stages of development, it can be expected that

3sjstéms will be designed with "large" cell radius* and as traffic

grows, cells will be split and reduced.in size,-thefeby increasing

traffic haﬁdling capability and spectrum efficiency.

One general rule of thumb (illustrated by the hypothetical example
of Table 1.2) that has emérged from the experience tovdate, ig that the

traffic handling capacity of a cellular system is approximately propor-

tional to the inverse of the square of the cell radius. There are,
however, physical and economical limits to the cell size. A brief
survey of the cellular structure concepts is given in Appendix A.

Spread Spectrum

Although spread spectrum techniques can be traced back to
Shannon {3} some thirty years ago, the'technological difficulties
encountered in imﬁlementing such systems have led to their slow pace
ofldevelopﬁent. ~According to Dixon {4} a spread spectrum systéﬁ is

one which meets the following two criteria:

- the transmitted bandwidth is much greater than the bandwidth
of the information beingl sent, and

- some ﬁechnique (spreading technique) independent from the
information being transmitted, bﬁt completely_knbwﬁ to
the receiver, is employgd to determine the resulting RF

bandwidth.

*A complete description of the Chicagb and Tokyo cellular‘é§é£éﬁé can
be found in a special issue of the Bell System Technical Journal
(Vol. 58, No. 1, January 1979) and the Review of the Electrical

Communication Laboratories of Japan (Vol. 25, Nos. 11-12, Nov.-Dec. 1977)




CHARACTERISTICS

UNITED STATES

JAPAN

FREQUENCY BAND (MHz)
RF CHANNEL SPACING
NUMBER OF CHANNELS
CELL RADIUS
LOCATION OF MOBILE
CONTROL CHANNELS
ERROR CONTROL

825-845 AND 870-890
30 kHz
667
2=15km
RANGING
1O kbps

FORWARD ERROR
CORRECTION AND
SPACE DIVERSITY

860 -885 AND 915 -940
25 kHz
1000
5-10 km
SIGNAL-TO -~ NOISE-RATIO
300 bps
FREQUENCY DIVERSITY

Table 1.1 SOME CHARACTERISTICS OF CELLULAR SYSTEMS
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CHARACTERISTICS 7 CELLS | 19 CELLS
SERVICE AREA (km®) 450 450
CELL RADIUS (km) S ~3
CHANNEL WIDTH (kHz) 2x30 2x30
CHANNEL SET SIZE (CHANNELS) 100 100
NUMBER OF CHANNEL SETS 3 3
TOTAL SPECTRUM (MHz) 20 20
BLOCKING PROBABILITY 10.02 0.02
ERLANGS /MOBILE - - 0.03 0.03
MOBILES /MHz 1143 3103
MOBILES /CHANNEL 68 186
ERLANGS / MHz | 34 93
ERLANGS /CHANNEL. 2 5.58

2.54 6.9

MOBILES / MHz / km?

Table 1.2 APPROXIMATE SPECTRUM EFFICIENCIES
| OF CELLULAR SYSTEMS '

. -
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Spread spread systems can be classified, according to the type
of spreading technique that is used. Essentially, two types

of spread spectrum systems exist:

Direct éequence or Pseudo Noise Systems

Frequency Hopping Systems

1.3.2.1 Direct Sequence or Pseudo Noise

In a direct sequence system the spreading is accomplished by
modulating (multiplying) the message signal A(t) by a binary pseudo-
random seqﬁence B(t) whose symbol rate, also 'called the chip rate, is
much higher than the information bandwidth. In most situations the
bandwidth of B(t) is 100 to 1000 times that of A(t) which effectively
results in producing the wide band spectrum of B(t). Prior to trans-
mission the fesulting signal is usually PSK or MSK modulated which
results in a double sided spectrum where the main power is contained
within a bandwidth equal to twice the clock frequency of the pseudo-
random sequence generator. Denoting by fB.the bandwidth of the base-
band signal and by fc the frequency of the code generator, the ;preading

factor, G, also called the process gain, is given by:
G= — veres (101
As shown by the block diagram of Figure 1.1, the transmitted

signal corrupted with noise, is multiplied by a synchronized code

signal and then filtered to match the information bandwidth.



A(t)B{t)cos wot : |

V_LT——V

SEQUENCE . I» . L— CORREL.ATOR -  FILTER [—3 DEMODUL A -
GENERATOR | MODULATOR o NOISE . MODUL.ATOR
A
cos wct B(t) cos w.t
BINARY . F - | . | BINARY |
INFORMATION RF | L] BALANCE L, B{)| sFQUENCE Je—j SYNCH
SOURCE GENERATOR| . - MODULATOR GENERATOR SYSTEM
t
P cos wt H
|
RF
GENERATOR

Figure 1.1  DIRECT SEQUENCE TRﬁNSMlTTER AND RECEIVER .
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1.3.2.2 Frequency Hopping

1.3.2.3

While direct sequence systems operate in the frequency domain
since energy is present at all times across the spreading bandwidth,
frequency hopping systems operate in the time domain because at any
instant in time all the energy is radiated around a single carrier
frequency. In the basic frequency hopping system the carrier frequency
is pseudo-randomly changed in discrete increments, at hop rates
typically varying anywhere fr;m 10 to 1000 hops per sec. This process
is equivalent to braking the overall transmission bandwidth in a number
of uniform frequency slots, each with a bandwidth comparable to that
of the information, with the carrier frequency allowed to take on any
of the available center frequency values. In the receiver (see Figure 1.2)

the input signal is mixed with a local oscillator signal controlled by

a synchronously operated code generator.

Spread Spectrum Limitations

One of the major limitations of direct sequence systems arises from
the so-called near-far problem. Simply put, this problem arises when
the received level of the wanted signal is below the level of the received
unwanted signal by an amount equal to or greater than the processing gain.
This problem does not occur in frequency hopping systems since different
code sequences imply different hopping patterns, with the result that at
most times the undesired or jamming signal will be on a different
frequency from the desired one. Another problem which is peculiar to
the frequency hopping systems is related to the need to develop extremely

fast frequency synthesizers.
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Until recently the mosﬁ serious problem of any spread spectrum
system appeared to be related to the necessity to provide time
synchronism to spread spectrum users, since time accuracies of the
order of 10-100 nano-seconds are required. Ho&ever with the increasing
trend toward tﬂe use of digital processing circuitry, large-scale~
integration techniques, charge-transfer devices, surface-acoustic-
wave devices and microprocessors, most limitations are being removed, |
making practical but still expensive many sophisticated designs for
spread spectrum.

The primary advantages to be gained by using spread spectrum tech-
niques in land-mobile radio are related to selective addressing, inter-
ference rejection and code division multiplexing. The fact that spread
spectrum emission have a low power density and are immune to jamming
has led Utlaut {5 } and Ormondroyd {6 } among others, to suggest that
spread spectrum land-mobile systems could be overlayed on the frequency
bands used by television. So far it is not clear if spread spectrum
systems are more or less spectrum efficient than cellular based or
conventional mobile systems. Cooper {7} claims that spread spectrum
will always be superior to conventional techniques so far as the
efficiency of bandwidth and energy utilization are concerned. On
the other hand, it was shown by Berry and Haakinson {8}, using both
analysis and simulation, that a spread spectrum service in interference
limited multi-user systems would not be as spectrum efficient as

conventional FM land-mobile radio.



- 16 -

1.3.3 Packet Switched Radio for Data Transmission

The single most important factor ﬁhat deﬁermines how well a radio
channel is shared among its users’ is tﬁe scheme thét is uséd to gain
access to it. The chargcteristics of various random accesg schemes
that have been proposed for péékeﬁ radiolcommunication systems are
especially attractive Because all these schemes sﬁggest an efficient
sharing of the spectruﬁ resource.

The first packe; radio communication system to be aescribed in
the literature was the ALOHA System, implemented at the University of
Hawaii {9}. This system provided communication between'a’centfal

. computer and its'geogr;phically scattered but fixed termiﬁals. The
"ALOHA" concepﬁ'was extended to include in&estigatipns in?olving
mobile terminals {10},{11},{12}. 1t was also quickiy learﬁed that
packet traﬁsmissions over satelliﬁe channels offered‘many éttractiye
OptionsAfor the efficient collection and distribution of data over
large areas {13}. A§ will be shown later¥, anothér appealing feature
13 ;he simplicity and eiegance‘of packet'radio concépts, and their wide
range of applicability in such diverse areas as wire line networks

{14},{15},{16},{17} and cable television systems {18}.

The fundamental concepts behind resource sharing (allocation) and

why it is of such importénce in the field of computer communications are

summarized by Kleinrock {19}, as follows:

e

", Resource allocation is at the noot 04 most of the tech-

nical jmobﬂem we face today in and beyond the information

* See Appendix B
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industny. These problems occur in any multi-access sysitem
in which the avival of demands as well as the size of Zhe
demands made upon the resources are unpredictable. The
nesowrce allocation problem in fact becomes That of
resource sharning and one musit gind a means o effect this
sharing among the wserns in a fashion which produces an

accepifable Level of performance..."
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Experimental Packet Radio Networks

The ALOHA System {9} is the first example of an experimental packet

radio network. Built to illustrate the feasibility of the packet radio

concept, it was a one hop system whgre'ail terminals were in line-of-
sight aﬁd within range of'the central station. Packet repeaters were
later added to provide covérége béyond the range of tﬁé central station.

Another ekperimental packet rédio'network-{ll},designed to serve as
a research facility,’was éubsequently built in the San Fraﬁcisco Bgy
area with the support of the Advanced Research Projects Agency (ARPA)
of the United States Department of befence. Its planned e#perimentél
program and features are descpibed by.Kahn {12} and include a number of
iﬁvestigations involving spfead spectrum modulation and anti—jam protec-
tion. -This netwdrk is still under development and experiﬁents are<being
carried out {11}. |

In parallel with this ground activity_the ARPA has been funding
since the early 1970s the developmen; of packet safellite technology in
order to evaluafe,its potential for long haﬁl computer communications
amonést geographically.distributed users. The most prominent example
of this technology is the Atiantic Packet Satellite Network, known "as
SATNET, which has been in operation since 1975. Current plans call for
a continued use of SATNET.as the primary link between ARPA and é number
of research organization in'Europe. In'addition ﬁo its internatiénal
links, SATNET will form the basis for a U.S. packet.satellité netwérk
involving a number of earth stations in Massachusetts, Califorﬁia and

the Washington area. 'The emphasis of the planned research is centered
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around using the packet satellite technology to explore the integration
of packet voice, graphics, facsimile and computer to computer traffic.
An excellent description of the experimental activities being carried
out ov;r SATNET with particular relevance given to the packet speech
performance can be found in a recent paper by Chu {21}. A number of
other papers {22},{23},{24} address some technical aspects of the SATNET

experiment.

In Canada, packet radio techniques have been experimented with
since 1978, when the Federal Department of Communications regulated its
use by radio amateurs. With the forthcoming launching of an amateur
satellite it is expected that a nation-wide packet radio network will
be implemented.

In the U.S., GTE Telenet recently announced plans to use local intra-

city packet radio communications on a commercial basis.

Packet Switched Radio for Speech

When digitized voice techniques were first introduced in the 1930's,
the subject of bandwidth requirements was not directly addressed. The
primary motivation for the original work appears to have been the
furtherance of fundamental speech research. During World War II, secure
voice communication was an important military need, and that further
enhanced the relevance of digitized spéech communications.

As communications technology developed in the 1950's and 1960's,
it became clear that 3 KHz telephone lines could be used to tramsmit bit

streams at speeds as high as 9600 bps by using sophisticated modulation
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methods. Good quality digitized speech could.be_secufily transmitted
dsing thé telephdné facilities.' However, the.high coét bf digital
signal prdcesging has, untii recently, limited the applications of
digital speech to militapy,purposes.

Two major factors have revived the research in digital speeéh
and madg the digital voice terminal a practical reality, namely;
the advances in digital signal processing and the developmeﬁt'of
sophisticatéd speech aiéorithms. While digital signal processing have
drastiqally reduced both  the cost and the size of the digital cir-
cuits, sophisticated~speech algorithms»havé'been developed ﬁhich led
to a continuous iﬁprovement of the way in which the speech pqrameters
are described and transmitted with relatively few digits; There are

essentially two ways* by which speech can be encoded:

~ . Waveform reconstruction

-~  Speech analysis-synthesis

These two teéhniqueé are quite distinct in their approécﬁ for de-
scribing the speech signals, as well a§ in their bit rate‘perfo;mance_-
and complexity. It is generally agreed to that a bit rate greater than
.or equal t6 i6 kbps is characteristic of.wavefofm‘fécoﬁstruction tech-
A niqués, while speech analysis and synthesis_use_lower bit rates.

Sincé the 1940's, the advantages 6f digital, as opposed ﬁo analdg

transmission of the speech signal have been well documented. Some of

* See Appendix C for a brief review of speech encoding techniqﬁes.
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its advantages can be summarized as follows:

In

digital

of speech.

Digital transmission offers a greater reliability for
long distance connections over noisy channels, since
digital wsignals fequire a lower signal-to-noise ratio
to achieve a quality equivalent to that of analog voice

transmission.

Switching and concentration of information are more
efficiently realized when the information is in digital

form.
Digital transmission permits channel multiplexing.
Digital transmission permits speech encryption.

Due to the recent advances in vocoder design, digitized
voice becomes more efficient in terms of bandwidth

occupancy¥®.

addition to the benefits achievable by transmitting speech in

form, it is also possible to exploit the ON-OFF characteristics

Indeed as shown by Brady {25}, during a telephone conversa-

tion the transmission channel remains idle for about 60 t0.7S% of the

time.

It is therefore possible to interpolate a large number of users

on a lesser number of voice circuits. The first known speech interpola-

tion system, the analog TASI, proposed by Bullington {26} in 1959, was

able to concentrate 72 speech inputs on 36 channels, thereby achieving

* Codex among other companies is currently marketing a system that
permits up to four simultaneous conversations to be multiplexed
onto a single 9600 bps circuit.
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an interpolation gain of 2. Since 1959 a number of digital speech
interpolation systems, based on flexible methods of managing overlqad
" conditions, hé?e been suggestéd7 .

Campanella {27} studied a digital version of TASI as well as a
scheme khdwn ;s SPEC (Speeqh Predictive Encoded Communications) and
showed that both methods achieve interpolation gains greater-than two. .
In 1978, Woitowitz'{ZS} repbited on’tﬁe effects of speech statistics
on a scheme, similar to SPEC, known as IPM (Instantaneous Priority
Multiplexing). This author éuggests that IPM is particulafly applicable
when the number of traffic sources is small. A number of other speech
"~ interpolation schemes have been reﬁorted {29},{30} and éompafed by
Seitzer’{Sl}. Recently; Souﬁagne {32} prOpbsed a Speech.interpolation
scheme that can achieve a coﬁpreséion rafio of 4 allowing.for instance
128 users to share 32 transmission channels. With the exception of
IPM, the quality of digital speech interpolation systems debends to a
large extent on being able to detecf speech in the presence of noise.
One of the simplest methods of speech detecti&n, used by Brady {25}
to study the ON-OFF Speech Characteristics, 'is based upon the fact that
~ speech bursts occur at a higherllevel than noise. When several.
conséCutive spéechvsamples exceed a given threshold level, the presence
of a talkspurt is detected. One ofwthe earlier versions of a voice-
activated switch used'in the S?Ecrdeéign {27} uséd a threshqld level

v

which was made to vary according to the noise level of the circuit.
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Other properties of speech and noise have led Drago {33}
to design and evaluate two dynamic speech detectors whose quality was
evaluated by a number of subjective tests. More recently, and in
particular since 1975 {34} with the advent of packet speech concepts,
new digital speech detection mechanisms have been proposed. The latest
scheme, due to Dhadesugoor {35}, is based upon encoding the voice using
CVSD (Continuous Variable Slope Delta Modulation) at 16 kbps and
detecting a given pattern of bits corresponding to a silence period.
Currently, the development of reliable speech detectors and the related
speech processing devices for bit rates lowér than 16 kbps, are still
an area of very active research. However, the latest advances in
component technology will allow a greatly expanded sophistication in
circuit implementation thereby ensuring a widespread use of digital
voice and speech interpolation in the context of land line communication
systems.

As mentioned above, Forgie {34} in 1975 appears to have been the
first author to evaluate the prospects of transmitting voicé in packet
form through packet switched networks. In essence packet speecﬁ attempts
to achieve, over store-and-forward networks, the transmission economies
that can be realized with speech interpolation over dedicated links.

Thé main difference between packet speech and speech interpolation lies
in the fact that packets transmitted over store-and-forward network will
encounter variable delays from origin to destination. Partiéularly in
situétions of overload and even under normal operating conditions it is

now well established that store-and-forward networks can occasionally



introduce excessive delays, which have disruptive effects on a conversa-

tion. In addition to excessive delays which might render the conversa-

tion psychologically unacceptablé, packet speech can potentially be

degraded and rendered unintelligible. if the packet loss rate exceeds

some threshold level’which depends -on the selected packet size, the

speech encoding teéhnique and its corresponding digitization rate. If

an appropriate environmént,for packet speech can be achieved, by

careful consideration of the main network issues such as flow control

procedures and routing strategies, the implications of packet voice

will go far

are some of

%

beyond the speech interpolation advantage. The following

its main implications:

Speech transmission across a number bf connected networks
can be mode compatible with end-to-end network security

procedures

Speech transmigsion can be achieved at different rates
and at different quality }evels in accordance with -the

state of congestion of the network
Speech messages can be stored and retrieved later

Packet speech can provide a technology base for

integrated data/voice packet switched networks.

It is believed that the successful implementation of packet speech

over experimental store-and-forward networks will significantly alter

the architecture of future networks and allow for a variety of new

services to

be offered. ‘Such networks and services will be avaiiable
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to a larger community of end users, including those that have a require-
ment for mobile or portable communications equipment. Packet speech

and speech interpolation over mobile communication channels can
significantly contribute towards the solving of the spectrum congestion

problem.

Integration of Data and Voice

The motivation for exploring new switching techniques that achieve
greater efficiency of transmission resources started in 1970 with the
a&vent of computer—-communication networks. In fecent years, the
potential for increased network‘flexibility through the integration of
voice and data, has been illustrated by a number of authors {3g},{37},
{38}. The framework for the search of efficient integration techniques

is based upon the follbwing question:

Given a Limited nesowrce (switch on trhansmission channel)
48 4t advantageous to: 1) allocate on a fixed basis a
graction of the resource to voice traffic and reserve
Zthe nemaindern of the resource to data irnaggic,

2) allocate part of the resource on a gixed basis and
the nemainder on a dynamic basis, 3) allocate the

resounrce on a dynamic basis.
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No general answer to the above quesﬁion can be given without prior
knowledge of the particular environment where voice and data are to be
}ntegrated. The three alternétive solutions give rise to three
switching technologies and variations thereof, with circuit switching
corresponding to 1), hybrid switching corresponding to 2) and packet
switching corresponding to 3). Since both circuit and packet switchiﬁg
are well known techniques we‘will limit oufselves to a brief descrip—
tion of hybrid switching.

Essentially there are two variations of hybrid switching; naﬁely,
the fixed boundary methodology and the movéable boﬁndary methodology.
Both methodologies are based on imposing a frame structure to a high
speed digital bit stream. Frames of fixed durétion are partitioned
either on a fixed basis or oﬁ a moveable basis. Port {39} studied
the case of a fixed boundary and Coviello {40} proposed a moveable
boundary scheme. The main advantage of the moveable boundary over the
fixed boundary methodology'is due to the fact that packet switched data
 traffic can utilize the temporarily idle channel capacity assignéd'to
circuit switchedvvoice tréffic. Fischér {41} derived exact analytical
expressions for both methodologies and presented some typical cases
that clearly show the.superiority of the movéabie boundéry solutioﬁ.
The analysis provided by Fischer fails, however, to indicafe the oferéll
performance of such an integrated scheme over a network consisting of
several switching nodes in tandem. 'In this casé, as indicated by
Watanabe {42}, only an approximate analysis and simulation can give

some insight to the efficiencyvof-iﬁtégrated systems. An enhanced

. e
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hybrid system, using what is known as the Packetized Virtual Circuit
concept was subsequently proposed by Forgie {43}. The enhancement

is obtained by a TASI like approach that takes advantage of the voice
silence gaps to increase the overall system capacity.

More recently Ross {44} advocated what is known as a Flexible
Hybrid scheme where frames of 10 to 20 msec are partitioned into two
regions, separated by a moveable boundary, with one region dedicated
to circuit-switched synchronous traffié and the other dedicated to
packet-switched or message-switched traffic. Both voice and interactive
data are transmitted as packet-switched data while bulk and burst data
information are transmitted as circuit-switched data. By transmitting
voice as packet-switched data the TASI intefpolation gain is achieved
since during speech silence gaps the transmission process is stopped.
In addition, this approach allows for high priority voice or data to
use the circuit-switched region thereby ensuring low delays.

An interesting approach to the integration of voice and data,
which is proposed for satellite channels but can also be applied to
mobile channels, is due to Derosa [(45}. Voice trarfic originating at
the various earth stations (mobile terminals) is carried by an uplink
TDMA channel and a downlink TDM channel. Data traffic accesses the
satellite (base station) through a number of slotted ALOHA FDMA uplinks
and reaches the earth stations through the same downlink channel used
for voice. Derosa suggests that higher priority could be attributed
to the voice traffic which implies that data packets upon reaching the
satellite will be discarded if temporarily no idle downlink slot is

available. Interestingly enough no attempt is made to mark as idle

those downlink slots corresponding to speech silence gaps.
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In the conﬁekt of mobile'chanﬁels thée most recent at;eﬁpt to'theA
integration of voice and data is due tb.Marsén {461}. His approach
is based on ﬁhe assumption that for certain applicationg, the length
of voiée mgsSages is fairly short (of thé order of 6.5 sec), which |
clearly precludes its application to a conventional land mobilé
system- with voice holding timeé of the order 6f 3 miﬁutes. Despitéﬂl
this shortcoming, it is howe;ef clear that similar approaches coﬁld

lead to substantial spectrum efficiencies for land mobile systems.

Objectives of this report

In the previous sections we have summarized the efforts that have
been undertaken so far to arrive at system concepts to resolve the

spectrum congestion problem.

Cellular architectures and spread spectrum modulation techniques
are fairly well,pnderstodd at present and are still the subject of

extensive research and development.

Packet radio, despite being an already well established technique,

has not beén-considered_in a practical way as a technique that can be

~applied to mobile communication sYstems. ‘As an indication of this

fact, most recent studies assume, that radio channels are noiseless
even though it is well known that broadcast channels of the mobile

radio type are error prone.
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Packet speech and voice/data integration over land mobile channels,
as indicated by the preliminary attempts of Marsan {46}, Pan {47} and
Ellershaw {48}, is a promising approach which offers practical solutions

to the spectrum congestion problem.

Based on the above discussion we can formulate the two main ob-

jectives of this study as follows:

*  Development of a better understanding of the key param-
etens of the Land mobile channel and study of their
Aimpact on the throughput and efficiency of packet

rhadio nandom access schemesd.

* Tnvestigation, through analysis and simulation, of Zhe
applicability of packet speech concepts to Land mobile
channels and study of the performance of integrated

voice/data mobile systems.

The first objective of this report is dealt with in Chapters 2
and 3, where in addition to describing the simulation model of the
land mobile channel we obtain, as a function of thé signal to
threshold ;atio, the statistical distributions of the fade durations,
level crossings and interfade durations. Knowledge of these distri-
butions will lead us.to develop approximate expressions for the bit
error rate and packe; er;or under fading conditions. We will also
indicate how the knowledge of the packet error rate can be gsed to
derive an expression for the optimal packet siie.which is shown to be

useful in particular for base to mobile communications. In the
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opposite direction, i.e. for mobile to base communications, we consider
the. effects of fading on the thrbughputnof packet radio random access
schemes. Numerical results are provided which indicate that for

" environments where the packet radio terminals are mobile, the capacity

degradaticn of packet radio random access schemes can be quite substantial.

The‘second“objective of this report is addressed in Chapter 4, After

'a'review,ofrthe releVant4perforhance,measures of a‘packetispeech'land
mobile system we discuss a varlatlon of the CsSMA protocol as applled to

- a moblle system where talkspurts are transmltted as multl—packet messages.
‘We show in. particular the potent1al bandw1dth sav1ngs that can be achieved

by a packettspeech system, especlally in the downlink channe151

In the sameﬂchapter we cpnsider one approach for integrating’voice
usersiand data users aad present analytical ekpressions‘for the delay‘
experienced by data packets, from arrlval to successful departure. Tc‘
corroborate the analytical results we have built a GPDS snnulatlon model
that shows that, dependlng on the. data users trafflc characterlstics
large.uumbers of data users can share avunlque voice channel by taklng

7advantage of the idle channel perlods.r

H
i
i
H
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1.5 Contributions

The main contributions of this report, presented in Chapters 2,

3 and 4, can be summarized as follows:

~ % Chapter 2

- We obtain the statistical distributions of the three

key variables of RaylLeigh fading mobile channels
namely; the fade durations, the intervals between
consecutive Level crossings and the non-ﬂddé

durations.

* Chapter 3

We derive a simple and accurate expression for the
packet etron hate on mobile fading channels and
uge At to 1) show how the maximum throughpui of the
mobile-to-base random access dhanneﬂélcan be
deghaded, and to 2) evaluate the optimal packet
size on the base-to-mobile channels.

* Chapter 4

- We descnibe and evaluate the pergoumance of iwo

new architectwres for Land-mobile systems namely; a
packet speech based Land mobile system and an
integnated vodice/data Land mobile system.
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Report Organization

The remaining four chapters of this report are organized as

follows:

Chépter 2 presents a modei of the,faaing land mobile channel and/
identifies some of its key parameters, namely.tﬁé éverage fade dura-
tion aﬁd the average level crossing rate. A simulation model is
described which obtains the main statistical distriﬁﬁtiOns that concern

the data user.

Chapter 3 builds upon the information gathered from the simulation
study to obtain simple but aﬁproximate expfessions for the bit error

rate and the packet error rate. We show how these expressions can be

used to compute the optimal packet size for the base to mobile link

and also to study the throughput degradation that results from fading
errors and packet collisions due to the contention nature of random

access schemes.

Chapter 4 is concerned with the feasibility of applying packet.
speech concepts té the land mobile .channel, in addition to investigating
one possiblelapproaéh to the integration of voice and data on the same

channel.

Chapter 5 contains some concluding remarks and recommendations for

further work.

|
l
i
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CHAPTER 2

THE LAND MOBILE CHANNEL

Introduction

As indicated in Chapter 1, the possibility of transmitting digital
information over land-mobile fading chamnels has recently received
considerable attention. This is mainly due to the emergence of a -
growing‘number of applications that require the exchange of data
through such channels., Prominent examples of such trends are given by
high capacity mobile systems, computerized dispatch mobile systems and
automatic vehicle location systems. All such mobile systems share a
common characteristic. Whether it is for digital signalling or for
access and control purposes, additional channels are required to convey
information in digital form.

The above discussion justifies the importance of assessing the
impact of the channel characteristics on the transmitted digital informa-
tion. After a review of the mechanisms that lead to the designation
of land-mobile channel as a Rayleigh fading channel (Section 2.2), we
identify two of the most important characteristics of such channels,
namely, the levél crossing rates and the fade durations. The probability
distribution functions of both parameters are then obtained using a
computerized fading simulation model. Following'a brief description
of the basic building blocks of the simulation model (Section 2.3),

we examine its validity by comparing simulation results with available
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theoretical equations. Having established the accuracy of the simula-
tion model, we proceed in Section 2.4 to obtain the distribution
functions of the intervals between consecutive level crossings, the
fade durations_and the non—fade durations, as functions of the relative
signal levels.

The results of this chapter will be used in Chapter'3 to derive
an expression fnr the optimal paeket size and to study the problem of

channel capacity degradation.

Theoretical Model for the Fading Signal

In estimating both the bit error rate as well as packet error rate
of mobile data channels it is essential to consider the main features
of the fading signal received by the mobile unit. This section will
briefly outline these features.

When meaéuring?the envelope of a transmitted sinusoidal carrier as
seen by a mobile unit radio antenna in an urban environment, it isv
observed that this signal is time varying, although the transmitted-
envelope is not {49},{50}. It is also observed that when the receiving
antenna is standing stili, the envelope is almost constant. This
strongly implies that the envelope is constant in time, bnt varies
spatially. A model which has been developed previously to capture
this spatial variation is described next.

Ossanna {51} was the first-to propose a statisticallmodel in terms
of a set of vertically polarized horizontally traﬁelling ‘plane

interfering waves. Gilbert {52} snggested'a more general model which
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represents the basis of the widely accepted analysis given by Clarke {50}
and is the one considered here.

The model can be easily understood by considering Figure 2.1, where
N vertically polarized, horizontally travelling plane waves are
superimposed. Every wave has an angle (spatial angle) of arrival o, and
a phase shift ¢n, whicﬁ is uniformly distributed throughout 0 to 2.

Denoting the angular carrier frequency by W., the resulting field

point (x,,y,) can be written as:
N
E(t) = L En(t) ..... (2.1)
n=
where
’ 20,
7 = C — . c t
Ln(t) = COS X (xO cos & +y sin an) + ¢n cos W,
- veee. (2.2)
- sin 2n (x cos o +y sina ) + @ . sin w t '
A 0 n-o n n c

and A is the carrier wavelength.
By giving the point (xo,yo) a velocity U in any direction, the
power spectrum of the envelope can be found analytically. Using

Eqn. (2.2), we can rewrite Eqn. (2.1) as follows:
E(t) = Tc(t) cos wct - Ts(t) sin wct e (2.3)

where Tc(t) and Ts(t) are, by the central limit theorem, Gaussian random

variables corresponding to the in-phase and quadrature component of E(t).
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Denoting by V and @ respectively the amplitude and the phase of the

received signal, we have:

v=[1?+ Tszjl/z

and

=1
I

= tan~} E TS/TC:[

where V20 and O<@g2m.

For a fixed time, t, the independent random variables Tc

* o e 20

(2.4)

(2.5)

and TS are

defined as sums of independent Gaussian random variables with zero mean

and variance equal to 02?. Hence their joint probability density is

given by:

1 Tc2 + Ts2
P(T,,Ty) =5pgz  eXP | - 202

»eo s 00

(2.6)

It can be shown that the joint probability density function of the

amplitude and phase random variables is obtained from Eqns.

and (2.6):

v v2
POL0) = gz exe ("ﬁ)

Integrating (2.7) over @ from O to 27 gives:

2
%5 exp (— —2%_7—2-) R 0V <0
P(V) =

0 3 otherwise

which corresponds to the density function of a Rayleigh distributed

variable.

“ s e e

.

(2.4),(2.5)

(2.7)

(2.8)
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Also, integrating (2.7) over V from 0 to +® gives:
P(f) = == ; 0sg2m ' ceees (2.9)
2T 3 L < “« o

In practice one is more interested in the signal power level, hence

Eqn. (2.8) can be rewritten as:

IP—'

{D

5

o
/I_\
N

(o]

IN

A

%\-

P(y) = ' veees (2.10)

0 3 otherwise

2

where y is the instantaneous power level <’='g“) and yo i1s the average

power level (= g2). Note that y is an exponentially distributed variable.
Eqns. (2.8) and (2.9) show that the phase of the received signal is
uniformly distributed from O to 27W, while the signal amplitude is Rayleigh
distributed.
It follows from Eqn. (2.10) that the probability that the signal

power, y, exceeds some threshold power level, Vs is

Pfobrl:y>,yt:]= exp (=y./3.) o ceen. (2.11)

Apart from the staﬁistical distyribution of the signal envelope,
there are two important parameters of‘the fading process which can
be defined {49} namely, the a&erage level croséing rate, N, and the
average fade duration, T. N is defined as the rate at which the signal

envelope crosses a certain threshold level, Vs in the positive direction,
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and T is defined as the average period of time the signal stays below

the threshold level. These two parameters are given by:

N = £, 2mp exp (-p) veees (2.12)
and
r=2xp (P -1 eer. (2.13)
fd 2mp
where p = yt/yo
and fd = maximum Doppler frequency shift = % .

Obviously, the product NT represents the percentage of time the sign
signal stays below the threshold level and it is independent of the

Doppler frequency shift, £ Combining Egns. (2.11)-(2.13) we obtain:

ar

Prob[:yéyt]_= NT =1 - exp (-p) cene. (2.14)

The Multipath Fading Simulator

In the previous section, we presented expressions for the average
fade duration and average level crossing rate. For certain systems
this would be the only information required. However, for digital land
mobile systems, it is important to obtain the actual distributions of
these two parameters, as indicated by Arredondo {53}. To accomplish
this task, a computer-generated multipath fading simulator which is
similar to the one reported by Smith {54} and.is based on Egn. (2.3)

was constructed. Figure 2.2 illustrates the simulator block diagram
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which consists of two independent Gaussian nolse sources, foilowed by
two identical shaplng fllters and quadrature balanced modulators. The

sum of the two quadrature signals lS a Raylelgh—dlstrlbuted RF SLgnal

-

In the computer simulation; the Gaussian distributed Fouriler coefficients

of the noise are obtained from a random number generator with each
coefficient being weighted by a shaping factor. This spectral shaping

factor is selected to match the theoretical spectrum of E(t) when the

‘receiver antenna is a vertical monople. The spectrum of the shaping

filter is given {49} as:

S(f) = .
Jeease-(2.15)

Briefly, the routine creates a sequence of amplitude elements

equaliy'spaced in time to produee a multipath fading signal envelope

" waveform having Rayleigh Statistics.  The DOppler frequency f is an

‘1nput parameter -and the output time sequence is’ stored in an array X.

The amplitude values stored in X are normalized to have a zero'decibel‘

©  mean, i.e., X2 = 1. The program generates up'to 16000 amplitude values

spaced At second apart, where At is an input parameter and must be

~ adequately determined for each Doppler frequency in order to produce a

smooth envelope. :The‘léOOO points are divided into 40 frames each

containing 4000 points, and the program is designed to'generate any

»
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number of frames up to 40, A sample of the computer-generated envelope
is shown in Figure 2.3 for a particular carrier frequency and vehicle
speed. As indicated, during a time span of 0.5 seconds, signal fades

of more than 30 dB below the average level can occur.

Fading Statistics.

Four additional programs were constrpcted to compute from the data
store& in the array X the different séatistics of the fading signal.

The first program is used to compute the average numbér of fades per
second (Eqn. 2.12) and the average fade duration (Eqn. 2.13). The
program is also used to verify that the generated amplitude envelope

is Rayleigh distributed. The statistics of the computer-generated
fading signal are compared‘ﬁo thevthéofetical statistics in Figures 2.4-
2.6. Figure 2.4 shows the probability that the signal amplitude level
stays below a certain threshold level (the abcissa). The comparison
extends over 30 dB level range, and it is apparent that the agreement
between the theoretical and simulation curves is excellent. The average
level crossing rate and average fade duration as a function of éhe_
relative power level are given by Figures 2.5 and 2.6‘respectively. The
comparisons exténd‘over the same levelArange with an éxcgllent agreement
between the theoretical predictions and the simulation results.

The second program calculates the statisti;al distribution of the
fade durations as a functiqﬁ of the relétive threshold to signél level.
-Iﬁ Figure 2.7 we display these statistical distributioné for three
selected values of the relative threshold to signal level; namely, 0,-10

and -15 dB. The horizontal axis represents the fade width norﬁaliéed

' |
'
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to the average fade duration and the vertical axis represents the

cumulative distribution of the fade width. In the absence of a

theoretical model to describe the fade width distribution, we have

attempted to compare the simulation results with the exponential dis-
tributioh. Figure 2.7 indicates that the exponential model may be
acceptable for relative threshold to signal levels around 0 4B but is
less acceptable for values such as -10 dB or ~15 dB.

The third'program is used to calculate the distribution of the non-

fade intervals. In contrast to the fade width distribution, Figure 2.8

shows that the non-fade distribution agrees with the exponential
distribution for values of the relative threshold to signal level below

-10 dB which is rather encouraging since in practice the threshold level

should be 10 to 30 dB below the average signal level. It is thus

concluded that the exponential model can be used to describe accurately

the non-fade interval distribution. This property is used to estimate

the packet error rate for land-mobile data channels as will be shown in

Chapter 3.

The fourth program computes the distribution of the time intervals

between consecutive level crossings. In this program the random variable

is the interval of time between the start of two consecutive downward
level crossings or equivalently, the period of time corresponding to

the sum of the fade interval and the non-fade interval. The simulation

results shown in Figure 2.9 indicate that the interfade interval and
the non-fade interval have nearly similar distributions which can be
approximated by an exponential distribution for high values of the

signal to threshold ratio.
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The following is a summary of the results of the Rayleigh fading

simulation model developed in this chapter:

*

*

*

The computer-generated envelope possesses all the character-—

istics of a Rayleigh fading signal;

The average fade duration and the average level crossing rates

agree well with the theoretical predictions;

The cumulative distributions of the three variables: fade
interval, noﬁ—fade interval and interfade interval, vary with
the threshold level. While the fade width aistribution can
only be approximated by an exponential distribution for values
of the relative threshold to average ratio close to O dB, the
other two variables can be assumed to be exponentially dis-
tributed whenever the ratio of the average to threshold signal

levels is in the range 10 to 30 dB;

The fact that the non-fade and interfade intervals are nearly
exponentially distributed for the practical range of threshold to
average levels (<-10 dB) provides an important tool in estimating

the packet error rate for land-mobile data channels.
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CHAPTER 3
IMPACT OF FADING ON PACKET TRANSMISSIONS

Introduction

-In practise, the transmission of a continuous stream of digital
data over communications channel encounters errors due to the presence
of random noise, distortion and interference. For many communication

channeis, {e.g. satellite channél), the thermél noise generated within

‘the receiver is considered to be the major source of error, hence the

performance of_suéh channels is usually measufed in terms of the
signél;to-ﬁoise (S/N).rétio, where the noise is often considered to
be a White Gaussian,Noiéé, (WGN) . Although the WGN assumption is not

alwéys valid,:it'gre;tly simplifies the analyticai calculations of

“the bit error rate (BER) in ‘a simple closed form expreséion as a

function of the §/N ratio.

The situation is different in land-mobile data channels as signal

_ fading rather than random thermal noise forms the major source of

errors. The error'characteristics of land-mobile channels differ from

that of non-fading channels in essentially three aspects: -

- The error rate for land-mobile channel is at least an order of
magnitude higher than that of non-fading channels.

-~ The error rate for non-fading channels usually exhibits a -
threshold behaviour, i.e{, the bit error rate drops to a

negligible value when the S/N ratio exceeds a certain value
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(usually between 10 and 12 dB for most modulation techniques).
Such behaviour does not exist in the case of land-mobile
channel, where the bit error rate decreases at constant

rate (10 dB/decade for Rayleigh fading channels) with

increased values of S/N ratios.

- For non-fading channels bit errors are usually taken to be
independent and randomly distributed, while for Rayleigh
fading land-mobile channels we obtain bit error distributions
which are intimately related to the average fade duration
and average level crossing rate. Such channels are referred

to as bursty error channels.

This chapter is concerned with the determination of the impact
of fading errors on digital transmissions in packet form. More
specifically, in Sections 3.2 and 3.3 we describe the approach taken
to determine the average bit error rate as well as the packet error
rate, The knowledge of the packet efror rate will allow us to study
in Section 3.4 the problem of the capacity degradation of packet
radio channels under fading conditions. 1In Section 3.5, we present a
method for determining the optimal packet length on the base to mobile

channel.

3.2 Bit Error Rate

In order to calculate the average bit error rate in land-mobile
fading channels, we can establish a certain threshold level, Vo such

that the signal level, at the decision instant, can be greater or
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smaller than Voo If the signal level is less. than Vs the probability
that the particular bit is ih.error will typicélly be 0.5, 1If

the signal level is greater than Vo the probabiiity qf bit error is
reduced, Clearly, the absoiute Vélue of the threshold level,depends

upon the modulation technique being used. In the sequel we

define the relative threshold level with respect to the average signal

level as follows: z;ﬁm

Yt _ [The Threshold Level
Yo Average Signal Level

ceees (3.1)

Knowing R;[:l/p;], the bit error rate expression for the selected
modulation scheme, the avefage bit error rate BER under fading condi-

tion is given by:

[

BER (p) = /"Pé[l/pi] x  P [ o /o] dp, | ceees (3.2)

o

where oy is the ratio of the threshold to instantanecus signal level.
Using the simulation model described in Chapter 2, the average bit error

rate can be computed as follows:

- At the decision iﬁstant, we fiﬁd the instantaneous signal level
and the corresponding threshold to signal ratio pi. Then, pi
is subsfituted in.the bit error rate equation corresponding to
the particular modulgtion scheme being used, to detérmine_the

probability of a bit error.

-~ The average BER as a function of 0 can be obtained by repeating

the above step for a large number of decision instants.
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For a file consisting of 160000 points representiné the instanta-
neous signal level and for a modulation technique based on non-coherent
detection (DPSK) we obtain the simulation results given in Figure 3.1.
Notice that for values of p less than or equal to -10 dB the BER slope
is constant at 10 dB/decade. The dotted liné iﬁ the figure represents
the BER curve for non-fading channels which is shown here for comparison
purposes. We shéuld note here that the simulation results are rela-
tively insensitive to the Doppler frequency or transmission speed over
the practical ranges of these two variables. Finally, it is observed that
the simulation results shown are in good agreement with theoretical or
experimental results published elsewhere {49}.

An alternative derivation .of the average bit error rate can be
obtained by a careful consideration of the fading envelope shown as
Figure 2.3. TFor convenience, the fading envelope can be
schematically presented as in Figure 3.2, with the three fading variables
identified. From Chapter 2 we know that the average fade duration, the

average non-fade interval and the average inter-fade interval are given

by:
F =1 = e -1 veeee (3.3)
fdﬂmrp
I =7 _-F¥=+_1 cenen (3.4)
N
- _ l _ _ -1
Z = 3 = {fd q'ZTTp exp(=p) } ceees (3.5)
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Selecting DPSK as a modulation technique, the probability of a
bit error will be either equal to 0.5 if the bit hits a fade period,

or equal to:
Pe = (0.5) exp (~1/p) " seane (3.6)

if the bit_hits a non-fade interval. Hence the average bit error rate

BER (p) will be given by:

fevee (3‘7)

(ST

BER (p) = (0.5)

IS

+ (Pe)

which can be written as:

BER (p) = 0.5 {1 - exp(-p) + exp[T- (L + 1/p]{..... (3.8)

Packet Error Rate

Equation (3.8) gives an exact expression for the average bit error

rate since it is identical to the,gxpression obtained from Eqni;(3.2),
however, it éannot be applied whenéver the digital information is trans-
mitted in packet form,as is the case in many data commuqication systems.
In such systems each data packet éﬁters the system as a separate entity
with a header that contains the identification of the source and the
destination. A packet also’contains a number check-sum bits which
allow the receiver to detect and/or correct thé errors incurred dufing
the transmission process. Upon receptioq of a data packet, the receiver
checks the infofmation contained in the packet against possible trans-

mission errors and takes the appropriate action required by the ‘

particular communication protocol that is being used.

—
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In such systems, it is important to calculate the Packet Error
Rate (PER) which, for our purposes, is defined as the fraction of pack-
ets that have at least one detected error. For non-fading channels
where noise is the major source of.errors and bit errors are randomly

distributed, the PER and BER are related through the following equation:
L
PER = 1 - (1 - BER) ceees (3.9

where L is the packet length.

In the case of fading‘channels no equivalent formula is available
for the PER since it is extremely difficult to model the error bursts
due to fading. Most workers in this field, such as French {55} and
Mabey {56}, have resorted to field trials to try to gain an under-
standing of the error distributions due to fading. In the following
we will derive a simple but approximate closed form expression for
the packet error rates in fading channels. To do so we will assume,
in agreement with the results given in Chapter 2, that the non-fade
intervals are exponentially distributed. Referring again to Figure
3.2, we assume the packet to have been received correctly if if
was contained entirely within the non-fade interval, Y. If the pack-
et, on the other hand, overlaps to any extent with a fade slot, it is
considered to have at least one error. Based on these assumptions,

the PER can be written as:

PER = 1 - PCY>T L. (3.10)

ISR

where T is the packet duration, Y and Z are the mean values of the

non-fade and inter-fade intervals, respectively.
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-Assuming the non-fade intervals to be exponentially distributed

we have:

PCY>T] =  exp (-1/9) .. (3.1D)

Using Eqns. (3.4) and (3.5) we obtain:

CPER = 1 -exp { - (p+ £, TY21D)} | ceee. (3.12)
The abo?e equation is plotted in Figure 3.3 for a mobile system.-
operating at 850 MHz, for two packet sizes over a 35 dB range of
relative threshold levels. We have fu:ther selected a channel trans-
mission rate of 478 kbps and a vehicle,spéed_of 48 km/h. The figure
clearly shows that the packet error rate can exceed 10“2 for the
selected set of parameters.
In order to confirm the validity of Eqn. (3.12), which we'recéll
is based onuthe,aSSumptioﬁ.of exponentiallity for the non-fade intervals,
a number of simulation tests were performed using the fading simulator
described in Chapter 2. . These tests showed that in particulér for
‘values of the tﬁreshold to average signal ratiokin the range -25 to
~30 dB, the theoretical predictions gave slightly pessimistic results
when comparéd with the simulation results, The differences are
attributed to the lack of accuracy of the simulation model in this

particular range, as indicated by Figures 2.4 and 2.5.
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‘given by Eqn. (3.9). .

‘terminals:are 'stationary. However, packet radio techniques ca

- 64 - . .

For all practical purpoéeé the expressioﬁ given by Eqn. (3.2
althougﬁ approximat;é represents a very useful tool for 'analyzin a
evaluating the performance of packet transmissions in the mobilj
environment. . Because of its simplicity, this formula provides 'e
system Vd‘ésigne.r wit:h a qxlxick and relatively accurate way of determ
the packet error rate under wide range of system parameters. Fl
instarvzce’, the effect of the vehicular speed and the carriér fr €
can be examined by a simple substitution of the proper values 1
Doppler frequency fd in the equation, Similarly, the packet le';t‘
and the speed of transmission can-be examined through the proper

values of the packet duratiomn.

It should be noted that in the simulation model only the ecfo

by the signal fading were accounted for. Therefore, the simulatlor

results and the PER formula are valid for mobile terminals onl)l
stationary -terminal, on the other hand, receives a signal with a

cdnsi;ant envelope, hence, the errors will be caused basically }l |

. . |
: . ]
random thermal noise generated.in the receiver front end. In quc|
: : \

. !

case, errors will be randomly distributed and the packet error ra.

|

Capacity Degradation of Packet Radio Fading Channels .

The typical assumption used in the study of the throughpugmr
formance of packet radio random access schemes, consists in stati

packet collisions represent the only source of packet errors. '}

assumption is to some extent valid provided that the packet radic

',
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applied to an environment where the terminals are mobile as is the
case in dispatch land mobile systems. Hence the assumption of a
noise-less channel is no longer warranted, since even in the abser
of packet collisions, packet errors can occur because of fading.
this context, it is relevant to determine how the presence of fad:
affects the throughput performance of random access schemes. To ¢
so we consider the model shown in Figure 3.4 where we examine in
particular the uplink channel®*. We will ignore errors due to ign:
noise and assume that the acknowledgement traffic is carried by a
channel distinct from the uplink channel (mobiles to base).

In the absence of packet collisions, we have seen in the pre
section that the probability of successful packet transmission is

given by:

P. = exp{ -(p+f

s T gﬂp)

d

On .the other hand, in the absence of fading the relationship |
the traffic and the throughput for the classical random access sci

namely; Pure ALOHA, Slotted ALOHA and Non-Persistent CSMA is give:

Pure ALOHA T -8 = G exp (-2G) e
SLoitted ALOHA S = G exp (-G) N
Non-Pensisitent CSMA s = G _exp’(=BG) .

G(1+28) + exp (-BG)

* The downlink channel will be examined in Section 3.5.
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where S is the channel input rate (average number of new packets
generated per packet transmission interval T), G is the channel traffic
rate (average number of new packets plus previously collided packets
generated per packet transmission time) and B is the normalizea propaga-
tion delay (ratio of propagation delay to packet transmission time)

Assuming independence between the fading and collision processes
and reinterpreting G as the traffic rate due to new arrivals, collisions
and repetitions caused by fading errors, Eqns. (3.14)-(3.16) can be

rewritten as follows:

Puwre ALOHA . S =G exp{ - (26 + p + fd T421P) } v e (3.17)

SLotted ALOHA S=0Gexpl - (G+ p+ £y T 2mp)} ..., (3.18)
—

Non-Persistont CSMA g = G exp { = (BG + o + £4 TY2mp)} e (319)

G(1+28) + exp (-BG)

Recalling that p denotes the ratio between the receiver threshold
level and the average received power, we conclude that for a fixed
threshold level as the mobiles move away from the base station there
will be a degradation in throughput, due to the fact that PS, as given
by Eqn. (3.13), decreases. This phenomenon is shown in Figure 3.5
where we clearly see that, for a carrier frequency of 850 MHz and a
vehicle speed of 60‘km/h, the maximum value of throughput i.e the

channel capacity, is substantially reduced for increasing values of p.
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Path Loss Model

For a given set of system parameters it then becomes important
to relate the values of p to the corresponding distances to the base
station. To do so we consider a path loss model proposed by
Okumura {57}. According to this author the total path loss attenuation

in dB can be approximated by:

PL(dB) & 37 + 20 log £ + 20 log D + AFs cenes (3.20)
where:
f = frequency in MHz
D = distance in miles
AFS = median attenuation relative to free space (dB)

Using average effective transmissions heights for the base station
and terminal of 45 meters and 3 meters respectively, the median attenua-

tion AFS can be approximated by:

AFS = 13.3 log D + 36 (for D £ 14 miles) veae. (3.21)

Hence at a carrier frequency of 850 MHz the total path loss will be:

PL(dB) ~ 131.6 + 33.3 log D (for D < 14 miles) ...... (3.22)
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If we now assume an effective radiated power of +40 dBm and a
received threshold power of -130 dBm we obtain the following relation-
ship between the distance, the total path loss and the ratio of

threshold to average received power:

D(mi) 1 2 s | .8 10 | - 14

PL(dB) » 131.6 141.6 154.9 161.7 164.9 169.7

p(dB) -38.4 | -28.4 | -15.1 -8.3 ~5.1 -0.3

Comparing these values with the curves of Figure 3.5 it becomes
clear that if the average distance between the mobilevterminals and the
base station exceeds 5 miles the throughput degradation becomes sub~-
stantial. In the derivation of the above results it was implicitly
assumed that all mobilé terminals \ were at the same distance from the
base station. If we assume that terminals are uniformly distributed
within a circle of radius’R, where R represents the coverage raﬁée of
the base station, we should replace D and p by their average values.

For the same set of parameters'we obtain thezfollowing relation-
ship'between the average value of p and the average distance-to the

base station:

0(dB) = -38.4 + 33.3 log D e (3.23)
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The uniformity assumption implies that:

D = =3 ceees (3.24)

Hence:

o (dB) = -44.26 + 33.3 log R veee. (3.29).

Taking as an example, the Pure ALOHA random access scheme we obtain

the following results:

3.5

R(mi) 1 2 5 8 10 14
0(dB) ~44 .26 -34.23 ~20.98 -14.18 -10.96 -6.09
Spax 0.184 0.152 0.058 0.026 0.016| 0.005

Optimal Packet Length

As we have already mentioned the problem of designing packet radio

systems encompasses a number of system variables such as the network

topology, channel configuration, access policy, modulation schemes,

routing, error control and flow control procedures.

The error control procedures are of significant importance for

packet radio since transmission errors will result from noise, fading

and packet overlaps. However, most studies concerning multi-access chan-

nels ignore error recovery procedures.
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Exceptions include the studies of Schwaftz {58}, Binder {59} and
Tobagi {60}. Schwartz, in what is probably the earliest attempt to
assess the imﬁéct of channel érrdré, compared the pérformance'of FEC
and ARQ for a pure ALOHA channel. His analysis is baéed on
the assumption.that collisioné are the only-sourcé of channel errors.
Later Binder {59} considered the degradation due to acknowledgement
error control.traffic on a two chamnel system; am uplink ALOHA channel
from terminals to the central station'and a downlink from the cemntral
statiomn tovthe users. More recently Tobagi {60} iﬁvestigated the
effect of acknbwledgement traffic én maximum throughput for the slotted
ALOHA and CSMA protocols. |

On single access chénnels, a number of authors héve examinea the
performénce and gfficienéy of ARQ and FEC systems, typically under
the assumption of random errors. Sastry {61},{62} ambng others has
been concerned with the pérformance of hybrid erfér control systems
which use both ARQ and FEC, for channels characterized by random and
burst errors. Recently Townsley {63} examined a number of variations
of the basic ARQ technique, with respect to maximum throughput and
aQerage queue leﬁgths. The most recent study of error contfol systems
in multi-access environments, dﬁe to éagki {64}, only assumes random
noise errors. |

In this section we focus our attention on the send and wait
error controlnprocedure, often called stop-and-wait (SW-ARQ), as it 1is
‘ representative of many data communication systéﬁs. According‘td this
strategy, the transﬁittef sends one packet of data at a time and waits

for an acknowledgment. (ACK) from the receiver before proceeding. This
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wait, also referred to as the time out, will ;ast at most A time units
after which if the transmitter has not received an ACK the same packet
is retransmitted. This procedure is repeated until the ACK is received
at which point in time another packet will be transmitted.

A mathematical model, based on the work of W.W. Chu {65}, is used
to determine the optimal packet size that minimizes the expected
waiting time in retransmission and acknowledgment delay and thus
maximizes the' channel efficiency of mobile radio channels in a fading
environment. |

The model used assumes that transmission errors are only caused
by fading i.e errors due to other sources of noise and interference
are not considered. Traffic originates at a fixed station and is
destined to a mobile terminal. Thus we only consider outbound traffic.
We further assume that the acknowledgment traffic carried by a separate

channel arrives at the fixed station reliably and at no cost.

Model Description

Several attempts to describe and quantify errors on mobile“radio
channels have been made {55},{66},{67}, however, the available results
assume that the sending station transmits a continuous bit stream
to the mobile terminal. No attempt has been made so far to assess the
impact of the error characteristics of mobile channels when the sending
station formats the bit stream in packets of data and transmit them
to the mobile terminal. Following a model originally proposed by
W. Chu {65} we will be concerned with the determination of the optimal

packet size that minimizes the time wasted in acknowledgments,
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°

retransmission and packet overhead. The assumption is made that mes-—

sages arriving at the sending station are geometrically distributed -

with mean %, that is PLCR)'z pqgﬂl, with 2 = 1/p and ptq=l. We will
consider a stop and wait transmission strategy and assume that error
bursts are due to the fading of the received signal below a certain

threshold level which is receiver dependent. Random noise errors due

to thermal noise or ignition noise are not considered to be sigﬁificant
in the presence of fading and therefore negiected.

if we assume geometricaily distributed message lengths with mes-
sageé partitioned in fixed.sizé packets of B bits per packet the total

_expected wasted time, W(B), to transmit a message as a series of pack-

ets is given {65} by:

ol P ' - |
f(B) =<l—qB> A+ —l-:g—-) é + B’:’) =LY I ;R -2 eier (3.26)
, B ' :

where:

PB = probability that a packet transmitted over the channel

will have at least one detected error

A = acknowledgment delay assoclated with. each packet (sec)

B = packet data (bits)

o
It

packet overhead (bits)
b~ = unpacketized message overhead (bits)

R = channel transmission rate (bitS/sec)}
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We shall consider a full-duplex mobile terminal with an acknowl-
edgment message equal in length to the packet overhead, b, bits.

Then,

_ b i
A = 3 ceees (3.20)

Denoting by T the total packet duration (i.e T = (B+b)/R) and
equating the unpacketized message overhead with the individual packet

overhead (i.e b” = b) we can rewrite Eqn. (3.26) as follows:
f(B) = 1 BY) (R P byr)yr| -L B (3.28)
q R \1-P; / \R PR R o :

We seek the optimal packet size, Bo’ such that
W(B)) = min {W(B)} - veve. (3.29)

Differentiating W(B) with respect to B, denoting the first deriv-

-

B and equating it to zero gives:

ative of PB by P

JW(B)

53 = X(B,) - Y(B,) =0

.. (3.30)
B=B,

where

b
X(B) = (q °-1) [% +<1 + B%)(T-%’)] ..... (3.31)
B
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and

CY(B) = - <1+R—§> . 1n(q) ceeee (3.32)

We now recall, from Section 3.3, that the packet error rate was

obtained as:

Pp =1 - exp { - (p + £ Tﬂznp)'} Ce.... (3.33)

Hence-Pé , its first derivative with respect to the packet size B

will be given by:

‘ f {21rp ’ :
. _ d S
Py = R eXp { - (p + fd Tﬁznp)} ..... (3.34)

Substituting P, and P, in Eqn. (3.31) we obtain:

b b/ R

: ‘ f q 2Tp ~
X(B) = (q_B—l) [.L + (; + B+b T ] ..... (3.35)

The optimal packet size, Bo’ can be obtained by solving the

following equation for the packet size, Bo:

_B . fd 2Tp
(2b+Bo) In(g) + (¢ © -1) |1+ - — (2b+Bo) = 0 ... (3.36)

and the corresponding minimum time ﬁ(Bo) can be obtained by substituting

B0 into Eqn. (3.28).
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Numerical Results

The optimal packet size for stop-and-wait transmission strategy
is computed by solving Eqn. (3.36) numerically using an iterative
method. We terminate the i1teration when the improvement on W(B) for
a new value of B is less than 107" seconds. In all the results
presented here, the carrier frequency, the vehicle épeed and the
overhead bits were kept constant at 850 MHz, 30 mi/hr and 32 bits,
respectively.

Figure 3.6 shows the optimal packet size vs bit rate for dif-
ferent signal-to-noise ratios and average message lengths. It is
shown in the figure that the optimal packet length increases for
higher signal~to-noise ratio, higher bit rate or longer messages.
For example, for average message length of 10,000 bits and for 40 dB
signal-to~noise ratio, BO varies from 240 bits at 1 -kbps up to
750 bits at 16 kbps, while the corresponding range for 1000 bits
message length is 190 bits to 330 bits. Another important observa-
tion is that for relatively short messages, BO exhibits a minor ﬁhange
for a wide range of bit rates (R>4 kbps). Figure 3.7 illustrates
another important observation, that is the optimal pgcket length is
almost indepenéent of the message length (for 224000 bits) for low
rates and/or low signal-to-noise ratios.

Figures 3.8 and 3.9 illustrate the minimum wasted time as a func-
tion of bit rate, signal-to-noise ratlo and average message length.
This minimum wasted time is achieved only when the optimal packet
length is chosen. For all other packet lengths the time will be

larger as indicated in Figures 3.10 and 3.11.
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The above analysis has provided a means by which the optimal pack-

‘et length for 'a fading mobile channel can be evaluated. We have shown

thé:effects of various system parameters such as channel bit rate,
reléfiVe signél le&el, and average message length. 'Other’péramgters
such as carrier frequency were not explicitly considered though théy
are imbedded in the equations. Curves similar to.those given in

Figures 3.6-3.11 would be obtained if we were to conslder the carrier

frequency as a parameter.

Summary of Results and Discussion

In this chapter we have investigated the impact of fading.on the
transmission of digital data in packet form. We have obtained a‘simple
but approximate expression for the packét error rate under fading
conditions which we have used to study the throughput degradation of
packet radio random access schemes and to determine the optimal pack-
et length for basé to mobiie’transmissioﬁs.

The numerical results presented clearly indicate that signal level
variations resulting from fading can contribute in a suBstantiél mannér
to lessen the performance of mobile data transmission systems. One
possible means of combating the lafge_signal—to—noise ratio fluctua-
tions that accompany signal variations is to use frequency diversiﬁy,
time diversity or séace divérsity. Space &iversity as indicated by
Jakes {49} appears to be one of the most favoured techniques to solﬁe
the fading éroblem. Essentially space diversity'is‘based'on the fact

that the probability of two or more trénsmission paths becoming

unreliable at the same time, is considerably less than the corresponding

probability for an individual path.
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Alternatives-to diversity can take various forms. Cavers {68}
suggests that the transmission of information can be made to vary
according to the signal-to-noise ratio at the receiver. Kadokawa {69}
has successfully extended the classical Lyncompekx concepts to VHF land
mobile systems. Mabey {56} suggests that bit interleaving can be A
applied to distribute the errors randomly. This entails that packets
are temporarily stored and the bits are interleaved before trans-
mission. Hence a burst of errors due to fading will tend to place
single bit errors in each of a number of packets, thereby transforming
a burst error channel into a random error channel.

The gains achieved by diversity techniques and bit interleaving
can be further increased by the use of forward error correction which
can take various forms. Mabey {56 } conducted an evaluation of forward
error correction codes, by measuring the error distribution for trans-
missions at 462 MHz using data rates of 1200 bps and 4800 bps, and
concluded that random error correcting codes performs as well if not
better than burst error correcting codes. Mahmoud {70} using the
fading simulation program discussed in Chapter 2, obtained curves
giving the probability of N errors for packets consisting of n bits.
Based on these results he further showed how, by using BCH random error

\,\x(/\b“"eﬁ{
correcting codes, the expected waisted times due to packet repetitions
and packet overhead, could be decreased. Figure 3.12 illustrates the
type of gains that can be achieved by using forward error correction.

Clearly at the expense of some additional overhead, the optimal packet

length can be considerably increased.
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CHAPTER 4

NEW ARCHITECTURES FOR LAND-MOBILE SYSTEMS

Introduction

As stated iﬁ Chapter 1, the frequency spectrum assigned to land
mobile communication systems is gradually becoming congested. Attempts
to increase the spectrum efficiency of traditional analog land mobile
systems have taken various forms ranging from the provision of some
degree of channel assignment automation to channel trunking. In parallél
with the development of analog systems, a gradual shift towards mobile
digital systems seems to be taking place. The need to provide privacy
and security, aided with the developments in speech processing technology
has led to the development of mobile systems where digitized voice is
encrypted {71}, {72}. These developments have motivated the study of
newer digital modulation schemes that attempt to confine the radiated
bandwidth of digital voice within the spectral limits of the analog
voice channel (25 kHz or 30 kHz). Examples of such studies can be found
in de Jager {73} and Hirade {74}. Clearly, such high speed modulation
schemes are useful not only for voice based communication systems, but
also for data communication systems, Moreover, it is now becoming
possible to envisage a mobile set that provides the user with a dual
capability of digital voice and data.

lThis chapter is concerned with the analysis of new architectures
for digital mobile systems. In particular, we discuss in Section 4.3

one possible configuration for a digital speech mobile system where
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fixed length voice packets are transmittéd over the communications
channel(s) using a variation of the NPCSMA protocol. In Section 4.4,
we study a different architecture in which digital speech (or even
analog speech) is not packetized. Here it is proposed that the chan-
nel idle periods, elther within two consecutive calls or wiﬁhin a given

voice call, can be used by a population of data users.

Prior to discussing these new system architectures, we will present

in the following section a summary of the issues relevant to packetized

speech networks.

Packet Speecﬁ Issués

Clearly the most important issue in an'interactiye man~to-man voice
conversation is the overall quality of the speech signal as subjectively
perceived by the end users.- In conventional land mobile communications
the quality of the voice communications.as impaired by channel noise is
typicglly "measured" in terms of what is referred to as the Articula-
tion Score which'canAbe related to tﬁe_signal—to-noise ratio.

The Articulaﬁion Score (AS) is a measufe of the percentage"of words
or syllables that are correctly and intelligibly received over a commu-
nication channel; In conducting AS tests, the subjects and words are
chosen so that only the parameters corrupting the radio channel will
influence the differences in intelligibility of the received words. In
'order‘to avoid using long andvtedious tests, some aﬁtomated tests and
ﬁaﬁhematicél procedures have been devised thét give an indication of
the AS in a relativelylshort time. One such ﬁrocedure gives rise to

a measure of channel quality referred_toaés.theaArtiqglation Index {15}.
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In addition to the AS and the AL, other methods can be used to
evaluate the voice quality. One such method is the result of
extensive field experiments with mobile systems, where the Circuit
Merit (CM) or required voice quality is given in terms of the speech~
to-noise ratios. In Table 4.1 we show gypical values of the speech~
to-noise ratios required to achieve a certain circuit merit.

In cases where speech is digitally encoded the problem of assessing
voice quality becomes more involved, because of the interdependence
between the quality related parameters of the épeech signal, the
encoding schemes and the noise environment (additive and multiplicative
noise). So far, as mentioned by Jayant {76}, the use of the signal-
to-noise as a speech quality performance measure has proved to be
inadequate. Hence most researchers in the field use various kinds of
subjective tests.

Melnick {77 } provides curves that show how word intelligibility
is related to the channel bit error rate (random errors only), for
various encoding rates using variable slope delta modulation. His
intelligibility test, known as the Modified Rhyme Tesﬁ (MRT), consists
in asking the participants to select from six possible word choices, the
one that is nearest to the transmitted word. As seen in the curve
reproduced as Figure 4.1 a word intelligibility of about 807 is
satisfied at all encoding rates provided that bit error rate does not
exceed 7%Z. It should be emphasized however that for many applications
a low word intelligibility score is sufficient to ensure a perfect
conversation intelligibility. This being the case one can conclude that
there is no need to encode speech at rates higher than 7.2 kbps

provided, the bit error rate does not exceed 107%.
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DEFINITION

PERFECTLY READABLE, NEGLIGIBLE NOISE

PERFECTLY READABLE BUT WITH NOTICEABLE
NOISE

READABLE WITH ONLY OCCASIONAL REPETITION
(COMMERCIAL )

READABLE WITH DIFFICULTY REQUIRES
FREQUENT REPETITION (NONCOMMERCIAL)

UNUSABLE, PRESENCE OF SPEECH BARELY
DISCERNIBLE

SPEECH TO NOISE RATIO
dB

NOMINAL
VALUE RANGE
-- ABOVE 30
22 16 TO 30
12 97016
7 570 9
- - BELOW 5

Table 4.1 TYPICAL SPEECH TO NOISE RATIOS FOR INDICATED
CIRCUIT MERITS IN NOISE LIMITED SYSTEMS
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Recently,:Dhadesugoor et al {35} reported on an extensive set of_.
exberiments designed to assess the quality of continuous and pack=
etized speech under various conditions. In particular the performance
of the Song Mode Voice Digital Adaptive‘Delta Mddulation (SVAQM) was .
compared to the Harris and Motorola CVSD. It was found ;Hét éVADM
outperforms the other two techniques and has word intelligibilities
of 997 at 16 kbps and 90% at 9.6 kbps in the absence of channel errors.
. In the presence of randomly distributed ghannel errors the voice ceased
to be intelligible at 9.6 kbps when the error rate exceed 1077%.

In packet transmission of speech where all silent intefvals within
and between sentences are discarded the perceptual quality of voice
will stiil depend on the encoding'teéhnique, thevdigitizationlrate
and the distribution of chanﬁel errors. However protocol features and
other network impairments can affect, not so much the‘quality‘of the
reconstructed speech, But rather its psyéhological acceptance. In
general the imﬁortant issues in paqket speech networks are related

to:

%

Packet end-to-end delay

*

. Speech continuity
* Background noise
* Packet length

* Packet loss rates

T—
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Packet end-to-end delay

The first element of delay in the overall end-to-end delay is the
so-called packetization delay or time required to format a packet.
If for instance the packet size is fixed at 800 bits and speech is
being digitized using CVSD at 16 kbps, it takes exactly 800/16000=0.05
sec to Format a packet. Following the packetization phase, a header
is attached to the packet at which point in time the transmission
process can begin. Depending on the specific channel access protocol
being used the packet might be immediately transmitted or might join

the terminal buffer thereby encountering a queueing delay.

Clearly, both the buffer size and the buffer management scheme
must be tailored to the access protocol and channel activity in order
to ensure that queueing delays are kept within acceptable bounds.
After some gqueueing delay the packet is eventually transmitted at a
rate which exceeds the digitization rate. Assuming again a packet
size of 800 bits a packet header of 16 bits and a transmission rate of
40 kbps it will take 816/40000=0.0204 sec to transmit the packet.
On its way to the destination node, the packet will be déiayed at
each intermediate node by varying amounts which depend upon the state
of congestion of the network. In the case of store-and-forward networks,

the selection of the routing strategy that minimizes the queueing delays

of voice packets represents a crucial design problem. In land mobile

networks the routing problem is more straightforward since from source
to destination the packet will typically traverse one (base station)
or three (satellite receiver, central station, satellite transmitter)

intermediate nodes.
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Upon  arrival to the receiver's buffer the depacketization phase
is initiated and a hopeﬁully identical replica of ﬁhe original voice
signal is delivered to the receiver. Clearly the depacketization
time will be equallté the packetiéation time. 1In additidn to the
time required to'depacketiZe the incoming speech it might be desirable
in some éircumstanceé to‘introducéfan artificial element of delay in
order to preserve speech continuity.

The overall end;to-end delay which is given by the summation of
the above partial delays, must clearly be kept within acceptable
psychological bounds. Some gmpirical teéts conducted at the Bell
Laboratories indicate . that overali &elays of one second or'more
were considered‘to be unacceptable. Also.as indicated by the
experiments being carried out éver SATNET {21}, one—way'delays between
any pair of hosts, in excess of one second did-not contribute signif-
icantly to the'degradation of the voice conversation. However as
shown by Klemmer {78} a "commercially acceptable' overall delay should
not exceed 200 msec, éonseqﬁently such value should represent a design
objective for land mobile radio systems. Such design objective should
not preclude delays to temporarily exceed such value, provided of

course that such delays are rare and far apart.

Speech Continuity

Depending on the variability of end-to-end delays and the amount
of épeech contained in each packet, interruptions in reconstructed
speech due to packet losses, silence gaps and packet late arrivals, can

render conversations unintelligible. Studies by Flanagan {79} indicate
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that listeners can normally bridge the gapé betweén two consecutive
speech packets. In addition some latitude exists when silent
intervals are recreated by the receiver, since lengthening or
shortening within sentence silences by up to 50% are perceptually
acceptable. Clearly such latitude could help alleviate the problem

of buffer design.

Background Noise

In general the amount of background noise present in the environ-
ment of the speaker influences the performance of the voice encoding
algorithm. Furthermore in the contegt of packet speech where silence
gaps are removed, it becomes extremely difficult in the presence of
noise, to detect the presence or absence of a talkspurt which entails
that high speech interpolation gains might not be aéhieved. Clearly
then, care must be exercised in selecting the most appropriate noise-
cancelling microphones or audio pre-processing circuits. To the
author's knowledge no studies have been published on the types of

background noise present in land-mobile environments.

Packet Length

The selection of the optimal packet length is a very complicated
problem because of the large number of interrelated parameters and
variables that are functions of the packet size. Minoli {80} derived

an expression for -the optimal packet length as a function of the

transmission rate, speech digitization rate and packet overhead. 1In
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his context, optimal means the packet length that minimizes the
overall end-to-end delay. The approach of Minoli {80} neglecté to

take advantage of the fact that the human ear cannot perceive speech

" losses of up to 30 msec. By selecting such a packet length an

increase in overall end-to-noise delay can be batanced against the
packet loss rate, which implies that at the receiver end a packet
could be discarded to maintain the overall delay below the acceptable

threshold, without impairing the voice quality.-

Packet Loss Rates - e

In a packet switched network voice packets can be "lost" for
several reasons, including misrouting, excessive network delay,
collision with other packets and loss of packet header. Whenever a

packet 1s lost, a gap referred to as a "glitch”, will be introduced

‘in the reconstructed speech. To ensure speech continuity such gaps'

_could be filled in by replaying the last arrived packet or alternatively

could be left as 1s if the glitch duration does not exceed the
perceptual bridging interval. An important issue to.be resoived
wheﬁever packets are lost concerns the error detection and coxrection
protoco;s. Voice packets as opposed to data packets have more
stringent delay requirements, which implies that ARQ techniques should

not preferably be used for volice packets since they might not lead to

an acceptable performance. However in order to minimize the probabiliﬁ?:

of paéket loss it might be desirable to use a FEC protocol particularly
on that part of the voice packet corresponding to the header. Clearly
if no error correction is attEmpted énd the packet hgader is‘cérruptad
by noise, the entire packet would.be lost. As shown by Coviello 81}
the amount of packet overhead needéd to identlfy each voice packet

could be kept wnmder 32 bits, since for N active calls only log? N bits

i
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As we mentioned above the effect of packet losses on the overall
speech quality is intimately related to the packet length. Huggins {82}
has shown that on one hand the intelligibility decreases to about 107
as the packet size approaches 250 msec, and on the other hand the
intelligibility increases to aboﬁt 807 as the packet size approaches
19 msec. In particular he suggests that packets should contain between
10 and 50 msec of speech. The same author concluded that speech losses
as high as 507 can be sustained with marginal degradation if such
losses correspond to speech segments of about 19 msec. However it
should be clear that the tolerable packet loss rate is dependent
upon the redundancy of the digitized voice bit stream. The higher the
encoding rate the higher the acceptable loss rate. Recently,
Dhadesugoor {35} compared the performance of CVSD and SVADM at two
encoding rates namely 16 kbps and 9.6 kbps. Using four packet lengths
(2048,1024,512,256) he showed that speech was intelligible a£ loss

rates of 10% for any packet size and any encoding rate.

Packet Speech for Mobile Radio

One of the earliest attempts to evaluate the traffic carrying
capacity of a packet speech mobile radio system is due to Ellershaw {48}
who studied two systeﬁ architectures in particular. His first archi-
tecture corresponds to a time division multiplexed system where trans-
mission slots are allocated to speech packets of different users, by
the central base station. Hence the system is under the control of
the base station whose slot allocation is based upon the correct

reception of service requests transmitted to it over a reservation
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" channel accessed on a slotted ALOHA basis. No attempt is made to take

advantage of the silence gaps characteristic‘of voice conversation,
hence the system behaves as a circuit switched system where the
signalling channel corresponds to the reservation channel. The second
architecture suggested by Ellershaw is essentially a variation of the
first one, the major difference being that sﬁeech talkspurts are
formatted into packets of fixed length with requests for chaﬁnel-time
transmitted on' a contention basis over a signalling channe;. By not
transmitting silence gaps, he shows that this architecture can support

twice as many traffic sources. One of the major weaknesses of this

~ approach consists in assuming that channel bit rates of up to 1 Megabit

are possible in a land-mobile environment. However it is well known
that only spread spectrum based systems can attain such high bit rates.
Indeed frequency selective fades impose a maxiﬁum bit rate éf the order
of 100 kbpsAfor digiﬁalrmodulation schemes in the 850 Mhz frequency
bandT

In this section wg,consider an interpolative packet speech land-
mobile System‘whe;e speech packets are not allocated specifiq trans-
mission time slots but rather gain access to the available fDM channels
on é contention basis. Hence there is né need to reserve a channel

for signalling purposes.

Network Model

Consider a conventional land mobile system where a large number

"of speech sources want to exchange voice communication through a finite

number of radio channels available at a given base station. If we
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assume an Erlang B traffic model, the grade of service or blocking pro-

bability is given by:

M

— b/

B T
L p /n!

n=o

(4.1)

where p is the traffic offered to the group of M channels by the popula-
tion of users. The total traffic carried by these channels is

therefore:

P = o[l-PB] ceees (4.2)

The number of users that can be supported is easily obtained by
dividing Pe by the traffic load per voice source. If as an example we
consider 100 channels, a blocking probability of 0.02 and a load per
voice source of 0.02 erlangs, we conclude that approximately 49 users
per channel could be supported.

Clearly the same channels can be shared, more efficiently., by (1)
taking advantage of the statistical characteristics of Volce (2)
digitizing the talkspurts and encoding them into packets of fixed size
and (3) transmitting these packets at high speed.

As shown in Figure 4.2 we assume that speech packets can use any
one of the M available uplink channels. Packets that successfully
arrive at the base station will be processed and transmitted over any

of the L available downlink channels. We further assume that the chan-

nel spacing is 30 kHz and we ignore packet transmission errors due to
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fading, random noise or impulsive noise. The reason why we disregard
fading errors is outlined in Chapter 3 where we showed that the

capacity degradation of packet radio fading channels can be minimized

by ensuring a high average to threshold power ratio. With the specific
system parameters discussed in Chapter 3 we concluded that the base
station coverage range should be kept under 2 miles. Moreover we assume
a space diversity system where we use selection diversity at the base
station and switched diversity at the mobile units. To alleviate

packet synchronization problems we assume that a Manchester bit

encoding format is adopted.

Random Access Model

In Figure 4T3 we show the process of speech detection and pack-
etization that takes place for every talkspurt corresponding to a
segment of a conversation between two mobile users. Clearly a very
large number of speech sources could share the channel if it were
possible to perfectly utilize the pauseé in the conversations. It is
also clear from the same figure that in such an ideal case the number
of speech sources that could share the channel would be a function of
the talkspurt length distribution, the pause length distribution, the
encoding rate (R), the packet size (B), the overhead (b) and the trans-

mission speed (C).
T
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In practice it is however,.virtually impossible to perfectly
schedule the activity of the channel without resorting to a
centralized control mechanism. A possible alternative is to use a
form of distributed control, which simply means that a packet from
a given user could be prevented from being transmitted if the channel
happened to be busy. If however at some point in time the channel is
idle, it is quite possible that no other terminal is in the process
of transmitting a voice packet. As described in Appendix B a number
of multiple access protocols can be implemented in the context of a
mobile channel.

‘One of these protocols known as the Non-Persistent Carrier Sense

Multiple Access (NPCSMA) scheme operates as follows:

- If a terminal has a packet ready for transmission it senses
the channel and if the channel is sensed idle, the packet
is transmitted. It can however, collide with some other
packet during a time window, which is related to the

propagation delay between terminals.

— If the channel is sensed busy the terminal does not persist
in sending the packet and simply reschedules the transmission
of the packet according to some random delay distribution. At
this new point in time, the channel is sensed again and the

same procedure is repeated.

- If a terminal learns that a packet -collided with some other
packet, it reattempts a retransmission according to the above

procedure.
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Defining by S the average number of packets generated per pack-
et transmission time and by G the average number of new and rescheduled
packets per packet transmission time it can be shown {83} that S and

G are related by:

| -G
R e (4.3)
G(1428) + e

where &, the normalized propagation delay is given by:

§ = —i- | e (428)

where T is the one-way propagatioh delay between any two terminals and
Tpkis the packet transmission time. In Figure 4.4 we depicﬁ the
relationship between S,énd G for various values of §.

It can also be shown {83} that when a packet is reddy for trans-—

mission, the probability '"8'" that the channel is busy is given by:

_e(4s) — 1+ 5¢

a(1428) + e 5€

8 cenes (4.5)

The relationship between 8 and G is displayed in Figure 4.5, for
two values of the normalized pr0pagation delay. |

One of the characteristics of the NPCSMA random access schgme is
that not all arrivals result in actual transmissions. Some packets
will be blocked because of channel unavailability and only those that

find the channel idle will actually be transmitted. Following the

. Iy
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notation introduced in {83} we will denote by H the actual rate of

transmitted packets. Hence we can write:
H = G(1-8) veese (4.6)

It is customary to define the probability of successful transmission
by the ratio S/G. However, since G includes packets that were not

transmitted but were merely blocked prior to transmission, we believe
it is more appropriate to define the probability of successful trans=

mission by the ratio S/H. TFrom Eqns. (4.3),(4.5),(4.6) we obtain:

p—GG
= 176G ceeas (8.7)

¥y
I
o

Using two values of the normalized propagation delay, we
illustrate in Figure 4f6 the relationship between &, H and G.

For the case of voice packets we suggest a modification of the
NPCSMA protocol, namely we do not attempt to retransmit a packet that
has collided. This implies that, in the above equations, we should
interpret G as the rate of new and rescheduled packets, H as ghe rate
of transmitted packets and S as the rate of successfully transmitted

packets.




L.O

0.8

- 907 =

0.2

0.0 T 1T 11T T T T TIT7T],
o? i0”! '
N ! G ’

Figure 4.4  TRAFFIC-THROUHPUT CHARACTERISTICS OF NP ‘CSMA




0.8

0.6

0.4

0.2 | /
___._./

0-0 | | i+ §F 1 317113 } I 1T 7 077111 ' 1P ria

-2 |
10 | 10 { 10

—G—>
AVERAGE RESCHEDULED TRAFFIC

- [0T -

© = PROBABILITY OF A BUSY CHANNEL

Figure 4.5 PROBABILITY OF A BUSY CHANNEL vs
AVERAGE RESCHEDULED TRAFFIC



H ANV 9 sA.

NOISSIWSNVH.L 13%0vd IN4$8300NS

9 'p @inbig

e

NOISSINSNVYL 13x0Vd INASSI0ONS 40 ALINIEVE0Nd

" H=AVERAGE TRANSMITTED TRAFFIC

' G= AVERAGE RESCHEDULED TRAFFIC

S 1q”" . 10
1.0 11111 t 1 llllll. 1 Pt 11181
0.8

| HK§=0.1)

- 06 ‘
H(§=0.3)\ - \5(8 =O.x

04 ' trrerey. I | .Illlllr T | 1][1.”

102 107! 1 10

- B80T -




4.3.3

- 109 -

Speech Model

In the previous section we have given expressions for the pro-
bability of sensing a busy channel and for the probability of
successful packet transmission, in terms of H the normalized offered
channel traffic. We must now relate H to the calling patterns of the
voice sources as well as to their talkspurt statistical properties.

Consider a sequence of talkspurts and pauses characteristic of
the speech pattern of a normal user and assume that the talkspurts
as well as the pauses are exponentially distributed {84} with means

T and P. Hence the probability density functions for the random

variables T and P are given by:

£.(0)

1l
I

t
- = vree. (4.8
exp ( T) . (4.8)

and

£5(t) =

LTl

exp (- %) ceesrs (4.9)

We assume that the digitally encoded talkspurts aré broken up
into n packets of length B. If the voice digitizatlon rate is denoted

by R, we have:

PCRT < nB]=1 - exp («%) veee. (4.10)
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Hence, the probability that'exactly "a" packets will be needed

is:
PC(n-1)B < RT < nB]= exp(; %lé)— exp <%> *"_"'.(4'11)

Thus the mean number of packets per digitally encoded talkspurt
is obtained as:

BT

B LECEC Y (4012)

- ) B
n=1{1 exP( RT)} ~

It is well known that the speech source activity ratio, a, can be
defined as the ratio of the average talkspurt duration to the sum of

the average talkspurt duration -and average pause duration, as follows:

=1

- . o vevrr (4.13)

=1
-4-
+J

The source activity ratio, typically of the order of 0.4, can also
be interpreted as the probabiliry that‘an active speech source is
issuing a telkspurt at some random time.

Since each packet generated dﬁring a talkspurt must be identified
by a header of size. b the time reqﬁired to transmit a packet is given
by:

B+b

Tp=_C— ' veeee (4.14)

where C denotes the channel transmission rate.
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Finally denoting by h the offered load (in erlangs) per voice
source during the busy hour, we obtain the following expression for

the normalized offered traffic per source:
h=p, ag .22 | ceren (4.15)

Hence the total traffic offered to each of the M channels by a

population of N voice sources is given by:

= R B N
H=p, a5 . . veres (4.16)

Traffié Model

Consider Figure 4.7 where we see that during a talkspurt, packets
"arrive'" in a very regular manner. Indeed if each packet contains B
bits, there will be a packet arrival every B/R units of time. This
inter-packet arrival time corresponds to the so-called packetization
delay, that is the time required to form a packet of B bits.

Upon arrival of the first packet of a talkspurt to the bu?fer of
the radio terminal, the process of selecting a channel for transmission,
is initiated. Suppose that one of the M available channels is
selected. After a period of time s the logic unit within the trans-
ceiver will decide whether or not the channel is busy. If that
particular channel is found to be idle, a header is attached to the
packet currently in the buffer and a packet size B+b is transmitted.
If the channel is sensed busy, another channel is selected at random
among the available M channels and the process is repeated. Since the

terminal has a buffer capable of containing a single packet and since
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the interarrival time of two consecutive packets is equal to-%, a
packet currently in the buffer that does not find an idle channel
within this period of time is discarded.
More specifically if we divide the period of time (B/R - Tp)
into k slots each equal to the sensing time t, we will discard a
packet if after k sensing points an idle channel was not found.
Since, O, the probability that a given channel is busy, is the

same for all channels, the probability a of being forced to discard

the packet is given by:

a =280 k=1,2,.... veess (4.17)

Naturally the probability (1-a) of being able to transmit the

packet within the allowable time period is given by:

=i K
(1-a) = £ o 1(-0) = 1-06 eves (4.18)
i=1

An important question can now be raised concerning the nugber of
discarded and collided packets. Since we do not propose that collided
packets be retransmitted, we would like to determine the fraction of
lost packets (discarded and collided). A given packet within a talk-
spurt can be discarded with probability o, and a transmitted packet
can collide with probability 1-&, hence the fraction of lost packets

in the uplink channel is given by:

¢u = o + (1-0) (1-&) cee.. (4.19)
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To determige the fraction of lost packets on the downlink chan-
nels we assume that packets arrive at thé base station via M chan-
nels., Denotingxby S the prpbability of a successful arrival over
.any.one éf theée cﬁanneis, if there are L downlink channels (L<M)

the fraction of lost packets, ¢d,'is obtained from:

- \L/ Y e (4.20)
d L
oz (b?)(s)i
0 1

i=

Figures 4.8 and 4.9 illustrate the felationsbip between ¢d and S‘
for M=50 and M=100. Clearly by selecting the app;oﬁriate number of
downlink channels any constraint on ¢d_can be met.

To obtain Eqn. (4.20) we have assumed that no buffering is
provided at the base staﬁion. This is a reasénable assumption since
_ it is well known that large delays’in packet voice transmission will
be intolerable. However if there .is a need to further decrease ¢d’ this
can be .achieved by increasing the overall énd~to~eﬁd delay i‘e”by
providing buffering at the base statiop. It should also be emphasized

"incestuous' traffic.

that so far we have delt with what we could call
Indeed we have assumed that communications take place between mobile

terminals, and have excluded communications coming in from or addressed

to land terminals.
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End-to-End Delay

From the system description given so far it is clear that we have
chosen to minimize the end-to-end delay at the expense of an increased
packet loss rate. For those packets that were successfully trans-
mitted from origin to destination through the base station we can
easily derive an upper-bound for the maximum end-to-end delay as

follows:

D = = ceees (4.21)

where the first .B/R is the packetization delay, the second B/R is the
sum of the maximum pretransmission delay and the transmission time and
the third B/R is the depacketization delay. ©Note that we have ignored
in the above expression any processing delays that take place at the

base station,

Discussion and Numerical Results

Before applying the previous equations to a specific set of system
parameters we summarize some of the factors that can play a role in
selecting such parameters. Measurements carried out on the character-
lstics of speech during conversations have shown that human speech is
bursty in nature., Brady {25}, among others, has confirmed that the
actual channel utilization during a one-way conversation is only about
40%. He has further shown that the exponential distribution fits
reasonably well the distribution of talkspurt lengths with a mean

value of about 1.3 sec. On the other hand, results {34} {85} obtained
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to date on the transmission of packetized speech in the ARPANET
indicate that to maintain a high quality speech it is necessary to

ensure that:

- . a nearly synchronous voice output is generated by the

receiver

- end-to-end network delays do not exceed 300 msec.

Mbreover,-packets of lengths varying from 10 to 50 msec of speech ‘
‘intélligibility'éaﬂ be lost without seriously affecting the voice |
quality output and degradation begins to be oBserved when the frac-
tion qf loéﬁ packéts exceedé'a‘certain level, which is a function of
 the redundancy of the speech signal. According to some of the published
data, the tolerable fraction of lost packets varies from O.S%jat low
digitization rates to probably 507 at high digitization rates.

Denoting by @ the total fraction of the lost packets we have:

| 0.0005 for R m 2.4 kbps
p=¢ +¢ <! 0.2 for R=16 kbps veres (4.22)
' 0.5 for R =~ 32 kbps

From Eqn;_(4;l6) it can be clearly seen that, H, the normalized
offered traffic is highly dependent on the channel transmission rate C.
If isAalso clear that both the probability-”a” of discérding a packet
~and the probability, 1-£, of losing a packet, obtainable from
<Figures 4.5 and 4.6, are highly dependent on the values of, G, and H.

\ Hence by incieasing the channel transmission rate we are cleariy

increasing the system efficiency measured in terms -of the fraction of
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lost packets. There is however a practical upper-bound on the trans-
mission rate that can be derived from a 30 KHz land mobile channel.
Indeed a number of modulation schemes that have been devised recently
{73}, suggest that transmission speeds of the order of 40 kbps, can
be achieved over a 30 KHz channel.

Another parameter that can influence the system performance is
the packet overhead. For the purposes of our analysis we will assume
that an abbreviated header of 16 bits {81} is all that is required to
properly address the packets, while providing header error correction.

Finally the last parameter of crucial importance is the time tg
required to sense a channel. As we have mentioned above, (B/R - Tp)
the period of time during which channels can be sensed is.divided
into a number of sensing slots of length ts' Hence the maximum number

of sensing slots is given by:

B/R - T
K:—————E—t o9 e s s (4.23)
S

which, for all practical purposes is a very large number. Indeed from
Table 4.2, if we assume a channel speed of 40 kbps and a sensing time
of 0.03 msec, we see that in the worst case varies from about 53

(R=32 kbps and Tp=8.4 msec) to about 320 (R=32 kbps and Tp=40.4 msec) .

.This immadiately implies that for values of 6 below 0.5, the probability

0 of discarding a packet can be ignored.
The values contained in Table 4.2 which were obtained for two
temporal packet lengths of 10 msec and 50 msec (with pi=0.02 and a=0.4)

indicate, as expected, that for a given channel speed (40 kbps), as




B/R = 10 msec !F | B/R = 50 msec

B(bits) Btb(bits) T,(msec) h(x10?)

R(kbps) Blbits) B+b(bits) T,(msec) h(x10>)
24 | 24 40 1 0.8 | 120 136 3.4  0.54
48 | 48 54 135 - 1.08[240 256 6.4  1.02
16 |160 176 4.4 3.521800 816 20.4 3.26
32 [ 320 336 84 6721600 1616 40.4 6.46

- 0ZT -

" Table 4.2 MODEL PARAMETERS FOR PACKET SPEECH
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the voice digitization rate is increased, the average normalized
offered traffic per voice source is also increased. This suggests that
in order to increase the maximum number of voice sources that can be
supported by the system, the voice digitization rate should be kept
as low as possible. However, aé indicated above the tolerable frac-
tion of lost packets is a function of the speech redundancy which is
quite low for low digitization rates. Since the tolerable lost pack-
et level decreases faster than the normalized offered traffic per
voice source, there is little advantage in decreasing the voice
digitization rate beyond a certain value. It will be apparent that
rather on the contrary, the voice digitization rate should be kept
above 16 kbps., If we consider a single radio channel supporting an
amount of traffic H given by Eqn. (4.16) and assume that ¢d’ the
fraction of packets lost onrthe downlink channel is negligible, the

total fraction of lost packets when & -+ o, will be:

¢ = @u = o+ (1-0) (1-&) ~ 1-& ool (4.24)

Now from Figure 4.6 we see that, for 6§ = 0.1, H is related to &
by:
1 for & > 0.5

H ¢ {0.55 for & 20.8 ... (4.25)
0.03 for £ >0.995
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which implies from (4.22) and the data of Table 4.2, that the maximum

number of voice sources that can be supported is given byﬁ

3 %-‘ = 148 for R = 32 kbps

N £ = 156 for R

16 kbps ceve. (4.26)

202 = 37 for R= 2.4 kbps

Note that to derive the above numbers we have assumed a packet- dura-
tion of 10 msec. For packet durations of 50 msec‘there is a slight
iﬁcfease in the number of users. However,; from a delay point of view
it is preferable as indicated by Eqn. (4.21) to keep the packets as
short as possible. Note also that ip practice § can be smaller

thén 0.1. If for instance we take a one—waf propagation delay of

54 jisec and a packet tfansmission time of 1 msec.we obtain § = 0.054,
This implies in particular, that for R = 2.4.kbps thg max imum number
of voice sources that can be supported exceeds the number given by
Eqn. (4.26).

In the case where‘we have M uplink channels, if we assume that the
tréffic is eveniy diétfibuted émong these channels, the total number
of voice sources that can be supported, is obtained by multiplying the
results of Eqn. (4.26)‘by M. Since we want'to minimize the fraction
of iost packets on the downlink chanhels, it is essential that for a
given value of S we select the appropriate number L of downlink chan-
nels. As an exémple assume that the digitization rate R is equal to

16 kbps and that we can tolerate a total fraction of lost packets of
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the order of 20%. TFrom Figure 4.6 (with §=0.1) we find that H should
be less than 0.55 hence the average successful traffic will be S$=0.44.
Using Eqn. (4.20) with M=50, we see from Figure 4.8 that in order
to keep ¢d below 0.001, the number L of required downlink channels
is of the order of 27. We can then achieve a spectrum saving of the
order of 467 which for 30 KHz channels represents about 0.69 MHz.
Additional savings in spectrum can be thained by allowing ¢d to
increase while keeping @ below 20%.

Various system configurations were simulated to determine the
accufacy of ¢d the theoretiFal fraction of lost packets on the
downlink channels. In Figure 4.10 we see that the agreement between
the theoretical and simulation results obtained for 4 uplink channels
and 2 downlink channels, is excellent over a wide range of traffic

loads.

The Integration of Voice and Data

Prior to describing our own model for an integrated voice and
data mobile system, we will briefly summarize the only two moéels‘
that have been advocated so far. The earliest model due to Pan {47}
suggests thav voice and data can share a number of FDMA or TDMA
channels on a contention basis. No attempt is made to packetize
speech or data, however silence gaps in a voice conversation are
not transmitted. Coﬁtrary to a circuit switched system where voice
calls can be blocked in Pan's model calls are not blocked. However

because of the contention character of the access scheme, initial

segments of talkspurts can be locked out. Assuming a 407 activity

ratio, this author showed that for a maximum talkspurt lockout of
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30 msec, the number of channels required to carry the offered traffic
could be halved in comparison with a conventional edircuit switched
mobile system working at a 5% level of blocking.

The only other attempt to study the integration of voice and
data over mobile channels is due to Marsan {46}. He considers a
system where exponentially distributed voice messages (average 6.5 sec)
have absolute priority over the fixed size data packets (400 bits).
Even though the transmissicn of voice messages is not centrally
controlled, interference between voice messages is disregarded since
it is assumed that human operators take care not to interfere with
each other. If however voice messages collide, the assumption is
made that their speech content would remain intelligiblie. For the
data users Marsan proposes two random access schemes namely pure
ATOHA and NPQSMA. In the later case, data terminals attempt to : |
determine 1if the channel is busy (with voice or data). Data packets
are assumed to be lost after a collision and hence are retransmitted
after a randomly distributed delay. Among the curves provided, two
show the Influence of the transmission speed on the number of packet
reschedulings or on the average packet throughput. One of the
interesting assumptions of Marsan's model is that voice messages are
transmitted using an analog modulation while data is digitally
modulated.

The approach we take to develop our model differs from Pan's
and Marsan's appreach both in terms of the model assumptions as well

as in the overall perspective and model performance measures.
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Network Model

As in the model described in Section‘4.3ll we consider a
conventional land mobile sysfem where a finite number, M, of speech
traffic sources exchange communications through a given number, C,
of radio channels.. Denoting By.a the average number of voice calls
per traffic sourée during the busy ﬁour and by 1/u the average pail
duration and assuﬁing a "blocked calls lost" discipline, the frac-

tion bf time, Tc’ during which the channels are busy* is given by:

M\ C o ) o
)
= ’ C (4.27)

C’ C . * s 8 00
B (M) o,

o\ 3 i

J=0

where pi = o/u denotes the offered load per voice source.

Again, following Brady {84}, we consider each voice call to ‘be
formed of a sequence of talkspurts and silence gaps. Thus, the
probability, @, that, on any given channel, there is a talkspurt in

progress is given by:

g =T .. _T_

o = veees (4.28)

where T and P denote respectively the average talkspurt duration and

the average silence duration.

* If we consider an infinite pcpulation of traffic sources Eqn. G.27)

should be replaced by the classical Erlang B equation.




A question is now raised regarding the feasibility of transmitting
data packets during the silence periods, both within a given call and
between two comsecutive calls without disturbing in any way the flow
of voice calls. One possible scheme that can be envisaged consists
in preventing the transmission of data packets during talkspurts by
using a sub-audible busy tone within the voice channel. In addition,
it is necessary to ensure that those voice sources that have been
granted access to the voice channels, activate their transmitters
only during a talkspurt period. While contention amongst voice
sources can be avoided by using a blocked calls lost mechanism, a
distributed access scheme is for all practical purposes sufficient
to ensure an efficient utilization of the available time windows
on any given set of frequency multiplexed channels. In essence, what
we are advocating is a form of hybrid switching with voice calls
served on a circuit switching basis and data packets served on a
packet switching basis.

Because of the real time nature of voice communications, any
arriving talkspurt will be immediately transmitted; thereby pr;-empting
any data packet that might be in progress. By properly adjusting the
configuration of both voice and data transmitters, and by carefully
selecting the data packet length and channel transmission rate, it is
possible to keep the potential damages to the talkspu;ts within
reasonable limits. It should be noted that we are not advocating that
the same mobile transmitter be used alternatively as a voice or data
terminal. We are only concerned with the integration of voice and

data at the radio frequency channel level.
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Prior to describing the protocol to be used by the data packet
terminals we will first state the major assumptions of the proposed

system's model.

. The arrival processes of voice calls and data packet arrivals
are taken to be Poisson processes. with different mean arrival

rates

. Talkspurt and pause lengths are exponentially distributed

with different mean lengths

. Data packet lengths or equivalently data packet transmission

times are constant

. A unique radio frequency channel is shared by voice and data

traffic sources.

A number of distributed random access méchanisms-ﬁave been proposed
in recent years (see Appendix B) with the objective of handling in a
cost-effective fashion the e&er increasing need to exchange COpmunica-
tions in packet form. Some of these schemes are more compléx and more
efficient than othérs, particularly in situations cofreépbnding to
thoée found iﬁ land mobiie environments. - However, for the sake of
simplicity we will restrict our atténtion to a siightly modified version

' of the so-called Pure ALOHA fandom access scheme.

chording to this protocol a packet generated by a data terminal
joins the terminal's buffer until reaching the head of the b;ffer
which we refer to as the transmit buffer., It is assumed tha; all

terminals are notified of the channel busy status (talkspurt in progress)
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by a busy tone transmitted by the base station through which all voice
and data traffic is routed. Hence when a packet enters the transmit
buffer, the transmitter will sense the status of the channel. If the
channel is currently busy with a talkspurt in progress the packet will
wait until the end of the talkspurt at which time it is scheduled

for transmission after a time duration selected from a random distribu-
tion as a multiple of the packet transmission time. It is assumed
that this duration of time will be taken from a uniformly distributed
scheduling functioﬁ which varies between 0 and K. Prior to packet
transmission, the sending mobile will sense the channel status and
only if the channel is silent will the packet be transmitted. The
fact that the channel was found to be idle does not by itself
guarantee its correct transmission since the probability exists that
the packet might collide totally or partially with a packet from
another terminal. Partial packet overlaps cén occur since a packet
arriving to the transmit buffer during a silence period will be trans-
mitted without delay.

Additionally, we will assume that a packet collision is détected
by the sending terminal exactly after a period of time corresponding
to a packet transmission time. Having detected a collision the packet
is rescheduled for transmission after a time duration selected from

the uniformly distributed scheduling function mentioned above.
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Analytical Model

The protoéol described above is to some extent similar to the
Pure ALOHA random access scheme as far as the random access to the
chaﬁnel during the silent time windows is concerned. To account
for the fact that thé channel is not availaBle to data users on a
full time basis,.we introduce in the classical traffic—thrdughpdt

relationship of Pure ALOHA, a factor @ as follows:

-2G(1-9)

s = 6(1-0) e | ceene (4.29)

where S and G represent respectively the average number of offered
‘paékets per packet transmission and the average number of new aﬁd
rescheduled packets per packet transmission time. The factor § given
by Eqn. (4.28) represents the probability that the channgl is busy
with a talkspurt.

| The interpretation of Eqn; (4.29) is quite straightforwafd'for
when ¢ appréachés one the throughput S vanishes to zero while when
¢=0 we obtain fhe classical Pure-ALOHA tfaffie—throughput equqfi@n.
Note however that even if there were not intercall gaps, there would
always exist Ehe intra—call gaps. Hence the maximal value of ¢ would
be of the order of 0.4. |

In Figure44711, we depict the relationshiﬁ between S and G for

various values of ¢ and it is quite.clearly seen that the maximum
value of S is always 0.184. The}gorrequnding‘value of G will '
however vary between G=O.5 (@=0) and G=O.83‘(¢=0;4). As the channel

becomes busier with voice callé the probability of successful packet
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transmission, given by $/G, decreases. The same conclusion can be

reached by‘noting'that the average number of transmissions. per

‘packet, given by G/S, increases. This has an impact on the average

delay experienced by a packet from its arrival until its successful
transmission.

Hence, the fact that voice traffic has precedence over the data

“traffic will introduce an additional delay component;in the overall

avérage'packet deiay from the time the packgt is'acceptéd‘in the
transmitﬁer buffer pool to the time the packet ié'sqéceééfull§ tfans4_
mitted, Coﬁsequenﬁ;y, in the fdllcwing analysis we‘seek'to determine
the total ave?age packei delay as Weil-as the‘avéfagé buffer occupancy
as a function of the statistical charaéteristicg of voice and ;hg

average random retransmission-rescheduling delay. We will furthermore

‘define an upper-bound for the average random retransmission delay

since the larger its value the more "unstable" will the channel become.

Total Average Paéket Delay‘

By épprbximating the packet generation pfOcess at each d;ta
terminal Qi:ﬁ_a'Poissén pfocess énd modelling the_feSﬁlting queueing
system as an M/G/i QUEue, the ovérall total average packet délay iél
given by? | | |
MEL + 0% )

T = T +

—_— 8. caee. (4.30)
D s 2(1 - AT)) _

}

v .
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where:

Ts = average packet service time
Oé = variance of the packet service time
s
A = average packet arrival rate

We are now faced with the difficult task of determing Ts and 0;

s
as a function of the uniformly distributed random retransmission delays
and the exponentially distributed talkspurt lengths. In doing so it

is helpful to consider the diagram of Figure 4.12.

Having reached the head of the buffer pool, the packet enters the
transmit buffer and proceeds to sense the status of the chamnel. After
a random amount of time W during which the channel was sensed and
found to be busy a number of times, the packet is transmitted for the
first time. If it collides the process is reinitiated until after a
number of collisions the packet successfully departs.

Denoting by Xi the raﬁdom variable representing the elapsed time
between the ith and ith+l failed attempt for transmission and assuming

the variables Xi (i=l,....n) to be independent and identically dis-

tributed with mean and variance given by:

n = E(Xi>
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v

we obtain the following relationships:

n=T7T+K veee. (4.3D1)

2=T_+Qﬁ%@ﬁQ_K ceen (4.32)

where:

=3
1l

average talkspurt length

A
]

average rescheduling delay

K = maximum value of the_rescheduling'delay

Note that we have made use of the fact that talkspurts are
exponentially distributed while the rescheduling delays are uniformly
distributed.

Clearly the random variable W is related to the variables Xi by

the following random sum:
w = I X Ceees. (4.33)

where the variable N representing the number of unsuccessful trans-

mission attempts has the following distribution:

. PON=il = ¢ (1-9) 1=0,....0 ey (4.30)

where ¢ denotes the probability that the channel is busy.
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To obtain the expected value and the variance of W we make use

of the following relationships:

W o= n EQ) : v (4.35)
'o; = n? g2 +-E(N) g2 | ceen. (4.36)

N

Since N is geometrically distributed we have:

. _ ¢ ’ '
B = 105 e (437
2 ¢ : ‘
of = T cee (4.38)

Hence Eqns. (4.35) and (4.36) can be rewritten as follows:

= - n#d
W o= 120 veee. (4.39)
0; = '(1"?'(577 [nz+o2 (1-¢)] | (4.40)

which specify the random variable W in terms of its two most important
parameters namely the mean and the variance.

We must now conduct alsimilar aﬁalysis to derive the corresponding
parameters of the random variable L representing (see Figure 4.12) the
time between the first packet transmission and its successful departure.

Before doing so consider the diagram shown in Figure 4.13.
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. .t s . :

Following the i h transmission and after one time unit
corresponding to the packet transmission time, the packet collision
is detected. Consequently, the packet is rescheduled for trans-
mission by a random amount of time drawn from a uniform distribution,
at which point in time the channel sensing process is reinitiated.

. . .th .
The sensing process is stopped by the i "+l transmission of the
same packet. Assuming independence between the two random variables

Y and W we obtain:

=_ ng =
Z= 5 +1+K ceven (bo41)

. i .
Q‘% = —(l—?ﬂ?—“[nz + a2 (1-¢):]+ W-K ceen (4.42)

Since the random variable Z represents the elapsed time between
two consecutive transmissions, the random variable L (see Figure 4.12)

will be given by:

L= I Z ce..j=l,....H e (4.43)

where H the random variable denoting the number of transmissions prior

to the successful transmission, is distributed as follows:

pLH=iT]= Pci (1-P ) =0, 00000 e (4.44)

where Pc denotes the probability of packet collision during the voice

gaps.
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It is known {86} that P, is a function of the data traffic rates
as well as the average retransmission delay, however we will assume
that K is large enough so that PC approaches its limiting value.

Hence we can write:

= _ = c
L = Z 1P ceess (4,45
C
P 2
2 c 7 2 -
OL = (l"Pc)z [ Z + OZ (1 Pc)] veees (4.46)

Referring again to Figure 4.12 and assuming that the random .
variables W and L are independent we finally obtain the average and

the variance of the service time as follows:

T =W+1L cenes (4.47)
2 . A2 2
Or, =0, T 0 ceen. (4.48)
which implies that:
= 0N @ Pe —
s =1ip * 1, - ° eees (6.49)
: P 2
2 =._...._.___.¢ 2 2 _ C - 2 _
o1, oIt ot A ¢):I+—‘““(1_PC)2 [Z + 02 (1 PC)] cor (4.50)
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The results in conjunction with knowledge of the average packet
arrival rate are all that is needed -to determine by use of Eqn. (4.30),

the total average packet delay TD' As 1is ﬁell known, by applying

Little's result, we can also determine the average buffer occupancy

n as follows:

=N |
1l

>
=

| ceene (4.51)

Upper-~bound for K

Usually in problems of random access communications a lower-bound
for the maximum value of the random retransmission delay K is specified.
below which fhe channel is unstable in the sense that the number of.
collisions is so high that the real packet throughput vanishes to'
zero. A recent study {87} has however clearly shown that there is a
neea to define an upper-boﬁnd for K beyond which the packet delays
become extremely large or what is equivaleﬁt there is a hiéh probability
of buffer overflow. ‘In the context of this paper we can also.define
an uppér—bound for K and to do so we simply select the value of K

such that:

AT <1 : vee.. (4.52)

From Eqn. (4.49) we obtain:

@-p) /A - [ T0/(1-8) + 2, ]V'

: veene (4.53)
9/ (1-8) + ®_
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Modified Protocol

A modification of the protocol upon which the above equations
were derived can be suggested where by a packet upon finding the chan-
nel busy with a talkspurt is immediately rescheduled by a random amount
of time K drawn from a uniform distribution. This modification
implies that the parameter T will not be present in the above equa-
tions. Following the same arguments the equations required to determine

the total average packet delay and the average buffer occupancy are

given by:
- _ K Pe Pc ‘
L = l_-¢(¢+l-P)+l—P vee.. (4.54)
c c
(0} P 2
2 Z C =
OL 15 + (1P )2 Z eee.. (4.55)
c c
where:
Z =1+ K/(1-9) ceeen (4.56)
_ Q _2 w
0; —‘zijayg[: E + o2 (l—@):] veoes (4.57)
_2
0% = (K+1) (2K+1)/6 - K e, (4.58)

From Eqn. (4.53) we can also determine the new upper-bound for

K which will be:
[1-p (4] (1-0)

ceve. (4.59)
A[e+e_(1-9) |

~1
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Discussion and Numerical Results

The analysis given above should be considered as an approximate
analysis since the assumptions pertaining to the independence between
random variables and the Poisson nature of the packet arrival

process have yet to be justified. However, the simulation results of

-Figures 4.14 to 4.17, indicate that the apprbximate analytical model

can be considered a valid basis for system's design; For illustration
purposes we have also shown in the'séme set of figures some simulation
points corresponding to the slotted ALOHA random access scheme.

Since for most cases of interest there is virtually no difference
‘(except for smallnvalués’of E)'betweenvthe protocol described in
Section 4.4.1 and what we called the modified protocol we have chosen
to present the analytical and simulation results for the modified
protocol.

Also among all the possible options évailable concerning the

characteristics of the voice traffic, we have selected to use an

average talkspurt length of 1.3 sec and averagé pause length of 1.8 sec

{84}. Using these values we obtain for the various simuiation'funs é

probabilit?:of busy channel of the order of 0.258 which corresponds

to about 20 voice users at one call every hour and 3 minutes per call.
For all runs wé have used a packet transmission tiﬁe of 100 msec

and have expressed all values in te?ms of multiplés of the packet

transmission time.

SN O NS O O N B U o W e A U Sy S awm om e
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Figuré 4.14 displays the classical S-G curves for both the pure
and slotted ALOHA cases as well as some simulation points corresponding
to a finite population of data terminals. It is clearly seen that“
the limiting case given by the theoretical curves will only be
attained for a very large number of data sources as well as for a very
large value of the average retransmission delay which would lead to an
infinite average packet delay. As expected, the agreement between
analysis and simulation is excellent for low traffic valués. Ignoring
the delay factor one can conclude that a single integrated voice-data
radio ghannel can theoretically support about 2000 data sources
(slotted ALOHA), each generating one 100 msec long packet every
10 minutes. However, since delays cannot be ignored in any practical
system, it is interesting to establish an upper-bound for what could
be a reasonable average packet delay, say 2 sec, and determine how
many data sources could the system support. Such trade-offs are
displayed in Figure 4.15 where it is shown that up to 600 data sources
(pure ALOHA), each generating one packet every 20 minutes, can be
supported provided that K (the average value of the retransmiséion
delay) is kept below 15. As shown by the simulation curve corresponding
to 600 users, the value of K needed to ensure channel stability should
not be decreased below 10. We note that the proposed analytical model
cannot be used for predicting the lower bound for K.

Figure 4.15 also shows some éimulation points corresponding to
pure and slotted ALbHA with 300 sources each generating one packet

every 20 minutes. As expected for such low traffic cases there is

virtually no difference between the two random access schemes.
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To illustrate -the behéviéur of the proposed system in cases of
higher traffic loads we display in FiguresS4.l6 and 4.17 the average
packet delay and average service time as a function of ﬁf Again the
agreement between the thebry and simulation isvexcelient for’a wide
range of K. We also note that the slotted ALOHA scheme offers a
great improvement over the-pure ALOHA both in terms of channel stability
and delay. AInaeed for the pure ALOHA method the lowgr—bouﬁd on K'is
approximéﬁely 50 which gives an average packet delay close to 10 sec,
while for slotted ‘ALOHA the minimum achievaBle average packét.delay
is about 1 sec for K=5.

In Figure 4.18 we show how the average packet delay varies with
the number ofAtraffic sources fof a constant channel input rate. We
see for instance that for Slotted ALOHA, K=25 and channel input rate of
0.2 two "unstable" regions are ciearly identified. . For a small number
of largeyusers thetaverage packet delay is‘dominated by the average
packet qﬁeueing time which in term is dependent upon the valuerf K.
Too large a value of K will maké thé channel unstable. On the other
hand for a largé number of small uéers an originally stable channel
becomes unstablé with the ave?age packeﬁvdelay becoming domiﬁa;ed
by the average packet service time. In this case to small a value of
K will make the,channel unstable. By reducing the channel input rate
we see that for the same value of K tﬁe average packet delayfremains

essentially constant for the given range of traffic sources.
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Summary of Results

We have examined in this chapter two new system configuration that
can be advantageouély used in the context of land-mobile communiéation
systems. The packet speech model presupposes that voicé is digitally
encoded‘and transmitted usiné an efficient aigital modulétion technique
such as‘TFM.. However, in the césevof speech and data integration there
is no need to digitally encode the falkspurts. This last model aésumes
the availability of an efficient and economic speech detectorf As
discussed elsewhere in this dissertation, several techriques can bev
used for speech detection. From a technolbgical point'of view the
simpleét4means to detect the presenée of speech requires that the voice
signal be digitally encoded. 1In this caée, sileﬁce detection is
accomplished by examining specific bit patterns corresponding'to the
silence segments of a voicé Conﬁersationé In Figures 4,19 and 4720 we
show the configurations of the integ;ated mobile terminal and the
integrated base‘station. As indicated in these figures both thevﬁoice
and'data signals share the same modulator. When voice is transmitted
by a mobile statipn, there is a need to incorporate in the fransmitted
signal a sub-audible tone which is used by the base station to inférm '
all terminals éf the presence of voice. A mobile unit wishing to
tfansmit data packets is prevented from doing so whenever a bus& tone
is present on the chanﬁel.

In summary, based on the numerical results it appearé that the
concept of packet speech can be advantageously applied’to land-mobile
channels. In particular, it was shown tha£ for é_given gu@beffgf

uplink channels, the maximum number of voice sources that can’be’
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supported will, under some assumptions, attain a value of ~ 150 M,
which is a three fold increase over what can be achieved with
convenfional analog land-mobile channels. It was also shown that in
a packet speech system the amount of spectrum required for the
downlink channels represents about 50% of the bandwidth ?equired in a
comparable analog land-mobile system. This is because conventional
land-mobile systems require the allocation of the same bandwidth in
both directions.

We have also presented a mathematical analysis of a land mobile
communications channel where data packets are transmitted during the
pauses of voice conversations., The numerical results provided
indicate that under some constraints, the integration of circuit
switched voice users and packet switched data users on the same channel
is a viable alternative to the current frequency spectrum shortage.
These numerical results were confirmed by extensive simulation runs
which conclusively show that a single radio channel is capable of
supporting up to 600 bursty data traffic sources with average packet
delays of the order of 2 sec. A careful examination must be apélied,
however, to such optimistic figures. In any operational system of
this type, small fluctuétions in the voice traffic characteristics
can lead to substantial packet delays. While a given average packet
delay might be acceptable for a specific application, such systems
should be designed to ensure for instance that 957 of all packets
encounter delays of less than 2 sec. Consequently, this leads to a
decrease in the number of data traffic sources accessing the system.

This problem can be overcome by employing higher transmission speeds.
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CHAPTER 5

CONCLUSTIONS AND SUGGESTIONS FOR FURTHER WORK

5,1 Conclusions

The work fepdrted'in this report attempted to achieve two objecﬁives:

* Pevelopment of a battem‘undekéianding 04 the key param-
etens of ithe Land mobile channel and study of ihein-
Ampact on the th&Oughput and efficiency of packet.

radio random access schemes.

* Inueaéigaixon, through analysis and similation, of the
applicability of péchet épéech concepts to Land mobile
channeds and study bﬁ ihe ﬁenﬁonmance of Lntzgnaiéd
voicé/daiu mobile Agbtemé.‘ | |

The first objective was achieved by conducting an analygis of'the_key
parameters of fhe land mobile channei'éhd assessed their impact on -the
throughput and efficiency7of multipleqaccess-schemes; Using a "
classical model;of the propagation environmént-of land mobile systeﬁs,
. a compﬁterizgd fading simulator was éonstructed and its validity was
examined by comparing it with available theoretical.resuits. In order
to gain ﬁurther insight into the performance of digital transmissions
under fadinglconditions, we obtaine& the statistical distributions of

the fade duration, the non-fade dufation and the interfade duration
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In the second specific fading problem that we.Studied, we were
concerned with finding the packet size that minimizes the time wasted
in ret;ansmissions. An ARQ protocol was used and the variation of
how the optimal packet size varied as a function of the bit rate, the

signal-to-noise ratio and the average message length was examined.

The second objective of this report was met by conducting
a thorough study of the applicability of packet speech and voice/data
integration to mobile channels. In the packet speech area, we
developed a feasible system configuration and showed that by taking
advantage of the idle channel periods, a large number of voice sources
could be multipleged onto‘a number of.uplink FDMA channels. Our
analysis of this problem was further extended to show that substantial
bandwidth savings could also be obtained on the downlink channels.
Usingvappropriate system parameters, we showed that the traffic
carrying capacity of packet speech.mobile systems is increased by a
factor of three over what can be achieved using conventional mobile

systems,

The possibility of exploiting the presence of silence gaps in a
two-way conversation to transmit data in packet form was also examined.
A simple but accurate model of the integration of voice and data, showed
that a large number of data sources could indeed be interpolated in the
mobile radio channell Because of the limited time availability of the
voice channel, data packets.have to be retransmitted more often, which
implies that the integration of voice and data will result in a penalty

of higher average packet delay. Extensive simulations confirmed the
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accuracy of the theoretical model developed for delay analysis. The
average delay between two consecutive retransmissions was shown to
influence 51gn1f1cantly both the traffic carrying capacity of such
integrated systems and the total expected packet delay. An upper-

bound for the.average rescheduling delay was also obtained.

Suggestions for Further Work

The results of the work reported herein represent important contri-
butions towards ‘the obJective of achieving an understanding of the issues
and. problems in digital integrated voice and data mobile radio systems.

The follOW1ng is a Summary of the areas requirlng further research:

* Investigation of the characteristics of mobilepradio channels
in the presence of fading, shadowing and impulsive noise
by means of an experimental as well as a computerized'fading

" simulator.

*  Determination of the statistical distributions of the main
variables of the fading channel, for mobile systems.using
diversity techniques, with a view to obtaining analytical‘

expressions for the packet error rate.

* Study of the throughput degradation of packet radio channels

in the presence of shadow fading and impulsive noise.
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Determination of the optimal packet size for
fading channels in the presence of impulsive
noise. Besides a thorough investigation of
error control techniques, particular emphasis
should be given to the synchronization problem

and its impact on the optimal packet size.

Theoretical analysis of the feasibility and cost
effective implementability of alternative
multiple-access protocols for packet speech

and voice/data mobile systems.

Investigation of the spectrum efficiencies of
cellular structures for multiple-access radio

fading channels carrying speech and data packets.

In the context of packet speech and voice/data integrationm,

a number of experimental research areas are open for further

research.

*

These can be summarized as follows:

Construction and testing of a laboratory model of
a mobile channel simulator that could be used to

assess the impact of fading, channel interference
and impulsive noise on the transmission of speech

packets.
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Subjective testing of the quality and intelligibility
of voice communications over such channels. This
study entails in particular, a thorough examination

of cost-effective voice encoding schemes and digital

"modulation techniques. Particular emphasis should

be given to the possibility of using forward error
correctibn in speech packets and its impact on voice
qeality. To meet the security requirements in
certain applications,.the influence of encryption

techniqués on voice quality should be assessed.

The speech interpolation efficiency of a packet speech
network depends fo a large extent on the reliable detec-
tion of the talkspurt and silence gaps. This requires
the availability of an efficient'speech detector that
can accurately detect the presence of speech in a noisy
environment. Several speech detectors should be
implemented and tested in the presence of simulated

background noise characteristic of land mobile systems.

In a packet speech radio network, one of the crucial
design parameters is the time required to sense and
switch the carrier to a free channel. It is desirable
to keep such time short cempared to the time required
to transmit a packet. Experimental studies are
required to design and implement a frequency

synthesizer that satisfies these requirements.
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Coherent FM signals and coherent reception provide a
compact RF spectrum and low error rate, hence they are
highly desirable in digital radio networks. However
coherent reception of a digital packet .entails that a
fast synchronization scheme is implemented whereby

the carrier and clock references are accurately and
rapidly acquired. Studies of this particular aspect
of packet radio will rely on novel hardware circuit

designs.
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APPENDIX A

CELLULAR STRUCTURES

Introduction

A conventional land-mobile system, illustrated in Figure A.1 uses
a number of fixed transmitter statioqs, called base stations, which
are typically located well above the ground level. Current regulations
on effective radiated power limit the coverage area of a given.base
station operﬁting in the VHF band to about 3500 km® with a radius of
operation of about 30 km. |

In practice the coverage area is determined from the distance at
which thé éignal—téwnoise ratio would drop below a certain specified:
levelf For examplé, in the case of two mobile systems using the same’
frequency it can be easilyrshbwn that the required separation between

the two base stations must be of the order of 100 km. This spacing is

of course power dependent and could be reduced if the tfansmitting

power were to be reduced.
Very simply put the cellular system concept is based on this fact,
namely that the same frequency (chamnel) can be reused within .a given

area by decreasing the radiated power of the corresponding base

stations. It is however important to realize that the traffic carrying

capacity of a channel;.defined at some acceptable blocking probability
would remain the same within the coverage area. The payoff in improved
overall network traffic hgndling comes froﬁ.ghis-multiple;réuséaof the-

same channel.
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In this appendix we will review the concepts attéched to the so-
called cellular structures and describe the various techniqﬁes that
have been proposed to aésign channels or frequencies.to the various
cells within a gellular system. The main reason why we have chosen to
review some of these concepts, stems from the fact that celiular
structﬁres are a natural architectpre for packet rédio systems on
mobile data communication systems in generai. It is ﬁhe author's
opinion that the ﬁerging of tﬂe packet radio and the.cellular tech-

nology, will definitely contribute towards solving future spectrum

congestion problems.

The Cellular Structure

The boundariéé of each cell are dependent upon many factors'such
as terrain, antenna heights and the distance to adjacent cell sites.
Only three geometric shapes can be used to subdivide a given metro-
politan area into many non-ovérlapping cells (see Figure A.2). However,
for analysis aﬁd modelling pﬁrposes, cells are assumed to be hexagonal
in shape, since the hexagon best approximates the RF pattern giéen by
an omnidirectional antenna. Some planned systems will be using 60° or
120° di£ECtional antennas in addition to omnidirectional antennas.

For those cases‘ﬁhere directional antennas are in use, triangular cells

could be used to approximate the antenna radiated pattern.
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Figure A.2 GEOMETRIC SHAPES FOR CELLULAR SYSTEMS
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In comparing cellular network arrangements, two parameters are

used. These are:

". the so-called reuse ratio D/R which is the ratio of .
the disténce between co-channel base stations trans-

mitters to the cell radius, and

. C the number of distinctly unique sets -of frequencies.

For hexagonal cells, it can be shown that these are related as

follows:

D _
R—/E"C"

where C can take only the selected values:
C = 3,4,7,9,12,13....

Figure A.3 shows the four cellular structures that are obtained by
letting C = 3,7,9 and 12. Each cell has a set of distinct frequencies
that will not interfere with frequencies assigned to adjacent cells,
The frequencies (channels) within each ccll are used for communications
between the baéc station (which is connected to the telephone network)
and the mobile terminals. Also shown in dark lines in Figure A.3 are
arrangements of the different sets of frequencies among the cells. By
repeating this pattern, the same set C or frequencies can be reused to

-cover a given area.
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+CELL-SITE LOCATION +CELL-SITE LOCATION
c=3 ,  DIR=3 c=7 , DIR=4.6

*CELL-SITE LOCATION + CELL-SITE LOCATION
C=9 , DIR=5.2 C=12 ’ DIR=86

C= no. of Channel Sets
R= "Radius" of cell
D= Distance between cofchannels

Figure A.3 CELLULAR STRUCTURES FOR C=3, 7,9, 12
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The actuzl values of ﬁ and R afe fﬁnctionsuof blocking probability,
the number of available frequencies and traffic characteristies.
However, it turns out from analysis that D/R, the minimum co-channel
reuse ratio, is a funetion of thé signal-to-noise and carrier ta inter—'
ference ratios. The minimum c§~channel reuse disfance D brings about
a cluster of cells known as an Interferenée Cell Group. As indicated in
Figure A.é for a given D and R there is a minimum number of channel sets
reqﬁired to provide service to the system.

The traffic handling capability of a given cellulér_netwérk can he
greatly incfeased by a technique called splitting. This involves the
addition of new cells ﬁidwéy between existing cells reducing the trans-
mitter power and, hence, the coverage areas, while retaining the -same
co-channel reusélraﬁio; This is the rationale behind the "remote control
of transmitter power'" feature that is being built into the'Moﬁorola
system. | |

:In order to maﬁage a cellular ﬁetwork a number of controi chanﬁels.

must also be provided. These control channels

- assign the specifiec pair of frequencies’(duplex channel)

whenever a mobile terminal originates a call

- locate the given mobile terminal that is being called

(called Paging)

- reassign frequencies as required to maintain communications

as mobile terminals move from cell to cell (called Hand-off).
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" Control channels are therefore known és either paging'or_accéss
channels, and both types operate in a digital mode. Theyppération is
as follows.

When a particular mobile terminal wishes to place a call, i£ sends
a request to do so on the uplink access channel. Th;é‘reéuest is.
decoded by tﬁe base statiqn which then makes available a dublex chan-
nel, and the mobile terminal is so natified via the downlink gccess‘
channel. In the case of a land originated call, the éxact cell loca-
tion of the desired mobile stétion is unknoﬁn. A paging (locating)
signal, must ﬁherefore be broadcast by base stations in all cells
over the downlink paging channel®. All mobile terminals have a distinc
distinct address and automatically. tune in" (1isten)‘on the paging chan
channel when not in usé7 Thus, the mobile termiﬁal being sought ié
feadily 1§cated and rQSands over the uplink paging channél. This
digital response signal ié«detected by the closest base station in
the cell in which the mobile is 1ocatéd and the channel assignment
prqcedure mentioned.above‘is fepeated. |

Since adjacent cells’do not use the séme radio channels, a; an
active mobile unitnﬁrosses a cell boundary a new radié channel ﬁust be
quickly assigned. Several schemes‘havé been proposed to overcoﬁe the

hand-off problem. One scheme requires that all active mobile terminals

*Tn actual practice, in order to avoid interference between transmitters
located in each of the cells, a set of different and distinct paging
channels is required. The mobile terminals must then scan all of these
paging channels when not in use. TOVerQQE"théttotal number of required
paging channels, the assignment of these. channeéls is made on the basis
of paging areas comprising groups of cells:
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continually transmit their identity over the paging channel so that
the closest base station can ensure that a channel is always assigned.
Another scheme, which reduces the uplink paging channel traffic,
requires that mobile terminals transmit their identity only when there
is a change in identity of thezbasefstation that they are commu-

nicating with.

Channel Assignment Schemes

Central to the design of a cellular network is the cholce of the
channel assignment scheme. This choice involves specifying the set
of channels and how they should be assigned at each given point in
time so as to minimize the probability of a call being blocked or in
other words to maximize the traffic carrying capacity of a system for
a given acceptable grade of service and channel reuse ratio. Channel
assignment schemes have been»activeiy investigated {88},{89},{90}

and fall into three classes:

- static assignment schemes
- dynamic assignment schemes

- hybrid assignement schemes

Static Assignment Schemes

As the name implies, these involve a time invariant allocation of
specified sets of frequencies to cells. As discussed above, the
required. number of sets of frequencies 1s a function of the co-channel

reuse ratio. It is easy to see that the main drawback of static schemes
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is that a call originated by a ﬁobile terminél will be bldcked‘if»éll
channels within its cell are curreptly in use even though neigh-
boring‘cells-might have idle channels.

The probability that a call is blocked* in a cell Having ¢ channels

can immediately be calculated using the Erlang-B fdrmula:

B(c,p) =

where "p" is the traffic offered to this group of ¢ channels. The total

traffic carried by a given cell is therefore

ol = p[1 - B(c,0)]

The total traffic carried by a cellular system with L cells em-
ploying a static allocation scheme and M channel sets is readily obtained

from the above equations.

™M
Oy
S~
9

Dynamic Assignment Schemes

Static assignment schemes are efficient as long as the traffic being

generated by the terminals is uniformly distributed across the system.

In actual practice, this will not be true, since the traffic being
generated in any cell will be a function of the density of mobiles in

that cell and this varies with the geographical location of the cell.

* agsuming that the traffic being generated is Poisson. '
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In order to overcome the problems arising from the location de-
pendent traffic patterns, dynamic channel assignment‘schemes have been
proposed to manage and reallocate the frequencies in cells on the basis
of the stochastic fluctuations occurring in the traffic.

All of these dynamic management schemes work on the basis that
currently unused frequencies can be assigned to any of the cells
provided that the actual total number of channels, etc. is not violated.
Within this framework, a variety of strategies {91},{92},{93},{941},
have been studied, and each includes criteria for determining which
chahnels of the available should be assigned.

Closed form analytical models of dynamic assignment schemes have
proven elusive and difficult. Simulation is still our only tool for
studying the performance of these schemes. In this regard, one inter-
esting result obtained by simulation is that '"random channel selection
for re-assignment' strategy will always lead to traffic handling results
comparable to those of any of the more exotic dynamic assignment schemes
that have been studies so far.

Conceptually, the problem of computing the blocking probability in
a given céll under dynamic assignment involves determining all system
states that satisfy the co-channel reuse distance constant. From a
computational point of view, this becomes an intractable problem as
the number of system states increases approximately as a factorial
function of the number of cells in the network.

As has happened so many times in the past, when combinatorial prob-

lems has presented computational difficulties, Graph Theory can be
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applied. 1In particular, Sengoku {95} gives a graph theoretical method
for finding the system blocking probability.
This method first involves determining the probability P(i), that

a given channel is used in "i" cells simultaneously, as a function of

the system offered load p from the following result:

o/t vy

P(i) = :
3 (el v,
j=o I
where éach vivis the number of i-cliques of the graph obtained from the
given cellular system by connécting those pairs of nodes (cells) which
are not adjacent to each other, and k is the largest number of cells
in Which a given chéﬁnel can be simultaneously used Witﬁout causing
interference.

dnce P(i) has Béén determined, the average amount"of’traffic a,

that can be carried by the network can be computed as:
k

a, = I iP(4i)
- i=l

.and the average system blocking probability would therefore be:
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Sengoku {951} also proposed a dynamic channel assignment algorithm
based on the method of cliques. The principle behind this aigorithm is
that it attempts to minimize the system blocking probability by selecting
for assignment a channel which minimizes the decrease of cliques. This,A
however, involves extensive computation and it appears that the algorithm
could not be implementable in a practical cellular system. There is,

however, little doubt that it generates good channel assignment schemes

‘and, as such, could be used as a basis against which other heuristic

schemes are evaluated.

The research to date indicates that for low blocking probabilities,
dynamic schemes would give better traffic handling performance than
static schemes. However, for very high blocking probabilities, the
opposite is true. The best compromise seems to be a combination of these
schemes, and this brings us to what are known as hybrid assignment

schemes.

Hybrnid Assignment Schemes

These assignment schemes attempt to take advantage of the éest
features of static and dynamic schemes. They all operate by assigning
some channels for dynamic assignment to cope with the statistical fluc-
tuations of traffic.

The problem then involves determining the split of available chan-
nels. A number of specific cases have been studied. Cox {89} for
example, studied the case of 10 channels available for assignement and

found the optimum division to be 8 static channels and 2 dynamic channels.
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In a receﬂt paper Kahwa {90} éimuléted several hybrid assignment
schemes under én Erléng B SérVicé diécipline and provided some gulde-
lines as to hoﬁ channels shoﬁld be split. Briefl?, his resulfs indicate -
~ that hybrid schemes are alﬁays superior to static one;.if traffic logd
peaks up exceeding average load by as much as 507 are present in ény
of the cells. More fecently Sih.{96} undertook a simulafion of a
cellular system employing a hybrid channel assignment scheme with an
Erlang C service discipline. Figure A.5 gives a comparison bet@een the
Erlang B and Erlang C service disciplinesT VF;r light loadings, systems
‘with a high number of dynamic channels give the best performance. As

the load is increased the number of dynamic channels should be reduced

until all channels are assigned on a static basis.
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APPENDIX B

PACKET RADLO RANDOM ACCESS SCHEMES

Introduction

When one considgrs an énvirqnment where a large population of low
traffic users wishes to'communicate with each other either directly
or through a central station, an immediate question can be raised
regarding the method by which Ehe communication channel or channels
will be allocated. 1In the context of radio communication channels,
tﬁree main-channel allocatioﬁ methodologiés'namely; fixed, dynamicl
and réndom, can be investigated. FDMA and TDMA are examples.éf fixed
allocation schemes, while ATDMA would éorre5pond to a dynamic or |
demand based allocation méthod. Schemes such as FDMA or TDMA, which
can typically be implemented.in a distributed control envirgnment,
have been shown to be wasﬁeful of bgndwidth. The ;hird main class of

allocation schemes, namely random zccess, has on the contrary been shown

~to be extremely spectrum efficient.

In this appendix wé.will review the classical random acéess schemes
and brigfly comment omrthe various reservation protocqlé that have been
proposed in the liﬁerature. Some ﬁf the problems and relevant issues
that can bé raised in the context of packet radio networks, will also be

given.
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THE PURE ALOHA RANDOM ACCESS SYSTEM

The pure ALOHA scheme {97},{98}, aﬁpears to have been the first
random access scheme specifically designed to optimally share a radio
communication channel among a large number of data terminals. In
this scheme terminals tranmsmit at random data packets (of fixed length}
over a high speed radio channel, without consideration of the trans-
missions that are being made by other terminals using the same channelf
In those cases where packet transmissions overlap (collide), no
acknowledgement is received at the transmitting terminal and the trans-
mission is repeated after a period of time of random duration. This re-
transmission process is repeated until a successful transmission and
acknowledgement occur or until the process is terminated by the terminal.

In the pure ALOHA scheme, only packets received without error are
acknowledged. To prevent collisions-between packets and their acknowl-
edgements the downlink radio channel from the central station to the
terminals, is not the same radio channel that is used for uplink commu-
nication.

Finally, the literature has concentrated on packet overlaps as the
only source of packet errors. Howeve;, in a land-mobile environment
errors in packet transmission are due to ignition noise, fading and

shadowing.

Capacity of the Pure ALOHA Channel

In order to describe this result assume that the total traffic
offered to a radio channel by a large population of terminmals, consists

of newly generated packets as well as previously collided packets.
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Define the channel input rate S, as the average number of new
packets generated per packet transmission interval, T, and the channel
traffic rate G as the average number of new and retransmitted Packets
per packet transmission interval. Then under steady state conditions
VS, becomes equal to the channel thfoughput‘rate. The expressign fdf
the maximum achievable value of S, was first shown by Abramson {99}

to be:

S = Gg i ' eoese (B.1)

A plot of this equation is shown as'Figure B.1. ‘In particular, as shown
in this figure, maximum ﬁécket'throﬁghput is achieVed at G = 1/2 and

is equal to 1/2e = 0.184 of the total capacity of the channel. The
ratio S/G can aiso be interpreted as the probability of a successful
packet transmission while (G/S - 1) is the average number of retrans-

missions required before a packet is successfully received.

Delay
If we define.ﬁhe expected packet delay D as the average time from
when a packet is generated until it is successfully received the-

following expreésion is obtained for a pure ALOHA channel.

‘D=|:-g\—l}R+lfB ceees (B.2)

where R is the average delay between two consecutive packet' transmissions.
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Assuming that acknowledgement packets are always correctly received,
and denoting by « the transmission time of the acknowledgement packet

(measured in units of packet transmission times) we obtain:

R=1+28+6+a vever (B.3)

where B and § are respectively the one-way propagation delay, and the
average value of some specific retransmission time probability distri-
bution. Both B and § are expressed in units of packet transmission time.

It should be kept in mind that the above equation does not include
the time required to error check packets or the time taken to generate
acknowledgement packets, Furthermore it is easy to see that the
normalized propagation delay B will typically be a very small fraction
of the packet transmission time.

Intuitively it should also be clear that, §, should not be chosen
too large since this will produce a delay that is also large. If, on
the other hand, 6 is too small, interference (collisions) increase and
so does the channel traffic G, and the channel degrades. Fortunately,
it has been shown {86} that for any particular value of S, an optimal
§ exists that will minimize the delay per packet for any given retrans-

mission delay probability distribution functiom.

Remasihs

Despite the relatively low channel utilization that it achieves
(of the order of 18% of capacity) the pure ALOHA random access scheme
is attractive because of its inherent simplicity and_low implementation

cost. However, the major limitation of pure ALOHA (as well as slotted
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ALOHA channels)'is their instability as traffic increases. In this
regard, Lam {86} has %hqwn that as a result of the stochastic fluctua-
tion in ;hannel input, channel saturation can occur causing the channel
to become céngested with collisions and refransmitted packets. Under
these conditions, the real tfaffic actually passing through the syétem
falls off dramatically: For example in Figure B.l,‘the channel .throughput
vanishes to zero whEnevér the traffic offered to the channel exceeds
fhe value of 0.5 éf its capéciﬁy.

" In order to deal with this instability condition variéus dynamic
control procedures have been proposed {100} {101}, Eséentially,
these procedures minimize the'occu;rénce oﬁ instability by requiring
that each terminal take appropriate action (suéh as, cease transmission)
to prevént channel saturation as the unstaBle region is being approached.

- The above results for the pure ALOHA scheme apply oﬁly in those "
cases where each méssagé is transmitted as a fixed size packet(s). In
céées where messages are made-up of variable length packeté; analysis
techniques Sased on message switching are used. For example,
Fergﬁéon {02}, fL.o3} has develqped a model fof’analyzing thé traffic
handling of radio networks where messages are variable length packets.
His analysis shows that the throughput of a packet radio network with
fixed packét lengths is greater than the throughput of a hetwdrk

employing variable length packets.
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THE SLOTTED ALOHA RANDOM ACCESS SCHEME

This scheme is.directed at reducing the pe;iod of time {called)

B vuinerable peribd) during which packets can collide. To achieve this .

reduction, Robefts'QOQ'suggested that términals'should'be synchronizgd
in some sense.’ This synchfonizatién is necessary to produce what is
called slotting of the time axis. These slofs or segmenfs Qf time

axis are equal fo thé transmissionrfime qf a packet of cpnétant lgngth.
It is then easy to see that 1f slotting can be achieved on anginétéﬁ;,
taneous bagis for each pagket‘then,‘thé périod of time for which a
packet wﬁuld be vulnerablé would onlj be 3 of that of'tﬂe pure ALOHA
case.. This igibacause élllferminals,woﬁld be required to transmit their
fackets at tﬁé Begiﬁning'oi.a glot, and thexefore,‘énly total packeﬁ

agverlaps can occur, Apart from this modificatien, the operation of the

-,slotted'ALOHA]is identical to tﬁat of the pure ALOHA and is therefore

not repeated here.

Capacity of the Stoited ALOHA Channel

Since coilisions‘batween packeté in the channel can only occur
during a period.of time equal to ome slbt time, the probability of
collision is reduced énd as shown by Roberts {04} the‘throughput

equation for the channel becomes:

R . . : . i
S=Ge ! ’ ‘ ) " - . - t-c--(B.4)

Again, as shown in Figure B.1l, the maximum channel throughput using

the slotted ALCHA écheme“is'athieved at G =1 and is equal to 1/e=0.368

of the channel capacity.  This, aé‘ék@éﬁgéd;lié twicé thé throughput

that the pure ALOHA random access scheme would achieve on the same channal.
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Delay.

Defining the average delay D incurred per packet (measured in units
of packet transmission time) as a function of the packet transmission

time, the average retransmission delay and the propagation delay B,

{a k+ 1
D_(§-> (e+ > ) +1+8 cere. (B.S)

where k represents the maximum retransmission delay expressed as an

we have®:

integer number of k slots or packet transmission times.
Lam {86} proved that for each value of S, an optimum value of k

could be selected which would minimize the packet delay.

Remasriks

The throughput of slotted ALOHA is twice that of pure ALOHA.
However, when the traffic being offered to the channel is close to the
theoretical maximum throughput, the channel saturates rapidly and the
throughput of actual message packets falls off dramatically. One
serious limitation of the slotted ALOHA scheme is the requiremeét that
all users be synchronized, and that the slotting of packets takes place

"instantaneously'". This is a non-trivial implementation problem.

k+1

5 for the case of the

*Note § (random retransmission delay) =.

uniform distribution for random retransmission time.
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CARRIER SENSE MULfI?LE'ACCESS SCHEMESV(CSMA)

In the previously described schemes, the major féctor affecting
throughput was the collision of packets that were beiﬁg transmitted
by various terminals unaware of the presence of each other.

To reduce the impact ofvthis-limitation, a number of authors
83 },{105, {1068 suggested tﬁat’terminais should first ”senée the cérrierh
(listen to the‘channel)’prior to fransmitting. This scheme, which is
called the CSMA scheme, assumes that the brobagation delay between
two terminals is‘a'small fraction of ;he total fime taken to tfansmit
a packét. .When this is'not the case, the information upon which the
terminal bases its deéiSiQn'whether or not to transmit could leéd to
incorrect decisions.

A terminals "sensing the channel" can employ any of three varia-

" tions of the CSMA scheme. These are l-persistent CSMA, p-persistent

CSMA, and the noh~persis£ent CSMA. Each of these CSMA schemes differ

- in the action that a terminal that wishes to transmit takes after

sensing the channel. However, in all three cases, the retransﬁission
deléy that followé.an unsuécessful packet traﬁsmissibn is seleq;ed from
some refransmission delay distribution. Finally, it is‘possible to
coﬂstfuct slotted aé‘well as unslotted versions of these three CSMA

schemes..

The 1-Persistent CSMA Scheme

This scheme operates as follows:
Whenever a terminal has a packet ready for transmission, the channel is

"sensed" and if it is idle (no other-packet in it), then the ‘terminal
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transmits its packet. If the channel is sensed busy, then the terminal
keeps sensing the channel until it determines that it is idle and then

transmits its packet.

The p-Persistent CSMA Scheme

This scheme operates as follows:

Whenever a terminal has a packet ready for transmission the channel is
"sensed" and if it is idle, the terminal transmits its packet with
probability p, or delays by an amount equal to the propagation time
with probability (l-p). If a delay has occurred, the terminal again
senses the channel and repeats the above procedure. If the channel is
sensed busy, the terminal reschedules its "sensing for transmission"
sequence in accordance with the retransmission delay distribution, and

operates as described above.

l‘ he Non-Persistent CSMA Scheme

This scheme operates as follows:
When a terminal has a packet ready for trénsmission it senses the chan-
nel and if the channel is sénsed idle, the packet is transmitted. If
the channel is sensed busy the terminal does not persist in sending
the packet and simply schedules the transmission of the packet in
accordance with the retransmission delay distribution. At this new

point in time, the channel is sensed and the same procedure is repeated.

t




- 187 -

Charme,?, Canac,(,tu

A ‘complete discussion of the throughput ; traffio characteristics
of the three versions of CSMA is given in {g3}. One important point
to keep in mind is that while the throughput achieved: by both the pure
'ALOHA and slotted ALOHA access is, 1ndependent of the propagation delay,
that this is not so for the CSMA schemes. For example, in the case -
of non—pers15tent CSMA Tobagl'@B]'showed that tne throughput S was:
GemBG

S, = - - o 'A.(..‘..V‘B‘6
G+ 2B) te BG K : (8.6)

The graph of this equation is shown in Figure B.2. For a value of B close
to_one; that is when the propagation delay is compatahle to the packet
transmission time, it is readily seen that both pure ALOHA and slotted

ALOHA are superior to CSMA.

Delay

For any of the thfee CSMA_schemes, the average packet delay, D, is
again apfunction of'both the channel'throughput S and theﬁaveraée re—
ttansmission delay 6. For eacn value of S a minimum delay can be R
achleved by choosing an optimal value of S. For the. non—per51stent .
protoeol the average delay negleetlng the propagation delay as given in

{83} 1s:
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" Remasihs.

The various CSMA schemes do theoretically yield improved channel
utilization when compared'with the pure and slotted ALOHA ones.
However, it must be remembered unless the propagation delay B is
neglected the thrdughput Vapishes for a large value of the channel
traffic (i.e. as G »- 1). Also for finite values of B, the channel will
drift into saturation and iﬁstability and dynémie contfol procedures
must be invoked. In addition, the appealing simplicity of implementa-
tion of pure ALOHA is lost. Of these CSMA schemes only the non-persis-

tent, non slotted CSMA appears simple to implement.

“RESERVATibN" RANDOM ACCESS SCHEMES

A number of random access schemes have been‘prdpésed by various
authors to satisfy in some optimal manner the particular environment
in Whiéh they were designed to operate. Most of‘these schemes fall
under a general élass of so-called 'reservation" schemes. In essence
they work on the basis that a significant portion of the traffic is
composed of muiti—packet meséages. " Hence, . rather than makiﬁg an access

request for each packet, one request is made per message. The central

station maintains a queue of requests and informs the terminals of their

position in the queue. Alternatively it is possible to envisage a dis-
tributed giobal queue where terminals would decide'when to transmit.
This entails however that reservation paékets are cbrréctly received by
all terminals,  36me of the various fypes of resetvétion schemes that

are known will now be briefly described.

ol Ay 8 A N S 0 e

al O S0 g N 0 8 O P O
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Reservation 1

A description of one of the earliest reservation random access
schemes is due to Roberts {107}. In this scheme, the channel is time
divided into two sub-channels of which one is used, under the slotted
ALOHA mode, for reservation packets while the other is operated in a’
dedicated mode for data packets. Hence, collisions can only occur
on the request channel. Furthermore, no control by a central station
is required, since it is assumed that all terminals can 'hear" the
successful requests for data slots. A similar reservation scheme
proposed by Szpankowski {L08} suggests that both the reservation and

message channel could be divided into a number of slots.

Resenvation 11

In 1976 Tobagi {109 proposed a similar technique that required
that the channel be frequency divided into two subchannels - one for
control information and one for data. This technique known under the
name split Channel Reservation Multiple Access (SCRMA) suggests that
the control of the data channel instead of being distributed should
be centralized. Tobagi further suggested that the control channel

could be accessed using pure ALOHA, slotted ALOHA or CSMA.

Reservation 111

Somewhat earlier, Crowther {1134 suggested a reservation technique,
known as R-ALOHA, which is based on a slotted ALOHA channel, in which
a number of slots are grouped to form a frame. A terminal is allowed

to transmit a packet during any one of the unoccupied frame slots.
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A terminal "own‘right;" to the slot for a period of fime until its
message is successfully,transmitged. Howevé;,,no terminal is
permanently assigned any of the frame slots, aﬁd must compete with
other terminals for them7 lThe performance of ﬁhis multible.accesé
scheme was subsquently apalyzéd by Lam ﬁJJ} both through analysis

and simulation.

Resenvation IV

A variation of the above random access scheme, suggested by
Binder {L12}is based on a»bermanently assigﬁed TDMA structﬁre;'i.e.
each terminal is permanently assigned a slot in each frame. However,
any other terminal using the channei'canAuse the slot 6f a particular
terminal if this terminal is idle. In essence, Binder's approéch
consists of a dynamic time—aséignmen£ system which rgtains the stability

_and allocation fairness of a fixed TDMA structure.

Reservation V

This scheme takes édvantage of the fact that in slotted AinA chan-
nels the throughput can exceed 1l/e if thevterminals have different
packet transmission rates.‘ Based on this, Sastry ﬂlj‘préposed_a reser-
vation technique that automatically allocates a number of transmission
slots, say n, to a large_pser, whepever such user has managed to
_capture an available slot. Then, because of the broadcast nature of
the nature df the éhannel, all terminals know that the large user has
just transmitted é successful packetvap& thus rgfréin frqm;tfanéqittiﬁg%

in the next n slots.




- 192 -

Reservation VI

Another reservation technique known as Multi-Level Multi-Access
(MLMA) has recently been proposed by Rothauser {l14}. Terminals which
are ready to send, enter their requests into a request slot which is
just long enough to allo% the identification of those currently active
requestors. By using a "one-out-of N" code where N is the number
of terminals, simultaneous requests for transmission space can be

properly recognized.

Resernvation VII

A reservation protocol designed to handle both packetized data and
voice traffic, known as CPODA (Contention-based Priority Oriented Demand
Assignment) was proposed by Jacobs {23} in the context of SATINET ex-
periments. Similarly to Robert's scheme {107} the channel time is
partitioned into a reservation subframe and an information subframe.
Within the reservation subframe a number of slots are accessed on a
contention basis by reservation packets. Channel time can also be
reserved by piggybacking reservations in the header of scheduled
message transmissions. While an explicit reservation is made for each
data packet generated by bursty traffic sources a unique reservation
is sent for stream type traffic characteristic of speech or facsimile.

CPODA measurements and simulation results were reported by Chu {211}.

Resenvation VIII

To cope with the long waisted time delays characteristic of satel-

lite channels Balagangadhar {113} has recently advocated a new reservation
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based time division multiple access scheme, known as RMA.' As in Binder's
scheﬁe the time axis is divided into frameé; hbﬁever in each frame there
are a number of reservation minislots (Qne minislot per terminal),
followed by'preassigned timé slots (one slot ﬁer términal) and a
variable number of reservation access slots. At the beginning of the
frame all terminals transmit their reservation reqﬁests on ﬁheir
dedicated minislots. After a round’trip'deiay the‘vector of reservation
demands is received by all terminals who thep'sequéntially transmit on

their assigned access slots.

.Resenvation IX

The SRUC (Sblit Reservation Upon Collision) technique,‘proposed by
Borgono§o {118 is a hybrid contention—reservatioﬁ scheme in the sense
that a reservation scheme is:ipvoked when contention occurs. Frames are
divided into a number of slots with clusters of terminals being assigned
one slot. in every framef Every slot within a frame is further parti—
ﬁioned into a data subslot and a signalling subslotf' Terminals access
the data subslots according to a specified access protocol which relies
on a channel control procedure. An evéluation of the performance of
SRUC is conducted and a comparison with other access techniques for
both ground systems and satellite basgd systems, shows that SRUC has
some advantages in partiéular for ﬁigh channel utilizatioﬁs. From an-
implementation'point of view the SRUC technique appears to be quite'-

simple.

4
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OTHER RANDOM ACCESS SCHEMES

We will now briefly discuss some representative random access

schemes that do not belong to the class of 'reservation' techniques.

Pwre ALOHA Varniation

A modification of the pure ALOHA access scheme proposed by
Tasaka {117} is claimed to achieve a higher throughpﬁt than pure
ALOHA. Such improvement is obtained by using signal processing tech-
niques whenever two or more packets overlap, to recover the "least ‘
destroyed'" packet. The author believes that these results are of‘

‘theoretical interest only at this time.

Schemes for Low Number of Users

When the number of terminals (possibly buffered), that compete for
a given radio channel, is very low (< 20), Scholl {118} showed that a

number of collision free schemes were actually more effective than CSMA
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in terms of their delay-throughput charactefistics pafticularly in the
case of heavy trafficT For channels with about 50 buffered user
terminals a technique known as Mini-Slotted Alternating Priorities
(MSAP) was shown to provide an almost perfect séheduling. The MSAP
technique presents the additional.advantége of 'not fequiring the

control from a central station.

An Optimal Adaptive Scheme

This scheme proﬁosed by Yemini {19} is the first attempt to solve

the problem of distributed control of a slotted channel that is shared

by -a number of terminals. . The scheme gives better throughput performance

than either the optimally controlled slotted ALOHA (for light loads),

or the TDMA for heavy loads. It would be difficult and costly to

implement and remains of theoretical interest only at this time.

Group Random Access

It may sometimes be desirable to dedicate in time certain portions

‘of the channel to a specified grbup of network terminals selected on

thé basis'df priorities or. traffic éharacteristics. The Group Random
Access (GRA) technique studied by Rubin ﬂz@-provides a specific group
of terminals with a.periodic sequence of channel access periods during
which the group uses a random access scheme. Other groups of tefminals
share4thé reﬁaining time a&ailable on the channel using similar or

different random access schemes.
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Genenalization of CSMA

Recently, Hansen {121 suggested a generalization of the warious
carrier sense access techniques proposed by Tobagi {83}, The main
difference between the two schemes is that Hansen proposes a frame
of sensing slots with grohps of users being assigned a spegific sensing
slot on every frame. After listening to its own sensing slot the uéer
follows the non-persistent CSMA protocol. By a careful selection of M
the number of users who are assigned to sach sensing slot, Hansen
suggests that substantial improvements in delay-throughput performance
can be obtained. A further extension {122} of the above scheme,
reported by the same author, includes the random assignment of channel
users to sensing slots. No improvement over the fixed assignment of

sensing slots can be obtained whenm M is optimized.

Framed ALOHA

A variation of the slotted ALOHA concept, known as framed ALOHA
has been proposed by Okada {23}, in particular for satellite channels.
A slotted frame containing L slots is available to a finite numﬁér of
users, each user being allowed to send at most one packet per frame.
While the average throughput ;f the framed ALOHA remains unchanged with
regards to slotted ALOHA, the variance of the throughput is reduced by

a factor L where L is the number of slots per frame.
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The Broadeast Recognizing Access Method

This decentréliied random access protocol, applicable to radio
channels or coaxial cable,buses is based on the ability to recognize .
the identity of the terﬁinal asso;iated with a successful transmission,
and relies on‘fhe’use of a scheduling function which.defers the packet
transmission epocﬁs by aﬁAleast the channel propagation delay. Four

variants of the basic protocol are discussed by Chlamtac {124}.

Multiple Acce/m' Thee Protocols

These tree protocols, originally formulated by Capetanakis 425},
126} were followed feceﬁtly by a new aﬁcess protocol_that according to
Meubus ﬂ27f.su55tantially iméroves the original Capetanakis' scheme;
In essence tree protocols éfe based upon assigning the traffic sources
to the léaves of afﬁfee. Whenever collisions occur the tree is searched
and thé conflicting traffic sources are progressively partitioned so as
tO-réduce the'prpbability of collision, Ultimately'all traffic sources
are partitioned into separate sets, each set containing'at most oﬁé
active terminal at which point in time collision free trénsmissionS‘can
take place. Both finite aﬁd infinite user populafions have been
‘considered by‘Capetaﬁakis,'who shows that in thellater case the maximum

average throughput does not exceed 0.43.

Schemes 501L"P/L0ce/5/51.ng Satellites

DeRosa {28} and Ng {129} weré:among the first authors to consider the
benefits fhat could be gained by a proceésiﬁg satéilite aéﬂdppései.to

the current satellites which can be viewed eéséﬁtially as trahsponders.
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Indeed in a random access technique such slotted ALOHA there is no
need for the satellite to transpond back to the earth stations,
collisions and unused slots. The bandwidth savings obtained, by an
intelligent satellite, on the downlink channel, could be given to the
uplink channel. In 1978 DeRosa studied a packet satellite network
with n uplink FDMA channels accessed on a slotted ALOHA basis, one
downlink TDM channel and no buffering at the satellite. Later on the
same author extended his analysis to the case where the satellite

is provided with a small buffer. Eaves {L30} at about the same time
extended the original results of DeRosa to include multiple TDM down-
links. He further showed how to optimize the selection of the number
of downlink and uplink channels for a given bandwidth constraint. A
further generalization of the DeRosa model was recently obtained by
Molle {31} who refers to these channel configurations as concentrated
ALOHA satellite links. He showed in particular that at the expense of
increased satellite processing the average packet delays could be
reduced. The above schemes are readily applicable to mobile communica-
tion systems since processiné and buffering.at the base station level

presents no technical or economical difficulties.

PACKET RADIO NETWORKS

In the previous section, a number of random access schemes and
associéted delay - throughput characteristics were discussed. In the
design of packet radio networks consisting of a large number of terminals,
several repeaters and one or more central stations as shown conceptually

in Figure B.3, the random access scheme is only one of the system-design
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considerations. Other considerations of equal importancé affect ﬁhe
overall system’s’capacity, the tolerable end-to-end delay, as well
as the system’s cost and complexity. The choiﬁe of‘routing,.nétwork
topology, chanﬁél bandwidths and moduiation schemes are Buf'éome
of these important design considerations. Thus, the desigﬁ of a packet
fadio network invoivéé a ﬁumber of mutually dependenf'conéiderations7
>Statements of op;imélity must therefore be carefully’specified'in terms
of théée aspects. Iﬁ mosﬁ instances, only é small number of considera-

tions can simultaneously be taken into account.  Some of these are

discussed below:

The' Routing Pndeem

Three approaches for routing messages in multi-hop packet radio

networks have béen proposed by Gitman et al {32}. These are called:

- Broadcast routing
~ Hierarchical routing

~. Directed Broadcast routing

In packet radio networks, as distinct from point-to-point networks
(where the routing.algorithm must determine the outgoing link for
packets) the.packet repeéters must decide whether or not to accept an
incoming packet. ASuch a decision is based on an algorithm whose purpose
is to regulate the traffic by'preventing looping and cycling of packets.

This decision process leads to the conéept of a,broédcast routing scheme.
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MODEL OF A PACKET RADIO NETWORK
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However, this scheme broadcasts packets and this can have severe conse-
quences as a lafge number of duplicate packets can be generated thereby
waste network resources to_handle them?

To overcome this problem, higrarchicai routing strategy infofmation
in the forﬁ of a\labelAmust be assigned to each repeater so that the
"route of a message' forms a hierarchical tree structure. A shortest
path route bétween any pair of terminals can then be specified thereby
eliminating'the,geﬁeration of duplicate copies of packets,

A scheme called "the directed broadcast routing.scheme" takes
‘advantage of the best properties of the two previous schemes, in that it
uses shortest path routing while aﬁ\the same time provides for the

generation of extra copies of packets along the path as réquired.

 The Acknowledgement Problem.

In packet switched networks at least two types of acknowledgement
schemes are required to ensure that packets are not 'lost" within éhe
network. These acknowledgement schemes are the Hop~by-Hop acknowl-
eédgement that is sent Qhenever a packet is successfully received by the
next node dn thé.path; and the End-to-End acknowledgeﬁemt that is tfans—
mitted whenever the packet f;nally reaches its destinationf A comparison
of the traffic handling perfofmance of these two schemes was carried out
by Gitman {33} who showed that.the‘total>average source~destination
paéket delay with a Hop-by-Hop scheme is always smaller than the corre-
sponding délay with an End-to-End sqheme. In particular, the performance
of the Hop-by-Hop scheme is significantly better for multihop networks
in which the probability of successful transmission on a per hop basis

becomes small,
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The Reliability Problem

An evaluation of the reliability (probability that message sent
will be received) of different routing schemes and topological designs,
in the presence of repeater failures was undertaken by Ball et al {34},
Their study, which is based on three reliébility measures, showed that
the reliability of a multihop packet radio network employing repeaters
is extremely sensitive to the routing scheme used and the network

topology configuration.

The Channel Conftauraiion Problem

There are two distinct aspects to the channel configuration problem.
The first involves the determining of whether or not there should be
two distinct channels, one for each direction of transmissiqn or whether
a common channel should be dynamically shared between the two directions
of transmission. The investigation of this problem was undertaken by

Gitman et al {35} who showed that for one-hop networks, the common

.channel performance is consistantly better than the performance of the

split channel, when the ratio of traffic to and from the statio; is not
known or varies.

The other aspect of the other channel configuration problem was
studied by the same author {136}, when he considered the possibility of
using directional antennas by repeaters and stations for a single station
two-hop network. The results obtained assume that separate channels
from station to terminals and from terminals to stations are used and

that the slotted ALOHA random access scheme is employed. The main
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results can' be summarized as follows: namely that direcéional antennas
can significantly increase the system capacity under some circumstances7
This paper also gi&és some specific design guidelines that will naximize
the system's>éapacity as a fﬁnction of the repeater interfereﬁce level,
However, the models.did not take into account the packet delay in
passing thfough the network.

The throughput-delay performanée'of two~hop star connected configu-

°

rations was investigated by Tobagi {137}, This analysis was however

limited to the inbound traffic, i.e. traffic originated at the terminals
and destined to the station. Later the same author {138} refined his
analysis .to consider two-hop fully connected configurations and

evaluated its throughput-delay performance in terms of the network

.topology (number of repeaters and network connectivity) as well as the

repeater's transmission protocol.

The Network Capacity Problem

The typical assumption used in the analysis of packet radio networks,
is that all tefﬁinals are within raﬁge of each other as weli as within
range of the ceﬂtral station. -Such‘hetwbrks are comnsidered té_be single
hop networks as opposed to multi-hop networks where a packet must be
relayed by several repeaters before reaching its destinatibn. Kleinrock
§39} considered range restricted networks consisting of.randomly located
nodes and showed that it was poséible to obtain a capacity that-wasv
propoftional to the square root of the numbef of network nodes. For an

optimal average node degree of 6 the network throughput is 0.0976 /n as
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opposed to 1l/e for a fully connected slotted ALOHA network. This study
was further extended by Silvester {14¢ who considered the problem of

determining what traffic patterns would maximize the throughput.
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APPENDIX G

SPEECH CODING AND INTERPOLATION

Introduction

'In this appendix, we shall first review the characteristics of
speech waveforms from two viewpoints. In particular we will consider
the statistical characteristics of the ON-OFF pattern of the Speech
(or talkspurt-silence pattern). Then, we shall consider the time
aﬁd frequency qharacteristics of the speech waveform.

This review will be folloﬁed by a brief summary of voice ~
encoding techniques which for our pﬁrposes will be classified into
wide-band and narrow-band techniques.

We will close this appendix with a descriptién of two digital .

speech interpolatibn techniques namely TASI and SPEC.

The On~OFF pattern of the speech

The information presented in this section is obtained mainly from

the work cOnducted'b§ Brady {25},{84},{41}, in the late 1960's. His

preliminary work led him to suggest a model for generating ON-OFF speech-

patterns representative of two-way telephone conversations. Before
presenting any results, we shall first indicate which assumptions and

constraints have been used in developing the model:

- The statistical data obtained and consequently the resultant

statistical distributions are highly influenced by the
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choice of the speech detector and the threshold level. The

. speech detector is described in {84}, and the threshold

level is taken as a parameter with three values -45dBm

(most sensitive), ~40dBm and ~35dBm.

All talkspurts of length smaller than 15 msec are rejected
and all the silence intervals not exceeding 200 msec are
filled in. That was necessary to avoid false detection due

to noise and momentary stop consonants or other minor breaks.

The model as shown in Figure C.l consists of 6 states with the
state transitions governed by 12 different parameters. We
should note, however, that these parameters (a's and B's)

do not represent state transition probabilities but rather rates
of transitionT This implies that by multiplying them by dt

(5 msec) we obtain transition probabilities.

The system is observed every dt (5 msec) to determine the

present state.

The o's and PB's parameters are given in {25} for £6 conver-
sations. If we neglect, for the moment the 15 and 200 msec
modifications mentioned above, then the system becomes a Markov
chain with all of the statistical variables having exponential
distributions. The percentage of time the system stays in a
certain state can be obtained by solving the transition matrix
of the Markov chain. A computer program was developed to
calculate the time percentage corresponding to each state.and

the results are given in Table C.1l.
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On the average, each of the speaker (A or B) talks for approx-
imately 407 of the time, and falls silent for approximately 60% of
the time. In reference {l41} the average duration of the talkspurts
and silence intervals was calculated based on a slightly different
model and the results are given in Table C.2.

Recently Minoli {80} introduced some simplifying assumptions
in order to obtain a 2 state Markov chain model which yields more
tractable analytical formulations of packet voice communication
problems.

There appears to be no wide acceptance for the exponential dis-
tribution function of the talkspurts and pauses. The reason seems
to be related to the introduction of the 15 msec (throwaway) and
200 msec (fill-in) factors which to some extent fuin the Markovian
structure of the model. Brady in particular has argued that
the exponential distribution can be accepted as an approximation
for the talkspurt duration, but it is entirely unacceptable for the
silence intervals. Minoli {80} considered packetized talkspurts
which led him to replace a two state Markov process by a two state
Markov chain thereby obtaining a geometrical distribution for both
the talkspurt length and the silence length.

To summarize, we can conclude the following:

* In a conversation, each party speaks for approximately

40% of the time and remains silent for 60% of the time.

* The average duration of a talkspurt is approximately

1.8 second and the silence interval is 1.8 sec.
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STATE TIME % * STATE TIME %
1 33.1 4 2.7
2 3.7 5 n.7
3 4.6 6 34.2

Table C.I FRACTION OF TIME SPENT IN EACH OF
THE SIX- STATE SPEECH MARKOVIAN MODEL

EVENT -45 dBm -40 dBm -35 d8m
(sec) (sec) {sec)
TALKSPURT .37 5.2 0.98
PAUSE 1.8 1.85 .76
Tatle C.2

AVERAGE TALKSPURT AND PAUSE DURATION
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* The talkspurt length distribution can be assumed to be exponen-
tial, while only analytical convenience would justify the use

of an exponential distribution for the silent intervals.

Speech Analysis/Synthesis

As schematically illustrated in Figure C.2, the human sounds are
roughly divided into two classes; voiced sounds (such as p,e,m....) and
unvoiced sounds (such as s,sh,f,....). Sustained voiced sounds contain
a relatively large amount of periodicity, and can be characterized by
a fundamental frequency (the pitch) and number of harmonics while the
unvoiced sounds are noiselike and cannot easily be parameterized.

Two additional parameters used to describe the speech are the volume
(which may vary by about 40 dB dynamic range {142}), and the
instantaneous spectral envelope of the voiced sound.

" The mechanism for voice production, as shown in Figure C.2 is not

as simple as it looks for the following reasons:

-~ Real speech is often not totally voiced or unvoiced butr a

mixture of both (as in v,z,th,....).

- Due to the highly non-stationary characteristics of speech
it is experimentally difficult to distinguish between

different classes of épeech sounds.
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— During the voiced sound, the fundamental frequency can

vary from 50 to 600 Hz.

~ Sudden changes in the sound pattern such as the transition
from vowel to nasal result in sudden volume and pitch

changes in the speech signals.

Further discussion of the speech analysis/synthesis process is
beyond the scope of this dissertation. We would like however to
stress that voice can only be modelled as a non-stationary érocess
with a high degree of redundancy and high dynamic range. From a
practical point of view the redundancy and the range have important
implications. The redundancy can be used to reduce the time or band=-
width required to transmit speech while the large dynamic range

imposes constraints on the design of speech detectors.

Voice Coding and Decoding Techniques

As we have previously indicated the speech signal can be regarded
as a source with information rates varying bépween 1200 bps and 64 kbps.
At this point, one might ask why is it necessary to consider high rates
of transmission since speech-processing algorithms permit the trans-
mission at low data rates such as 2400 bps. The reason stems from the
fact that speech processed at a higher rate will be less vulnerable to

the environmental degradations and is therefore more robust. It is in
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general desirable to encode speech at high data rates however network

.design economics dictates7that this goal be compromised‘to combat .

traffic congestion.

‘Voice coding techniques are roughly divided into two. categories;.
namelyg wide-band coding (or waveform reconstruction)éand Narrow—

band coding (or speech analysis'—'synthesis).

In the remalnlng of th1s sectlon we shall describe the bas1c varia-
tions of each of the coding categories. We shall flrst deal w1th wide-

hband coding followed. by narrbwéband codlng and- a brlef d;scusslon of

the different trade-offs imvolved in evaluating the different coding

schemes.

Wide-Band Coding {76}
Wide-band coding is a straightforward description of the acoustic

time waveform~by means of'discrete—time, discrete—amplitude’represen-

tations. Within thlS category there are ba51cally two classes of coding

_ namely, Pulse Code Modulatlon (PCW) and Delta Modulatlon (oM) , w1th

many varlatlons such as' leferentlal Pulse Code Modulation (DPCM),

Adaptlve Pulse Code Modulatlon (APCM) Contlnuous Variable Slope Delta

 Modulation (CVSD), etc

Pulse Code vlodu/ﬁa,twn (PCM) o : .

In PCM the analog, band’ limited, s1gnal m(t) is sampled at a rate

of.at~least 2W Hz, where W is the hlghest frequency contalnediln m(t)
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(usually 4 KHz). The amplitude of each signal sample.is, then quan-
tized into one of ZB levels (typical value of B is 8). The encoder
responds to each quantized level by generating a unique 8 bit pattern.
This means that the data rate at the output of the encoder is 2WB
=64 kbps). On the receive side, the first operation is to quantize
the received signal (the quantization here is a simple 1-0 decision).
The purpose of the front end quantization is to separate the signal
from the noise which has been added during the transmission along
the channel. The quanéized signal is then fed to a decoder in order
toArestore the quantization level and finally to a low pass filter

to smooth the output waveform.

The system we have just described is called Linear PCM, since
the quantization level is linearly proportional to the input amplitude.
Two important modifications have been proposed to reduce the number
of quantization levels namely; the Logarithmic quantizer and the
A-Law companding (which is an approximation of the Logarithmic
quantizer). The advantage of such quantizer is that, without
increasing the total number of quantization levels, one can aliow
large end steps in the quantizer to take care of possible excursions
of the speech signal into the (relatively infrequent) large amplitude
ranges. Lt should be noted that the use of a non-uniform quantizer
is equivalent to the presentation of a compressed signal to a

uniform quantizer, and a subsequent expansion of the output.
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Adaptive PCM (APCM)

The first variation of the standard PCM éystem'alloWs the
quantizer step size to vary according to the speech patternf The
ideavis'to work with a basic qﬁantizer that is'very simple (uniform,
if necessgry), but to modify its sfep size (for every new inputb
sample) by a factor dépendiﬁg.on the knowledge‘of which ;
quantizer slots‘Were occupied by previous samples. fhe main
advantage of the APCM over the étanda:d PCM is to keep the step

size near its optimum value.

Differential PCM (DPCM)

Speech that is sampled at the Nyquist rate (8 KHz) exhibits a very
‘significant corfélation between successive'samples. One cdnsgqueﬁce
‘of this correlation is that the variance of thevsamples difference is
smaller than the variance of the speech signal itself.  This observa-
tion is used to reduce the bit rate of the transmitted signal from
64 kbps (PCM) down to 32-48 kbps. Another impoftant advanﬁage of.DPCM
over PCM is the beﬁter signal-to-quantization error fatio (SNR); since
SNR is proportional to the variance of the signal at the input of the

quantizer,

Adaptive Differential PCM (ADPCM)

The use of adaptive quantization in ADPCM has the same
- motivation as the use of an adaptive quantizer in APCM. The adaptive
predictor is employed to maximize the signaléto—noiseﬁratio by calcu-

lating the optimum predictor coefficients. A sﬁnple‘Wéy to dg thiﬁ;is;

e




to store a finite section of speech, calculate the auto-correlation
function for this section, and then determine an optimum predicror
vector. The ﬁredictor is periodically updated at suitable time
intervals and the predictor coefficient is transmitted to the

recaiver .

Delta Modulation (DM)

The exploration of signal correlation in DPCM suggests the
further possibility of oversampling a signal to increase the adjacent
sample correlation, and thus to permit the use of a simple quantizatipn
strategy. Delta Modulation (DM), the l-bit version of DPCM, is
precisely such a scheme. The band-limited input signal 1s sampled at
a rate much higher than the Nygquist frequency and each sample is
compared with the previous sample. A logic "1" ("0') is tramsmitted

if there is an increase {(decrease) in the sample value. On the

receive side a staircase approximation of the original speech waveform
is constructed using the received data stream.

DM can be affected by two types of quantization errors namely;
slope overload distortion and granular noise. Slope overload occurs
when the step size A is too small to follow a segment of the inpu;
waveform while granularily, refers to a situation where the staircase

function cannot track a flat segment of the input function.
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As in PCM, it islpossible_to improve,the dynamic'range of the DM’

coder by 1ncreas1ng the step size during a steep segment of the input

~and decreas1ng it during a flat segment. Observed samples at the .

quantizer output are subJected to an adaptation algorithm that
calculates the best estimated step size. Among the several algorithms
have been proposed to accomplish this obJective the most successful

one is the Continuous Variable Slope Delta modulation (CVSD).

'Conténuoub Variable Slope Detta Modulation (CVSD)

CVsD uses‘the fact that syllabic companding of the speech represents
a very useful;adaptation strategy to achieve a smooth.adaptation in
time.’ An outstanding characteristic of CVSD is its‘ability, with
fairly‘simple,circuitry,‘to transmit’intelligible~voice at‘relatively
low data rates. While companded PCM,'for telephonebduality trans-
mission, requires a data rate of about 64 kbps, CVSD produces a signal

of equivalent quality at 32 kbps.

Comparison bﬁ Techniqucé

In comparing the performance of different coding techniques, it

must be emphasized that there is no single criterion to assess the

I }
i
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performance of coding techniques, primarily because:

- Coder performance varies with the sampling rate and

quantizing level.

- Signal-to-quantization error is not the only source of

error in a communication channel.

-~ Quantization errors have different spectra for different

coding techniques.

- Human listener react differently to different kinds of

errors.

For these and many other reasons there has essentially been no
objective measure of the.speech quality. The only exception is due
to Crochiere et al {143} who formulated various objective measures of
performance of speech waveform coders. These authors stress however
that extensive experiments are still required to relate subjective and

objective measurements.

Narrow-Band Coding

The wide~band coding techniques discussed above were all based on

a waveform reconstruction approach. Such approach requires sampling
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the spéechfwaveform at relatively High rate and trénsmissionxof a code
that represents either the sample amplitudé or ﬁhe differénce_in:
amplitude getwaen two . successive samples. The narfow;baﬁd coding’
techniques, on the other.hand,«are baSed.6n'entirely'&ifféreht approach.
Here,“the‘EQSigﬁ is baéed on the Spgech énalysis/synthesis éharacf
'téristicsvwithOut any attempt to preserve the'éxact shape of the
driginél spéech. Such an approach is not a new‘one;.in fact, if is
‘dated back to Fhe;1939fs. However, thé newradvanCes in digital teéh—
nolqgﬁ have made sucﬁ an approach an attractive one at présénf time.
In thequiidwing, we shall review two basic techniques fér
implemeﬁting narfow;bandvcodiﬁg namely,-chénnel vodddér and linear

predictive vocoder.

Channel Vo coden

The channel vocoder was thelfirst analysis/syntﬁesis,&eviée-to be
designed and implementedAback in 1929. To this’day, tﬁe channel voéoder
‘ operétidnal'principlgs>r¢main unéﬁanged.

A bank of Band—péss filters is uéed to partition the speech
spectrum intd cgntiguqus frequéncy subchannels. ‘Each~subchannel's
signal component: is then.réctified, iﬁtegrated, and léw;pass filtered
iﬁ‘order to obtain an estimété of the spectral eﬁveLOpe within
that subéhannel. Separate circuitry is émployed £6 determine the pifch
frequency, the véiced/unvoiced status and the gain. Each param-
eter is then*digitallyfencoded and a composite digital signal is-fqrméd

andvtfansmitted to the receiving vocoder.
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The synthesizer portion of the receiving vocoder decodes the com-
posite bit stream, breaking it into its constituent signals, which
are then used to create a replica of the original voice. Either a
pulsed-periodic input at the pitch frequency (for voiced sound), or
random noise (for unvoiced sound) is used to excite a filter bank
whose output is then weighted by the spectral envelope signals,

Besides the pitch estimation and voiced/unvoiced decisions, the
speech quality is parametric in the number of subchannels and the
processing time windows. A short time window (=10 msec) and a large
number of subchannels (>16) will result in high quality speech and
also high bit rates (4.8 to 9.6 kbps), while longer time windows
(=20 msec) and less number of subchannels (= 16) will result in less

quality speech and reduced bit rates (=~ 2.4 kbps).

Linean Predictive Vocoder (LPC)

Linear predictive coding (LPC) offers the capability for obtaining
the majority of the speech parameters directly from the time waveform.
The development of the LPC vocoder concept is based on the prinéiple
that a reasonable prediction of a sample of the speech wave can be
obtained as a linear weighted sum of previously measured speech samples.

The difference between the true value of the speech signal and
its predicted value defines an error signal that can be minimized in

some sSense over a selected time window.
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At . present data rates as low as 2.4 kbps have been achieved with
reasonable qﬁality speech. Agcording to Kang'ﬁ44} further processing

of the LPC data to identify formants and transmit this condensed

information, can reducé the rate to 600 bps.

COmpM on o4 Techniques

The éomparison between the aboveAtwo narrow—band;ching tech;
niques isvbasgd on spegch quality, robustness and>the~ﬁit’ra£e'with
robuétnesé‘being closely related tS the bit raﬁe. Cléarly the higher
'the‘ﬁit rate,xthe higher the redundancy of thé'speech.signél‘Which
implieé that aAhighertrééiéfance to,érrofé res#lts, On the chef‘hand,
the speech qualityi dependé basically.on'two éets of parameters; The
first set is shared by all-aﬁalysis/synthesis teéhniques, and inéludes

the voiced/unvoiced decision‘and the pitch frequency,>‘A high frequency

of errors in these decisions, will result in a serious degradation of

the quality and intelligibility of the speech. The second set of
parameters varies fromkone,technique to the bther,.and includes the
number of subchannels in channel vocoders or the accuracy of the pre-

dictor coefficients for LPC vocoders.

Remarks
© 'In the two previous sections we have discussed the basic features

of the main Wide—baﬁd and narroﬁ—bénd coding techniques. 1In the

' following remarks we will summarize most of these features and present

'some,informatidn‘regarding'the tolerable error fq;g,forﬂé@ch,;eghnique,




- 222 -

We have pointed out several times that a high bit rate is always
desirable for reliable speech transmission, but that economic network
design dictates that this goal be compromised. Clearly as the bit
rate increases, the cost of vocoder hardware decreases while the trans-
mission cost (power, bandwidth, equalizers, filters,...) increases w?th
minimum cost being achieved at a bit rate which depends on the type of
channel being used. It has been argued that the high cost of low bit
rate vocoder is a result of a marketing problem rather than technolog-
ical problem. Should a large scale market be opened for such devices,
their cost would decrease dramatically to offset the artificial cost
advantage of wide-band coding techniques. Cost is however not the only
reason why narrow-band techniques have historically found limited use.
The other reason is related to the fact that a voice communications
system conveys more information than merely language. Inflections and
emotion in a voice clearly go beyond the synthesized speech intel-
ligibility of narrow-band techniques.

The range of bit rates required to provide intelligible speech for
different speech encoding techniques is given in Table C.3.

The bit error rate that can be tolerated in received speech signal
depends on the coding technique as well as the bit rate. When the bit
rate is very high (such as the case for PCM), an error rate of up to 507
can be tolerated without losing the speech intelligibility. ¥For lesser
bit rates the restriction on the error probability becomes tighter. It
has however been shown that CVSD can tolerate an error rate of about
10% at approximately 16 kbps. The restrictions become very severe for

the narrow-band vocoders. According to Gold {142}, LPC vocoders may

tolerate only 1% error. whereas 5% error causes significant and most

likely unacceptable degradation in both intelligibility and quality.
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DIGITIZATION TECHNIQUE

BIT RATE kbps

DIGITIZATION METHOD

2.4-4.8

LINEAR PCM............... 90-110

LOG PCM......oeereeeinn.., 48- 64 WAVEFORM
DPSK. .o\ ..., 32-48 RECONSTRUCTION
CVSD. .oviveiienainnin. . 16 -32

LPC.iiiiiiiiieaeeeene | 2.4-9.8

CHANNEL VOCODER...... 2.4-48 ANALYSIS -

' CEPSTRUM VOCODER. ... ..

 SYNTHESIS

Table C.3  DIGITIZATION RATES
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Two particular techniques are becoming widely accepted namely;
CVSD (wide-band) and LPC (narrow-band). CVSD offeres a reasonable
compromise between the high bit rate PCM, and the narrow-band vocoders,
which explains why it is being used whenever the channel is noisy
and the bandwidth saving is critical. LPC, on ‘the other hand, is
attractive since it provides better speech quality than its channel

vocoder counterpart at the same bit rate (2.4 kbps).

Digital Speech Interpolation

In our discussion of the ON-OFF speech characteristics we have
established that the speech signal occupies the channel about 407 of
the time, hence it is theoretically possible to interpolate two speak-
ers on a single channel. Such interpolation presumes, that we are
capable of perfectly scheduling the conversations of speakers. It is
however clear that such an assumption is never realized in practice
on a single channel system. On the other hand, in a large system/with
a large number of active speakers, the talkspurts and silences become
more evenly distributed which makes the interpolation process feasible.
We refer to the ratio between the number of active users and the number
of available channels as the interpolation gain which reaches its
theoretical limit (all the silence gaps are filled) when the number of
channels is very large (infinite number of channels).

When the speech signal is in a digital form, the interpolation
process becomes more flexible because of the greater simplicity in
storing and delaying the digital information, and the added flexibility

promised by the marriage between the packet switched techniques and

the Digital Speech Interpolation (DSI) technigques.
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Two diffe;eqt methods  of DSI will now be discussed namely a digi-
tized version of Time—Assiéned Speech Interpolation (TASI) and Speech
Predictive Encoded Communication (SPEC). The operation of'each method
is briefly reviewed and‘their performance assessed in terms of‘the‘

interpolation gain.

TAST

TASI is a technique in which the idle time bétween calls and the
conversation silence gaps are used to accommodate additional calls.
Provided that tﬁeré is a sufficientiy large number of channéls, most
of the idle time on the transmission linklcan be filled, giviné an
enhancement in transmission caéaéity greater ;han two.

TAST exploits the low speech activity by assigning a transmission
chahnel.only when speech is presént. In this process, N convérsations
are carried_on M transmission channels where M is less thanvN and the
ratio N/M is referred to as the TASI gainf In practice an accurate
measure of the TASIvgain,Aéhquld take into account the channel capacity
needed fo: any assignment information. Talkspurts which begin at times
when all channelsvare busy, are "frozen-out' which implies”that either
glitches occur or that they wéit on a first—cdme first-served basis
for available channels. In the later case‘in order not fo affect the

smoothness of the conversation, talkspurts are delayed provided that

the waiting time is no longer than the talképurt duration.

At each TASI terminal the presencé of speech is sensed by a speech
‘detector which initiates a request for a transmission channel. Through

a channel assignment process an idle channel is assigned to the incoming
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channel in response to the request. During the time required to make
the channel assignment and to connect the listener and talker the
speech can be clipped. This phenomenon is called a connect clip and
is to be distinguished from the freeze-out clip mentioned previously.
In addition to freeze-out and connect clipping, some time is
required to accomplish speech detection and a detector clip can occur.
Since it is possible to virtually eliminate detector clipping by an
appéopriate voice detector design, detector clipping can for all
practical purposes be ignored. ‘
If we consider an M—channel TASI system as described above, it can
be shown {45} that the cut-out fraction @, or ratio of the cumulative
duration of all speech losses to the cumulative duration of all talks-

purts is given by:

N N
¢ = ﬁ%_ b (k-M) ok (1-G)N-k eeee. (CLL)
k=M+1 k

where N is the number of terminals and 0 is the probability thét a
certain source is issuing a talkspurt at some random time.

A principal facto; governing TASI performance from the subjective
point of view is the probability of occurrence of voice spurt clips
of 50 ms or more. A 2 percent probability of occurrence of clips

with durations equal to or greater than 50 ms is typically used as a

threshold of acceptability {27}.
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Denoting by o the probability of channel activity, the pfobability
that the number of simultaneous talkers on N incoming channels will

equal or exceed the number of channels, M, iS'given byﬁ

| N [N | ' )
Byn,o = P ( ) o (- ceee. (C.2)
> =M\ k : : _

Assuming that talkspurts are exponentially distributed with mean
T, the probability that a talkspurt is frozen out for more than t units

of time, is given by BM,N,w where:

v = ae /T | o ceenn (C3)

Taking t>50 msec and T=1.5 sec the probability of.occurrence of
clips as a function of the number of transmission channels incoming
channels, can be calculated {27}. Results show that the/interpo;ation
advantage for TASI system reaches a value of 2.2 for 240 incoming
channels and exceeds 2 for all cases in which the number of availaple

transmission channels exceeds -38.

SPEC

SPEC differs significantly from digital TAST in the concept, the

implementation scheme and the quality aspects. .
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The operation principles of a SPEC system can be explained as

follows:

- N active speech sources are connected to a central control

unit where they are sampled regularly.

-~ N samples derived during each sample period are compared
with the samples previously sent to the receiver and

stored in a memory at the transmitter,

« For a given channel if the o0ld and new samples differ by
an amount equal to or less than some given number of
quantizing steps, the channel is referred to as "predictable",

otherwise it is called "unpredictable",

- The unpredictable samples are then transmitted in one frame,

which includes W control bits.

- A control bit corresponding to a given channel is set to
"1™ 4if the frame contains a sample for that particular channel,

and to a "0" if it does neot.

- At the receiver the unpredictable samples received in the
SPEC frame replace previously stored samples in the receiver's

N channel memory.

- The most recent outgoing frame of information thus contains
new samples on the unpredictable channels and repetitions of

the old samples on the predictable ones.
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When tﬁe'ﬁe§:sampleldiffers.fromﬁthe old one by‘a'nuﬁber of 
vqﬁantizing levels greater than a certain value called the,”Aperﬁure",
a, the new sample will be.transmitted, etherwise the old sample wili
be repeated at tHe receiving end}

V:_If we aesume_tﬁet there are N iﬁcoming cﬁannelsiand'M transmissieﬁ

slots, where M §‘N; the following two extreme. cases ean be considered:

- If the apertufe, ;, is set too High sﬁeh that for a certain
’freme‘all new'eamples,afe'considered to. be predictable, all
of the M Eranemission slo;s'wili be empty in that freme.;

-~ If the apertured/e, ie set Eoo low‘sucﬁ thet‘fer a certain
(tfanemission frame_all'N new samples are coneidered,to be
unpredictable, N transmission slots are;needed to'transmit

the N samples.

These two extreme'easee-indicate the need to make the’abeiture size,
‘a,’adaptive'to the ectivity observed. over thelN invcomingvchaﬁnel_sT
When the channel’activity is predicted high, the aperture should also
be set high such that only M eﬁt of N channels afe'considered>dnpre—
dictabie. When the activity decreases, there wili'be:more'slqts
available for transmission and the valﬁe ef "a" should also be deereased
to fill in these empty slots.

The Vaiue of‘"a”;is directiy related to the speech quality hence it
is desireble‘to/keep"the value of ”e”iasiiewwas poésiﬁle witheet over-

loading the transmission slots.
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The performance of SPEC has been studied by Campanella {27} who
for the case of satellite channels illustrates the interpolation a
advantage of the SPEC and TASI systems as-a function of the number of
transmission channels. Figure C.3 extracted from {27} indicates a
slight advantage of SPEC over TASI, expecially when the number of
transmission channels is small. The figure also indicates that the
two systems achieve their maximum interpolation gains when the number

of channels exceeds 120.
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