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F O R E W O R D

FOREWORD

Our interest in command intent began in a roundabout way in 1994 

when we asked – perhaps naively – the simple question: “What 

is the state of command and control science?”  At that time, our 

assessment was that command and control (C2) research seemed 

almost exclusively devoted to developing better information and 

communication systems, with little or no eff ort being directed to-

wards analyzing the phenomenon of C2 itself.  Intuitively, we felt 

that something was missing.  We therefore immersed ourselves in 

a year-long engagement with junior and senior commanders from 

all three military services in Canada, and internationally, in an eff ort 

to fi nd the essence (key attributes?) of command.  Th e experience 

was exhausting but revealing, giving us a newfound respect for the 

commitment, sensitivity and professionalism of military command-

ers.  We concluded that although commanders viewed C2 systems 

(i.e., technology) positively, the importance of these systems in the 

successful achievement of their missions was relatively low.  More 

important, in these commanders’ opinions, were the skills of lead-

ership and motivation, of handling stress, making insights, taking 

responsibility, being accountable, promoting teamwork, resolving 

confl ict, engendering trust, maintaining perspective, delegating au-

thority, etc.  In short, they viewed command fi rst and foremost as 

a complex human skill that was indispensable for dealing with the 

types of complex human confl ict that they would inevitably face.  

We concluded that command and control science needed to include 

research into such notoriously diffi  cult areas as creativity, emotion, 

pattern recognition, empathy, social interaction, infl uence, trust and, 

above all, intent.  Th is spawned the Human in Command research 

program and thus originated our enduring interest in intent.

As we discovered, commanders regard the correct formulation and 

articulation of intent as indispensable for mission success.  In hind-

sight, this discovery now seems unremarkable.  For those military 

members who hold (or have held) command positions, especially 

under diffi  cult operational conditions, the importance of intent, 
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command intent, common intent, and even adversarial intent, is 

glaringly obvious, even axiomatic.  “How else” they legitimately ask, 

“could I possibly coordinate the eff orts of my subordinates or, as 

importantly, interpret the actions of my enemies without both being 

able to impart my own intent or to infer the intent of others?”  To 

commanders, the importance of intent is so self-evident that they 

rarely question its relevance.  Rather, their questions revolve around 

how they can establish intent properly, or how they can propagate 

it eff ectively, or how they can be sure that their intent has been in-

ferred correctly.  In short, their focus is on the practice of establishing 

intent, not on its purpose or importance.

Unfortunately, the situation is not as straightforward for scientists.  

We have the more fundamental challenge of articulating precisely 

what the concept entails and implies.  For instance, what, exactly, 

does the concept of intent mean?  Does intent have a psychologi-

cal basis – i.e., is the unit of inquiry the individual person?  Or is 

intent best described as a sociological phenomenon – i.e., is the unit 

of inquiry at the group level?  What are its defi ning characteristics?  

Why, specifi cally, is intent so important to commanders?  Is com-

mand intent measurable, or can it only be qualitatively described?  

Cognitively, how do commanders create intent and further, how 

does it get shared?  How do they know whether their intent was 

interpreted correctly by others?  What are the telltale signs of poorly 

understood intent?  Scientifi c answers to such questions will provide 

crucial knowledge for commanders.  Such answers will also assist 

military organizations in developing policies and programs for en-

suring that future commanders are properly trained in the formula-

tion of intent, thereby reducing the likelihood that ambiguous or 

contradictory intent will be promulgated.

We applaud the editors of and contributors to this volume for bring-

ing together some of the most recent scientifi c thinking on intent.  

It is time that the scientifi c community gave the topic the full at-

tention that it truly deserves.  We caution the reader, however, not 

to expect defi nitive insights or decisive conclusions: intent is one of 
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the most diffi  cult psychological concepts to study.  In our experience, 

understanding intent requires that some of the most profound as-

pects of human psychology be addressed.  What roles do chance and 

necessity, human volition and will, perception and reality, truth and 

deceit play in the formulation of intent?  Diffi  cult questions, not for 

the faint of heart, but questions that need to be asked and answered 

nonetheless.  Advances in the understanding of intent will require 

contributions from the fi elds of motivation and emotion, decision 

making, knowledge representation, communications and social cog-

nition.  Th e contributions in this book are an important start and we 

look forward to more such eff orts. 

Ross Pigeau, PhD

Carol McCann, MASc

Defence Research and Development Canada – Toronto
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PREFACE 

I am very pleased to introduce Command Intent: International 

Perspectives and Challenges, the latest multinational volume pub-

lished by CDA Press.  Th is publication is of special signifi cance and 

importance as it continues the deep-seated tradition of international 

research cooperation in military aff airs that dates back at least to 

1957, when the President of the United States and the Prime Min-

ister of Great Britain issued a joint Declaration of Common Purpose 

that stated in part:

Th e arrangements which the nations of the free world have 

made for collective defense and mutual help are based on 

the recognition that the concept of national self suffi  ciency 

is now out of date.  Th e countries of the free world are in-

terdependent and only in genuine partnership, by combin-

ing their resources and sharing tasks in many fi elds, can 

progress and safety be found.  For our part we have agreed 

that our two countries will henceforth act in accordance 

with this principle.1 

Th e result of this ambitious partnership became the Tripartite Tech-

nical Cooperation Program, later renamed Th e Technical Coopera-

tion Program (TTCP), which is an international organization com-

prised of representatives from Australia, Canada, New Zealand, the 

United Kingdom and the United States.  Signifi cantly, it promotes 

defence research program harmonization and alignment in a col-

legial spirit of interdependence.

Th is publication represents the continuing eff ort of the broader in-

ternational military research community to further collective under-

standing of time-proven and emerging military concepts.  Standing 

in testament to the power of common purpose, this volume dem-

onstrates clearly what can be accomplished when the marked abili-

ties of a diverse group of international research agencies are pooled.  

It also reinforces, of course, the growing interest in and value of 
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information sharing and how such eff orts can truly serve as catalysts 

for the development of joint research initiatives.

Th is informative book not only brings together what we currently 

know about intent, but also approaches the subject from a variety 

of perspectives, including amongst them the technological, the psy-

chological and the sociological.  I am certain that the reader will 

come to better appreciate the complexity surrounding command 

intent and what this concept means for military forces as they 

grapple with the challenges inherent in the contemporary oper-

ating environment.  Although it is largely research-oriented and 

theoretical in scope, I am confi dent that this volume will promote 

lively discussion and debate.  One of its main strengths, however, is 

that it identifi es the future research necessary to better understand 

and eff ectively apply this concept during operations.  

Much work remains to be done if we are to truly appreciate com-

mand intent and use it to our advantage, yet this short volume is 

certainly a step in the right direction, and a signifi cant step at that.  

Further research will undoubtedly be the result, and should this be 

so, then this book will have served an invaluable purpose.  

Command Intent: International Perspectives and Challenges is a signifi -

cant accomplishment of Technical Panel 11 (TP11), an element of 

the Human Resources and Performance Group within TTCP that 

provides the defence agencies of the fi ve participating nations with 

advice and guidance on the psychological and social-psychological 

aspects of command such as the sharing of intent and leadership 

dynamics.  Its members, and especially those authors that contrib-

uted to this volume, must be commended for their eff orts in mov-

ing this and other undertakings from the merely possible to the ac-

tual.  Should you wish to discuss any issues, research or opinions as 

presented in this book, TTCP TP11 or the Canadian Defence 

Academy would be pleased to entertain your inquiries.

Colonel Bernd Horn, Chairman, Canadian Defence Academy Press

1 See http://www.dtic.mil/ttcp/overview.htm, accessed 18 January 2008.
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CHAPTER 1

Commander’s Intent: The Key to Success in 
the Contemporary Environment

Colonel Bernd Horn

INTRODUCTION

Canada has been involved in Afghanistan for four and half years.  

Th e last two years have been particularly diffi  cult and hazardous.  

Th e global community’s attempts at rebuilding Afghanistan from a 

failed state to a vibrant, democratic country have not been without 

challenge.  Notably, the Canadian campaign with its three-pronged 

approach of governance, reconstruction and security has been dif-

fi cult to implement in the midst of a foreign culture, a corrupt gov-

ernance structure, and a complex coalition design, not to mention a 

rampant insurgency.  

Nonetheless, the military must work within this complex frame-

work.  For commanders and soldiers, fi ghting the enemy is not 

enough.  Although Afghanistan is case specifi c, the characteris-

tics and attributes of the counter-insurgency and particularly the 

issues of rebuilding a failed state and all that that implies are 

representative of the challenges that commanders and leaders will 

face in the contemporary operating environment.  As such, the reli-

ance on situation- or task-specifi c direction and orders is no lon-

ger a viable option.  Th ose operating in the fi eld who are charged 

with linking tactical successes in order to accomplish operational 

goals, which in turn lead to strategic success, require the agility and 

fl exibility to adapt to circumstances and situations on the ground 

and on the fl y.  Th erefore, they require the trust and empowerment 

of their seniors to get the job done.  Th eir actions, however, must be 

in line with the larger goals of the organization so that the necessary 
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linkage of tactical actions to operational and strategic goals can be 

achieved.  In other words, their actions must be linked to the com-

mander’s intent, the key to success in the contemporary operating 

environment.

THE CONTEMPORARY OPERATING ENVIRONMENT     

Th e ambiguous, dynamic, fl uid, multi-faceted and often combative 

nature of the contemporary operating environment has spawned a 

reliance on an entirely new concept of operations for armies that for 

decades have trained to fi ght a very limited, choreographed confl ict 

between symmetrical opponents.  In the contemporary environment, 

military forces are required to conduct humanitarian, peacekeeping 

and warfi ghting operations, potentially all on the same day, and all 

within the same geographic area.      

Moreover, although many threats are geographically confi ned, in-

ternational terrorist networks (e.g., al-Qaeda) pose a global threat.  

Quite simply, their goals, operational methodologies and adaptability 

have shifted the nature of trans-national insurgencies.  Th ey employ 

asymmetric strategies in attacks following a doctrine of propaganda 

by deeds.  Th ey use the tactics of terrorism and guerrilla warfare 

in the pursuit of their objectives and have refi ned other disruptive 

techniques including suicide bombings, improvised explosive de-

vices and mass casualty events.  Additionally, they exploit globaliza-

tion (e.g., telecommunications, fi nancing, internet interconnectivity 

for information operations, and sharing of both lessons learned and 

techniques, tactics and procedures).  In addition, the proliferation of 

technology continues to enhance their capacity and reach.  Th ese or-

ganizations are networked, multi-layered and complex entities capa-

ble of detailed operational planning, synchronization and execution.  

Th e enemy that we face, described Major-General Robert Scales, 

“is dedicated to tactics, techniques and procedures (TTPs) that are 

unacceptable to western nations; they are organized and networked; 

passionate and fanatical; committed; relentless and savage.”1 
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Moreover, they practice Fourth Generation Warfare (4GW),2 a con-

cept in which the enemy uses largely asymmetric tactics3 to achieve 

their aim; where human (non-kinetic) not technological solutions 

are paramount; and where integrated operations in a long war 

scenario provide the best hope for success (i.e., cooperation and co-

ordination between all players: joint (all four services in the military); 

law enforcement agencies; other government departments; coalition 

partners; allies; national and international agencies).  

In the current security environment, militaries need soldiers, leaders 

and commanders with judgment, wisdom and reasoning abilities, not 

just technical skills.    Increasingly, we fi nd that we are unwilling or un-

able to bring our technological superiority to bear.  “You’re going to have 

people coming at you who don’t play by the rules,” observed Harvard 

University political scientist Michael Ignatieff , “and you’re going to 

have people coming at you who have an infi nitely greater willing-

ness to risk anything, i.e., their lives, than you may and that’s one of 

the challenges you have to face.” 4

In essence, the current security operating environment is chaotic, 

volatile, uncertain and ever-changing.  Th e ambiguous nature and 

asymmetric conditions inherent in most confl icts today require 

militaries to rapidly deploy forces that can apply special skills sets 

in a variety of environments and circumstances to achieve diffi  cult 

missions in peace, confl ict or war.  One veteran commander observed, 

“For the soldier on the ground the environment is quite simply a 

sea of complexity.”5 Although excellent equipment may provide 

a technological edge, deployed forces must ensure that they are 

composed of leaders and soldiers who are adaptive and agile.  

Importantly, leaders and their followers must be able to transition 

through the entire spectrum of confl ict seamlessly.  Colonel Roger 

Noble, the commander of the Al Muthanna Task Group in Iraq 

from April to November 2005, stated, “Situations develop rapidly, 

change constantly and demand situationally specifi c reactions.”  He 

added, “Problems are never purely military specifi c or tactical – [they 



4

C H A P T E R  1

are a] mixture of social, cultural, legal, moral and political.”  He 

concluded, “Success relies on shaping and infl uencing outcomes and 

then quickly adapting and exploiting to the actual outcomes.  War 

among the people [i.e., insurgencies] requires those face to face with 

the people to have the will, means, authority and freedom to act to 

achieve the mission.”6

MISSION COMMAND

In essence, although highly touted for years in theory as the 

operating concept within the Canadian Army, although not nec-

essarily demonstrated in practice, mission command has become 

essential because of the nature of the environment under which the 

military must now operate.  Mission command is a command phi-

losophy that promotes decentralized and timely decision-making, 

freedom and speed of action, and initiative that is responsive to 

superior direction.7  It entails three enduring tenets: the importance 

of understanding a superior commander’s intent; a clear responsibil-

ity to fulfi l that intent; and timely decision-making.  At its core, the 

fundamentals of mission command are: unity of eff ort; decentral-

ized authority; trust; mutual understanding; and timely and eff ective 

decision-making.

Simply put, mission command entails commanders issuing their 

orders in a clear and detailed manner that ensures their subordinates 

fully understand the larger intent, their specifi c assigned missions, 

as well as the signifi cance of their own missions within the context 

of the larger plan/framework.  In sum, subordinates are given the 

eff ect that they are to achieve and the reason why they must achieve 

it. Importantly, subordinates are also allocated the appropriate 

resources to achieve success.  Commanders should impose a mini-

mum of control measures to ensure that they do not unnecessarily 

limit the initiative or freedom of action of their subordinates.  Th is 

allows the latter to decide within their respective freedoms of action 

how best to achieve their assigned mission.
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It must be understood that mission command is situational.  It does 

not apply to all people or all situations.  While micro-management 

and/or rigid, superfl uous direction may cause resentment and stag-

nation of both creativity and initiative, a lack of direction can pro-

duce little eff ect, or in fact, a negative eff ect.  Subordinates must be 

well-trained and possess the ability and skill to be able to execute 

decentralized tasks.  Junior, inexperienced individuals, or subordi-

nates provided by some coalition forces, may not be capable of ex-

ercising mission command due to their lack of training, knowledge 

and/or experience.  Equally, some situations that demand decisive 

and quick action, such as immediate crises, may also not lend them-

selves to mission command.     

COMMANDER’S INTENT

Within mission command, and particularly within the context of 

the contemporary operating environment, the commander’s intent 

becomes the critical component of mission success.  Th e command-

er’s entire eff ort (as well as that of his or her staff  and subordinates) 

whether in planning, directing, allocating resources, supervising, 

motivating, and/or leading, is driven and governed by the com-

mander’s vision, goal or mission and the will to realize or attain that 

vision, goal or mission.  Th e commander’s intent is the commander’s 

personal expression of why an operation is being conducted and 

what is to be achieved.  It is a clear and concise statement of the 

desired end-state and acceptable risk.  Its strength is the fact that it 

allows subordinates to exercise initiative in the absence of orders, or 

when unexpected opportunities arise, or when the original concept 

of operations no longer applies.  “Decentralized and sophisticated 

methods, reliant on adapting to circumstance,” noted one veteran 

commander, “require a binding ‘glue’ to ensure that action taken is 

coherent and directed towards a common end.”8

As such, within the framework of mission command, subordinates 

have the latitude to exercise judgment, discretion and, most im-

portant, to act based on the situation and circumstances that they 
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actually face on the ground.  Not restrained by limiting direc-

tion or orders, and empowered to make decisions in the absence 

of the same, subordinates can continually achieve results by taking 

advantage of opportunities as they arise and minimize damage as 

situations change.  In essence, the ability to make timely decisions 

equates to a larger number of positive options available to react to, 

or pre-empt, events. 

For example, in August 1994, during Operation Lance, the Ca-

nadian commander of the UN Assistance Mission for Rwanda 

(UNAMIR II) received reports of mass killings in the southeast 

region of the country in the area designated “Sector 2 Bravo.”  

Short of troops, he dispatched 8 Platoon of 3 Commando from the 

Canadian Airborne Regiment to the region with the simple 

directive to provide a presence in order to increase the popula-

tion’s confi dence and to confi rm the veracity of the stories.9  Fully 

apprised of the commander’s intent, the airborne soldiers developed 

a plan by which they would create a presence that masked their 

actual small size. Th rough a continuous and aggressive vehicle and 

foot patrol regimen, they seemingly fl ooded the area with their 

presence.  Th eir success was such that the UNAMIR II commander 

wrote:

Th e local government and military commanders were con-

vinced that the Canadians had deployed at least one and 

perhaps two companies into the sector.  Most of the villages 

in the sector were deserted at the beginning.  After constant 

patrolling of all villages, the people gained confi dence in the 

level of security aff orded them and started to return.

Based on the clear understanding of the commander’s intent, less 

than 40 soldiers were able to transform a near crisis situation into 

a success.  In less than a month, they fi lled a security vacuum, 

created an impression of strength and presence, and imbued 

confi dence in the local population.  In short, they achieved the 
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commander’s operational requirement.  Amazingly, at the end of 

the three week period, they were replaced by an entire infantry bat-

talion.10  

However, the intent must be articulated, explained and updated 

regularly.  Commanders should never assume that their intent as 

dictated once in orders will translate into clear direction through-

out the chain of command.  As always, communications, one of the 

most vital components of military operations, is also arguably one of 

the weakest areas whether in garrison or on operations.  Even face-

to-face discussions carry the risk of misinterpretation, unwanted 

nuances and failed comprehension of key messages or content.  

For example, in the aftermath of the 11 September 2001 (9/11) 

terrorist attack on the World Trade Center in New York City, the 

decision-making structure of Canada and of the Department of 

National Defence descended into seeming paralysis as political 

leaders and commanders desperately tried to glean some clarity as 

to ongoing events.  At the unit level, we were given a stand-by/get 

ready to move order.  Ambiguity understandably reigned and it was 

diffi  cult to determine what was required.  I therefore decided to do 

what I could to eliminate this ambiguity in the interest of my troops.  

As such, as a commanding offi  cer, I gave a detailed set of orders to 

my company commanders and key battalion staff .  I tried to explain 

the situation as best we knew it.  I spelled out my intent to provide 

as much clarity and direction as possible on how we would prepare 

to meet any and all tasks.  Notably, I expressed the importance of 

communications, keeping everyone as up to date as possible with 

events (we went so far as to have large televisions set up in the drill 

hall so people could watch CNN, the only source of information we 

received).  Moreover, I spelled out the situation as best we knew it; 

notice to move timelines; and probable tasks and probable locations 

so that the sub-units could load their vehicles accordingly and have 

their soldiers pack their kit.  
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At the end of the orders I felt good.  I believed that my intent was 

clear and I had now taken away the ambiguity.  Months later, how-

ever, I had the occasion to see the orders that were issued by one of 

the platoon commanders to his section commanders, who in turn 

were to transmit them to the troops.  Th e platoon commander re-

ceived my intent and orders from his company commander who 

attended my orders group.  Th e platoon commander’s direction was 

fi ltered down to three lines – no idea what’s happening; be prepared 

to move; could be anywhere to do security-type tasks.  Hardly the 

intent I had given or hoped would have been passed to the troops.        

To be successful, commander’s intent must be clear, succinct and 

reinforced.  It must be an issue of constant discussion at all levels.  

Commanders must personally take responsibility for continually re-

visiting and reinforcing their intent.  Every possible venue must be 

utilized.  For example, commander’s intent should be covered dur-

ing visits to units, sub-units or detachments; during “commander’s 

hour;” and it should be built into training, exercises and professional 

development.  It can be wargamed or simply discussed.  In the end, 

the more complex the environment in which individuals operate, the 

more imperative it is that they fully understand the commander’s in-

tent so that they can eff ectively translate their decisions and actions 

into useful tactical gains that accomplish the larger mission.

Equally, for commander’s intent to be eff ective, there must be unity 

of command, which requires a single, clearly identifi ed commander 

that is appointed for any given operation and who is accountable to 

only one superior.  Th is ensures clarity and promotes unity of eff ort, 

promotes timely and eff ective decision-making, and avoids confl ict 

in orders and instructions.  It is characterized by a clear chain of 

command, where command at each level is focused on one com-

mander.

Command climate is another important ingredient to the successful 

imposition of mission command and the eff ectiveness of the concept 

of commander’s intent.  Normally, commanders exercise command 
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through the force of their personality and leadership to infl uence 

the attitude, direction and motivation of the staff  and subordinate 

commanders.  A commander’s ability to create an eff ective and posi-

tive command climate has a direct impact on the morale and level 

of performance of the personnel within the organization.  Positive 

leadership, sincerity and compassion by the commander stimulates 

subordinate confi dence, enthusiasm, mutual trust and teamwork.  

In addition, encouragement to think independently, use initiative 

and accept risk, as well as inclusion of staff  and subordinates in the 

decision-making process, all assist in creating an eff ective command 

climate. 

For mission command to be successful, the command climate 

must encourage subordinate commanders at all levels to think in-

dependently, take the initiative, and not be risk averse.  After all, 

the strength of mission command is the ability of commanders at 

all levels to react quickly to developing situations in an ambigu-

ous, complex, fl uid and chaotic operational environment.  In such 

a context, it is critical to gain and maintain the initiative.  Delay in 

decision-making can have serious consequences.  As a result, sub-

ordinate commanders, acting within the commander’s intent, must 

make decisions and take action. 

For this chain of events to occur, trust is required.  Th e superior 

commander must trust his subordinates to act, to act in accordance 

with the commander’s intent, and to make reasonable decisions 

regardless of the circumstances the subordinate commander fi nds 

himself/herself in (which in an ambiguous and chaotic security en-

vironment may not necessarily be those the superior commander 

originally envisaged).  Th is trust is critical, since for mission com-

mand to function, the superior must minimize control mechanisms 

and allow subordinates the necessary freedom of action and initia-

tive to achieve the necessary eff ect.

Similarly, subordinates must have confi dence that they have not 

been given an unachievable task.  Th ey must also trust their superiors 



10

C H A P T E R  1

to provide the necessary direction, guidance and resources to suc-

cessfully achieve the assigned mission.  For subordinates to fully 

exercise initiative and accept the necessary degree of risk, they must 

be able to trust their superior to provide the necessary support 

should errors (i.e., neither malicious, nor due to negligence) occur.   

Without question, an accountability framework must exist.  Quite 

simply, people must be held accountable for their actions.  However, 

equally vital, it must be made clear that honest mistakes are accept-

able.  Mistakes, noted one veteran commander, “must not be seen as 

an action that generates an adverse or negative result.”11

SUMMARY

In the end, the current ambiguous, chaotic and volatile operating 

environment requires agility of thought and action.  Subordinates 

cannot be encumbered with clumsy, restricted, or time-consuming 

command processes that do not allow them to react instantly in an 

appropriate manner.  However, their actions must be guided to en-

sure that tactical success on the ground leads to operational and 

strategic success.  As such, the concept of mission command, specifi -

cally with its fundamental component of the commander’s intent, 

provides the mechanism that provides the necessary vision, direc-

tion and purpose to subordinates so they can accomplish their as-

signed missions.  Th rough this mechanism, decentralized and timely 

decision-making, freedom and speed of action, and initiative that 

are all responsive to superior direction, enable success. 

ENDNOTES

1  Major-General Robert Scales, presentation at “Cognitive Dominance Work-

shop,” West Point, 11 July 2006.  Th is new era of confl ict has also spawned a new 

threat even within Western nations, namely the radicalization of elements within 

the society of developed nations – homegrown terrorists.  Recent examples include 

the UK “shoebomber” (i.e., an attempt to destroy an aircraft with a bomb hidden 

in the sole of a running shoe), the terrorists who conducted the London subway 
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bombing, and the “Toronto 17,” a group of Canadian homegrown terrorists who 

established a training camp in Ontario, Canada.

2 Th e concept of 3BW dominated during the 1990s as a result of the context 

of the times.  Failed and failing states, such as Somalia and the former Yugoslavia, 

fi xated UN and Western eff orts.  Nonetheless, as early as October 1989, former 

Lieutenant-Colonel William S. Lind had introduced the concept of 4GW in the 

Marine Corps Gazette.  Although overshadowed by other theorists at the time, his 

idea gained prominence after 9/11.  According to Lind, fi rst generation warfare was 

characterized by linearity and order, an environment where states held a monopoly 

on the use of war to obtain political ends.  Th e next generation of war, 2GW, was 

ushered in by the First World War.  It was a function of fi re and movement captured 

in the mantra “artillery conquers, infantry occupies.”  3GW was also introduced 

during this war by German storm-troopers, but was refi ned and became dominant 

during the Second World War where it was showcased by German blitzkrieg tac-

tics.  In simplest terms, 3GW was manoeuvre warfare.  4GW refers to a non-linear, 

asymmetric approach to war in which agility, decentralization and initiative are in-

strumental to success.  Antagonists utilizing 4GW normally favour indirect and 

asymmetric approaches, however, they will employ the full range of military and 

other capabilities in order to erode an adversary’s power, infl uence and will.  In 

essence, 4GW “seeks to convince the enemy’s political decision makers/political 

leaders that their strategic goals are either unachievable or too costly for perceived 

benefi t.”  Th e struggle “is rooted in the fundamental precept that superior political 

will, when properly employed, can defeat greater economic and military power.” It is 

fought across the entire spectrum of society and human activity – political, military, 

economic, social.  In short, 4GW is intended to infl uence and aff ect the non-mili-

tary population of a nation.  It is, as General Sir Rupert Smith asserts, “war amongst 

the people.”  Its use is meant to collapse an enemy internally versus destroying them 

physically.  Furthermore, 4GW departs radically from the traditional model in 

which the conduct of war was the monopoly of states.  It evolved out of the radically 

diff erent conditions of the post-Cold War era.  It is not a type of war for conquest 

or territory.  Th e enemy is not a nation-state and its people.  Rather, in 4GW, non-

state actors such as Hamas, al-Qaeda and the Taliban become serious opponents, 

capable of operations outside of their traditional areas of operation.  Moreover, in 

4GW, the defi nition of combatants diverges signifi cantly from the traditional laws 

of armed confl ict.  4GW is non-linear, widely dispersed and largely undefi ned.  It 

has few, if any, defi nable battlefi elds and the diff erence between “civilian” and “mili-

tary” is often indistinguishable.  Th e concept of 4GW is not without criticism.  Some 

analysts have stated that 4GW is so vague and all-encompassing that it can include 

everything and as a result is of little value.  However, it does provide a construct by 

which to examine asymmetric tactics and evolution of warfare.  Moreover, placed in 
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the context of ongoing confl icts, it also provides a framework to understand enemy 

intent and TTPs, as well as to prepare one’s own forces.  See William S. Lind, “Th e 

Changing Face of War: Into the Fourth Generation,” Marine Corps Gazette (Oc-

tober 1989), 22-26; Th omas X. Hammes, “Modern Warfare Evolves Into a Fourth 

Generation,” Unrestricted Warfare Symposium 2006 Proceedings, 65; and General Sir 

Rupert Smith, Th e Utility of Force: Th e Art of War in the Modern World (London: Allen 

Lane, 2005), xiii.

3 Asymmetry, according to American strategist Steven Metz, “is acting, organiz-

ing and thinking diff erently from opponents in order to maximize one’s own advan-

tages, exploit an opponent’s weaknesses, attain the initiative, or gain greater freedom 

of action.”  He adds, “It can entail diff erent methods, technologies, values, organiza-

tions, time perspectives, or some combination of these … [and it] can have both 

psychological and physical dimensions.”  Doctrinally, an asymmetric threat is a con-

cept “used to describe attempts to circumvent or undermine an opponent’s strengths 

while exploiting his weaknesses, using methods that diff er signifi cantly from the 

opponent’s usual mode of operations.”  At its core, asymmetry is not designed to win 

battlefi eld victory.  Rather, its aim is to disrupt, distract and disconnect.  In short, to 

wear down a normally superior opponent.  “Diffi  cult to respond to in a discriminate 

and proportionate manner,” explained strategist Colin Gray, “it is of the nature of 

asymmetric threats that they are apt to pose a level-of-response dilemma to the vic-

tim.  Th e military response readily available tends to be unduly heavy-handed, if not 

plainly irrelevant, while the policy hunt for the carefully measured and precisely tar-

geted reply all too easily can be ensnared in a lengthy political process which inhibits 

any real action.”  See Steven Metz and Douglas V. Johnson II, “Asymmetry and 

US Military Strategy: Defi nition, Background, and Strategic Concepts,” US Army 

War College, Strategic Studies Institute, January 2001, 5-6; Colonel W.J. Fulton, 

DNBCD, “Capabilities Required of DND, Asymmetric Th reats and Weapons of 

Mass Destruction,” Fourth Draft, 18 March 2001, 2/22; and Colin Gray, “Th inking 

Asymmetrically in Times of Terror,” Parameters 32, 1 (Spring 2002), 6.

4 Michael Ignatieff , Virtual War: Ethical Challenges (Annapolis: United States 

Naval Academy, March 2001), 8.

5 Colonel Roger Noble, “Th e Essential Th ing: Mission Command and its Prac-

tical Application,” Australian Defence College Command Papers 1 (2007), 7.

6 Ibid. 

7 Command is the vested authority that an individual lawfully exercises over 

subordinates by virtue of their rank and assignment.  It is the purposeful exercise 
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of authority over structures, resources, people and activities.  Th e NATO accepted 

defi nition, which has been adopted by Canada, defi nes command as “the authority 

vested in an individual of the armed forces for the direction, co-ordination, and 

control of military forces.”  Canada, Command (Ottawa: DND, 1997), 4.

8 Noble, “Th e Essential Th ing,” 9.

9 8 Platoon, 3 Commando, was deployed to Rwanda as the Security and Protec-

tion Platoon for 1 Canadian Division Headquarters and Signals Regiment as part 

of Operation Lance.

10 See Bernd Horn, Bastard Sons: An Examination of Canada’s Airborne Experience 

1942-1995 (St. Catharines: Vanwell Publishing, 2001), 225-226.

11 Noble, “Th e Essential Th ing,” 11.
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CHAPTER 2

Common Intent as a Theoretical Construct

David J. Bryant, Ann-Renée Blais and Joseph V. Baranski

DEFENCE RESEARCH AND DEVELOPMENT CANADA – TORONTO

BACKGROUND

Recent coalition operations (e.g., Iraq, Afghanistan and Darfur) 

have highlighted the potential range and complexity of contempo-

rary military missions.  Despite the faster pace and greater uncer-

tainty of these “complex endeavours,”1 there appears to be an emerg-

ing consensus among Western military organizations as to the major 

approaches to confl ict resolution in the foreseeable future.  In partic-

ular, certain nations are adopting the concepts of Network-Enabled, 

Integrated and Eff ects-Based approaches to operations as drivers for 

the development of new policy, doctrine and training.

Network-Enabled Operations (NEOps) has recently emerged 

among Th e Technical Cooperation Panel (TTCP) nations (Canada, 

the United States, the United Kingdom, Australia and New Zea-

land) as the favoured term to refer to distributed operations, as they 

are broadly defi ned.  NEOps shares elements with the earlier con-

cept of Network-Centric Warfare (NCW),2 but it encompasses a 

broader range of applications and capabilities, as well as a greater 

emphasis on the human dimensions (cognitive, social and organiza-

tional) than the technological.3

Recent operations are not only more complex, but they also involve 

a broader range of active players.  Few, if any, future operations will 

be entered into unilaterally and they will inevitably involve collabo-

ration among coalition partners, Other Government Departments 
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(OGDs), and various Non-Governmental Organizations (NGOs).  

As a result, the concept of integrated operations has become promi-

nent as a framework in which to consider how distinct agencies 

might work together.  In the Canadian context, for example, this 

trend is refl ected in the development of supporting concepts, such 

as Joint, Interagency, Multinational, Public ( JIMP),4 3D (Defence, 

Development and Diplomacy) or, more generally, the so-called 

“Whole of Government Approach” to operations.5 

Although the origins of the Eff ects-Based Approach to Operations 

(EBAO) has its historical roots in U.S. Air Force doctrine,6 the con-

cept has more recently been expanded to encompass the leveraging 

of all kinetic and non-kinetic assets (e.g., political, economic, reli-

gious, social) to achieve a desired end-state.7  EBAO is very complex 

because it requires an understanding of the intents of the relevant 

entities (i.e., coalition partners, NGOs, OGDs, adversaries and po-

tential adversaries) and the inter-relationships among the myriad of 

variables that defi ne, and are relevant to, the theatre of operations.8 

Th e abovementioned concepts collectively defi ne the conceptual 

underpinning for conducting 21st century operations.  Importantly, 

a common feature of these concepts is the need for eff ective col-

laboration, often among distributed and diverse individuals, teams 

and organizations.9  Th is reality underscores the critical importance 

of the human dimension of command and control (C2), which was 

defi ned by Ross Pigeau and Carol McCann, from Defence Research 

and Development Canada, as the “establishment of common intent to 

achieve coordinated action.”10

Despite its resonance with military thinkers, the concept of common 

intent remains somewhat unclear.  It is a psychological construct or 

theoretical set of cognitive processes and informational states that 

presumably underlies C2.  But that presumption runs the risk of 

circularity – are we saying that common intent is essential to 

eff ective command and control because command and control is en-

hanced by common intent?  To avoid such circularity of argument, 
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we must independently defi ne common intent as a theoretical entity 

and devise methods to measure and assess it.  In so doing, we can 

then answer empirical questions about the role of common intent 

in command and control.  In other words, we must establish the 

construct validity of common intent, that is, the extent to which the 

programs, doctrine and procedures we enact under the theory of 

common intent actually have observable eff ects that are predicted 

by the theory.

WHAT IS INTENT?

Th e fi rst step in assessing the validity of common intent as a psy-

chological construct is to defi ne exactly what is meant by the term.11   

Th e topic of intent has always been of great interest to military 

organizations because every military operation needs direction – 

often a great deal of highly specifi c direction – and an objective, or 

desired end-state.  Th e move towards network-enabled, integrated 

and eff ects-based operations has pushed this topic to the forefront 

once again.  

A construct defi nition may vary in nature, ranging from a simple 

description to a well-defi ned conceptual framework involving hy-

pothesized entities and processes.12  Th e number of related observ-

able variables and the specifi city of their defi nitions vary greatly; 

obviously, the greater the number of observables, the more diffi  cult 

it is to specify the conceptual framework.13  Developing an instru-

ment or a set of instruments to measure common intent thus implies 

sampling a domain with theoretically defi ned boundaries.  Th e con-

struct domain (i.e., the set of interrelated attributes that are included 

under a construct’s label; a measuring instrument typically samples 

from this domain) should be defi ned with enough clarity so that 

researchers in the area can tell whether a particular component (e.g., 

item or task) fi ts within the defi nition.  Furthermore, the domain 

should be defi ned as uni-dimensional or multi-dimensional, and the 

measuring instrument that is operationalizing the construct should 

refl ect its dimensionality as well.14 Domain defi nition encompasses 
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the assessment of the internal consistency (i.e., this type of reliabil-

ity estimate is concerned with whether all the items in a measuring 

instrument seem to be tapping the same underlying construct) of 

an assumed measure.15  To the extent that the elements of a domain 

exhibit consistency, some construct may be employed to account for 

these interrelationships.  Internal consistency, however, is a neces-

sary, yet not a suffi  cient condition, for the validation of a construct.

COMMAND INTENT

It is with this idea of a theoretical construct in mind that we attempt 

to off er a defi nition of intent.  Th ere are several current uses of the 

term.  Th e commander’s intent – sometimes referred to as the com-

mander’s vision – captures the commander’s overarching plan for an 

operation, its end-state, means and constraints.  Whatever the level 

of command, the capability of the commander to articulate and pro-

mulgate his or her intent determines the success of the operation.  

Given the centrality of the commander’s intent, military theorists 

and practitioners have extensively debated the best way in which 

intent should be formulated, communicated and implemented.  

In practice, the commander’s intent is formalized in a statement of 

commander’s intent.  Although there are variations among diff erent 

military organizations, the commander’s intent statement is usually 

composed of purpose, method (or tasks) and desired end-state, with 

a strong emphasis on brevity and clarity.  Th e emphasis is on the 

ends rather than the means, but it is meant to enhance the synchro-

nization of units.  Indeed, the usefulness of including any statement 

of method has been questioned on the grounds that it could detract 

from the clear specifi cation of goals and inhibit initiative on the part 

of subordinate commanders.16  Nevertheless, the format and place of 

the intent statement in written or formal orders tend to be standard-

ized within an organization across unit levels.17  Th e level of detail to 

which the statement of intent is written tends to be a function of the 

kind of orders promulgated and the time available.
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Th e usefulness of the commander’s statement of intent stems not 

only from the actual statement that is disseminated, but also from 

the process of formulating the statement itself during planning.  As 

an explicit mission-related statement, subordinate commanders and 

their planning teams use it as a point of reference for developing 

their own statement of intent, for planning their own mission, and 

in action during execution of the mission, especially when original 

plans falter.  It is at this stage that the commander and staff  frame 

the operational problem, defi ne assets, constraints, the environment 

and so on.  By framing the problem, the commander can create a 

shareable mental model for the operation that is more useful than 

a mere set of directives.  Th us, the statement of intent should allow 

subordinate commanders to make decisions that are consistent with 

the framework devised by the commander.18

Command intent has gained signifi cance through the develop-

ment of advanced theories of command.  Mission command, for 

example, emphasizes command based on sharing intent.  By estab-

lishing common intent within the command and control organiza-

tion, decision-makers are better able to make decisions in line with 

the intent of higher commanders and make those decisions more 

quickly than they might otherwise have.  Th is fact is key to EBAO, 

in which the commander attempts to specify operational goals as 

well as the causal reasoning behind the plan.  Because the emphasis 

is on the functional implication of actions (i.e., what eff ects they 

will have) and not the actions themselves, planners can convey the 

intent of the operation more eff ectively.  Th is helps decision-makers 

understand why a course of action has been adopted and how they 

can contribute to achieving the desired eff ect.

Similarly, NEOps places importance on eff ective sharing of com-

mand intent, not just as specifi c tasks, but also as a conceptual model 

of how the commander sees the operation evolving and playing out 

over time.  To achieve greater operational tempo and more eff ec-

tive performance of operations, NEOps requires the use of highly 

integrated, networked systems of people, technology, information 
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and doctrine.  It assumes that extensive sharing of information will 

allow physically distributed forces to “self-synchronize” and act in a 

coordinated fashion toward a common goal.19  All decision-makers 

in such a networked structure must have a reasonably good, shared 

understanding of the operation in order to make decisions consis-

tent with the overall intent.

PIGEAU AND MCCANN’S CONCEPTUAL FRAMEWORK OF 
COMMON INTENT

Th e traditional military usage of command intent involves, to some 

extent, the sharing of a model of an operation rather than just a 

set of directives or tasks.  Directives on their own do not allow the 

sort of initiative and synchronization demanded in modern opera-

tions.  Th us, Pigeau and McCann have advanced their fairly radical 

re-conceptualization of command and control in terms of shared 

intent.20 

Pigeau and McCann defi ne intent as the general connotation of a 

specifi c purpose, not only the explicit statement of objectives.  Gen-

eral intent is divided into two parts, explicit and implicit.  Explicit 

intent consists of publicly communicated directions such as written 

or verbal orders.  According to these scholars, explicit intent is only 

the tip of the iceberg in terms of communicating the full extent of 

intent.  Even with lengthy directives, some intentions and details are 

left to unspoken expectations, are assumed, or are referred to only 

generally.  

In contrast to the explicit, implicit intent is comprised of the in-

ternalized collective and individual knowledge, expectations and 

beliefs that guide a person’s actions.  Implicit intent is essential to 

understanding.  Interpretation of an explicit communication will al-

ways be based on a rich network of implied meanings that qualify 

and elaborate upon the particular words.  Th us, the concept of im-

plicit intent refers to all of the connotations latent in an explicit 

communication.
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With intent defi ned in terms of the explicit and implicit compo-

nents, common intent is the sum of all communication, knowledge, 

ideas, beliefs, etc. that are shared among a set of people working on 

a common operation.  Pigeau and McCann illustrate the relation-

ship between the implicit and the explicit in the intent hierarchy or 

pyramid (see Figure 2-1), which indicates the relative importance 

and infl uence that they attach to the diff erent components of intent 

by the area of the pyramid devoted to those components.21  Th e top 

layer of explicit intent comprises knowledge that is derived from 

communications such as orders or directives, as well as dialogue 

about the mission in the form of discussion, questions and answers.  

Pigeau and McCann argue that this is the most visible but least 

infl uential aspect of intent because the explicit layer builds on all of 

the layers of implicit expectations that are based on personal, mili-

tary and cultural education, training, and experience.  

Figure 2-1: Intent Pyramid (Adapted from Pigeau & McCann, The Human 

in Command.)

Implicit intent is comprised of ever-increasing fundamental layers 

of expectations.  Th e personal layer comprises the knowledge, be-

liefs and mental models derived through personal experience.  Th e 

military layer is based in turn on a broader, more infl uential layer of 

general military expectations, comprised of doctrines and traditions 
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that govern how operations should be carried out in general.  Finally, 

the cultural layer is based on the broadest cultural expectations about 

national interests, societal norms and moral and ethical values.  

In Pigeau and McCann’s framework, the quality of command and 

control is a direct function of the extent to which all people in the 

organization share intent (both explicit and implicit).  Many factors 

potentially determine the degree of common intent, including the 

organizational structure, the kinds of training available, and more 

broadly, the nature of the societal and cultural norms that have 

shaped how the people think and interact with one another.  Indi-

vidual qualities such as leadership can also greatly aff ect the sharing 

of intent and whether implicit intent is valued and fostered.

Ultimately, shared implicit intent is the most important aspect of 

command and the key determinant of success in an operation.  To 

be sure, the greater the sharing of implicit intent, the more likely the 

group will work together both eff ectively and effi  ciently, and the less 

likely its members will misunderstand one another.  Consequently, 

a potential problem of contemporary integrated operations will be 

the diff erent implicit intents brought by individuals from diff erent 

organizational cultures.

Explicit and implicit intent are assumed to be shared between peo-

ple in diff erent ways.  Explicit intent is shared through explicit com-

munication in some form (usually written or verbal directives) in 

venues such as planning meetings, rehearsals, or any other mission-

related activity.  In contrast, sharing implicit intent involves a more 

complicated and time-consuming set of activities that must be sup-

ported by the whole military organization.  Education and train-

ing do more than convey explicit intent, they also convey implicit 

knowledge, expectations and values that people internalize.  Social 

interaction is also the key to gaining shared implicit intent.  Process-

es of socialization (observing and inferring from others’ behaviour), 

externalization (of one’s beliefs and attitudes), and internalization 
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(of others’ beliefs and attitudes) allow people to acquire implicit in-

tent without explicit or conscious eff ort.

Although Pigeau and McCann’s framework has had signifi cant im-

pact on military thinking, several key aspects require empirical vali-

dation.  For example, although intent is depicted as a pyramid, there 

is no a priori evidence that the relative degrees of infl uence of the 

three implicit layers are distributed in such an orderly fashion.  In 

fact, the three layers are closely interrelated, with military organiza-

tions created within a set of cultural expectations.  Likewise, people 

are greatly infl uenced by the culture in which they are born and live.  

A culture, however, changes over time as a result of the infl uences of 

all the individuals and institutions that comprise it.  Th us, it can be 

diffi  cult to relate any aspect of an individual’s or group’s beliefs, at-

titudes or values exclusively to one particular layer of expectations.

THE CORE CONCEPTS OF INTENT

Further development of Pigeau and McCann’s conceptual frame-

work of common intent has helped to clarify how intent is formed 

and communicated.22  We can also see how the framework brings 

together several important themes that have been evident in cogni-

tive and military research for some time: 1) shared understanding is 

essential for coordinated and correct action; 2) a common frame-

work for solving problems allows subordinate decision-makers 

to make decisions consistent with what the commander wants to 

achieve; and 3) shared knowledge and experience is the basis for 

good communication.  Th e importance of these themes is evidenced 

by the fact that they have been independently explored by a number 

of researchers.  

Shared Understanding.  Th e fi rst theme has been explored largely in 

the context of the concept of the mental model, which describes a 

complex and rich mental representation of knowledge.23  A mental 

model is an organized knowledge representation in which inter-

nal, mental symbols correspond to elements making up an external 
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system so that the model symbols are inter-related in the same fash-

ion as the external elements.  Although less detailed than reality, 

and emphasizing certain elements and relationships over others, a 

mental model nevertheless serves as an internal simulation of an 

external system.  

Th e diffi  cult part of command is sharing a mental model.  Th e extent 

to which individuals share the same mental model for a common 

area of interest can be expected to aff ect the degree of coordina-

tion or simply behaviour in common – intentionally or otherwise.  

A number of empirical studies support this view.  For teams to be 

eff ective in solving C2 problems, they must share the same percep-

tions of goals and contingencies.24 Moreover, to work eff ectively 

toward a clear set of goals, team members should adopt the same 

mental model of the decision-making environment, including tasks, 

problems, assumptions, categories and issues.25 

Sharing a mental model is very much like Pigeau and McCann’s idea 

of establishing common intent.  In both cases, groups of individuals 

function more eff ectively as a team if they share an organized and 

common knowledge structure that represents the functioning of the 

system, the task and the team itself.  A shared mental model directs 

team members as to what roles they are to play, what tasks they are 

to perform, how to coordinate within the team by predicting each 

others’ information needs and the likely behaviour of the system as a 

whole.  Likewise, common intent conveys more than just team goals; 

it provides, among other things, the same kind of direction as a team 

mental model.  Th e main diff erence between the two concepts seems 

to be in the level of focus or specifi city of the shared representation.  

As examined in empirical studies, team mental models tend to focus 

on relatively narrow problem or task domains, defi ned in procedural 

terms rather than mission goals.

The use of implicit communication illustrates another benefi t of 

shared mental models: they help team members to predict the needs 

and actions of other members, which allows them in turn to more 
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eff ectively support other team members.  For example, fast tempo 

C2 requires coordination of team members with diff erent roles.26   

When individual team members fail to act appropriately and within 

time constraints, the team as a whole can fail.  Th us, teams that are 

trained to instil mental models that better describe what a system is 

for, what it looks like, how it works, what it is currently doing and 

how it will likely behave can be expected to perform better, particu-

larly in terms of communication and coordination.

Common Problem-Solving Framework.  Th e concept of common 

intent is as much about creating a problem-solving environment as 

about recording the commander’s objectives or plans.  Pigeau and 

McCann frame intent in terms of the ability for decision-makers to 

reason to the same conclusions when confronted with unexpected 

events.  In a similar vein, others have argued that the traditional 

statement of commander’s intent is inadequate and should be devel-

oped into a broader command concept.27  Th eir starting point was to 

consider the question of what a commander would have to tell his 

or her subordinates before an operation so that their subsequent ac-

tions would be consistent with his or her intent.  Identifying numer-

ous specifi c aspects of a good command concept, researchers have 

emphasized an awareness of potential problems and opportunities, 

indicators of problems in the plan, and perhaps most important, an 

understanding of the kinds of information the commander will need 

to evaluate the progress of the operation.28  Th is latter point is cru-

cial in modern operations where the amount of data can quickly 

overwhelm any human decision-maker.

Th e command concept is the sum of knowledge required by subor-

dinate commanders on which they will base their own planning and 

execution and that will act as a fi lter for the exchange of essential 

command related information before and during the operation.  Th e 

ideal communication system will limit traffi  c to only that which an-

swers essential questions with respect to the command concept, such 

as: “Are things going as envisioned?  If not, what needs fi xing?  Why 

are things going wrong?  Is the vision wrong or does it simply need 
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some adjustment?”29  Articulating the key command concepts for an 

operation bounds the information needs of the commander and en-

ables subordinate commanders to pass along only that information 

concerned with the command concept.  

Some validation of this concept of command comes in the form 

of historical reviews of six modern battles.  Although such histori-

cal analysis is subjective, key concepts were identifi ed that had con-

tributed to success (or failure when they were absent).30  Based on 

historical analysis, an ideal command concept is a “hypotheti-

cal statement of the commander’s intent that should have been, 

under the doctrine, training, and common knowledge of the time, clearly 

suffi  cient for subordinate commanders to successfully execute the 

responsibilities they were actually called on to fulfi ll during battle, 

without exchanging additional information with their superior 

commander” (emphasis added).

Tacit Knowledge (TK) is another concept that has been applied to 

military decision-making as a way to describe the kinds of shared 

skills and practical “know-how” expressed through action rather 

than articulated in words.31  Th us, TK is similar to implicit intent 

– procedural, goal-related and acquired with little organizational 

support.  Another similar concept is that of embedded knowledge.32   

Embedded knowledge is latent knowledge shared among team 

members as a potential resource for supporting teamwork and col-

laboration.  Synergistic interaction among individuals can produce a 

group product superior to the sum of individual contributions, that 

is, the organization will act as though it has greater knowledge than 

all of its members.  

Common Basis for Communication.  Perhaps the most fundamental 

role for common intent is in communication.  Language is a tool 

with which we attempt to create in others’ minds an understand-

ing.  In particular, rather than attempt to exhaustively and defi n-

itively state all of the information we wish to convey, people are 

skilled at stating things that call upon connotations to elicit implicit 
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knowledge that would be diffi  cult or impossible to convey explicitly.  

Th e concept of common ground has been developed to address this 

issue.33  It is argued that people do not have to explicitly express the 

majority of information underlying a message.  Instead, they rely on 

the vast knowledge of the addressee to allow comprehension.

Like common intent, common ground consists of the mutual 

knowledge, beliefs and assumptions held by people.34  Th is mutual 

knowledge defi nes concepts and ideas that can be referred to with 

simple messages, which elicit extensive and detailed memories from 

the recipient.  Th ese remembered concepts become part of the com-

munication.  Th us, if one knows that certain experiences or concepts 

are shared, one can attempt to bring about a state of understanding 

in another by probing with key words or expressions that will likely 

elicit the intended ideas.

Communication has been described as a process of coordination in 

which participants present explicit messages to others who interpret 

them with respect to their vast stores of experiences and knowl-

edge.  Feedback is given to indicate acceptance and understanding 

of the message or a lack of understanding and requests to clarify or 

elaborate.35  Th e whole process is collaborative as participants try to 

reach a mutual belief that each party has understood the previous 

messages.36 

Numerous experimental studies have validated the concept and ex-

plore the role of common ground in communication.  Not much of 

this research, however, has been conducted in large-scale, natural-

istic settings, which makes it diffi  cult to ascertain exactly how the 

concept of common ground operates in an organizational context.  

We do not know, for example, how common ground develops in, 

and is infl uenced by, the structure and practices of an organization 

such as the Canadian Forces.  

Although people require a great deal of shared knowledge in order 

to communicate effi  ciently and eff ectively, they have been found to 
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naturally employ a range of communication techniques that tailor 

messages to their addressees.37  Th ese processes can be extended 

to communication in military organizations and support the basic 

premises of Pigeau and McCann’s framework of common intent, 

specifi cally the shared concepts, terminology and communication 

protocols that people develop to communicate eff ectively.  Military 

organizations are famous (or perhaps infamous) for developing their 

own jargon, which is often impenetrable to outsiders.  Th e research 

on common ground, however, indicates that this actually goes well 

beyond just specialized terms and names.  A military organization 

likely develops multiple specialized “proto-languages” containing 

their own words, concepts, grammatical structures and protocols for 

ensuring mutual understanding.  

COMMON INTENT: A VALID CONSTRUCT?

Pigeau and McCann’s concept of common intent provides a rich 

framework in which to think about C2.  It highlights the extent 

to which human understanding, and sharing of understanding, is 

involved in planning and carrying-out an operation.  To transform 

the concept of common intent into a practical, testable theory that 

can guide research and development of doctrine, training and so 

on, scholars need to be able to measure intent as well as C2 perfor-

mance.  Th e key requirement of a theory is to provide a link between 

prediction and observation, and that depends on the theory provid-

ing an accurate model of reality.  

Construct validation implies the expression of a set of theoretical 

concepts and their interrelations (i.e., the conceptual net), the devel-

opment of ways to measure those constructs proposed by the theory, 

and the empirical testing of the hypothetical relations among the 

constructs and their associated observable manifestations.38  Th e 

validation process is ongoing and requires multiple iterations over 

time, some of which may entail a refi nement of the construct and 

its measures.39
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Experts in the fi eld of psychometric theory, such as Jum Nunnally 

and Ira Bernstein, have identifi ed two major scientifi c concerns: 1) 

developing measures of individual constructs, and, 2) fi nding func-

tional relations between those measures.  Th us, any theory has two 

equally signifi cant components, a measurement component and a 

structural component.40  Th e logic behind constructs defi ning in-

dividual diff erences is exactly the same as that behind those defi n-

ing experimental manipulations.  Th e structural component suggests 

that measures should be evaluated within broader theoretical mod-

els that include the causes, correlates and eff ects of the construct of 

interest and how they relate to one another. Th is would then pro-

vide evidence that measures of a construct exhibit relationships with 

measures of other constructs in accordance with relevant theory.

Although common intent is similar in many respects to command 

concepts, shared mental models and common ground, it is not clear 

whether we can adapt measurement strategies from these areas or 

whether we must develop an entirely new paradigm.  Of course, 

prior to beginning a lengthy and costly measurement process, we 

need to assess whether the construct of common intent can be mea-

sured, as some constructs are so abstract they may not be amenable 

to measurement.41  Similarly, the need for a measuring instrument, 

or set of instruments, also has to be assessed.  Adequate instruments 

may already exist that capture part, or all, of the construct of com-

mon intent; the value of a new measure should be large relative to 

the costs of its development.  To be useful, a new instrument should 

also demonstrate some theoretical or empirical advantage over exist-

ing measures of the same construct, being either more accurate or 

more effi  cient (e.g., shorter, cheaper, more user-friendly).42

By conceptualizing the theory of common intent in terms of mental 

structures or representations of knowledge, beliefs and values that 

guide team interaction, we are able to propose a conceptual “net” 

implied by this theory.43  Assuming internal consistency, construct 

validity would be evident should the purported measure(s) of the 

construct behave as expected.  In other words, the measures must fi t 
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into the net of expected relationships established for the construct 

of common intent.44  Th is implies that we need to conduct studies 

and/or experiments to determine the extent to which the measures 

of common intent are consistent with the hypotheses about the con-

struct.

Th e question of whether common intent is a valid construct goes 

beyond just the issue of measurement.  It must also address whether 

we can manipulate aspects of intent to produce predicted results.  

Th us, in operationalizing elements of intent, we create the means to 

aff ect intent as well as to measure it.  Indeed, the process of construct 

validation is like that of theory development because theory and va-

lidity are integrally linked.  Th e theoretical relevance of a construct 

depends on its validity, a judgment of the degree to which a measure 

truly refl ects the construct it is purportedly measuring.45  Likewise, 

without a sound theory, there can be no construct validity.

Th e process of construct validation is possible only to the extent 

that some of the statements in the theoretical model lead to pre-

dicted relations among observables, that is, the model must be 

explicit enough so that validating evidence may be properly inter-

preted.46  Many types of evidence are relevant to construct validity, 

such as predictions of group diff erences, changes with time or after-

experimental manipulation, and correlations.  High correlations 

and stability may constitute favourable or unfavourable evidence for 

the proposed interpretation, depending on the model in which the 

construct is situated.  

Th e prediction of correlations often involves the use of a multi-

trait-multi-method matrix (MTMM) or a factor analytic procedure.  

MTMM data defi ne two or more constructs measured by two or 

more methods, leading to a matrix that resembles a standard corre-

lation matrix.  Correlations between measures of related constructs 

should be high, suggesting convergent validity, whereas correlations 

between measures of unrelated constructs should be low, supporting 

discriminant validity.47
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Approaches to construct validation have been further separated into 

classical, modern and emerging approaches.48  As such, the evalu-

ation of construct validity should no longer rely on MTMM data 

and researchers should model these relationships via second-order 

(confi rmatory) factor analysis.  Factor analytic models are appropri-

ate most of the time, yet more complex models should probably be 

favoured in some cases (e.g., second-order factor models).

When a prediction fails to occur, the reason may lie in the proposed 

interpretation of the measure or in the network.49  If the data do not 

support the predictions: 1) the experiment may have been fl awed; 

2) the theory may be wrong and should be revised; or 3) the mea-

sure may not capture the construct.50 Th e researcher can alter the 

network by redefi ning the construct under study, but must validate 

any new interpretation of the measure by collecting a fresh body of 

data.51   Construct validation is an ongoing process and it cannot be 

inferred from a single set of observations or expressed in the form of 

a single validity coeffi  cient.  Neither can the integration of diverse 

data into a proper judgment be an entirely quantitative process.52

THE QUESTION OF MEASUREMENT

Taking stock of the concept of common intent, it is apparent that 

no established paradigm for studying it has yet emerged.53  Th ere 

remains a keen need to identify the potential measures of intent 

as a fi rst step to establishing the validity of the construct.  Many 

questions pertaining to the construct of common intent remain 

pertinent, such as, has the construct been defi ned clearly enough 

so that researchers in the area can agree on its content domain?  

Is the construct of common intent even amenable to operationaliza-

tion and measurement?  If so, can existing strategies used for the 

measurement of constructs in the conceptual net be adapted for the 

purposes of operationalizing and measuring common intent?  Were 

these measures carefully and competently developed?  What is its 

surrounding conceptual net (i.e., precursors, correlates and eff ects)?  

What type of validity evidence is most relevant in this context?  
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As a matter of fact, it will likely be necessary to rely upon the 

validation strategies discussed in this chapter (i.e., predictions of 

group diff erences, changes after experimental manipulation, cor-

relations, etc.), using a mix of approaches including confi rmatory 

factor analysis.

It is indisputable that the theoretical boundaries of the construct 

of common intent, as well as its dimensionality, need to be further 

explored.  Can common intent be structured in the same way as a 

shared mental model, that is, with task, team and contextual compo-

nents?  Or should we conceptualize implicit intent as a higher-order 

construct, with knowledge, attitudes, beliefs and values forming the 

lower-order constructs that need to be operationalized in diff erent 

contexts?  In addressing these questions, we confront the potential 

uses and benefi ts, as well as the potential limitations, of measure-

ment approaches that already exist.

Quality of Command Intent.  Th e focus of C2 research is often on 

the processes of acquiring, sorting and acting upon information, but 

the true focus of command itself is on the successful accomplish-

ment of goals.  Th us, a key consideration when considering intent is 

the quality of the command intent in terms of plans and decisions.54 

Eff ective C2 is predicated upon the completeness and appropriate-

ness of command concepts as well as upon processes for sharing 

intent.  But assessing the quality of command intent is a challenge, 

as outcome-based measures (e.g., mission success) have been shown 

to be less appropriate for assessing command issues.  Not only are 

they diffi  cult to judge objectively, they are also dependent on other 

factors such as enemy reaction, correctness of intelligence estimates 

or relative capabilities.  

Th e alternative to outcome-based measures is to assess the qual-

ity of command intent on the basis of process-related criteria such 

as whether the command intent is deemed appropriate for mission 

success.  Here too, measurement pitfalls await.  Th e appropriateness 

of a plan is diffi  cult to quantify because military plans are complex, 
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mission-specifi c and there are few universally agreed upon criteria 

for defi ning success.  Consequently, opinions as to quality are likely 

to vary widely and consensus judgments will be diffi  cult to achieve.

Appropriate measures of quality of intent might include consensus 

of expert opinion, completeness of coverage, probability of misinter-

pretation and adaptability to unforeseen circumstances.  In addition 

to these subjective measures, more objective but indirect measures 

can be developed based on indicators of misunderstanding.  Th is 

would require one to identify behavioural indicators that are reliably 

associated with diffi  culty understanding or implementing command 

intent.  

Th e primary procedures for assessing the quality of intent will like-

ly be ratings made by experts in military operations and planning.  

Whether ratings are performed in real-time or through post-event 

review and analysis of data logs, careful consideration must be paid 

to the role that the experts’ experience, training and biases will play 

in their judgment.  Having pre-defi ned attributes or specifi c criteria 

pertaining to the objectives to be achieved is essential for greater 

precision of ratings.

Shared Mental Models.  Th e concept of a shared mental model cap-

tures several key elements of common intent, most noticeably the 

rich and shareable knowledge structures that people acquire and use 

in a wide range of team activities, such as communication and coor-

dination.55  Th us, measures of shared mental models can be adapted 

to assess the knowledge, attitudes and behaviours implicit in shared 

intent.  

Shared mental models can be measured from several diff erent per-

spectives: 1) the content of the mental model, or measures to identify 

what people know; 2) the organization of knowledge, or measures to 

uncover and depict conceptual relationships among items of knowl-

edge; and 3) the sharing of the same mental model between peo-

ple, or measures to assess the overlap in content and organization 
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between the mental models of individuals.56  Although all of these 

forms of measure are necessary to fully explore the role of shared 

mental models in teams, the aspects of content and structure are 

most important.  Th e issue of content concerns its relation to for-

mal command intent and the extent to which it supports a common 

understanding of objectives and methods.57  Th e structure of the 

mental model, in contrast, most directly relates to how a team will 

work together.  Th e common subdivision of team mental models 

into team, task and resources components is a way to understand how 

the structure of the model aff ects team processes.58 

Th e primary methods of assessing the content of mental models 

are knowledge surveys and interview techniques, both of which 

probe for knowledge items.  Th e structure of mental models can be 

assessed through conceptual mapping techniques, such as card sort-

ing with multidimensional scaling or cluster analysis.59 Assessing 

the overlap of mental models among individuals requires knowledge 

surveys and conceptual mapping, as well as statistical analysis tech-

niques to compute the degree of similarity among knowledge and 

the organization of representations.

Coordination.  Coordination is central to eff ective teamwork.  Coor-

dination, however, can be diffi  cult to operationalize, especially when 

distinguishing it from communication and individual contributions 

to team functioning.  Th e precursors of team coordination are largely 

covered by measures of team mental models (i.e., the correctness of 

expectations about team members, tasks and roles).  Beyond this, 

however, measures of coordination must also address the coordina-

tion of tasks and information, and the group processes and motiva-

tional issues underlying eff ective coordination.  

Coordination has to be measured in the complete context of prepa-

ration and conduct of a team-based mission.  Issues concerning as-

sessment of coordination include the processes or strategies team 

members are using to work together as a unit, how the team’s co-

ordination contributes to successful performance, the factors that 
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aff ect the coordination strategies adopted, and the learning process 

underlying the members’ coordination strategies.

Assessing the eff ectiveness of coordination requires measures of 

team performance, which can be task-based indicators of success 

(i.e., outcomes related to the completion of specifi c tasks or achieve-

ment of goals) or general indicators of success, such as expert ratings 

of eff ectiveness.60  For the most part, measures will seek to relate 

the presence or absence and degree of intensity of a particular team 

process (e.g., openness to ideas or levels of aff ective confl ict) or fea-

ture (e.g., diversity, trust in other members’ commitment) to some 

aspect of team effi  ciency or eff ectiveness.  Measurement of team 

process can lead to a problem of circularity, with trust, commitment, 

motivation and shared responsibility being determining factors for 

individuals to implement group processes and, in turn, these group 

processes leading to trust and commitment which, in turn, lead to 

more eff ective coordination.  

Constructs related to cooperation will often be operationalized 

through surveys or questionnaires, although observers can also iden-

tify and rate pertinent behavioural indicators.  Expert ratings can 

be used to assess coordination processes as long as the dimensions 

for rating, such as appropriateness of communication and degree of 

helping, have been defi ned and validated.  Another, more objective 

approach is to assess behavioural indicators of team coordination, 

such as helping other members, transferring appropriate informa-

tion and so on.  Assessing these indicators, however, requires con-

tinuous observation of a team at work, which can be diffi  cult if the 

teams are observed in real-time.  Recording the team’s activities by 

video and/or audio log allows for more thorough analysis but may 

be impractical in some situations.  Some measures can be obtained 

through the embedded or freeze probe methods, in which team 

members periodically provide self ratings or answers to questions 

that indicate relative coordination.  
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Communication.  Communication, whether verbal or written, is the 

process by which explicit intent is shared, but it is also a key com-

ponent of many processes involved in sharing implicit intent.61  Th e 

relation between communication and intent also fl ows in the other 

direction, as communication depends on the values, attitudes and 

procedures shared among people.  

Th e eff ectiveness of communication is generally measured in terms 

of the degree of understanding achieved by individuals, which is of-

ten assessed by comparing responses to questionnaires by the indi-

viduals.  Th e effi  ciency of communication can be measured in terms 

of the shared eff ort required to achieve a level of understanding, by 

indicators such as transmission time and the number of requests 

for clarifi cation.  Th us, one measurement approach is to assess the 

receiving party’s understanding against the intended understanding 

of the transmitting party.  Th is technique entails the same kinds 

of measures of knowledge content and structure as used to assess 

mental models.  

Given the richness of human communication, real-time assessment 

is very diffi  cult.  Th e main method for measuring communication 

variables is the analysis of a video or audio log of communication 

among team members so that observers have suffi  cient time to iden-

tify critical aspects, such as the volume (i.e., amount) of commu-

nication, types of utterances (e.g., questions, information transfers, 

etc.), direction, anticipation and so on.  Other measures may include 

levels of confi dence on the part of sender, receiver or listener that 

the communication has been comprehended with this level of con-

fi dence being related to diff erent components of the mental models 

of the communicators.  

Cultural diversity presents an interesting potential challenge to re-

searchers in real-world settings.  Technical advances, such as the en-

abling of distributed teams, increase the likelihood that teams will 

be composed of members from diff erent organizational or national 

cultures.  Multicultural entities will likely experience stresses with 
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respect to cohesion, communication and coordination.62  In addi-

tion, the cognitive frame members apply to problems and interac-

tions will diff er in many ways, aff ecting how individuals respond to 

measuring instruments.  Conducting cross-cultural organizational 

research in such contexts comes with its own set of challenges that 

includes ascertaining whether the measuring instrument is appro-

priate for all cultures under study, whether the measure is reliable 

and valid within and across cultures, and whether the instrument is 

ethically acceptable.63

PROSPECTS FOR THEORETICAL DEVELOPMENT

Researchers in charge of developing and implementing measure-

ment within operational settings face a variety of challenges due 

to the complexity of those environments.64 Insofar as common 

intent is a construct specifi cally developed for an applied setting, we 

can expect its validation to be no small undertaking.  Th e obstacles 

range from the practical (e.g., limited resources and broad scope of 

concepts to be measured) to the conceptual (e.g., developing agreed-

upon defi nitions and linking measures to concepts).  Yet, the full 

potential of common intent, as concerns its benefi t to the military, 

will not be achieved without its development as a valid theory.  

Despite diffi  culties, it will be possible to validate the construct of 

common intent.  To alleviate some of the practical issues, subject 

matter experts (SMEs) from the operational environment can be 

involved in the measurement process.  Researchers and SMEs work-

ing together can maximize the practicality, diagnosticity, validity 

(including face validity) and reliability of the measures.  Th e invest-

ment in creating measures should be considered an organizational 

investment with the potential for great benefi ts to the organizations 

under scrutiny as well as the researchers.65  Obtaining such “buy-in” 

from military organizations requires a practical theory-based mea-

surement approach with a clear purpose that drives the process of 

creating measures.66
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CHAPTER 3

Judging Intention: Integrating Insights from 
Cognitive Science and Neuroscience

Oshin Vartanian

DEFENCE RESEARCH AND DEVELOPMENT CANADA – TORONTO

INTRODUCTION

While the philosophical literature on intentionality is vast, it has 

contributed little to our understanding of the psychological processes 

that underlie our ability to judge intention in others.  Fortunately, 

this is beginning to change.  Recent insights from cognitive science 

and neuroscience have shed new light on this issue by highlighting 

some of the psychological processes that mediate the judgment of 

intention in others.  Most of the experimental evidence has, inter-

estingly, been generated in studies of phenomena that are related to 

intention, rather than studies of intention per se, such as theory of 

mind, moral cognition, free will and psychopathology. 

Th e aim of this chapter is to review some of the key fi ndings from 

these areas, as well as the contributions made by these new strands 

of knowledge to the problem of judgment of intention.  Th e focus 

will be strictly on how a mind judges intention in other agents, de-

fi ned as individual minds or entities that can embody intent (e.g., 

governments).  Th e ways in which judgments of intention at the 

individual level translate into shared judgments of intent at the 

group level constitute a diff erent problem altogether and fall beyond 

the scope of this chapter, although that issue is dealt with in detail 

in other contributions made to this volume (e.g., Bryant, Blais and 

Baranski, and Stewart).  
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In addition, the problem of free will always lurks in the background 

when considering judgment of intention.  Specifi cally, can an agent 

be held responsible for an act given that in the absence of free will 

the act could not have been an intentional one?  Recent scientifi c 

evidence casts doubt on the very notion of free will – a necessity for 

most notions of malicious intent.  Th is new scholarship suggests that 

it may be time to revisit some long-held beliefs about how humans 

are motivated toward action by self-generated intentions.  Th e gist 

of this work is that free will is not an all-or-nothing phenomenon, 

but rather a matter of degree.1  For example, free will may play a big-

ger role in planning actions than when actions are actually initiated.2 

Paradoxically, this implies that when deciding whether an agent ex-

ercised free will, we should focus on distal cognitions that informed 

the formation of the decision (e.g., planning an attack) rather than 

proximal causes that initiated the action (e.g., detonating a bomb).  

Th is has implications for command intent as well because it high-

lights the importance of conscious goal-setting in establishing in-

tent relative to micromanaging action at the point of execution.

Th is chapter is organized as follows.  First, I will introduce the 

concept of theory of mind and review recent literature that sup-

ports it.  I will then discuss its implications in judging intention in 

others and how it can be used to potentially alter those intentions to 

one’s advantage.  Next, I will introduce fi ndings from the literature 

investigating the link between theory of mind and moral cognition 

and how this can be applied to understanding factors that may in-

fl uence the assessment of adversarial intent.  Th is will be followed 

by an introduction of recent evidence from psychology as well as 

neuroscientifi c and neuropsychological studies of criminology and 

psychopathology that have a bearing on the link between intent and 

free will.  Finally, I will close with a discussion of the role of theory 

of mind and free will in command intent.
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THEORY OF MIND (TOM)

An area of inquiry that has great bearing on how we judge inten-

tion in others is theory of mind.  TOM is the ability to make infer-

ences about other people with respect to their independent mental 

states, such as their beliefs, desires, emotions and intentions.3 For 

example, suppose that you are a passenger waiting to board a plane 

at an airport.  A fellow passenger whom you do not know leaves 

her backpack under her seat and walks away.  While she is away, an 

airport offi  cial, weary of the suspicious backpack that has been left 

unattended, collects it and takes it to the security desk.  When the 

passenger returns, where will she look for the backpack?  It goes 

without saying that she will look under her seat where she left it.  

Why?  Because you know that your fellow passenger has the belief 

that the backpack is still located under her seat.  Th e fact that you 

made reference to her belief to predict her behaviour indicates that 

you relied on TOM.

TOM is almost without question a uniquely human ability.  It is an 

ability that is critical to human social interaction and we rely on it 

to predict and explain the behaviour of others in terms of their in-

dependent mental states.  Furthermore, developmental data indicate 

that TOM does not develop until around the age of fi ve, as children 

acquire the ability to mentally represent the minds of others.  Inter-

estingly, one typical task used to detect whether a child has devel-

oped TOM requires the child to engage in deception.4 Deception 

would not be possible in the absence of TOM because in the course 

of deception we manipulate other people’s beliefs, and by extension, 

their subsequent behaviour.  Th e critical point here is that it would 

not be possible to manipulate other people’s mental states to one’s 

own advantage – be it their beliefs, desires, emotions or intentions 

– in the absence of TOM.  Potential links between such strategic 

manipulation and defence-related and security-related issues will 

be made below in discussions of tactical deception and command 

intent.
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COMPONENTS OF TOM

Th ere is currently a consensus among researchers that TOM is 

not comprised of a unitary cognitive system; rather, it appears to 

be activated as a function of the interaction of a number of dis-

tinct cognitive abilities.  Th ere is brain-imaging data to support this 

componential organization of TOM.  Here I will focus on three 

components. Th e fi rst component is the ability to “decouple” mental 

states from reality.  Returning to the airport example, it was criti-

cal to observe dissociation (decoupling) between the beliefs of your 

fellow passenger and the actual physical location of the backpack to 

judge the action of the passenger correctly.  Th is decoupling enabled 

you to observe the diff erence between belief-driven perception and 

reality. Second, episodic and semantic memory would appear to be 

crucial for TOM.5 Th is is not surprising given that one would draw 

on one’s personal experience and knowledge regarding a specifi c 

situation to mentally simulate the mental states of another person in 

a similar situation. Th ird, TOM would seem to involve an analysis 

of the goals and outcomes of agents’ actions, an ability that is linked 

closely with understanding causality and attributing intention.  For 

example, to the extent that command intent involves causal linkages 

between goals and desired eff ects, TOM will be relevant in estab-

lishing these connections. As we will see below, specifi c aspects of 

this system may be more strongly involved in judgments of inten-

tion than judgments of other types of mental states.        

TOM AND FALSE BELIEFS

An important feature of TOM is that it enables us to predict and 

explain behaviour in the face of confl ict between an agent’s mental 

state and reality.  Take the airport example above: it was your fel-

low passenger’s false belief that her backpack was underneath her 

seat that enabled you to predict her behaviour and not the reality 

of where her backpack actually was (i.e., at the security desk).  In 

cases of false belief where there is a lack of correspondence between 

the belief of an agent and the reality of the situation, beliefs take 
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precedence over reality in predicting and explaining behaviour.  We 

know this to be the case because we possess TOM.

Th ere is an additional catch.  For you to be able to assess the eff ect 

of an agent’s beliefs on his or her behaviour, you need to have some 

knowledge about the content of those beliefs.  In the example of-

fered above, in predicting the passenger’s behaviour, you made an 

assumption about what the content of her belief was (i.e., “my back-

pack is underneath the seat”). Your assumption about the content of 

the passenger’s belief was based on your general knowledge about 

the world, accumulated through experience.  Th is suggests that to 

the extent that your knowledge about the world is faulty, you will 

generate faulty assumptions about the beliefs of others.  It follows 

that the accuracy of our theories about what motivates the actions of 

others will have a direct bearing on our predictive ability regarding 

their mental states, including intentions.

Th is suggests that understanding the relationship between false 

beliefs and TOM is critical for judging intention in others.  Un-

like classical models of cognition in which thinking was viewed as 

a rule-governed and rational activity, there is increased appreciation 

in the cognitive sciences that thinking may resemble believing more 

than it does rule-governed reasoning.6 Furthermore, there is also 

evidence across a wide array of experimental paradigms to suggest 

that human beings are prone to considering ideas they merely com-

prehend as true, unless those ideas are rejected as false following 

eff ortful deliberation regarding their validity.7 Given that humans 

have limited information processing capacity, this suggests that any 

of us at any given point in time may believe in ideas that we have 

never scrutinized for validity.  In other words, we are prone to main-

taining false beliefs.  

Given that our beliefs may be false, an interesting interplay may 

occur at the nexus of beliefs, intention and TOM.  According to 

folk psychological theories of intention,8 there is a diff erence in the 

way in which beliefs and desires on the one hand, and intentions on 
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the other, are connected to actions.  For example, in a causal chain 

of events, beliefs and desires are further away from actions than are 

intentions (see Figure 3-1).9  Th is is because intentions emerge after 

the agent has reasoned consciously through potentially competing 

desires and formed a plan of action, which once decided upon, re-

sults in action.  In other words, whereas beliefs and desires do not 

imply action, intentions do.  According to folk psychological models 

of intention, having formed an intention implies that the agent has 

reasoned about the beliefs and desires to travel further down the 

causal route and has made a decision to act.

Reasoning

Beliefs & Desires Intention Decision Action

Figure 3-1:  A Folk Psychological Model of Intention.

If recent cognitive science evidence is accurate, it is quite possi-

ble that people arrive at their intentions without having reasoned 

through their beliefs at all.  If we treat false beliefs simply as repre-

sentations about reality that do not correspond to reality, then this 

implies that the decoupling between belief and reality (a key com-

ponent of the cognitive system that mediates TOM) is even more 

critical in judging intention. To judge the intention of another agent, 

it becomes necessary to take the perspective of the other agent, even 

if this necessitates assuming their false beliefs according to which 

their action makes sense. In the context of command intent, the 

extent to which a commander’s intent is infl uenced by false beliefs 

would necessitate the acknowledgment of those false beliefs by 
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subordinate commanders before an understanding of the command-

er’s intent can be achieved. Although in some rudimentary sense our 

background knowledge about what we believe to be the true states 

of the world is important for judging intention, what is more impor-

tant is perspective-taking that is mediated by a decoupling between 

beliefs and reality.

Within a defence and security context, this idea suggests that cer-

tain methods will be more fruitful for altering the intentions of 

adversarial parties than others. To alter the malicious intent of an 

adversary, according to methods derived from folk psychology (see 

Figure 3-1), one should employ methods that facilitate reasoning 

about those beliefs and desires.  For example, supplying the adver-

sary with information that may encourage a reassessment of his/her 

beliefs could potentially result in the retraction of malicious intent.  

However, given evidence suggesting that beliefs, false or otherwise, 

can cause intent in the absence of reasoning, a better method ap-

pears to be supplying the adversary with the opportunity to enter-

tain competing beliefs.  Switching to a diff erent belief than the one 

that propagates the adversarial intention may be suffi  cient to sever 

that link.  

For example, suppose that your forces have information indicating 

that the commander of an adversarial army has the false belief that 

you are planning to launch an attack against his/her country.  Based 

on this false belief, this commander intends to engage in a pre-

emptive strike, thus using the element of surprise to maximize mili-

tary success.  One could attempt to manipulate this commander’s 

intent in at least two ways. Th e fi rst would involve supplying the 

commander with accurate information (e.g., satellite imagery of 

border areas) that would cause a reassessment of the belief that you 

are planning to launch an attack against his/her country.  Return-

ing to our folk psychological model of intention (see Figure 3-1), 

this is analogous to saying that this information would be supplied 

with the aim to encourage reasoning leading to a rejection of the 

false belief.  An alternative plan, however, could involve supplying 
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the commander with information that facilitates the entertainment 

of other false beliefs, the aim being that those newly introduced 

beliefs would shift the causal chain away from the current intention 

(i.e., striking your forces) toward a new goal. Given that cognitive 

resources for information processing are particularly limited under 

conditions when multiple problems need to be addressed simul-

taneously, as would be expected during escalation of violence and 

confl ict, this second alternative involving tactical deception may be 

more fruitful in manipulating intent than would the supply of ac-

curate information.10

TOM AND MORAL COGNITION

As discussed above, TOM judgments involve making inferences 

about other people’s states of mind.  When we speculate about a 

person’s intentions, we are by defi nition making a TOM judgment.  

In contrast, moral judgment involves making judgments about the 

moral acceptability of actions.  For example, when we make a judg-

ment about whether it is acceptable to kill in self-defence, we are 

making a moral judgment.  Normally speaking, TOM judgments 

are made prior to making moral judgments.  In other words, before 

we can assign blame to an agent (i.e., a moral judgment) for an ac-

tion (e.g., killing), we must make some inferences about that agent’s 

state of mind in relation to executing that action (i.e., a TOM judg-

ment).  Specifi cally, did the agent intend to kill?  Th us, we arrive at a 

judgment about the agent’s mental state fi rst and then proceed to lay 

blame accordingly.  Research in cognitive science has recently dem-

onstrated that this process can work in reverse.11  In a study from 

this literature, subjects were provided with the following vignette 

followed by the corresponding question:

Th e vice-president of a company went to the chairman of 

the board and said, “We are thinking of starting a new pro-

gram. It will help us increase profi ts, but it will also harm 

the environment.”  Th e chairman of the board answered, 

“I don’t care at all about harming the environment.  I just 
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want to make as much profi t as I can. Let’s start the new 

program.”  Th ey started the new program.  Sure enough, the 

environment was harmed.

Do you think the chairman intentionally harmed the envi-

ronment?

Eighty-fi ve per cent of the subjects said that the chairman inten-

tionally harmed the environment.  Note that no information about 

the chairman’s intention was supplied in the vignette.  In contrast, 

a strikingly diff erent response pattern was found with the following 

vignette:12 

Th e vice-president of a company went to the chairman of 

the board and said, “We are thinking of starting a new pro-

gram.  It will help us increase profi ts, and it will also help 

the environment.”  Th e chairman of the board answered, 

“I don’t care at all about helping the environment.  I just 

want to make as much profi t as I can.  Let’s start the new 

program.”  Th ey started the new program.  Sure enough, the 

environment was helped.

Do you think the chairman intentionally helped the 

environment?

Here, only 23 per cent of subjects said the chairman intentionally 

helped the environment. Again, no information about the chair-

man’s intention was supplied in the vignette.  Note that the only 

diff erence between the two vignettes is that the by-product of the 

action involved either harming or helping the environment.

Th is particular pattern of results appears robust in that it has been 

replicated and extended in several subsequent studies.13  Why does 

such a large diff erence exist in the assignment of intention to the 

chairman, considering that the only diff erence between the two 

vignettes is that the by-product of the action involved either 
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harming or helping the environment?  Th is eff ect has been explained 

by arguing that subjects’ moral judgments regarding the action pre-

ceded their TOM judgments (See Figure 3-2).14  In other words, 

subjects’ perception of the action as blameworthy aff ected the as-

signment of intention, such that actions that were viewed as more 

blameworthy were also viewed as more intentional than actions that 

were viewed as less blameworthy.  It appears that we believe intent 

plays a bigger role in decisions to harm than in decisions to help.15

Common route

Normative route
Determine 
Intention

Assign 
Blame

Figure 3-2:  The Interplay between Moral Judgment and Theory of Mind 

(TOM).

Th is reversal eff ect (i.e., moral judgment preceding the judgment of 

intention) has important ramifi cations for the notion of determining 

adversarial intent within a defence and security setting.16 Namely, 

the results suggest that we may assign various levels of intentional-

ity to the action of an agent not based on information relevant to its 

intention, but rather as a function of the extent to which we view its 

action to result in harm or benefi t to ourselves.  Specifi cally, every-

thing else being equal, we may be more likely to view as intentional 

those acts that are harmful rather than benefi cial to the Canadian 

Forces (CF). For example, consider the following vignette:

Th e government of country Y considered a strategy that 

would lead to a substantial increase in its own defensive 
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capability.  Th e government of country Y was also aware 

that a by-product of implementing that strategy would in-

volve harm to Canada’s economic prosperity.  Th e govern-

ment of country Y decided that it was in its interest to boost 

its defensive capability and it thus implemented the strat-

egy.  Sure enough, the eff ect of the decision was to boost its 

defensive capability.  In addition, the economic prosperity 

of Canada was harmed.

Do you think the government of country Y intentionally 

harmed Canada’s economic prosperity? 

If the results of earlier studies are any indication,17 the majority of 

people would probably suggest that the government of country Y 

intentionally harmed Canada’s economic prosperity.  Now, consider 

the following vignette:

Th e government of country Y considered a strategy that 

would lead to a substantial increase in its own defensive ca-

pability.  Th e government of country Y was also aware that 

a by-product of implementing that strategy would involve 

helping Canada’s economic prosperity.  Th e government of 

country Y decided that it was in its interest to boost its 

defensive capability and implemented the strategy.  Sure 

enough, the eff ect of the decision was to boost its defensive 

capability.  In addition, the economic prosperity of Canada 

was helped.

Do you think the government of country Y intentionally 

helped Canada’s economic prosperity? 

Again, if the results of earlier studies are any indication,18 the 

majority of people would probably indicate that the government 

of country Y did not intentionally help Canada’s economic 

prosperity.  Note, that normatively speaking, the diff erential as-

signment of intention between the two cases constitutes an error 
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in judgment because no information about country Y’s intention 

was supplied in either vignette.

While the characterization of the action itself as blameworthy has 

ramifi cations for the assignment of intent, one can also contend that 

the choice of the specifi c actor used in the vignettes (i.e., chairman 

of the board) may have amplifi ed the eff ect.19 In other words, to 

the extent that our prior knowledge and beliefs bias us to think of 

a chairman of the board as more likely to act intentionally to harm 

rather than to help, we may be more inclined to assign intention 

to the chairman in the case of the former outcome than the lat-

ter.  Th is suggests that quite apart from the nature of the act itself 

(i.e., helping vs. harming), our beliefs about the actor may also aff ect 

our judgments of intention.  For example, consider the following 

vignette:

Canada views country Y as an adversary.  Th e government 

of country Y considered a strategy that would lead to a sub-

stantial increase in its own defensive capability.  Th e gov-

ernment of country Y was also aware that a by-product of 

implementing that strategy would involve harm to Canada’s 

economic prosperity. Th e government of country Y decided 

that it was in its interest to boost its defensive capability 

and implemented the strategy.  Sure enough, the eff ect of 

the decision was to boost its defensive capability.  In addi-

tion, the economic prosperity of Canada was harmed.

Do you think the government of country Y intentionally 

harmed Canada’s economic prosperity? 

And compare it to the following vignette:

Canada views country Y as an ally. Th e government of coun-

try Y considered a strategy that would lead to a substantial 

increase in its own defensive capability.  Th e government of 

country Y was also aware that a by-product of implementing 
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that strategy would involve harm to Canada’s economic 

prosperity. Th e government of country Y decided that it was 

in its interest to boost its defensive capability and imple-

mented the strategy.  Sure enough, the eff ect of the deci-

sion was to boost its defensive capability.  In addition, the 

economic prosperity of Canada was harmed.

Do you think the government of country Y intentionally 

harmed Canada’s economic prosperity? 

Note, that while the outcome of country Y’s action in both cases 

was harmful to Canada’s economic prosperity, in the former case 

Canada considers country Y to be an adversary whereas in the lat-

ter case Canada considers country Y to be an ally.  One could argue 

that those diverging considerations will have a strong impact on the 

judgment of the action as intentional, such that when country Y is 

viewed as an adversary, subjects may be more likely to consider the 

harm that results from its action as intentional compared to when 

country Y is viewed as an ally.  Th is is another way of saying that a 

country’s reputation (i.e., ally vs. adversary) and the degree of trust 

that such a reputation embodies will aff ect subjects’ assignment of 

intention to its action.  Th e same would be true in the context of 

command intent where one would expect the reputation of a com-

mander to aff ect subordinates’ assignment of intention to its action.  

Specifi cally, to the extent that subordinate commanders view the 

commander as trustworthy, the former would be less likely to view 

the latter’s harmful actions as intentional.

In fact, there are experimental data from cognitive neuroscience that 

lend support to this prediction.  For example, the brains of 48 pairs 

of volunteers were scanned with functional magnetic resonance im-

aging (fMRI) as they engaged in a two-person economic exchange 

game.20  Unlike standard economic games (e.g., Ultimatum Game) 

where pairs of subjects typically complete a single exchange round,21  

subjects in this study completed ten consecutive exchange rounds. 

Th is design was employed to enhance the ecological validity of the 
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study by allowing the development of reputation and trust between 

the partners across successive rounds.  Th e researchers made the 

reasonable assumption that people develop internally represented 

models of their social partners through interaction and that these 

internal representations are in turn represented in brain substrates.  

Changes in the activation of the brain substrates should therefore 

predict behavioural changes in “intention to trust.” 

Th e game worked as follows: At the beginning of each trial, the 

“investor” was given 20 monetary units and instructed to split the 

20 monetary units such that a certain amount was kept and the 

remainder entrusted to the “trustee.”  Th e trustee was then instruct-

ed to multiply the invested sum by three and to split that in any 

desired proportion between himself/herself and the investor.  Th is 

decision ended the trial.  Not surprisingly, the behavioural results 

demonstrated that reciprocity predicted trust.  Two diff erent types 

of reciprocity were identifi ed.  In the case of “benevolent” reciproc-

ity, investors act generously (i.e., invest more) despite a decrease in 

repayment by the trustee.  Th is builds trust in the trustee toward 

the investor.  In contrast, in the case of “malevolent” reciprocity, the 

investor repays the trustee’s generosity (i.e., more repayment) with 

investing less.  Th is reduces trust in the trustee toward the investor.  

Neural results revealed that in trustees, there was signifi cantly high-

er activation in a specifi c brain structure (i.e., head of the caudate) 

in trials involving benevolent than malevolent reciprocity.  More 

important, as the game progressed, the peak of the activation in the 

head of the caudate shifted upstream in time, appearing prior to the 

revelation of the investor’s actual decision.  In other words, as the 

trustee built a better mental representation of the investor’s mind 

as a generous partner, the trustee exhibited the “intention to trust” 

prior to the observation of overt behaviour by the investor.  Th e key 

underlying idea presented here is that an agent’s reputation as trust-

worthy aff ects our intention to trust them.22

Extending the fi ndings concerning malevolent reciprocity to the de-

fence and security domain suggests that to the extent that viewing 
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an agent as “adversarial” denotes some indication of distrust in the 

motivations underlying his/her/its behaviour.  Th is fact may aff ect 

our TOM judgments regarding the intentionality of his/her/its 

actions.  In turn, this attribution of intention can have potentially 

detrimental consequences for understanding and predicting agents’ 

behaviours, especially under conditions in which the situation is 

underdetermined.  Specifi cally, the top-down infl uence of reputa-

tion and trust will make it more likely that the decision-maker will 

underweight disconfi rmatory information and overweight confi r-

matory information.  Th is may manifest itself especially strongly in 

situations where harm to self has occurred, exhibited by an over-

estimation of the intention of adversarial parties and an under-

estimation of the intention of allied parties to cause the harm, both 

of which constitute errors in judgment.  Th is suggests a need to study 

the psychological underpinnings of the term “adversarial” and how 

consideration of intent is aff ected as a function of the connotations 

of the term “adversarial.”  Th is applies to issues of trust and reputa-

tion as much as it does to moral or otherwise negative judgments of 

blameworthiness. 

INTENT AND FREE WILL

Judgments of intention are made against a backdrop of assumptions 

about free will. Th is is because assigning intent to the behaviour of 

an agent implies that we grant it free will. Th is is a foundational 

issue in western legal systems.  To be sure, simply assuming that 

people can exercise free will is a diff erent matter than whether there 

is any empirical evidence supporting this assumption.  In fact, recent 

evidence from psychopathology, criminology and neuroscience sug-

gests that there is little reason to believe that people have free will.23  

It goes without saying that if it were indeed the case that people 

could not be assumed to have free will, this would present great 

problems for the legality of actions taken against agents responsible 

for malicious acts against us.
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Th ere are two lines of evidence that should caution us against taking 

free will for granted.  First, a number of laboratory electrophysiologi-

cal studies have demonstrated that people become consciously aware 

of their intentions for performing actions around 200 milliseconds 

before an action is performed.  However, this conscious awareness 

of the intention to act occurs later than the scalp recording of the 

so-called “readiness potential” prior to movement.24  Th e readiness 

potential is a measure of electrophysiological activity in the motor 

cortex that leads up to voluntary muscle movement and therefore 

functions as a biological index of volition.  Th is fi nding throws our 

folk psychological notions of agency into disarray by suggesting that 

individual actions may not follow conscious intentions.  Rather, it 

seems that conscious intentions are formed following the initiation 

of action.  Although this experimental paradigm has its share of 

critics,25 the available evidence nevertheless poses a serious problem 

for the notion of free will.  To the extent that free will necessitates 

holding an agent responsible for an act only if conscious intention 

was formed prior to exhibiting the act, experiments based on the 

readiness potential suggest that people become consciously aware of 

their acts only after they have been initiated.

Second, a large literature has been amassed that links disorders of 

the brain to disorders of behaviour, including criminal behaviour.  

Given that the prefrontal cortex is known to be involved in a diverse 

array of higher cognitive abilities such as empathy, regret, ethical 

decision-making, reasoning and inhibition of inappropriate behav-

iour, it is perhaps not surprising that pathologies of the prefrontal 

cortex have been linked with diffi  culties in the expression of those 

abilities.26  More important, to the extent that those abilities are 

relevant to the formation of conscious intent in carrying out actions, 

this evidence implies diffi  culties in assuming free will in persons 

who engage in pathological criminal behaviour because their be-

haviours may be a manifestation of brain disorder rather than acts 

of free will per se. 

If the link between disorders of the brain and disorders of behaviour 

including criminal behaviour is robust, then one would expect to 
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fi nd disproportionately high levels of medical disorders in criminal 

populations.  Th is is indeed the case.  Th e proportion of incarcerated 

criminals who are medically and legally incompetent to stand trial is 

25 per cent.27  In a systematic study of 62 surveys including 23,000 

prisoners, the rates of psychosis and depressive illness were found 

to be several times higher than the rates found in the general, non-

incarcerated population.28  In fact, the rate of antisocial personality 

disorder, which itself has biological markers, was found to be ten 

times higher than the rate found in the general, non-incarcerated 

population.  Th is evidence presents a serious problem for the notion 

of free will because to the extent that healthy brain tissue is a pre-

requisite for the mental capacities necessary for making informed 

choices, the presence of disproportionately high levels of medical 

disorders within the criminal population may indicate that at least 

some criminals’ brain pathology may be a signifi cant contributor to 

the manifestation of their behaviour.

Quite aside from the specifi cs of the cases discussed above, the more 

important question raised by an examination of the laboratory and 

criminology evidence presented here is that scientifi cally speaking, 

the case for free will is currently rather weak. Nevertheless, as a foun-

dational assumption it may be indispensable not only for law, but 

also for defence and security purposes.  Th is is because from a legal 

perspective, it would be diffi  cult to hold adversaries responsible for 

their actions unless free will was granted.  Th is suggests that as par-

ties interested in the role of intention in behaviour, we should follow 

developments that shed light on the psychological underpinnings of 

free will very closely, while remaining fl exible about the extent to 

which free will can be taken for granted while assessing intent.

Some psychologists have suggested that free will may play a bigger 

role while making decisions rather than when actions are initiated.29  

Th is idea has implications for judgment of intention.  Specifi cally, it 

implies that the critical factor for assigning intentionality to an ac-

tion should not rest on whether the agent possessed free will at the 

time of executing the action, but rather whether the agent possessed 
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free will when the action was planned or decided upon.  In this 

light, the fi ndings regarding the readiness potential are less damag-

ing to the concept of free will.  According to this literature, human 

beings are not characterized by a complete presence or absence of 

free will.  Rather, they navigate along a continuum of control over 

behaviour.30  Th e process of judging intention should therefore in-

volve an assessment of the extent to which free will was exercised at 

the relevant juncture in the time course of an action from planning 

to execution.

LINKS WITH COMMAND INTENT

Th e discussion in this chapter has centred on how a mind judges 

intention in other agents.  Th is is because the focus has been on 

the relation between the self and a malicious (adversarial) agent.  

Nevertheless, the role of TOM in judgment of intention extends 

to non-adversarial agents, and is relevant to the notion of com-

mand intent.  As discussed elsewhere in this volume (e.g., Bryant, 

Blais and Baranski, and Stewart), command intent can be under-

stood at the individual (i.e., commander’s intent and the intents of 

individual subordinate commanders) and collective (i.e., common 

intent) levels, and can take implicit and explicit forms.  Th e extent 

to which subordinate commanders are able to judge the intention 

of the commander successfully is also a function of TOM.  Specifi -

cally, subordinate commanders must make accurate inferences about 

the mental states (e.g., beliefs) of the commander, especially under 

conditions where decoupling is required between the commander’s 

mental state and external reality.  Furthermore, the discussion on 

free will highlights the importance of conscious goal setting in the 

early establishment of intent (i.e., implicit and explicit) relative to 

micromanaging action at the point of execution.  Th e literature sug-

gests that the wilful planning of actions far ahead of their execution 

may play a more important role in establishing the intention to act 

than wilful control over the initiation of the action.
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CONCLUSION 

Th e aim of this chapter was to highlight the contribution that ad-

vances in cognitive science and neuroscience can make to the pro-

cess of judging intention.  Th e evidence suggests that our judgments 

of intention are infl uenced by factors that introduce error into the 

judgment process.  Studies that highlight these factors and off er 

cognitive countermeasures are needed.  In addition, the notion of 

free will, a necessity for commonsensical understandings of intended 

action, is questioned.  It appears that human beings navigate along a 

continuum of free will.  More importantly, free will may play a big-

ger role in the course of forming plans and making decisions than at 

the point when actions are actually initiated.  From the perspective 

of Command Intent, this highlights the importance of goal defi ni-

tion in the early establishment of intent (i.e., implicit and explicit) 

relative to management of action at the point of execution.
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INTRODUCTION

Proponents of Network-Centric Warfare (NCW) have embraced 

the notion that it will signifi cantly enhance mission eff ectiveness by 

improving information sharing, collaboration and shared situational 

awareness.  Since its inception, however, the United States’ Joint 

Chiefs of Staff  have raised signifi cant concerns that implementing 

such network technologies will greatly increase the risk of miscom-

munication and misunderstanding.1  For example, when networks 

are opened to users working under multinational conditions, the 

threat of erroneous interpretation can be exacerbated by diff erent 

language standards and use of terminology.  In addition, the lack 

of face-to-face social interaction can result in fewer social context 

cues (e.g., body language and paralinguistic characteristics).2 Fur-

thermore, compared to face-to-face groups, individuals working 

over networks tend to make more task-oriented statements, but 

make fewer social support statements such as expressing support 

or agreement.3 Distributed collaboration groups also take longer to 

get oriented in the initial stages of a project.4  Taken together, these 

fi ndings indicate that quickly formed, fast moving teams working 

over networks may have a diffi  cult time building and maintaining 

trusting interpersonal relationships. 
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NCW is built on the promise of improved information sharing.  

However, the people in the network must trust each other be-

fore they will be willing to share important information with one 

another.5 Without trust, the potential of NCW will not be fully 

maximized.  U.S. Rear-Admiral Th omas Zelibor highlighted this 

problem by stating that NCW is at a crossroads and that it demands 

a cultural shift from the typical military stance of “need to know” 

to “need to share.”  He also decried the emphasis on information 

security as something that could hinder operations: “We are too 

secure – we hoard information.”6

In recent years, various nations have relabelled NCW with their 

own terms to assert that the human network is the priority and that 

network technologies should support it.  Network-Enabled Opera-

tions (NEOps) is the term we selected that best represents the cur-

rent perspective of the United States (e.g., the Unites States Offi  ce 

of Force Transformation, Offi  ce of Secretary of Defense), as well as 

that of NATO and many of our coalition partners. 

In light of these concerns, research-based guidance is needed for fos-

tering the infl uence of trust in human networks.  We will therefore 

discuss the relevant research fi ndings related to the individual and 

organizational factors that aff ect trust building and provide implica-

tions for building trust in NEOps.  It is beyond the scope of this 

chapter to conduct a comprehensive review of the trust literature, 

so the reader is therefore referred to key references that can expand 

their understanding of particular topics.

BACKGROUND

Th e principle aim of NEOps is to acquire information superior-

ity, speed of command, and rapid, decisive targeting by employing 

a distributed, network-centric coalition force.7 Its original propo-

nents drew upon decades of learning from the successes and failures 

of networked systems employed by military forces (e.g., U.S. Navy 

carrier battle groups and U.S. Air Force air combat operations).  
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What sets NEOps apart is that networked systems will be employed 

in a way that is fundamentally diff erent from how they are used 

today.  A single person or even a small network of teams will no 

longer accomplish all mission tasks.  Instead, mission success will 

be founded on a complete redesign of military organizations and 

doctrine.  Multiple networks of teams will interlink to carry out 

command intent through extensive information sharing.8   A much 

larger distributed total force will be created, from soldiers to coali-

tion force capabilities to strategic commands. 

Th e increased number and diversity of individuals, groups and 

multiple teams available and communicating through informa-

tion networks will improve decision-making processes, but fewer 

people will be required to eff ect mission success because tempo-

rary teams composed of just the right people to get the job done 

will be used.  As extensive face-to-face interactions and formal 

reporting hierarchies disappear, improved mission success will be 

achieved from decentralized decision-making.9  Greater depen-

dence among the actors is expected; no one person will have all the 

information available in the network and it will need to be shared.  

Ideally, better quality and increased information sharing will lead 

to increased collaboration, resulting in better, shared situational 

awareness.  

Before moving to a discussion of research on trust, and how to en-

gender it in a NEOps environment, we will discuss the United States’ 

concept of command intent and its relationship to trust.  Th e United 

States Army includes command intent within its basic doctrine for 

operations.  Th e 1993 Army Field Manual (FM) 100-5 defi nes it as 

a concise expression of the purpose of an operation and a descrip-

tion of the desired end-state.10  Its purpose is to focus subordinates 

on what has to be accomplished in order to achieve success.  Th us, 

instead of telling them how to accomplish the overarching goal, it 

communicates the desired eff ects.  Commander’s intent is a joint doc-

trine in the United States.  Th e Joint Chiefs of Staff  have embraced 

it as an essential tool to coordinate diverse military forces, especially 
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at the operational level of war.11  Th e concept of command intent has 

become prominent in discussion of network-centric warfare, due to 

its focus on decentralized decision-making.  If command intent is 

eff ectively conveyed and understood, leadership at lower levels can 

take the right action based on local knowledge without direct orders 

from above: self-synchronization can occur.  Th is effi  cient activity is 

called “power to the edge.”  If the behaviours occur without extensive 

oversight from the military hierarchy, it is referred to as “self-syn-

chronization.”  Self-synchronization will increase the speed of com-

mand; actions will be taken so quickly that enemies will have limited 

time to react.12  Trust in information, subordinates, superiors, peers 

and equipment is necessary for self-synchronization to occur.13

Command intent and trust are related in several ways.  Trust is 

required in order to implement the concept of command intent and 

“power to the edge.”  Leaders must trust their followers to trans-

late broad mission plans into actionable steps.14  Th is requires that 

commanders must have a degree of trust that their subordinates are 

competent, predictable and have goals consistent with their own.  

Further, when a leader demonstrates trust in subordinates, they feel 

empowered and encouraged to take the risks necessary to imple-

ment command intent.  Followers must trust their leaders in order 

to accept and commit to command intent.  Th ey must see their lead-

ers as trustworthy in order to accept their decisions and guidance.15

We see trust as a requirement for implementing command intent.  

Conversely, shared command intent may enhance trust among all 

members of a team.  If followers understand and commit to imple-

menting command intent, then we can say that they have shared 

command intent or common intent.  Just as team members will per-

form more eff ectively when they have shared mental models (over-

lapping knowledge about each other and the situation), they will 

perform better if they share the same goals.  Trust is also enhanced 

when goals are shared, in part because congruent goals allow people 

to predict how others will act and what information needs to be 

shared. 
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Th e NEOps perspective relies heavily on culturally diverse indi-

viduals, groups and teams interacting with each other to perform 

complex tasks, distributed in both space and time. Th ese factors 

taken together characterize the context in which command intent 

is expected to be communicated and trust is developed.  In the next 

section we discuss the relevant trust research in the context of these 

NEOps factors to gain a better understanding of the implications 

for fostering trust. 

TRUST RESEARCH

Social exchange theory has shaped the development of trust re-

search.  It proposes that people are more likely to work together if 

they reinforce each other’s behaviours (reciprocity) through socially 

accepted practices, trust, and the willingness to take risks.  When 

individuals learn to trust one another, they are able to rely on gener-

alized forms of reciprocity rather than on sequences of specifi c quid 

pro quo interactions.16  It allows them to achieve far more than when 

these forms of “social capital” are not present.  Investments made in 

one time period in building trust and reciprocity can produce higher 

levels of return in future time periods, even though the individuals 

involved are not necessarily consciously trying to construct social 

capital.17  In the military setting, reciprocity forms the foundation 

for trust between commanders and their subordinates and is consid-

ered critical to executing command intent.    

As a result of the importance of this relationship, this chapter is 

focused on understanding how trust is established.  Figure 4-1 pres-

ents an input-process-outcome model showing that behavioural 

outcomes (risk taking and job performance) result from the forma-

tion of trust, which is founded on individual (e.g., cognitions and 

dispositions) and organizational (e.g., climate, team dynamics and 

diversity) factors.  In this context, the development of trust is a deci-

sion process and many defi nitions and measures of trust have been 

developed to characterize it.18  Researchers have sought to develop a 

defi nition of trust that removes references to what are known as its 
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precursors (e.g., trustworthiness) and outcomes (e.g., risk taking) to 

better understand how cognitions aff ect behaviours.19  In Colquitt, 

Scott and LePine’s meta-analysis, measures of trust were selected 

based on whether items assessed an “intention to accept vulnerabil-

ity” and having “positive expectations” about the trustee.20  Trust has 

also been defi ned as “the willingness of a party to be vulnerable to 

the outcomes of another party based on the expectation that the 

other will perform a particular action important to the trustor, ir-

respective of the ability to monitor or control that other party.”21  

Trust has also been defi ned as “a psychological state comprising the 

intention to accept vulnerability based upon positive expectations of 

the intentions or behaviour of another.”22

INDIVIDUAL FACTORS

Th e main cognitive factor for fostering trust is confi dence that the 

other person is competent and predictable.  Th ere is strong empiri-

cal support for the need to develop positive thoughts and feelings of 

trustworthiness towards the trustee before trust can occur.23 Percep-

tions of trustworthiness include beliefs about the trustee’s compe-

tence and integrity and how much the trustee is concerned about 

the trustor’s welfare (benevolence).24

 

Figure 4-1:  Model of Factors.

Trust
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OutcomesIndividual Factors
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Interactions in distributed tasks may also be aff ected by propensity 

to trust. “Trust propensity” describes a stable individual diff erence 

variable, which aff ects the likelihood that a person will trust.  Trust 

propensity is described as a generalized trust of others.25  Individuals 

who have a high trust propensity extend trust, appear to be trust-

worthy, and thus engender trust, leading to a continuous trust cycle.  

Th e authors noted that these types of interactions are probably most 

critical during the initial stages of a group’s work.  Th e need for at 

least a minimum level of propensity towards trust seems especially 

critical in situations where one does not have time to develop a close, 

personal relationship with individuals and groups that need to be 

trusted.

ORGANIZATIONAL FACTORS

A collaborative climate is an important organizational factor found 

to signifi cantly aff ect developing perceptions of trustworthiness.  

Research has shown that leaders must entrust team members with 

meaningful levels of responsibility, provide them with the neces-

sary autonomy to achieve results, present challenging opportuni-

ties which stretch the individual abilities of team members, and 

recognize and reward superior performance.  In particular, military 

leaders can infl uence trust if they establish a climate in which they 

demonstrate a reasoned willingness to allow people to take risks.  

Leaders who establish a supportive and collaborative environment 

encouraging some degree of risk-taking, empower team members 

to exhibit a bias for action, which in turn creates an enthusiasm and 

commitment to the team’s goals.26  Th e magnitude of the importance 

of trust in leadership is refl ected by the tremendous investment 

the international military establishment has made in development 

programs that train and mentor the skills that create a supportive 

decision-making climate.  For example, the Canadian Forces ad-

vise that eff ective leaders build and maintain trust by demonstrat-

ing competence; showing care and consideration for others; dem-

onstrating character (integrity, dependability and fairness); showing 

consideration and respect for subordinates; demonstrating concern 
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for the well-being of subordinates; and avoiding exposing them to 

unnecessary risks.27

A second key organizational factor is that of team dynamics; team 

members must understand and commit to command intent in order 

to develop shared command intent (common intent).  Th is process 

may be complicated by the nature of NEOps team dynamics, which 

are often ad hoc, highly interdependent, distributed and diverse.  Fol-

lowing is an exploration of each of these areas.

Ad hoc teams.  One of the benefi ts of NEOps is that it allows for the 

rapid formation of a team to meet a specifi c objective.  Teams can be 

composed of members with just the right combination of expertise 

and skills to get the job done.  Once the objective has been met, the 

team may be dissolved.  Th e need for trust often arises when the 

trustor lacks complete information about the trustee’s ability, be-

nevolence or integrity.28  When teams are rapidly composed to meet 

specifi c requirements, there is a great likelihood that people who 

have not worked together in the past will be expected to complete a 

task, working as a coordinated team.

Trust is typically developed through face-to-face social process over 

time through shared experiences, observations and interactions;29 it 

is not something that can be ordered.  Th e competence component 

of trust usually develops when members show themselves trust-

worthy by communicating openly, following through with com-

mitments and acting eff ectively.  Social exchanges over time may 

provide the aff ective “glue” that brings it all together.  Th e need to get 

ad hoc teams “up to speed” in short order represents a key challenge.

Dependence. Th e need for trust varies according to task type: some 

tasks simply require more trust than others.  For example, high lev-

els of trust are required when participants must negotiate complex 

agreements.30  However, high levels of trust may not be needed for 

brainstorming tasks.  It has also been argued that there is an optimal 

level of trust in each situation and that the more interdependency 
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there is between exchange partners (or team-mates), the more trust 

is required in order to achieve effi  ciency and not to miss opportuni-

ties for improvement.31  In highly interdependent tasks, trust con-

tributes to developing eff ective teamwork by allowing members to 

stay problem-focused, promoting more effi  cient communication and 

coordination, and encouraging compensation behaviours whereby 

a member picks up the slack that occurs when another member 

falters.32

Distribution. Development of the personal relationships that 

lead to trust is hindered in a distributed environment because of 

the lack of physical proximity, face-to-face interactions, opportuni-

ties for social exchange and discussion, and nonverbal behaviours.33 

Remote teams have less trust at the outset than face-to-face teams 

and they have more diffi  culties developing trust over time.  Even 

when such exchanges do occur, they usually lack the vividness 

and intensity of face-to-face exchanges.34  People can also become 

more “self-absorbed versus other-oriented” when they interact via 

computer-mediated communication mechanisms because they have 

less social context information.35  In addition, in the realm of dis-

tance learning via computer-mediated communication technolo-

gies, anonymity has led to increased cheating, reneging and extreme 

language; all behaviours that would lead to diminished trust.36

Th erefore, fostering trust in distributed teams requires a focus on 

initial interactions to develop shared goals.  If a team has members 

working together for the fi rst time or who will be working in a dis-

tributed setting, then initial face-to-face meetings at the kick-off  

and at critical decision points in a task are advised.  If face-to-face 

interactions are not possible, then video-teleconferencing (VTC) 

technologies should be used.  Several studies have shown that trust 

can be built quickly with this technology, provided that participants 

engage in getting-acquainted activities.37

During initial discussions, it is important to establish that all parties 

are talking about the same thing and that they are all committed 
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to the same goal.38 Shared reference materials can provide an or-

ganizing frame of reference for the group to discuss.  Early com-

munications should examine assumptions and establish common 

vocabularies.  For example, groupware (programs that help people 

work together collectively while located remotely from each other) 

could provide prompts to guide a group discussion on command 

intent.  Having the system explicitly question various groups as to 

their understanding of command intent might encourage clarifying 

discussions.

Socialization processes have been found to be important to fostering 

trust in distributed teams.  Th e more “points of contact” people have 

with one another, the better they are able to predict one another’s 

behaviour.39 Biographies or résumés could be shared, thereby en-

hancing understanding of an unknown team member’s competence.  

Social networking applications can be used to create networks based 

on shared interests and work responsibilities and to create a joint 

name, title or logo.  Th ese applications support “blogs,” posting per-

sonal information (e.g., profi les, professional interests and educa-

tional background), shared links, discussion forums and document 

management.40 Th e challenge is to avoid the time-wasting compo-

nents while leveraging the collaborative potential.41 Many organiza-

tions have blocked access to such tools because of the potential for 

sharing too much company information or wasting time.  

Similar to ratings on the Internet of an individual’s reputation for 

following through on delivering a quality product on time and at 

low cost, individuals in NEOps could create “reputation scores.”42   

An individual could build his/her own reputation by having an es-

tablished visual record on a webpage that presents levels of satis-

faction in his/her performance and in his/her ability to foster trust 

through feedback from satisfi ed team members.  Similarly, trust 

could be nurtured by establishing a webpage that presents his/her 

combined reputation based on team member contributions.  Like 

a sports team, a reputation could be built and advertised quickly if 

reaction data is collected at the team’s inception.
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Diversity.  In global virtual teams, personnel must work together, 

even though their affi  liations cut across functions, organizations and 

geography.43 Social identity theory suggests that people who view 

themselves as similar to one another are more likely to trust one 

another.  Category-based or presumptive trust is based on a person’s 

membership in a group or category (reputation) that people have 

come to trust or from shared membership in a group to which they 

belong.44  This type of trust is conferred on people with no history 

of direct personal contact.  In contrast, members of diverse teams 

may be forced to deal with unfamiliar processes, environments and 

expectations (of themselves and others).45  Furthermore, a diverse 

team will not be able to rely on interpersonal similarity and com-

mon backgrounds and experiences to produce mutual attraction and 

a willingness to work cooperatively.46 For example, issues related to 

trust have emerged between coalition members of diff erent nation-

alities working together in the Middle East.  A study of Australian 

Defence Force personnel reported that trust was cited as a criti-

cal factor in U.S./Australian cooperation, especially as it related to 

information sharing.47 An individual’s ability to get information 

strongly depends on the relationships he or she can tap into.  When 

deployed in the Middle East, Australians realized early that unless 

they fostered good relationships with the Americans, they would 

not be able to receive the required information.  Th e most eff ective 

way for an Australian to build trust with an American was to engage 

in off -duty socializing.  This process was hindered because develop-

ing one-on-one relationships usually depended on individual initia-

tive, and whenever coalition mission personnel were rotated out, the 

process of fostering trust had to start all over again.

Establishing a collective identity bolsters identity-based trust and 

creates joint goals or objectives that are relevant when a diverse 

group is working together.48  The global virtual teams research in-

dicates that training should be developed to help individuals learn 

how to facilitate trust within a multicultural team as it matures.49   

Steps taken early in a team’s establishment should focus on social 
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exchanges, communications conveying enthusiasm, coping with 

technical and task uncertainty, taking initiative and volunteering.  

Later behaviours that facilitate trust include predictable and regular 

patterns of communication, warning of absences, substantive and 

timely responses (explicit and prompt responses that messages were 

read and evaluated), rotating leadership among members, transition-

ing from rules to emphasis on the task and calm reaction to crisis.

IMPLICATIONS FOR NEOps

Th e research described above suggests that if the supporting meth-

ods, training and technologies are available, individuals may develop 

competencies for fostering trust in order to adapt to rapidly formed 

teams, dependence, distribution and diversity.  However, it is not 

certain that the strategies will transfer to fostering trust in NEOps 

because the fi ndings were focused primarily on individual and sin-

gle team relationships, in face-to-face or distributed environments.  

NEOps implies a more complex interaction of factors that are con-

founded in the current research designs; it is diffi  cult to determine 

which factors may have more infl uence.  Th e following is a descrip-

tion of research that exemplifi es how the various factors of distri-

bution combined with disposition, time and dependence, and team 

composition, may interact to aff ect trust performance outcomes. 

In high-risk and high-stakes tasks, and when time was short, team 

members developed the willingness to suspend doubt about whether 

or not strangers could be counted on in order to get to work on the 

group’s tasks.  In essence they developed “swift trust.”50  Research-

ers discovered that such groups are tied together by a form of trust 

with the following properties: the belief/hope that others will care 

for what is being entrusted with good will; willingness to suspend 

doubt in order to execute the task performance; willingness to take 

risk; and, a positive expectation of benefi ts of temporary group ac-

tivity.  It has also been reported that establishing swift trust at the 

beginning of an online course appears to be related to subsequent 

course success.51 
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Finally, group dynamics theory suggests that information sharing 

could be negatively aff ected among networked groups.52  For ex-

ample, members of heterogeneous military teams were found to 

have increased uncertainty and to make biased decisions based on 

perceptions about the motives and actions of others.  Several ex-

periments have been conducted examining patterns of information 

trust in the context of a military sense-making task embedded in a 

simulated coalition engagement.  In the fi rst experiment, researchers 

found that user awareness of a message source (and any assumptions 

or biases associated with that) had an overriding infl uence on their 

decision to trust or not to trust the information it contained, regard-

less of information quality.53 In a follow-up study, it was found that 

teams actually made better information trust/distrust judgments 

with anonymous sources.54  Th e researchers postulated that indi-

viduals paid closer attention to the quality of the information when 

the source was unknown.  

In the context of these fi ndings, a program of research is needed to 

systematically evaluate the impact of multiple factors on trust.  An 

important factor is the time needed to develop trust, but it has been 

ignored as a potentially serious issue that could be greatly aff ected by 

NEOps.  In NEOps, the emphasis on speed of command through 

rapid formation of ad hoc teams with changing leaders is likely to 

have a signifi cant impact on fostering trust. 

Table 4-1 presents an example framework for specifying hypoth-

eses on how trust might be fostered given such factors as time, 

dependence, distribution and diversity.  Th e fi rst column lists the 

critical research topic: Fostering trust in leadership.  Th e second col-

umn presents a specifi c research question for that topic: How will 

trust be fostered when a less experienced and more junior offi  cer 

has to lead people in accomplishing tasks?  In traditional military 

organizations, military leaders are typically older and more expe-

rienced than their subordinates and have built a reputation over 

a long period of time. However, the “Edge Organization” con-

cept relies heavily on empowering individuals at all levels of the 

organization to make decisions.  In essence, everyone has the chance 
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to lead.  Another key challenge is that the ability to develop person-

based trust through direct interactions will no longer be the norm.  

A critical requirement will be to understand mechanisms that will 

facilitate trust when “unproven” team members must execute lead-

er responsibilities.  Th erefore, Table 4-1 presents research-based 

hypotheses for each of the major NEOps factors (i.e., time, depen-

dence, distribution and diversity) in the remaining columns.  In the 

third column, it is proposed that when time is available, building 

a reputation for competence and integrity with others will foster 

trust.  If time is short, fostering “swift trust” among team members 

will be more eff ective.  Th e fourth column proposes that fostering 

trust among team members will be more eff ective if the team has 

high task interdependence, otherwise leaders will be more eff ective 

if they foster trust with individual team members.  Th e fi fth column 

proposes that using a webpage to rapidly advertise a leader’s skills 

will help to more rapidly build his or her reputation.  Th e sixth col-

umn proposes that leaders will be more eff ective in fostering trust in 

multicultural teams if they enable team members to focus on vali-

dating the information they need, rather than the national origin of 

the information source. 

Table 4-1: Example Framework for Specifying Hypotheses about Fostering 

Trust in NEOps.

Research 
Topic

Research 
Question

Time Dependence Distribution Diversity

Fostering 
trust in 
leader-
ship.

How will 
trust be 
fostered 
when a less 
experienced 
and more 
junior offi cer 
has to lead 
people in 
accomplish-
ing tasks?

If there is 
time, trust 
will be 
fostered by 
building a 
reputation 
of compe-
tence and 
integrity 
with others. 
If time is 
short, then 
fostering 
“swift trust” 
among 
team mem-
bers will be 
effective.

Fostering trust 
among team 
members 
will be more 
effective if the 
team has high 
task interde-
pendence, 
otherwise 
leaders will be 
more effective 
if they foster 
trust with in-
dividual team 
members.

Using a 
webpage 
to rapidly 
advertise a 
leader’s 
reputation 
will help to 
more rapidly 
foster trust.

Leaders 
will be 
effective in 
fostering   
trust in 
multi- 
cultural 
teams if 
they en-
able team 
members 
to focus on 
validat-
ing the 
information 
they need, 
rather than 
information 
sources
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RECOMMENDATIONS

In order to implement the construct of command intent, where 

subordinates take initiative without explicit direction from above, a 

climate of trust between leaders and followers throughout the net-

worked team is necessary.  As we have discussed, the NEOps envi-

ronment may be a challenging place to develop trust.  In light of the 

above discussions, it is postulated that extensive research requiring 

considerable investment of time, money, resources and international 

cooperation is needed.  In the near term, we recommend a mission 

analysis of NEOps to identify the range of missions and resulting 

tasks that are most infl uenced by the need to foster trust.  Th en, the 

critical knowledge, skills, abilities and other personal characteristics 

required for fostering trust can be derived with a goal of identifying 

the most critical gaps that need research.  A systematic approach 

that specifi es important research studies will produce  validated 

demonstrations and sound design guidelines for fostering trust in 

the human network.  From this, the methods, tools and strategies 

that should be enabled via NEOps technologies will emerge.
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CHAPTER 5

Measurement of Intent: A Selective Review 
of the Literature

Keith Stewart

DEFENCE RESEARCH AND DEVELOPMENT CANADA – TORONTO

Mission Command ... has three enduring tenets: the importance 

of understanding a superior commander’s intent, a clear respon-

sibility to fulfi l that intent, and timely decision-making.  Th e 

underlying requirement is the fundamental responsibility to act 

within the framework of the commander’s intentions.

 Canadian Forces Publication 300(3), Command.1 

INTRODUCTION

In their defi nition of command and control, Ross Pigeau and Carol 

McCann emphasise that coordinated action is dependent upon the 

establishment of common intent, which they defi ne as “the sum of 

shared explicit intent plus operationally relevant shared implicit 

intent.”2  In the same paper, they defi ne intent as “an aim or purpose 

along with all of its associated connotations.”3 In a later publica-

tion, they stress that, “intent includes an explicit portion that con-

tains the stated objective … and an implicit portion that remains 

unexpressed for reasons of expediency but nonetheless is assumed 

to be understood.”4 Th e extent to which a commander will provide 

explicit direction to subordinates is dependent upon a range of fac-

tors including organisational culture and command philosophy, 
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experience, training and the risk inherent in the specifi c situation 

that the orders are designed to address.  I discuss these factors in 

a separate paper where I also consider how military organisations 

might develop fl exibility in their approach to command based upon 

the balance between explicit and implicit intent.5

Lars Groth observed that humans with shared or compatible pur-

pose organise in order to accomplish tasks that are not within the 

capacity of individuals acting independently.6 Organisation, ac-

cording to Henry Mintzberg, comprises the division of labour into 

distinct tasks and co-ordination between those tasks.7 Since 

coordinated action is central to the success of collaborative endea-

vour, it follows that achieving an appropriate degree of common 

intent is a necessary, although not suffi  cient, precursor to success.  In 

view of this, it is reasonable for those concerned with understand-

ing how to optimise collaborative performance to seek to assess the 

extent to which common intent is achieved.  Th is chapter reviews 

studies that have attempted to measure the success of the intent 

transmission process to the extent that it promotes compatibility of 

intent between commanders and their subordinates.  Th e focus of 

this specifi c discussion is primarily methodological, although some 

discussion of intent theory is included where appropriate. 

COMPARING COMPATIBILITY OF SUPER AND SUBORDI-
NATE COMMANDER’S INTENT (CI)

Th is chapter reviews eight studies that incorporated methods for 

assessing the compatibility of subordinate commanders’ intent with 

that of their superiors.  A brief review of each of these studies is 

provided below.  It is noted that, while similar terms are used to 

describe the aims of the studies, the investigators sometimes appear 

to be examining subtly diff erent aspects of intent.  It is possible that 

these are, in part, indicative of diff erences in command philosophy, 

specifi cally, the tendency to view a statement of intent as guidance 

to elicit a particular form of solution as opposed to an indication of 

a boundary for subordinates to work within. 
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In a study by Lawrence Shattuck,8 16 U.S. Army company com-

manders were required to develop orders in response to battalion 

operation orders prepared by their respective commanders.  Th ey 

were then presented with two scenarios updating the tactical situa-

tion and asked to describe how they would respond.  Th e battalion 

commanders, who had prepared the original orders with their staff s, 

were asked how they expected the company commanders to respond 

to the situation reports.  Th ey were then asked to compare their 

subordinates’ responses relative to their own.  Of the 32 company 

commander responses, battalion commanders judged that only 17 

matched their intent.  It appears that the judgment battalion com-

manders were asked to make was whether subordinates’ responses 

matched their proposed course of action, not whether subordinates’ 

responses were within the commander’s intent (which could have 

allowed for a broader set of responses). 

Shattuck reports that, following analysis of recordings of the com-

pany commanders verbalising their rationale, he discounted six of 

the 17 cases, even though battalion commanders reported the re-

sponse to be in line with their own.  Interestingly, he notes that 

in three of those six episodes, “although battalion commanders 

judged the decision of the company commanders to match their 

own, they were in fact substantially diff erent.  Battalion command-

ers considered them a match because the company commanders 

were ‘thinking along the right lines.’ ”9 Th is might indicate that bat-

talion commanders recognised subordinates’ responses to be within 

their intent, albeit not matching the anticipated course of action.  

Th us, assessment appears to have related to matches in the specifi c 

decision/course of action, rather than whether the proposal was 

within the commander’s intent.  It would be interesting to examine 

whether any of the 15 responses that did not match the course of 

action were, in fact, within the superior commander’s intent, thus 

allowing a more optimistic reading of the experimental results.  Cer-

tainly, this study seems to promote the view that the orders process 

should promote homogeneity of decision-making between eche-

lons.  For example, “imparting presence is the process of developing 
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subordinates’ decision-making framework so they would respond 

the same way the senior commanders would if they were able to 

view the situation through their eyes.”10  Th is variant of decentra-

lised command promotes co-ordination; however, it has the poten-

tial to suppress subordinates’ creativity within their broad apprecia-

tion of the commander’s intent. 

Shattuck’s method might also have been used to assess the balance 

between explicit and implicit intent within the sample.11 A com-

parison between the battalion orders and the responses proposed 

by the battalion commanders would have allowed an examination 

of the requirement on subordinates to draw upon their implicit in-

tent in the specifi c circumstances described in the situation reports.  

It would be interesting to assess how the content of the company 

operations orders produced by subordinates varied in relation to 

the balance of explicit and implicit intent refl ected in the battalion 

commanders’ situation report responses. 

A more recent paper by Geoff rey Hone, Ian Whitworth and Andy 

Farmilo describes the development of a, as yet untested, method 

for assessing the adequacy of intent transmission.12  Th e authors 

describe a technique whereby a senior commander would assess the 

adequacy of orders produced by subordinate commanders one or 

two levels down (e.g., division – brigade – battalion).  Th is assess-

ment would entail only one question: “Do these orders use the avail-

able forces to best serve my intent?” Th us, there is no implication 

that subordinates are expected to produce any particular solution; 

the only requirement is that the commander’s intent be satisfi ed.  

Peter Murphy conducted a commander’s intent study during the 

Australian Army’s Headline 2000 experiment.  Participants included 

brigade commanders and their subordinate battle group command-

ers. As part of the study, one-sentence scenario snapshots were pre-

sented.  Th ese were within the context of the overall experiment, 

but described events that were not due to arise in the high fi delity 

scenario play.  Participants were provided with four possible options 
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for reaction and asked, independently, to rank these in terms of their 

appropriateness to CI.13 Owing to the relatively small sample size, 

no formal analysis is provided.  Nevertheless, Murphy’s discussion 

of this part of his study is informative and demonstrates some of the 

variability in the teams’ responses and their implications for opera-

tional eff ectiveness.  In some cases, high levels of consistency were 

achieved between the commander and his team.  In other cases, 

however, less eff ective patterns emerged.  For example, in respond-

ing to one scenario, three subordinate commanders achieved a high 

degree of consensus between themselves, but their responses failed 

to coincide with that of their superior. 

Andrew Leggatt sought to evaluate the eff ectiveness with which 

CI was promulgated through a distributed headquarters (HQ) dur-

ing a large-scale experiment named Multinational Experiment 3 

(MNE3).14  Th e command organisation employed in this study was 

physically distributed at locations in several nations and depended 

upon network-based information and communications technology 

to support collaborative working.  Moreover, the organisation was 

divided into a number of functional teams, for example, plans, lo-

gistics and knowledge management, with members of those teams 

being distributed across the various geographical locations.  Conse-

quently, both physical and organisational proximity were examined 

as independent variables in the study.

Over 100 participants responded independently to a set of probe 

statements by classifying them as either “true” or “false” in the 

context of the commander’s intent. Statements were developed in 

co-operation with the exercise commander, a U.S. Marine Corps 

major-general who contributed to their wording.  On each of the 

four days of the exercise, the commander selected six statements, 

from a larger pool of 15, for presentation to the participants.15  In 

addition to rating the statements as either “true” or “false,” partici-

pants were also asked to rate their confi dence in their responses on a 

seven-point scale.  Th e data generated were analysed using methods 
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associated with signal detection theory to provide an assessment of 

participants’ performance and bias. 

In terms of classifying the statements as “true” or “false,” analysis 

demonstrated no diff erences in performance between participants 

at diff erent geographical locations except in the non-Anglophone 

nations where performance was signifi cantly lower.  Th e author of 

the study interprets this fi nding as representing a confounding eff ect 

of language.  Interestingly, no diff erences were identifi ed in terms of 

confi dence.  It may be useful to speculate further as to the precise 

nature of the apparent eff ect of language.  It may be the case that 

participants had diffi  culties in understanding both the intent state-

ment and the experimental probes.  Alternatively, it is also possible 

that they misunderstood one or the other.16  Th e confi dence ratings 

may suggest that participants were unaware of any lack of under-

standing.  It may also be the case that rather than misunderstanding, 

they were simply not able to achieve as extensive an understanding 

as Anglophone participants.  Th is might imply diffi  culties for second 

language users in perceiving the implicit aspects of intent or aligning 

aspects of a new plan with their pre-existing tacit knowledge, values 

and attitudes.  In a future study, an analysis of the explicit/implicit 

balance in the content of the probe statements would be useful.  

Th is would enable an examination of whether particular statements 

rely more heavily than others upon implicit aspects of intent for 

categorisation as true or false.  It would also allow identifi cation of 

any associated diff erences in performance on individual statements.  

Th ose functional groups that were closer to the commander in 

organisational terms performed better than the other groups.  A 

broadly similar pattern emerged in terms of confi dence, with the 

highest performing functional team expressing most confi dence.  

A more fi ne-grained analysis of performance shows no diff erence 

between the functional groups in their ability to identify true state-

ments (i.e., those that were in line with the commander’s intent).  

Diff erences were found, however, between functional groups in the 

extent to which false probes were identifi ed and these, it seems, 
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were central to the between-group diff erence in sensitivity.  Leg-

gatt’s analysis suggests that the better performing functional groups 

adopted more conservative criteria, with a tendency to reject rather 

than accept probes that they were unsure about.  Presumably this 

explains why their performance advantage was expressed in terms 

of sensitivity to false, rather than true, information.  It seems fair to 

assume that when assessing statements that they found marginal, 

participants tended to choose “false,” the more conservative answer.  

An interesting question is whether this diff erence is in any way as-

sociated with the balance of implicit/explicit intent expressed in 

the probe statements.  It may be the case that judgments that “x is 

not what the commander wants” (i.e., correct rejection versus false 

alarm) are more dependent on the implicit aspects of intent than 

the explicit.  It seems reasonable to argue that since commanders 

concentrate in orders on what they want rather than what they do 

not want, then the ability to identify false statements is dependent 

on an understanding of the implicit intent.  Th us, more informa-

tion on the nature of the false statements would be useful.  It would 

be interesting to know whether false statements tended to describe 

specifi c “anti-goals” (which Gary Klein defi nes as “outcomes that 

are not desired”) or rather whether there were statements refl ect-

ing low priority or irrelevant outcomes.17  In view of the above, we 

might hypothesize that those functional groups that demonstrate a 

performance advantage are those that have a broader understanding 

of intent, specifi cally a deeper appreciation of the implicit aspects of 

intent.  Since the functional groups in question were those closest to 

the commander in organisational terms, this might have developed 

as a result of a diff erent quantity or quality of interaction with the 

commander and his immediate staff .

A variant of Leggatt’s technique was employed by Jeff rey Th omas, 

Linda Pierce, Melissa Dixon and Gwenda Fong in a joint U.S.-

Singapore command experiment.18 An interesting element of this 

study was that the authors treated CI and situation awareness as 

equivalent concepts.19 Th e probe statements are not reproduced in 

their paper, however, and thus it is not possible to assess whether 
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they all dealt with CI or whether some presented purely situational 

information.  Th e primary independent variable in the experiment 

was the level of technological support available to the command and 

control (C2) teams.  In one condition, only basic support tools were 

provided (“non-interoperable”), and in the other condition, a more 

sophisticated suite of C2 tools was made available (“fully interoper-

able”).  Th e basic hypothesis was that sensitivity would be greater 

for participants in the fully interoperable condition.  Analysis of the 

experiment demonstrated a highly signifi cant eff ect of condition on 

sensitivity, but not in the direction predicted.  In fact, participants 

in the low interoperability condition performed better than those 

in the full interoperability condition.  A number of possible reasons 

for this fi nding are discussed; perhaps the most telling comment 

is the refreshing observation that “…the fi ndings from this report 

cautiously highlight the importance that additional technological 

capabilities are not solutions in and of themselves.”20

Philip Farrell collected data during the same experiment as Leggatt 

(MNE3).21  His specifi c focus was on the measurement of com-

mon intent, which he defi ned as the “combination of the explicit 

awareness or perception of Commander’s Intent plus the implicit or 

internal expectation of Commander’s Intent.”22 Farrell describes 

four methods that were used in MNE3 to examine the issue of 

intent. One of these relates to the probe statements described by 

Leggatt.  Th is will be dealt with fi rst.23  Farrell indicated that the 

general consensus was that the statements did not suffi  ciently 

probe implicit intent.  Th e analysis did not consider performance by 

functional or geographical grouping, but rather compared perfor-

mance at diff erent stages of the two-week experiment.  Performance 

was consistent across the four days on which measurements were 

taken and demonstrated that participants judged statements to be 

true or false with 70 percent accuracy.24

Of the three other measures of common intent discussed by Far-

rell, two (measures based on direct observation of aspects of par-

ticipants’ behaviour and course corrections and interventions) were 
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discounted owing to insuffi  cient data.  Th is should not be taken to 

indicate that these methods have no merit.  Rather, on this occasion, 

features of the experimental environment meant that useful data 

could not be or were not collected.  Th e fourth method described 

by Farrell focused on participants’ perceptions of “action consisten-

cy” between the functional groups.  Participants were asked to rate 

both the extent to which they believed other groups’ actions were 

consistent with those of their own group and the extent to which 

they believed those actions were consistent with the commander’s 

intent.  It is proposed that participants’ perceptions of action consis-

tency provide an indirect measure of the degree of common intent 

(i.e., supporting Pigeau and McCann’s assertion that the establish-

ment of common intent enables co-ordinated action).  Analysis was 

argued to show relatively low levels of common intent across the 

four days on which data were collected in terms of consistency with 

other groups and with the commander’s intent.  Although these re-

sults seem somewhat pessimistic, it should be remembered that cur-

rently no validated criterion measure of common intent exists, and 

consequently, stating what level of common intent is adequate is an 

arbitrary judgment.  As such, further investigation of these measures 

would be very useful, in particular to address the question of how 

much commonality of intent is desirable and how this varies across 

organisations and situations. 

Farrell and his colleagues conducted further measurements of 

common intent during Multinational Experiment 4 (MNE4).25 

Although the overall design and aims of MNE4 diff ered from 

MNE3, Farrell was able to develop the analytical techniques used 

in the previous experiment, including a novel approach based upon 

vector algebra.26 Again, analyses focused on diff erences between 

the functional groups within the experimental HQ organisations 

(co-located and distributed).  An assessment of the extent to which 

the various functional groups understood the commander’s orders 

and guidance was made by conducting a survey of experimen-

tal observers and analysts several times during the course of the 

experiment.  It was argued that this survey focused on explicit 
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intent.  Survey respondents were asked to make their assessments 

based on observation of the staff  meetings that were conducted 

over the course of the experiment.  Methodologically, it is interest-

ing to consider the extent to which the data produced in this way 

are reliant upon the observers’ appreciation of the orders and guid-

ance.  Th e validity and reliability of this criterion measure is worthy 

of further consideration.  Moreover, since the assessment is based 

upon observations of participants’ behaviour in meetings, there is a 

question as to the extent to which these data can be argued wholly 

to discount any eff ects of implicit intent, whether on the part of the 

experimental participants or the observers.  Th ese caveats notwith-

standing, some interesting results were reported.  In general, both 

the co-located and distributed HQs’ understanding of orders and 

guidance (interpreted as explicit intent) improved over the course of 

the experiment with the co-located HQ assessed as having a higher 

level of understanding at fi ve out of the six measurement points. 

In this experiment, implicit intent was assessed based upon mea-

surements of “action consistency” similar to those collected during 

MNE3.  Action consistency is taken to be an indicator of both im-

plicit intent and common intent.  As in MNE3, participants (rather 

than observers) were asked to rate both the extent to which they 

believed that the actions of other groups within their own HQ were 

consistent with those of their own group and the extent to which 

they believed the actions of those other groups were consistent with 

the commander’s intent.  Th e results demonstrated a general increase 

in perceptions of action consistency across the three weeks of the 

study, which was interpreted as being indicative of the time required 

for implicit intent to be developed within HQs.  Again, scores for 

the co-located HQ were higher than those for the distributed HQ.  

Th is is not entirely surprising since action consistency must be guid-

ed to some extent by explicit intent as well as implicit intent.  Per-

haps the most interesting fi nding here is the apparent consistency 

between fi ndings derived from data generated by neutral observers 

and experimental participants.  Farrell concludes by raising some 

interesting issues.  One very important question concerns the issue 
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of how much commonality of intent is necessary in order to optimise 

team performance.  In addition, Farrell observes that further work is 

required in order to calibrate his measures of common intent so that 

they can be used reliably in diff erent experiments and exercises.

Th e studies reviewed so far in this chapter have concentrated upon 

the measurement of various aspects of intent within command re-

search and experimentation. Both Shattuck and Murphy suggested 

in their papers that their methods have the potential to support 

command training. Th is does appear plausible, however it should 

be stressed that eff ective training is dependent upon more than the 

availability of a valid and reliable tool for measuring the construct 

of interest.  For example, unless new instructional content is intro-

duced in the training environment, the training described would 

need to be based upon knowledge and skills developed earlier in 

the trainees’ careers based on courses, doctrinal publications and 

standing operating procedures.

Recognising a lack of structured training for the interpretation, 

formulation and dissemination of intent, Jules Molloy et al. devel-

oped a prototype Commander’s Intent Training Tool (ComITT).27 

During a ComITT session, trainees work in a computer-based 

training environment in a classroom setting.  Th ey are provided 

a scenario, developed by the ComITT trainer, and are asked to 

produce their own orders based upon those from a higher forma-

tion.  To help them in this task, the software provides them with 

a text template to populate and a map that can be marked with 

appropriate symbols. 

A training session with ComITT bears some resemblance to the 

experimental method described by Shattuck.  Once the trainees 

have produced their initial orders, the scenario situation is updated 

and they are provided with an opportunity to update their orders in 

the light of the new information.  Trainees are required to respond 

to two similar questionnaires during the course of the ComITT 

session.  Th e fi rst is presented once they have developed their fi rst set 
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of orders; the second when they have had an opportunity to make 

changes to their orders following the situation update.  Example 

ComITT questions are reproduced in Table 5-1. 

• How well did you understand the commander’s intent?

• How confi dent are you that everyone else in your team interpreted the intent in 
the same way as you?

• From the commander’s intent statement, what are your top three priorities at this 
time?

• From the commander’s intent statement, what, if any, are your top three con-
cerns at this time (e.g., any ambiguities, confl icting information, etc.)?

• What are your initial information requirements at this time?

• To what degree has your interpretation of the commander’s intent altered in light 
of the situation update? 

Table 5-1: Sample ComITT Questions.

Th e questions produced were not originally conceived as a mea-

surement tool. Rather the purpose was to provide the trainer with 

information to structure a debriefi ng session.  It is noted that the 

current ComITT prototype allows four individuals to undergo 

training at any one time.  Th us the trainer has the opportunity to 

compare their responses to the questions, although, at present, no 

tools are provided for analysis beyond the ability to call up all the 

trainees’ responses on one screen.  Currently, therefore, the debrief-

ing session is largely based on the trainer’s subjective assessment of 

the trainees’ responses. Th e software does not: support comparison 

of individuals’ orders before and after the situation update; support 

comparison between the orders developed by diff erent trainees; 

and/or, provide an automatic mechanism for comparing trainees’ 

responses with a set solution.  ComITT, therefore, does not provide 

a set of absolute performance standards or a set of measurement 

tools.  Rather, the expertise of the trainer is relied upon in providing 

performance feedback and debriefi ng sessions appear to be based on 
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eliciting information from participants as to their performance and 

relying upon this process to underpin learning. 

Based upon formal feedback collected at a ComITT workshop, an 

exercise, and a demonstration at the Royal Military Academy Sand-

hurst, Molloy reports that, even in its prototype form, ComITT ap-

pears to provide trainees with a valuable experience.  ComITT is 

currently the only tool of its type.  Further development of this or 

similar systems, in line with sound training principles, has the poten-

tial to improve all aspects of the intent transmission process.  More-

over, given the broad range of complex environments (full spectrum 

operations) that military personnel must operate in, there would ap-

pear to be an increasing requirement to support the achievement 

of common intent within our own forces.  Training, perhaps more 

than any other line of capability development, including technology, 

seems to off er the most promising solution.

CONCLUSION

Studies that have addressed the measurement of commander’s in-

tent have been reviewed.  All of the methods for analysis of CI that 

have been discussed have merit.  Although it has not been stated 

previously in this discussion, it should be noted that each method 

has been designed to meet the opportunities and constraints of the 

environments in which the individual studies have been conducted.  

For the purposes of future command-related research, it is impor-

tant to consider the types of applied questions that are likely to 

drive that work and to be prepared to deploy intent measures that 

enhance our understanding of the eff ects engendered by vari-

ous independent variables.  For example, in a network-enabled 

environment, one may wish to understand the eff ects of diff erent 

communications modalities or diff erent levels of familiarity between 

commander and subordinates.  In the immediate future, such stud-

ies must also be conducted with a view to improving the available 

assessment tools in terms of validity and reliability.  Th is also 

indicates a requirement for some criterion measure of intent to 
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be developed.  Moreover, by drawing on the intent process, it is 

possible to identify diff erent dependent measures, for example, the 

degree to which intent is communicated as a function of subordi-

nates’ experience.

While there is no one accepted description of the stages that 

comprise the intent transmission process, it should be clear that 

within that process there is a requirement for subordinates to under-

stand the commander’s intent and then develop a course of action 

to satisfy that intent.  Understanding of intent is necessary, but not 

suffi  cient, for the development of an appropriate course of action.  

From the researcher’s point of view, development of a suitable course 

of action provides some indication that intent has been understood; 

however, as Shattuck discovered when he analysed decision-makers’ 

verbal protocols, it is quite possible for subordinates to generate 

a “correct” response without fully understanding the commander’s 

intent.  Conversely, an inability to develop an appropriate course of 

action cannot be taken to imply a lack of understanding of intent. 

Th e key questions for the researcher are fi rst, do subordinates 

understand what is and what is not the commander’s intent, and 

second, can they tell which courses of action are within the bound-

aries of intent and which are not.28  Th e intent probes method used 

by Leggatt and Farrell in their studies broadly satisfi es these criteria.  

It has the advantage that it allows the researcher to take soundings 

across the entire space of potential solutions, examining partici-

pants’ understanding of what is and what is not intent.  Moreover, by 

varying the content of the probe statements, researchers could 

potentially assess subordinates’ ability to make such judgments based 

upon variations in the levels of implicit and explicit intent.  Th is is 

an important issue and one that both Farrell and Leggatt recogn-

ised to be worthy of further attention.  Although Leggatt observed 

that the probe statements used in his study contained elements of 

both implicit and explicit intent, and saw a balance of both “true” 

and “false” statements, no formal analysis of these variables is 
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reported.  It is proposed that in a future study, these variables should be 

systematically varied with a view to strengthening the intent mea-

sures toolset.
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INTRODUCTION

Command includes both the authority and responsibility for 

eff ectively using available resources to accomplish assigned 

missions.  Command at all levels is the art of motivating and 

directing people and organizations into action to accomplish 

missions.  Th e art of command lies in conscious and skillful exer-

cise of command authority through visualization, decision mak-

ing, and leadership.1

Underwriting every military operation, no matter the magnitude, is 

Commander’s Intent: the vision and desired end-state of the mis-

sion.  Under normal operating conditions, that intent is translated 

into actionable objectives that each participating unit uses to build 

its part of what culminates as a synchronized operation.  As things 

change when fi rst contact with the enemy is made, the intent may 

❉  For clarity, in this paper the term “Commander’s Intent” is used as both a proper 

noun (and is therefore capitalized) and noun (no capitalization). 

◆  Cleared for Public Release by AFRL/WS Public Aff airs.  Disposition Date: 

11/07/2007.  Document Number: WPAFB 07-0367.
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or may not evolve to meet new operational demands.  How quickly 

required changes are recognized and accommodated translates into 

how well the operation as a whole acts as a single entity, and in do-

ing so, how well it meets the commander’s intent both effi  ciently 

and eff ectively. 

Th e face of warfare has changed signifi cantly since the latter half 

of the 20th century. With the release of the Soviet Bloc from com-

munism, the explosive growth of the Internet and the increased 

instability in the Middle East, the challenges for the U.S. mili-

tary have shifted from predominantly traditional warfare between 

nations (typifi ed by the Cold War standoff  between the two 

superpowers), towards a continuum of irregular, catastrophic and 

disruptive challenges.  Defending against non-state actors has 

caused senior civilian and military leaders to re-evaluate traditional 

thinking.  Th ere is now a concerted eff ort to balance preserving the 

capability to defend against a near peer with new capabilities to 

“fi nd, fi x and fi nish” needles in haystacks (i.e., insurgents blending 

into populations). 

While information technology (IT) and the Internet are opening 

the doors to information sharing on an unprecedented scale, it has 

been both a blessing and a curse for civil and military organizations 

as they struggle to take advantage of network-centric operations and 

information sharing.  For example, network-centric operations en-

able forces to be linked as never before, but protecting networks 

and the information that they contain from corruption or manipu-

lation is a growing challenge.  Th e experience of 9/11 served as a 

catalyst for seamless intelligence sharing in the hunt for the next 

catastrophic insurgent cell.  Hurricane Katrina similarly triggered a 

call for seamless emergency response to a catastrophe of a diff erent 

kind on an even larger scale. Faster, scalable response, higher fi delity 

intelligence, tighter synchronization of eff orts, more effi  cient use of 

resources – all are requirements for, as well as intended consequenc-

es of, network-centric operations in general and the Global War on 

Terror in particular.
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Fifty years ago, limitations on the speed of communications meant 

that it took days or weeks to amass enough information for decision-

making at the operational level.  With the advent of the Information 

Age and the promise of network-centric warfare (NCW), however, 

decision cycles have been compressed to minutes for some time-

sensitive actions.  Asymmetric threats, potentially a single person 

employing a weapon of mass destruction (WMD), are driving the 

need for even faster decisions: “fi nding to fi nishing” in seconds, po-

tentially.  Th is operational tempo strains the command and control 

elements of the force and can severely stress commanders even when 

operating under a “centralized control, decentralized execution” 

philosophy.  Th e NCW Maturity Model postulates that increasing 

interoperability, not only in the information domain but also in the 

cognitive and social domains, will yield the potential for shared situ-

ation awareness (SA) and self-synchronization, the combination of 

which NCW advocates have labeled “Power to the Edge.”2

It is necessary, but not suffi  cient however, that key information be 

available throughout the network.  On 9/11, information was avail-

able that might have limited the damage of the terrorist teams that 

boarded the fl ights that morning.  Granted, that information was 

fragmented across several agencies, but even if all the intelligence on 

the conspirators had been in a single database, there was still “some-

thing” missing.  Th at “something” was shared logic: logic that would 

have produced fl ags at airport check-in counters for the fl ights 

that those individuals identifi ed as potential terrorists intended to 

board; logic that would have looked for combinations of names on 

manifests; logic that would have tracked one-way ticket purchases 

in combination with specifi c names; logic that may have caused air 

marshals to fl y on specifi c fl ights; logic that would have requested 

warrants for arrests in parallel with the search for suspected indi-

viduals; logic that may have fl agged and tracked airliners deviating 

from fl ight plans (and not following proper Interrogation Friend or 

Foe (IFF) transponder procedures for civilian air traffi  c); logic that 

would have relayed aircraft position and vector information auto-

matically to AWACS (Airborne Warning and Control System) or 
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fi ghter aircraft scrambled to intercept them. Th e system, however, 

would still be incomplete without the rule-sets to enable the system 

to both bring that information to the attention of operators who 

might act upon it and then maintain both tracking and identifi ca-

tion (ID) continuity until the targets had been neutralized.  Even if 

all the logic on the machine side of the interface is in place, humans 

need to recognize critical information, possibly simultaneously in 

multiple locations, to take any of a number of the steps needed to 

stop a catastrophic sequence of events from reaching its conclusion.  

While no one person can do it all, the team of people whose com-

plementary roles embody the “mission” must recognize the action-

able information and then act as one during a crisis.  “Acting as one” 

is the purpose of Commander’s Intent: giving the team the vision of 

the end-state so they can continue to act as one through contingen-

cies caused by both coincidental events (i.e., the “fog and friction of 

war”), as well as deliberate acts of the enemy.

Decision-making relies on information, and while some logic can 

be encoded and processed in microseconds by machines, most deci-

sions still require an operator “in the loop.”  Designing user inter-

faces to support achieving Commander’s Intent requires looking at 

information handling from both sides of the interface and aligning 

the logic to support decisions made on both time scales.  Interface 

concepts that focus on capturing and preserving Commander’s In-

tent can provide an integrating function for both operators’ shared 

understanding of the situation and the apportionment of resources 

across the network supporting the operation.  By grounding both 

the logic employed in the networked resource management and the 

method of visualizing the shared “picture” on Commander’s Intent, 

synergies anticipated from network-centric operations may be rea-

sonably achieved.

IT can be thought of as tools that extend human capability in data 

handling and information manipulation.  Th e logic that might co-

ordinate those data handling and information manipulation ac-

tions across a network of systems can similarly be thought of as an 
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extension of a social network – interoperability in the social domain 

– working at light speed.  In a battlefi eld scenario, that logic might 

be responsible for aligning how resources are expended: where sen-

sors are scanning for critical information on the enemy; where sup-

plies are positioned for replacing consumable items (i.e., food, fuel, 

ordnance, etc.); and communicating the “plan” to the participating 

units so that they know when and where to be vigilant or to take 

a rest.  That logic is incomplete without a means to represent it 

in a shared “picture” that embodies a common understanding of 

the Joint Force Commander’s ( JFC) strategy and intent – interop-

erability in the cognitive domain.  The shared picture provides the 

means to analyze where we have been, see where we are, and plan 

where we intend to go simultaneously, and also to look at resources 

from tactical to operational to strategic perspectives.

“Th e focus of command and control is the commander.” 3

For operators and their IT, Commander’s Intent, as translated into 

plans for execution, needs to guide how resources are consumed and 

how information is produced.  A necessary ingredient to achiev-

ing distributed, synchronized net-centric operations is a human-IT 

partnership such as has never before been created.  Human train-

ing and experience with doctrine, combined with computational 

capacities to evaluate thousands of parameters simultaneously using 

embedded logic, both need to work in unison to successfully accom-

plish the mission and achieve the end-state vision.  What follows 

in this chapter is a limited, initial description of some of the user 

interface concepts that, when mature, will create this partnership 

of human and machine. Included is both a notional description of 

a common visualization framework for command and control (C2) 

operators (the common “picture”) and an hypothetical prioritization 

taxonomy for managing resources (in this case, sensor management, 

the means of maintaining that “picture”).  By taking a balanced ap-

proach to developing both sides of the human-machine interface, 

it is possible to capture the JFC’s intent in how the battlespace is 

sensed and how it is portrayed “to the edge.”
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IMPROVING THE HUMAN SIDE OF THE INTERFACE

Battlefi eld visualization is the process whereby the commander 

develops a clear understanding of his current state with relation 

to the enemy and environment, envisions a desired end-state, 

and then visualizes the sequence of activities that will move his 

force from its current state to the end-state. In short, it provides 

the key to where and how the commander can best lead and mo-

tivate soldiers, and see the battlefi eld, his own forces, the en-

emy, and the end-state.  It is critical to mission accomplishment 

that commanders have the ability to visualize the battlefi eld. 

Th erefore, in his intent statement, the commander must clearly 

articulate his battlefi eld visualization to his subordinates and 

staff  to ensure the optimum development and execution of his 

concept of operations.4

In essence, what is needed is a means of sharing SA within the con-

text of the commander’s intent and strategy, commonly and ubiqui-

tously, in order to promote decision-making that can facilitate mis-

sion success.  A common defi nition of SA is “the perception of the 

elements in the environment within a volume of time and space, the 

comprehension of their meaning and the projection of their status 

in the near future.”5  The link between time and space, and the abil-

ity to project forward, are critical elements of a redesigned interface.  

The necessary ingredients for the collection of C2 operators to act 

as one arguably include: common direction (Commander’s Intent 

and subsequent detailed mission tasking); suffi  cient mission train-

ing and experience; a common method of sampling elements of the 

environment and communicating (i.e., a user interface); and tools 

for fi ltering information to reach decisions quickly and effi  ciently.  

While the concept of capturing Commander’s Intent throughout 

the C2 network of systems as part of doctrine is not new,6 capturing 

it on both sides of the user interface is a novel approach and will 

require a robust research eff ort to demonstrate and document best 

practices.
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To date, the best doctrinal defi nition of Commander’s Intent is:

[Commander’s Intent] is a concise expression of the pur-

pose of the operation and must be understood two echelons 

below the issuing commander.  It must clearly state the pur-

pose of the mission.  It is the single unifying focus for all 

subordinate elements.  It is not a summary of the concept 

of the operation.  Its purpose is to focus subordinates on 

the desired end-state.  Its utility is to focus subordinates on 

what has to be accomplished in order to achieve success, 

even when the plan and concept of operations no longer 

apply, and to discipline their eff orts toward that end.7

That concise expression is translated into strategic objectives, which 

begin to defi ne not only planned actions, but also their subsequent 

sequencing.  Strategic objectives are further decomposed into opera-

tional and tactical objectives.  Planning staff s at all levels examine 

the options available to achieve mission success and select plans that 

maximize expected outcomes while minimizing known risks.  Th e 

result?  Th e choreography of units’ actions over time (kinetic, in geo-

space, and non-kinetic, in cyberspace) to achieve objectives, the sum 

of which should be the realization of Commander’s Intent.

One fundamental doctrinal precept is that if subordinates under-

stand the commander’s intent, they can synchronize their actions 

with the overarching plan to reach the successful end-state. Th e 

diffi  culty, documented during and after every confl ict, is that plans 

seldom survive fi rst contact with a thinking enemy and the “fog of 

war” inhibits readily changing choreography once it has begun.8  To 

realize coordination and coherency, signifi cant research needs to 

hone in on how to better capture Commander’s Intent on both sides 

of the human-machine interface for C2 systems.  Commander’s 

Intent encompasses both space and time – it is the vision of where 

the commander wants to be in the future – and transcends the 

spectrum of planning and execution from strategic to tactical.  

Similarly, methods of improving the user interface that also tran-

scend strategic to tactical operators’ information needs, while 
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maintaining the coupling of space and time, need to be developed.  

Th e discussion that follows presents notional concepts of how that 

might be implemented.

As highlighted in the 2005 National Defense Strategy and again in 

the 2006 Quadrennial Defense Review Report, the challenges the 

U.S. and other allied militaries will face in the immediate future are 

more asymmetric than traditional, with non-state actors choosing 

irregular, catastrophic and disruptive methods over direct military 

attacks.  While each of these challenges requires a somewhat unique 

approach in response, there is more commonality than diff erence 

and all military actions require a commander’s authorization and 

some amount of planning.

Before any operation begins, intelligence is collected and made 

available for planning.  Th e quantity and quality of that intelligence 

typically depends on the geo-political area in question and its stra-

tegic value to the interests of the nation.  Intelligence data is useful 

only insofar as there is a meaningful context available for its inter-

pretation.  If the interpretation suggests a requirement for military 

action, then detailed planning (typically based on standing plans, 

but not necessarily) begins to refi ne the options available for the 

Commander-in-Chief.  Figure 6-1 graphically portrays how Com-

mander’s Intent fl ows through the levels of war (in this case, to a 

Combined Air & Space Operations Center (CAOC)).  From that 

intent, strategic planners develop objectives from which operational 

and tactical planners build the details of a campaign. 

Once an operation is approved and in its execution phase, the analy-

sis, execution and planning functions all simultaneously support the 

commander’s intent.  Th ere are many paths of varying risk that can 

lead to mission success and each requires a diff erent combination 

of resources.  Communicating the selected path and managing re-

sources is typically done at the operational level, through an opera-

tions centre.  For traditional warfare involving air assets, this is one 

of the roles of the CAOC via the Air Tasking Order process.  No 

matter how short the duration of an operation, analysis, execution 
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and planning functions all must simultaneously support the com-

mander.  While the Intelligence, Surveillance and Reconnaissance 

(ISR) assets provide the commander’s eyes, ears and analysis, the 

C2 systems manage the execution of the approved plan (i.e., the 

resource management, which includes the ISR assets that establish 

and maintain the “picture”), make changes to handle contingencies, 

and monitor and control the weapons systems and supporting re-

sources to achieve the commander’s intent.

Figure 6-1: Levels of War: The Flow of Commander’s Intent. (Note: AOC = 

Air and Space Operations Center)

Since the battle is conducted in space and time, it makes sense to 

monitor and manage it within the framework of its spatial and tem-

poral dimensions.  Th e objective of battle management is the main-

tenance of a level of SA at which operators are able to accurately 

forecast future situation events and dynamics (e.g., Level 3 SA)9  

and make decisions that maintain the initiative.  Yet most battle 

management systems provide only a two-dimensional snapshot in 

time updated at discrete intervals (associated with the availability 

of sensor data).  Such displays are defi cient in at least two respects.  

First, they portray only latitude and longitude.  Th is means that an 

aircraft’s altitude and the terrain elevation data need to be coded 

using an alternative, arguably less intuitive, scheme.  Second, time is 
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conveyed only by the change of position of entities on the display.  

It is not represented as a continuous dimension.  One can neither 

look forward (as represented by the plan) nor backward (as repre-

sented by archived data).  An operator recognizes what has changed 

only by means of his or her memory or by displaying track histories.  

Th is places an inordinate burden on the C2 operators to collectively 

recognize trends and make a coordinated response without tools 

available that directly help to do that work.

“Eff ective C2 demands that commanders and staff s collaborate in form-

ing and articulating commander’s intent and determining the mission, 

operational objectives, desired eff ects, and tasks.” 10

Many C2 and intelligence operators make use of a three-dimen-

sional (3-D) situation display to perform their tasks.  Th ese exist in a 

host of government-owned and commercial-off -the-shelf (COTS) 

varieties.  Th e utility of 3-D representations remains, however, an 

open question, as human factors researchers have failed to dem-

onstrate consistently their superiority for tasks relevant to battle 

management.11  It is likely that 3-D representations are good for 

some tasks or sub-tasks, are poor for others, and that there are 

performance trade-off s between the two.  To date, there has been 

no comprehensive program of research to explore this space 

parametrically.

Even less experimental work has looked at representing the tem-

poral dimension in battle management.  Although some display 

designers have provided a temporal display in the form of a dynamic 

Gantt chart,12 this has typically been an alternative view rather than 

an integrated or linked component of the geo-spatial display and 

has typically been used for planning rather than execution.  It is 

proposed that a four-dimensional (4-D) visual display linking the 

three spatial dimensions with time will enhance operator SA and 

promote improved planning, execution and analysis.

Th e 4-D display proposed herein might look something like a 

book, with the temporal and geo-spatial components residing on 
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opposite pages.  Figure 6-2 off ers a description of the content of the 

temporal display.  Note that where update rates are mentioned, the 

implication is that there is a variable quality of service (latency and 

precedence) commensurate with the level of information accuracy 

required by the operators working within that segment of the tem-

poral space.13  So, for example, where critical information relating 

to a target’s position is being relayed for a fi re control solution, the 

quality of information required (i.e., positional accuracy) is very high.  

Th is, in turn, requires sensors to revisit targets at a frequency that 

will produce and sustain the required accuracy until the mission is 

complete.  From this example, it should be obvious that a target with 

the ability to rapidly change its position or identifi cation character-

istics would place a heavy burden on sensor resources.  Integrating 

active radar sensor technology into air-to-air missiles over the past 

several decades was a direct consequence of trying to relieve this 

burden at the very tactical level.

Figure 6-2: Components of the Temporal Display (within the 4-D construct).

Th e proposed display would be divided horizontally by a timeline, 

and vertically by signifi cant “times,” including time “Now,” the cur-

rent execution horizon, the detailed planning horizon, and the stra-

tegic planning horizon.  Each area is delineated by color to highlight 

the primary focus and the principal group of operators (e.g., ana-

lysts, warfi ghters in execution, and planners) using data/information 
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within each temporal zone.  Above the timeline (right to left) would 

be both the plan of record, changes to it made within the execution 

window including options exercised, and the archive of what was re-

corded as “truth.”  Below the timeline (right to left) would be options 

being considered but not on record, real-time options held during 

execution but not taken, and an archived history of both the plan 

before execution and the options held for execution but not taken.

Attributes of the temporal display would include scalability (zoom-

in to a minute-scale or zoom-out to a months-scale), mission-

relevant information update rates (as discussed earlier, near real-

time during execution, as-needed for analysis and planning), and 

methods for fi ltering the information presented relative to the role 

of the operator in the C2 network (by kinetic or non-kinetic mis-

sions, by targets, by objectives, etc.).  Each of these attributes would 

contribute to linking tactical to strategic operators, conducting as-

sessment, planning or execution roles.  While each operator will 

tend to use information fi ltered, scaled and updated to his/her mis-

sion need, the 4-D display itself would be a common framework 

enabling shared SA across the entire C2 community.  Th e temporal 

display would complement the geo-spatial display and would con-

ceivably be a permanent “left-hand” display to match the geo-spatial 

on the right. Taken together, this conceptual 4-D display could be 

the common picture capturing the confl uence of analysis, planning 

and execution information.  It would not replace tools and applica-

tions needed for conducting diff erent roles in battle management; it 

would instead represent the aggregate of contributions to the “true” 

picture (as close to truth as the human-machine partnership could 

produce, portray and archive). 

Th e temporal display could be linked to the geo-spatial display, so 

that as an operator selects items on the temporal side, they are si-

multaneously highlighted on the geo-spatial side (the linkage could 

also be broken in order to keep one side as a reference while search-

ing for information on the other).  Selecting an asset or target on 

the geo-spatial display would dynamically point to information, for 

example, relevant to that asset’s mission or the target’s status, with 
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results and analysis temporally linked for ease of reference.  By se-

lecting a block of time in the future or past, operators could visually 

rehearse a mission or see it played back as it was fl own, fi ltering the 

plan or the archive as needed for items of interest.  One important 

benefi t in having a temporal display is the ability of an operator to 

examine where reality caused assets to deviate from the plan in time.  

Because most plans incorporate tight coupling between assets tem-

porally, deviations from the plan that might have cascading eff ects 

can potentially be identifi ed more readily and handled effi  ciently.  

For example, if a KC-135 scheduled to conduct air refuelling at one 

altitude requested and was approved a change in anchor altitude 

due to weather conditions, highlighting the change on the temporal 

display might be more readily seen and coordinated with other as-

sets impacted by the change.  In a related way, showing the planned 

versus actual location on the spatial display would similarly enable 

coordination with all involved.

Th e selling point of the temporal display is that it represents more 

than just a snapshot in time and therefore allows operators to 

achieve greater levels of SA,14 which has been raised as a limitation 

of traditional geo-spatial displays.15 On the other hand, it is diffi  cult 

to “picture” temporal data outside of a geo-spatial context, so the 

two are really complementary.  Patterns may be discovered through 

examination of the temporal display that might go unnoticed moni-

toring only the geo-spatial picture. 

Adding the temporal dimension itself is not the novelty.  Most so-

called 4-D displays are simply geo-spatial displays with a VCR-

like playback capability, which falls far short of the user interface 

required to capture Commander’s Intent.  Th e primary benefi t of 

portraying the battlespace in four dimensions is that the real world 

is a four-dimensional space.  We live, think and fi ght in four dimen-

sions, and so it seems intuitively reasonable that we should monitor, 

assess, plan and execute in four dimensions as well.  As time can be 

scaled to minutes or months, information relevant to tactical through 

strategic interests can be portrayed, thus transcending the levels of 
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command using the same display framework.  Among the most 

powerful features of this 4-D display concept is its ability to capture 

Commander’s Intent such that every operator, at every level of the 

operation, can trace his or her role to the JFC’s priorities.  Th e follow-

ing sequence of fi gures and supporting text illustrate this concept.

Figure 6-3 shows a speculative temporal view of the JFC’s strategic 

objectives (note that the scale is strategic: highest objectives on a 

timescale of months).  Th e elevator bar to the right indicates the 

resolution/timescale, while the tabs represent potential aggregates 

of information to be viewed at the strategic level, such as the Com-

mander’s Intent message, the derived strategic objectives (as selected 

here), and the corresponding eff ects desired/anticipated.

In this display, the operator is able to move the cursor over one of 

the objectives and see a pop-up text box describing the objective in 

detail, or right-click on it to obtain additional detail or take other 

actions relating to that specifi c objective.  At this resolution, strate-

gic planners and assessors could compare progress against metrics 

at the strategic level and re-plan at the campaign level as required.  

Tactical operators may not ever need to spend time at this temporal 

resolution, but they would be aff orded the opportunity to trace their 

mission(s) to the overarching JFC’s intent.

Figure 6-3: Strategic Objectives as Portrayed on a Notional Temporal Display.
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Continuing the example, if the operator selects JFC Objective 1.4, 

the timescale automatically expands to display the operational ob-

jectives supporting that strategic objective. See Figure 6-4.  Again, 

only a subset of staff  offi  cers and commanders will spend time work-

ing with information at this level as it relates to apportionment of 

resources at the operational level.  What is critical is the traceability 

to Commander’s Intent and the linkage to tactical objectives and 

eff ects.  Th is might be the level at which Commander’s Critical In-

formation Requirements (CCIRs) are viewed as well.  Although not 

depicted here, they are critical to assessing the operational environ-

ment and they identify decision points in the course of the cam-

paign.16 Again, the tabs at the top of the display represent the ability 

to directly visit a page that might present the JFC’s intent in text 

form, or an alternate method of viewing the eff ects that, in this case, 

would correspond to JFC Objective 1.4.

Figure 6-4: Operational Objectives Supporting JFC Objective 1.4.

In Figure 6-5, the linkage between operational level and tactical 

levels is highlighted.  Tactical objectives might take days or pos-

sibly weeks to accomplish and would link directly with packages of 

resources apportioned to create tactical eff ects.  When considered 

in the aggregate, tactical eff ects should cause operational eff ects.  
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Assessing intended versus unintended eff ects is a critical function 

at the operational level of C2 and would be part of the parametric 

analysis of tactical and operational objective completion and their 

corresponding eff ects.

Figure 6-5: Tactical Objectives Supporting Operational Objective 1.4.3a.

At the next level of resolution, kinetic and non-kinetic “packag-

es” of resources will be planned and apportioned to create tactical 

eff ects.  A tactical operator might use the display to “drill down” to 

the mission level to monitor only the aircraft in one of the packages 

supporting a tactical objective that in turn supports one of the op-

erational objectives shown in Figure 6-6.  At this tactical resolution, 

mission details relevant to the tactical operator could be selected for 

display as well.  In this example, the missions that refuelled while 

airborne can be identifi ed by the bar within the bar of their mission 

timeline (here depicted in yellow in Figure 6-7).
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Figure 6-6: Packages Corresponding to a Tactical Objective.

At this resolution, the scale has automatically expanded to minutes/

hours.  As this package has already fl own, the background is a fading 

color to identify time as post-“Now” (here pictured in fading blue to 

white, with white being the more distant past).  Time “Now” is still 

displayed in a box at the corner of the display, but the line depicting 

“Now” is off  this screen.  Information such as mission results could 

be accessed by selecting an individual mission (rolling cursor over 

and pausing, or right-clicking and selecting from a list of options, 

notionally).  If the missions were currently airborne, selecting one 

or multiple missions in time would also highlight them on the geo-

spatial display for ease of reference.

It is especially important to emphasize that this notional 4-D dis-

play, with tactical- to strategic-scalable resolution, enables operators 

to see the linkage between Commander’s Intent and individual mis-

sions and portrays information such that it is relevant to all those 

who monitor, assess, plan and execute (MAPE) missions in the bat-

tlespace.  It does not replace the tools that individuals use to per-

form their mission.  Instead, it serves as the common display that 
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promotes a shared understanding of the battlespace in space and 

time.  It is the aggregation of many operators’ inputs through a va-

riety of applications that populate databases from which the display 

pulls its content.  While it is conceivable that alerts might be input 

directly onto the global 4-D display, most, if not all, data displayed 

would be from a central repository database. 

Figure 6-7: Missions within Package 183-D (timescale in minutes).

It is also important to point out that there are examples of tem-

poral displays with some of the attributes outlined above already 

developed.  One example is the display recently demonstrated at 

Air Mobility Command’s (AMC’s) Tanker Airlift Control Center 

(TACC) under the Work-centered Interface Distributed Environ-

ment (WIDE) advanced technology demonstration (ATD) pro-

gram.  Th e WIDE temporal display provides AMC operators global 

visibility into their airlift fl eet, allowing them to quickly recognize 

the impacts of changes during mission execution.17 Figures 6-8 and 

6-9 are examples from WIDE of what the temporal view at a tacti-

cal resolution of the notional 4-D display might look like.
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Figure 6-8: Multi-Mission View, WIDE ATD.

Figure 6-9: Single-Mission View, WIDE ATD.
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Th e WIDE visualization separates itself from other time-oriented 

displays in that it maps out the operators decision space with views 

of missions and their resource constraints on a common timescale 

that is updated with near real-time AMC mission data.  Since the 

visualization depicts their “problem in context,” operators are able 

to rapidly understand the meaning of an alert and “see” the factors 

aff ecting mission viability and possible solutions.  Another signifi -

cant capability is the ability to perform “what-if ” simulations to gain 

future SA of the repercussions of any changes to the mission itiner-

ary.  Th is unique capability allows the operator to react to mission 

problems with actionable information in a timely manner.

Th e WIDE temporal display was recently evaluated in an opera-

tional scenario using simulated data with a variety of TACC execu-

tion personnel.  Performance in realistic work scenarios using the 

timeline concept and AMC’s existing system was compared.  With 

the timeline, operators were signifi cantly faster at re-planning mis-

sions with fewer errors and a decrease in cognitive workload.  Th ey 

also attained greater SA on the repercussions of mission changes.18 

Finally, it must be noted that the examples depicted in the preced-

ing paragraphs describe display concepts, not specifi c displays (except 

in the case of WIDE).  Moreover, the purported benefi ts of these 

display concepts are hypothetical.  In order to properly assess the 

utility of 4-D displays like the one proposed, a program of research 

designed to evaluate the performance of operators using such dis-

plays in laboratory and operational conditions is warranted.  Labo-

ratory and fi eld investigations could be used to assess the eff ects of 

the displays on SA, workload and task performance.  Should these 

prove fruitful, the display might be tested in an operational exercise 

to determine its eff ect on mission outcomes.
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IMPROVING THE MACHINE SIDE OF THE INTERFACE

Every commander must make decisions concerning the alloca-

tion, commitment, and engagement of troops and resources.  In 

turn, the commander must give his staff  the authority to make 

routine decisions, within the constraints of the commander’s 

intent, while conducting operations.  Th e C2 system is the tool 

by which the commander quickly distributes his decisions to his 

subordinate commanders.19

To capture Commander’s Intent in C2 interfaces, a balanced 

approach that works both sides of the human-machine boundary is 

required.  Th ere was a time when Artifi cial Intelligence and “think-

ing machines” were hot topics for military applications.  While the 

hype has waned somewhat, the necessity for a human-machine 

partnership has increased with the advent of NCW.  Th ere are spe-

cifi c steps that can be taken to ease the burden of sifting through 

the new mountains of information available as a result of network-

centric operations. Without proper throttling of information, 

information pipes either indiscriminately fl ood operators with both 

useful and irrelevant information or they become bottlenecks that 

degrade network performance.  Just as operators are constantly 

sifting through data and information to gather what they need to 

make decisions, so too should the network-centric systems support-

ing them.  Battle management is a combination of risk management 

and resource management applied to confl ict.  As there are never 

enough resources to reduce risk to zero, the JFC sets priorities, and 

from his priorities are derived classes of priorities for managing ISR 

resources, re-supply resources, etc., and for fi nding, fi xing, tracking, 

targeting, engaging and assessing (F2T2EA) targets.

Translating a commander’s priorities into logic that a network of 

systems can use to help human operators manage a battle should 

not be diffi  cult; having a coalition of international partners agree 

to the prioritization taxonomy and then integrate that logic into 

their systems such that they operate in concert on a network 
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will be.  Without near-universal agreement on the taxonomy, net-

worked systems will “fi ght” over resources and priority inversions 

will plague the network (i.e., important information will suff er or 

be suppressed, while less important information is shared).  Many 

resources are “owned” or controlled by one community within the 

JFC’s force (e.g., tanker assets are controlled by a commander subor-

dinate to the Joint Force Air Component Commander ( JFACC) or 

by the JFACC himself ) and therefore are more easily managed.  Tar-

gets (e.g., combatant enemy forces), on the other hand, are closer to 

“everyone’s business” and require a multitude of unit coordination in 

the F2T2EA process.  To capture Commander’s Intent on the ma-

chine-side of the user interface, a common prioritization taxonomy 

needs to be agreed upon and the logic integrated into C2 systems.  

Before going through a notional taxonomy and an example of its 

use, it is important to fi rst briefl y discuss how priorities are derived.

Some amount of intelligence precedes every situation where forces 

are mobilized and employed.  When an area of geo-political interest 

becomes “hot,” intelligence eff orts increase.  Th e goal is to identify 

priority elements in the potential battlespace (people, facilities, weap-

ons, etc.) and then track changes for analysis and decision-making.  

While intelligence can never provide a “truth” picture (everything 

perfectly identifi ed and tracked), such an image is, nevertheless, the 

goal for at least those elements relevant to the situation.  Th e more 

a JFC knows going into a confl ict and throughout the campaign, 

the better his or her ability to employ the force and make decisions.  

Given that resources are limited, the determination of priorities and 

the expenditure of ISR resources is a matter of risk management.  

It may be impossible to track every pedestrian in a city for even a 

few seconds, but it is critical to fi nd, fi x, track, target and engage the 

terrorist disguised as a pedestrian who happens to be attempting to 

employ a weapon on a large civilian population. 

At this point, it is necessary to point out that the current targeting 

process assigns all targets a priority and the ISR network of systems 

collects information according to the CCIRs that include priority 

intelligence requirements on the enemy as well as friendly force 
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information requirements.20  What is proposed below, however, builds 

on that priority schema and is specifi cally designed to aid the IT 

supporting the Commander’s Intent.  Th e description and taxonomy 

described below are conceptual and not part of current doctrine.

Priority, as it is used here, is a function of an entity’s 1) identifi cation 

(in the case of an enemy, the ID obtained by the Combat ID (CID) 

process), 2) location, 3) inherent capability (including changes in 

capability, e.g., battle damage assessment), and 4) engagement status.  

It is a dynamic measure of an object’s relevance to the battlespace, 

whether that be for targeting, collecting intelligence information, 

monitoring or some other function.  In the case of a terrorist looking 

to employ a WMD, ID and location relevance should be clear.  Th e 

terrorist’s location with respect to a population centre will establish 

how much time a commander has to decide and act.  Inherent capa-

bility includes both the capability of the weapon and the capability 

of the transporting system (in this case, the terrorist himself, and 

whether he is healthy, wounded, etc.).  Engagement status includes 

whether the terrorist is being prosecuted as a target already and the 

need to support the friendly forces conducting the mission.  One 

can imagine that a healthy terrorist with an armed WMD within 

a population center would have a high, if not the highest, priority 

among the target list.  Th e priority would cause the sensor network 

to cross-cue continuously so that the quality of information on the 

target remained very high.  Losing such a target in a crowd would 

be unthinkable, and potentially devastating, and relaying accurate 

information on target location and ID would be critical to engaging 

forces.

Note that the taxonomy described below in Figure 6-10 is purely 

hypothetical.  Reaching agreement on a common taxonomy for net-

work automation among a coalition of nations will require intense 

involvement of, and development with, the operational communi-

ties involved.  For this taxonomy, a 0-1000 scale was chosen because 

it allows enough fl exibility to capture the diff erent sub-elements of 

prioritization.  It is important to note that, given only 1000 discrete 

priorities, there will be many tracked entities with the same priority.  
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In an area of interest (AOI) of, say, a city block in Manhattan where 

the NCW system is trying to track a single person of interest, one 

can imagine there being thousands of 001-priority civilians walk-

ing through the streets or riding elevators in buildings.  When the 

person of interest is positively identifi ed, however, his priority would 

automatically rise to 799 (if the system is automatically performing 

the ID) or rise to 999 if an operator is manually setting the ID.  Th is 

distinction between an automatic and a manual priority value points 

out a key feature that will need to be incorporated into the logic 

of the automation: the distinction between Rules of Identifi cation 

(ROI) and Rules of Engagement (ROE). 

Default prioritization taxonomy supported by automation:

•  900s : (Highest, Track continuity): Hostile targets & Blue forces engaging
•  800s : Blue force emerges, SOF, Operator-designated
•  700s : (System max): Suspect targets, other potential Hostiles
•  600s : (ID Sensor tasking): Unknowns, Targets of interest
•  500s : Unengaged Blue Air in the AOR
•  400s : Non-combatants and Neutral Forces in AOR
•  300s : Blue Surface Forces in AOR
•  200s : US/Allied military forces outside AOR, not on ATO
•  100s : Civilian air traffi c including emergencies (19x)
•  000s : Civilian surface traffi c

ID
 A

utom
ation

R
ules of Identifi cation (R

O
I)

Figure 6-10: Notional Prioritization Taxonomy for C2 and Automation.

ROI is best described as the logic by which an entity is identifi ed.  

Automating ROI requires that specifi c rules or logic be encoded for 

continual, dynamic evaluation on the machine side of the interface, 

allowing operators to override that ID as they fi nd necessary.  As 

sensor data is accumulated and correlated to any particular entity, 

it is important that that entity not experience an ambiguity, or the 

process starts again.  Ambiguities occur when two or more entities 

become indistinguishable by proximity (their locations are within a 

single resolution cell of the sensor network) or when tracking con-

tinuity is lost (the object cannot be tracked by the sensor network 
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for a threshold amount of time).  It should be obvious that the best 

sensors, and networks of sensors, are those that can resolve objects’ 

IDs and/or locations quickly and maintain that resolution under 

a variety of challenging conditions.  While more resource intense, 

positive ID is a prerequisite for any weapons employment.

ROE, on the other hand, involves human reasoning that is not easily 

captured in machine logic (e.g., legal limits that may apply to some 

forces and not others, or combinations of rules, some of which may 

change from day to day). Unlike ROI, with the focus more to es-

tablish ID, ROE seeks to determine intent (friendly or hostile) and 

can lead to weapons employment. Because weapons should never be 

employed without a human operator making the decision, for both 

moral and legal reasons, the prioritization taxonomy below lim-

its labeling targets to “Friend,” “Neutral,” “Unknown” or “Suspect” 

(i.e., dynamic priorities of 799 or less), which is below the threshold 

for engagement.  “Hostile” is reserved for manual input only.

Th is taxonomy represents an initial concept of how dynamic 

prioritization might occur across a C2 network for a designat-

ed Area of Responsibility (AOR, i.e., the area of operations for a 

combatant commander), and is based upon the primary author’s 

experience in the air-to-air environment.  While the scale was ar-

bitrarily selected, it balances having too many gradations against 

the need for granularity among many types of tracked entities.  

Th e important factor is that it supports automating the network of 

sensors, communication links, etc., to support the human C2 network.  

It does this by encoding relative importance on all tracked entities 

in the battlespace, friendly or otherwise.  Again, ID, location, 

capability and engagement status are all considered in determin-

ing priority; priority then determines some amount of resource 

utilization.  For the ISR network, this would equate to maintain-

ing required accuracies to maintain ID and tracking continuity.  For 

the combat air forces, this would equate to accuracies required to 

support targeting hostiles, providing combat search-and-rescue for 

downed aircrew, or providing special mission support to other high 

priority friendly missions.
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The fi ner gradations within the taxonomy are left out for simplicity.  

Suffi  ce it to say that other elements that would be worth distin-

guishing within the categories below might include: capability to 

self-report position (e.g., via tactical data links); ID confl icts where 

human intelligence may need to override automated data collected; 

sub-categorization between similar entities (e.g., vehicles that may 

be operated in more than one confi guration); etc.

Th e following are some key points to be drawn from this taxono-

my: 

1) Th e system (or C2 constellation) should be limited in how 

it automatically updates a priority and that limit is the 

threshold between ROI and ROE (depicted here by a red 

line).  No weapons should ever be employed based on a 

system-only ID without an authorized operator making 

that determination (i.e., applying ROE).

2) New tracks, or “Unknowns,” enter the system with a rea-

sonably high priority (600s).  Th is triggers the ISR network 

to accumulate data and correlate information to assign an 

ID (e.g., Friend, Neutral, Suspect and Unknown are the 

automatic ID categories; Hostile designation is reserved 

for operators with ID authority).  It is important to keep 

the number of Unknowns to a minimum.  Th is class of 

entities will usually be the primary focus of ISR assets.

3) The 800s equate to a special category of operator-assigned 

priority for tracks including battle-damaged Blue forces 

returning to base, special operations forces, or other high 

priority tracks (e.g., combat search-and-rescue forces) 

based on their capabilities or cargo.

4) Th is taxonomy is based on the earlier referenced concept 

that priority is a function of CID, geographical location, 

organic capability and engagement status.
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5) When a Blue force entity engages an enemy, its priority 

automatically rises to match that of the target.  Th is en-

sures that required tracking accuracy and continuity are 

maintained on both Blue and Red throughout the engage-

ment to ensure mission success and that histories are as 

accurate as possible in the event that search-and-rescue is 

required.

6) Finally, higher priority tracks will require more resources 

to either positively ID them, maintain their tracking con-

tinuity, or both.  Should the network performance ever 

degrade, the lowest priority tracks should be aff ected fi rst, 

with appropriate alerting.

Th e following example illustrates how the taxonomy and automation 

should work within a single system or across the C2 constellation 

and is based on an air-to-air engagement scenario. Note that some 

of the dynamic prioritization is automatic, while some is operator-

driven.  Figure 6-11 outlines the scenario’s progression over time.  

Th e symbols would be on the geo-spatial display, moving as the en-

tities move in real space.  Th e priorities are attributes of each entity, 

and that information may or may not be displayed by the operator, 

but would factor into the network’s automation of sensor resources 

to maintain tracking and CID continuity.

 

Figure 6-11: Dynamic Prioritization in an Air-to-Air Scenario.
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Th e scenario unfolds as follows:

1) At Time 0, a Blue force F-15C on a combat air patrol 

(CAP) mission begins searching the AOR and is not re-

porting its position via the data-link (i.e., no precise posi-

tion location information (PPLI)). Th e Blue force fl ight 

has an automatic priority 590, based on CID, location, 

weapon system capability and engagement status.

2) At some point during the mission, Time 1, an unknown 

airborne object is detected and automatically given prior-

ity 660, triggering the ISR network to rapidly accumulate 

data to better the ID. Th e fl ight on CAP is alerted to the 

Unknown via tactical data links.

3) When specifi c information is correlated to the track, Time 

2, the system automatically generates a new ID of Sus-

pect based on the ID matrix from the daily instructions.  

Th e priority for a Suspect at that location is 770, and the 

category change focuses the surveillance operators’ atten-

tion to apply expertise and watch for ROE determinants 

to be met.

4) At Time 3, the Suspect track commits a hostile act, noted 

by the surveillance operators, who then recommend to the 

ID authority that the ID be changed manually to Hostile, 

raising the priority to 970 (again, based on CID, location, 

capability, etc.). 

5) According to the ROE, this ID change also triggers the 

Blue force CAP to engage the Hostile, now at Time 4, and 

the Blue CAP priority moves to 970 as well.

6) Finally, at Time 5, the engagement is over with the tar-

get destroyed, but the Blue force fi ghters have at least one 

battle-damaged aircraft.  Th ey communicate this to the C2 
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operator who manually sets the track priority to 890 until 

the aircraft are recovered safely at their base.  Th is higher 

priority ensures the ISR network keeps the track qual-

ity high in case the damaged aircraft is lost and search-

and-rescue eff orts are needed.  It also alerts the search-

and-rescue crews to the potential for a mission or to 

increase their state of alert.

Th ere are several potential benefi ts of a vetted, common priori-

tization taxonomy that should be emphasized.  Most important, it 

supports the seamless fl ow of network-centric operations. Just as 

no ISR network can track every object within its purview all the 

time, neither can any single system track even a limited set of objects 

without errors in either tracking or ID over time. Sensors are ca-

pable of making adjustments and communicating to other sensors/

systems on a microsecond timescale, orders of magnitude faster than 

humans operating them.  For the network of systems to track, iden-

tify and maintain both track and identifi cation on the battlespace 

entities as accurately and effi  ciently as possible, every system needs 

common logic to perform as operators themselves would, given the 

same information.  Obviously, some ISR resources are allocated 

to fi nding new objects in the AOR, while others may be allocated 

to accumulating information on objects already found.  Th ere is a 

constant need to refresh data on mobile priority objects that can 

require coordination on a large scale between ISR assets.  To elimi-

nate most, if not all, of the competition between C2 and intelligence 

communities for surveillance and reconnaissance resources, com-

mon prioritization logic needs to be encoded in each system such 

that the sensor-to-sensor coordination can occur on that milli- or 

micro-second timescale.

A second benefi t to aligning priorities throughout the C2 constel-

lation is that it enables the evaluation of performance metrics at 

both the system and constellation level.  If the constellation band-

width were to decrease for any reason (e.g., sensors destroyed, sys-

tems jammed, etc.), then the fi rst track quality to degrade should 
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correspond to the target with the lowest priority, given the sensors 

remaining continue to cover the entire AOR.  

SUMMARY

In today’s global, information-dominated environment, ef-

fects tend to span all levels of confl ict, from strategic to tactical.  

Simply synchronizing these eff ects is an incomplete approach...

Th e U.S. military must focus on integrating its capabilities to 

ensure that all eff ects support objectives, from the lowest tactical 

level to the highest national level of policy.21

If the entire C2 and ISR constellation works in harmony as outlined 

above, network-centric operations will have reached a new plateau 

in human-machine interface cooperation.  A better term might be 

the human-machine partnership: machines sifting through moun-

tains of data, separating the wheat from the chaff , with operators 

attending to anomalies and the “wheat” that the network fi nds.  Th e 

coordinating logic on both sides of the interface is Commander’s 

Intent, captured visually for the operators in a combined temporal/

geo-spatial display format and captured logically for the network of 

systems so that they “think” like operators themselves.

No matter where an operator sits in the constellation, his or her fo-

cus should be on planning and executing successful operations that 

achieve the JFC’s intent.  As operators begin their shifts, they should 

readily orient themselves to the battlespace information presented.  

Even at “the edge,” they should quickly be able to recognize bat-

tlespace priorities at any given time and make decisions that miti-

gate risk as a single unit, just as the commander would if he or she 

were everywhere at once.  Based on training and experience, op-

erators should manage resources allocated to them according to the 

JFC’s intent and in accordance with published ROE, as translated 

through daily operations orders.  As stated earlier, the “picture” is an 

approximation of truth, as best as the constellation can produce for 
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the JFC.  Based on their role and/or mission, individual operators 

are going to fi lter the common picture for information to which 

they need immediate or near-real-time access.  So while what is dis-

played may change from one console to the next, the total “picture” 

remains common in time and space and is accessible to all (within 

security classifi cation and need-to-know constraints).  With that 

common information, both operators and networked systems alike 

will have the foundation from which they can meet the JFC’s intent 

eff ectively and effi  ciently.
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3-D Th ree-Dimensional

3D Defence, Diplomacy, Development

4-D Four-Dimensional

4GW Fourth Generation Warfare

9/11 11 September 2001

ADF Australian Defence Force

ADP Army Doctrine Publications (UK)

AFRL Air Force Research Laboratory

AIS Adversary Intnet Section

AMC Air Mobility Command

AOC Air and Space Operations Center

AOI Area of Interest

AOR Area of Responsibility

ATD Advanced Technology Demonstration

ATO Air Tasking Order

AWACS Airborne Warning and Control System

CAOC Combined Air and Space Operations Center

C2 Command and Control

CAP Combat Air Patrol

CCIRs Commander’s Critical Information Requirements

CDA Canadian Defence Academy

CF Canadian Forces

CFLI Canadian Forces Leadership Institute

CI Command Intent

CID Combat Identifi cation
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ComITT Commander’s Intent Training Tool

COTS Commercial-Off -Th e-Shelf

DND Department of National Defence (Canada)

DRDC Defence Research and Development Canada

EBAO Eff ects-Based Approach to Operations

F2T2EA Finding, Fixing, Tracking, Targeting, Engaging, 

 Assessing

FM Field Manual

fMRI Functional Magnetic Resonance Imaging

HQ Headquarters

ID Identifi cation

IFF Interrogation Friend or Foe

ISR Intelligence, Surveillance and Reconnaissance

IT Information Technology

JFACC Joint Force Air Component Commander

JFC Joint Force Commander

JIMP Joint, Interagency, Multinational, Public

MAPE Monitor, Assess, Plan, Execute

MNE3 Multinational Experiment 3

MNE4 Multinational Experiment 4

MTMM Multi-Trait-Multi-Method Matrix
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NATO North Atlantic Treaty Organization

NCW Network-Centric Warfare

NEOps Network-Enabled Operations

NGOs Non-Governmental Organizations

NORAD North Americal Aerospace Defense Command

NRT Near real-time

OGDs Other Government Departments

PPLI Precise Position Location Information

ROEs Rules of Engagement

ROIs Rules of Identifi cation

SA Situational Awareness

SMEs Subject Matter Experts

TACC Tanker Airlift Control Center

TK Tacit Knowledge

TOM Th eory of Mind

TTCP Th e Technical Cooperation Panel

TTPs Tactics, Techniques and Procedures

UK United Kingdom 

UNAMIR II United Nations Assistance Mission for Rwanda II

US United States

VTC Video Teleconference
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WIDE Work-Centered Interface Distributed Environment 

WMDs Weapons of Mass Destruction
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Al Muthanna Task Group  3
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Anti-Goals 93, 103 notes
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Asymmetric Strategies  2  
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Common Ground  27-29
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Cultural Expectations  22, 23
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Defence Research and Development Canada (DRDC)  iii, 15, 16, 45, 87, 143 gloss.

Department of National Defence (DND)  7, 12 notes, 13 notes, 38 notes, 39 notes, 42 
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Dependence  69, 74, 78-80

Distributed Teams  36, 38 notes, 75, 76

Distribution  75, 78-80

Diversity  35, 36, 69, 71, 76, 77-80

Dixon, Melissa  93, 103 notes

Edge Organization  79

Eff ects-Based Approach to Operations (EBAO)  16, 19, 104 notes, 143 gloss.

Eff ects-Based Approaches  15

Embedded Knowledge  26, 41 notes

Episodic Memory  63 notes

Explicit Intent  20-22, 36, 87, 92, 96, 100, 102 notes, 104 notes

False Belief  48-51

Farmilo, Andy  90, 102 notes

Farrell, Philip  94-97, 100, 103 notes, 104 notes

Folk Psychological Model of Intention  50, 51

Fong, Gwenda  93, 103 notes

Fourth Generation Warfare (4GW)  3, 11 notes, 143 gloss.

Free Will  45, 46, 59-63, 63 notes, 65 notes

Functional Magnetic Resonance Imaging (FMRI)  57, 144 gloss.

Gantt Chart  114, 136 notes

Geo-spatial Display  114, 116, 117, 121, 131, 134

Global War on Terror  106

Globalization  2

Groth, Lars  88, 101 notes

Group Dynamics Th eory  79
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Headline 2000  90

Hone, Geoff rey  10, 90, 102 notes

Hurricane Katrina  106

Identity-Based Trust  77

Ignatieff , Michael  3, 12 notes

Implicit Command Intent  22, 94

Implicit Intent 20-23, 26, 32, 36, 62, 87, 88, 90, 93, 94, 96, 100, 102 notes, 103 notes

Information Sharing  vi, 67-69, 77, 78, 85, 88, 106

Information Technology (IT)  106, 108, 109, 127, 144 gloss.

Insurgency  1

Integrated Operations  3, 16, 22, 139

Intelligence, Surveillance and Reconnaissance (ISR)  113, 125, 126, 129, 130, 132-

134, 144 gloss.

Intent Hierarchy  21

Intent Pyramid  21

Intent Transmission  88, 90, 99, 100

Intention  45-54, 56-63, 65 notes, 72

Internal Consistency  18, 29

Internet  2, 76, 106

Interrogation Friend or Foe (IFF)  107, 144 gloss.

Iraq  3, 15

Johnston, Lieutenant-General Sir Mike  67

Joint Force Air Component Commander ( JFACC)  126, 144 gloss.

Joint Force Commander ( JFC)  109, 118, 119, 125, 126, 134, 135, 144 gloss.

Joint, Interagency, Multinational, Public ( JIMP)  16, 38 notes, 144 gloss.

Klein, Gary   93, 103 gloss.

Leggatt, Andrew  86 notes, 90, 93, 94, 100, 102-104 notes

LePine, J.A.  72, 83 notes
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McCann, Carol   iii, 16, 20-25, 28, 39 notes, 40 notes, 43 notes, 87, 95, 101 notes, 

141, 142

Mental Model  19, 21, 23-25, 29, 32-34, 36, 40 notes, 42 notes, 70

Middle East  77, 106

Mintzberg, Henry  88, 101 notes

Mission Command  4-6, 8-10, 12 notes, 19, 39 notes, 87, 101 notes

Molloy, Jules  97, 99, 103 notes, 104 notes

Moral Cognition  45, 46, 52, 64 notes

Moral Judgment  52, 53, 63

Multicultural  36, 77, 80

Multidimensional Scaling  34, 42 notes

Multinational Experiment 3 (MNE3)  91, 144 gloss.

Multinational Experiment 4 (MNE4)  95, 144 gloss.

Multi-Trait-Multi-Method Matrix (MTMM)  30, 31, 144 gloss.

Murphy, Peter  90, 91, 97, 102 notes, 103 notes

Mutual Trust  9

Network-Centric Operations  82 notes, 106, 108, 125, 133, 134

Network-Centric Warfare (NCW)  15, 38 notes, 39 notes, 67, 68, 70, 82 notes, 107, 

126, 128, 137 notes, 144 gloss.

Network-Centric Warfare Maturity Model  107

Network-Enabled Operations (NEOps)  15, 19, 38 notes, 67-69, 71, 74, 76, 78-81, 

139-141,  144 gloss.

New York City  7

North Atlantic Treaty Organization (NATO)  13 notes, 68, 141, 144 gloss.

New Zealand  v, 15

Noble, Colonel Roger  3, 12 notes, 13 notes

Non-Governmental Organizations (NGOs)  16, 144 gloss.

Notional Prioritization Taxonomy  128

Nunnally, Jum  29, 39 notes, 41 notes

Offi  ce of Secretary of Defense  68

Operation Lance  6, 13 notes
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Organizational Culture  22

Other Government Departments (OGDs)  3, 15, 16, 144 gloss.

Personal Expectations  21, 102 notes

Person-Based Trust  80

Pierce, Linda  93, 103 notes

Pigeau, Ross  iii, 16, 20-25, 28, 39 notes, 40 notes, 43 notes, 87, 95, 101 notes, 141, 142

Power to the Edge  38 notes, 70, 82 notes, 83 notes, 135 notes

Prioritization Taxonomy  109, 125, 126, 128, 129, 133

Readiness Potential  60, 62

Reputation Scores  76

Risk Taking  71, 72, 83 notes

Royal Military Academy Sandhurst  99

Rules of Engagement (ROE)  128-130, 132, 134, 145 gloss.

Rules of Identifi cation (ROI)  128-130, 145 gloss.

Scales, Major-General Robert  2, 10 notes

Scott, B.A.  72, 83 notes

Self-Synchronization  70, 107

Semantic Memory  48, 63 notes

Sensitivity  i, 93, 94

Shared Intent  20, 33, 102 notes

Shattuck, Lawrence  39 notes, 89, 90, 97, 100, 101 notes

Singapore  93

Situation(al) Awareness (SA)  67, 69, 93, 103 notes, 107, 110, 113, 114, 116, 124, 

135 notes, 136 notes, 145 gloss.

Social Capital  71, 83 notes, 84 notes

Social Exchange Th eory  71

Social Identity Th eory  76

Social Network – Interoperability  109

Socialization  22, 76

Soviet Bloc  106

Strategic Manipulation  47
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Subordinate Commander’s Intent  88

Suspect  128-130, 132

Swift Trust  78, 80, 85 notes

Tacit Knowledge (TK)   26, 40 notes, 41 notes, 92, 145 gloss.

Tactical Deception  47, 52

Tactics, Techniques and Procedures (TTPs)  2, 12 notes, 145 gloss.

Tanker Airlift Control Center (TACC)  122, 124, 145 gloss.

Th e Human in Command  i, 21, 39 notes, 101 notes

Th e Technical Cooperation Panel (TTCP)  v, vi, 15, 141, 142, 145 gloss.

Th eory of Mind (TOM)  45-50, 52, 54, 59, 62, 63 notes, 64 notes,  145 gloss.

Th omas, Jeff rey   93, 103 notes

Trans-National Insurgencies  2

Trust  i, 1, 4, 9, 10, 35, 57-59, 64 notes, 67-81, 82-86 notes

Two-Person Economic Exchange Game 57

Ultimatum Game  57, 64 notes

United Kingdom  v, 15, 145 gloss.

United Nations Assistance Mission for Rwanda (UNAMIR)  6, 145 gloss.

United States (U.S.)  v, 12 notes, 15, 16, 40 notes, 41 notes, 67-69, 77, 81 notes, 82 notes, 

106, 112, 134, 145 gloss.

U.S. Air Force  16, 68

U.S. Army  40 notes, 41 notes

U.S. Army Field Manual (FM) 100-5  69

U.S. Joint Chiefs of Staff   67, 69

U.S. Marine Corps  91

U.S. Navy  68

U.S. Offi  ce of Force Transformation  68

U.S.-Singapore Command Experiment  93

Unity of Command  8

Video-Teleconferencing (VTC)  75, 145 gloss. 
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Weapon of Mass Destruction (WMD)  107, 127, 146 gloss.

Whitworth, Ian  90, 102 notes

Whole of Government Approach  16

Work-centered Interface Distributed Environment (WIDE)  122-124, 146 gloss.

World Trade Center 7

Zelibor, Rear-Admiral Th omas  68, 82 notes
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