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ABSTRACT 
I describe an implementation of a state-space stock assessment model (SSM) for 3Ps cod. An 
assessment challenge for this stock is that there are uncertainties and possible biases in fishery 
landings information that are difficult to quantify. I use the censored likelihood approach based 
on the best available information on potential inaccuracies in landings to address this 
uncertainty. Hence, the SSM only uses information on lower and upper bounds of what the real 
fishery landings were. Information on the age-composition of the catches is included in the 
model fitting using a likelihood based on the continuation ratio logits of catch proportions-at-age. 
Otherwise, the SSM I describe is formulated like the typical SAM used in ICES assessments, 
with some differences in the stochastic model for variation in fishing mortalities (F’s) and the 
likelihood function for survey indices. I assume that survey indices have a normal distribution 
with a constant coefficient of variation. An advantage of this approach is that indices with zero 
values can be used for estimation, whereas they cannot be used with the more commonly used 
lognormal distribution. This is an important issue when there are many zeros that are not 
distributed at random throughout the survey ages and years, which is the case for 3Ps cod. 
Many model formulations were presented and compared in terms of AIC/BIC and other model 
results. Retrospective patterns were presented for some model formulations. The retrospective 
patterns were large enough to be a concern. The model formulations had trouble finding a good 
fit to the DFO RV and Sentinel indices. I did not find an acceptable assessment model 
formulation, and I concluded that further research on assessment inputs is needed before I 
could recommend a reliable assessment model formulation. 
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INTRODUCTION 
State-space stock assessment models (SSMs) involve stochastic process equations that 
describe stock dynamics, and stochastic observation equations that relate data to stock 
quantities and account for observation error. These stochastic equations involve random effects 
with assumed statistical distributions that involve mean and covariance parameters that must be 
estimated or somehow specified. A good way to estimate model parameters is maximum 
likelihood based on the marginal likelihood of observations in which random effects have been 
integrated out. The Template Model Builder (TMB) package (Kristensen et al. 2016) is a 
state-of-the-art tool for this purpose, and I use this software to implement a state-space 
assessment model for 3Ps Cod (3PsSSAM). 
Ideally in an integrated stock assessment framework the data would be used in “raw” form. 
However, in practice there are at least two reasons why this is not possible or pragmatic: 
1. some of the raw data are not available and 
2. the statistical distributions and associated likelihood equations of the raw data may be highly 

complex and involve spatial aspects of stock abundance etc. 
Hence, aggregation of data as summary statistics (e.g., survey mean number per tow) is 
required. However, the statistical distribution of aggregated data may still be complicated and 
pragmatic assumptions and simplifications are required to make progress. The validity of these 
assumptions must be examined during model fitting which creates an additional layer of model 
building (i.e., the observation likelihoods) in addition to the stochastic process equations to 
describe stock dynamics. 
A challenge for 3Ps cod is that there are uncertainties and possible biases in fishery landings 
information that are difficult to quantify. I use the censored likelihood approach based on the 
best available information on potential inaccuracies in landings to address this uncertainty. 
Hence, 3PsSSAM only uses information on lower and upper bounds (derived from expert 
knowledge) of what the real fishery landings were. This is the primary reason why 3PsSSAM is 
based on landings bounds and the age-composition of the catches rather than a catch-at-age 
matrix that could be derived from landings estimates and age compositions. Another reason to 
use landings and age-compositions is the integrated modelling philosophy where different data 
sources have different observation likelihoods. However, other SSMs such as SAM (Nielsen 
and Berg 2014), which is commonly used for ICES assessments, use the catch-at-age directly 
as observations with only measured errors that may be correlated. Albertsen et al. (2016) 
concluded that using the catch-at-age data directly was a better approach than modelling total 
catch and age compositions separately. However, in the 3Ps cod context in which we think 
there are directional (i.e., under-reporting) errors in landings, the censored approach directly 
addresses the issue. As far as I am aware, expert knowledge about the accuracy of landings 
cannot be accounted for using SAM. 
Otherwise, the 3PsSSAM I propose is formulated like the typical SAM used in ICES 
assessments. The 3PsSSAM formulation is described in the next section, with special emphasis 
on the rationale for a few other differences with SAM. Many fixed-effect mean and variance 
parameters and random effects in 3PsSSAM are initially specified to have high dimension, i.e., 
a parameter or effect for each year and/or age, and then the TMB map argument is used to 
constrain most of the parameters to be the same, where appropriate. This is part of the stock 
assessment model building process, and can occur on the “R-side” rather than the “TMB-side” 
which makes implementation easier. I refer to this dimension reduction as mapping, so that a 
high-dimensional parameter vector is “mapped” to a lower dimension. 
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METHODS 

PROCESS EQUATIONS 
The 3PsSSAM stochastic cohort model with a plus group is 

log(𝑁𝑁𝑎𝑎,𝑦𝑦) = �
log(𝑁𝑁𝑎𝑎−1,𝑦𝑦−1) − 𝑍𝑍𝑎𝑎−1,𝑦𝑦−1 + 𝛿𝛿𝑎𝑎,𝑦𝑦, 𝑎𝑎 < 𝐴𝐴,

log{𝑁𝑁𝑎𝑎−1,𝑦𝑦−1exp(−𝑍𝑍𝑎𝑎−1,𝑦𝑦−1) + 𝑁𝑁𝑎𝑎,𝑦𝑦−1exp(−𝑍𝑍𝑎𝑎,𝑦𝑦−1)} + 𝛿𝛿𝑎𝑎,𝑦𝑦, 𝑎𝑎 = 𝐴𝐴,  𝑦𝑦 = 1, … ,𝑌𝑌. (1) 

where 𝑁𝑁𝑎𝑎,𝑦𝑦 is stock abundance at age a in year y, 𝑍𝑍𝑎𝑎,𝑦𝑦 is the total mortality rate, and 𝛿𝛿𝑎𝑎,𝑦𝑦 is 
process error (PE). The ages are 1–14+ and years are 1959–2019. The total mortality rate is 
separated into a fishing mortality rate (F) and a natural mortality rate (M), 𝑍𝑍𝑎𝑎,𝑦𝑦 = 𝐹𝐹𝑎𝑎,𝑦𝑦 + 𝑀𝑀𝑎𝑎,𝑦𝑦, 
where 

𝑀𝑀𝑎𝑎,𝑦𝑦 = �
0.5, 𝑎𝑎 = 1   
0.3 𝑎𝑎 = 2   
0.2 𝑎𝑎 = 3 +

,𝑦𝑦 = 1959, … . ,2019 

is an initial assumption, and 𝐹𝐹𝑎𝑎,𝑦𝑦 are model random effects. The value of M=0.2 for ages 3+ is 
commonly used in cod assessments, and I chose higher values of M at younger ages to 
account for the likely higher M experienced by younger and smaller cod. Other choices for M 
may also be reasonable. Equation (1) is the typical cohort model used in fish stock assessment. 
The recruitment vector, 𝑅𝑅 = (𝑁𝑁1,1, . . .𝑁𝑁1,𝑌𝑌), is assumed to be a lognormal random vector 
variable, 

log(𝑅𝑅)~𝑀𝑀𝑀𝑀𝑁𝑁(𝜇𝜇𝑅𝑅 ,𝛴𝛴𝑅𝑅), 

where the Yx1 parameter vector 𝜇𝜇𝑅𝑅 is mapped to either a constant value for all years, or two 
values split at 1990, with justification given in the Results section. 𝛴𝛴𝑅𝑅 is the stationary 
covariance matrix of an AR(1) process defined by 𝜎𝜎𝑅𝑅 and 𝜑𝜑𝑅𝑅. The correlation between log(𝑅𝑅𝑖𝑖) 
and log(𝑅𝑅𝑗𝑗) is 𝜑𝜑𝑅𝑅

|𝑖𝑖−𝑗𝑗|. The numbers at age's 2–14+ in the first year are treated as unknown and 
free parameters to estimate. 

The 𝛿𝛿 process errors are assumed to have a normal distribution with zero mean but possible 
autocorrelation over ages and years because process errors should be more similar for fish that 
are close together in age and time. These errors are assumed to have a stationary distribution 
derived from a lag 1 autoregressive process in both age and year so that 

𝐶𝐶𝐶𝐶𝐶𝐶{𝛿𝛿𝑎𝑎,𝑦𝑦, 𝛿𝛿𝑎𝑎−𝑗𝑗,𝑦𝑦−𝑘𝑘} =
𝜎𝜎𝛿𝛿2𝜑𝜑𝛿𝛿,𝑎𝑎

𝑗𝑗 𝜑𝜑𝛿𝛿,𝑦𝑦
𝑘𝑘

(1 − 𝜑𝜑𝛿𝛿,𝑎𝑎
2 )(1 − 𝜑𝜑𝛿𝛿,𝑦𝑦

2 )
,  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶{𝛿𝛿𝑎𝑎,𝑦𝑦, 𝛿𝛿𝑎𝑎−𝑗𝑗,𝑦𝑦−𝑘𝑘} = 𝜑𝜑𝛿𝛿,𝑎𝑎

𝑗𝑗 𝜑𝜑𝛿𝛿,𝑦𝑦
𝑘𝑘 .    (2) 

However, the age and year autocorrelations can be difficult to estimate reliably. Autocorrelated 
process errors may be confounded with recruitment and F patterns. Hence, similar to SAM, I 
usually assume that these correlations are zero (i.e., i.i.d process error) and only consider 
estimating these correlations in exploratory models to reduce retrospective patterns. 
Catches are modelled using the Baranov catch equation, 

𝐶𝐶𝑎𝑎,𝑦𝑦 = 𝑁𝑁𝑎𝑎,𝑦𝑦{1 − exp(−𝑍𝑍𝑎𝑎,𝑦𝑦)}𝐹𝐹𝑎𝑎,𝑦𝑦/𝑍𝑍𝑎𝑎,𝑦𝑦.                           (3) 

Fishing mortalities are modelled as a stochastic process about some mean values similar to 
recruitment. There are no commercial catches at ages 1 and very few at age 2 so I fixed 𝐹𝐹's to 
be zero for these ages. 3Ps cod are not targeted at age 3 and temporal patterns in F at this age 
are likely different than temporal patterns in F at older ages. Hence, I modelled F at age 3 
separately from F at ages 4–14+. If F is an (A-3)Yx1 vector of all Fa,y’s for ages 4–14+, then  
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log(𝑭𝑭)~𝑀𝑀𝑀𝑀𝑁𝑁(𝜇𝜇𝐹𝐹 ,𝛴𝛴𝐹𝐹), 

where 𝜇𝜇𝐹𝐹 is mapped to 6 values, for ages 4 and 5+ crossed with time periods 1959–1993, 
1994–1996, and 1997–2019. This allows for a stochastic F process that accounts for shifts in 
mean F because of the three-year moratorium on fishing that started in 1994. Similar to the 
process errors, log(𝑭𝑭) is modelled as an AR(1) stochastic process in age and year, and the 
elements of 𝛴𝛴𝐹𝐹 are based on 

𝐶𝐶𝐶𝐶𝐶𝐶{log(𝐹𝐹𝑎𝑎,𝑦𝑦), log(𝐹𝐹𝑎𝑎−𝑗𝑗,𝑦𝑦−𝑘𝑘)} =
𝜎𝜎𝐹𝐹2𝜑𝜑𝐹𝐹,𝑎𝑎

𝑗𝑗 𝜑𝜑𝐹𝐹,𝑦𝑦
𝑘𝑘

(1 − 𝜑𝜑𝐹𝐹,𝑎𝑎
2 )(1 − 𝜑𝜑𝐹𝐹,𝑦𝑦

2 )
.                    (4) 

F’s at age 3 have a different 𝜑𝜑𝐹𝐹,𝑦𝑦 parameter. 

The SAM log(F)-process is an age-correlated random walk that implicitly has a year 
autocorrelation fixed at one. The SAM log(F)-process does not include changes in mean log(F), 
𝜇𝜇𝐹𝐹. This differs from 3PsSSAM where 𝜇𝜇𝐹𝐹 is modelled separately for coarse blocks of ages and 
years, and the year correlation is estimated for age 3 and ages 4–14+. 

OBSERVATION EQUATIONS 
In my 3Ps cod model this involves specifying the covariance matrix of observations, and I use 
model residual diagnostics for this purpose. 
The index observation model is like the traditional approaches used for NW Atlantic fish stocks. 
Let 𝐼𝐼𝑠𝑠,𝑎𝑎,𝑦𝑦 denote the observed age-based abundance index for survey 𝑠𝑠. Let 𝑡𝑡 be the midpoint of 
the survey dates which is expressed in a fraction of the year. The model predicted index is 

 𝜇𝜇𝑠𝑠,𝑦𝑦,𝑎𝑎 = 𝐸𝐸�𝐼𝐼𝑠𝑠,𝑎𝑎,𝑦𝑦� = 𝑞𝑞𝑠𝑠,𝑎𝑎𝑁𝑁𝑦𝑦,𝑎𝑎exp−𝑡𝑡𝑠𝑠,𝑦𝑦𝑍𝑍𝑦𝑦,𝑎𝑎 .                          (5) 

The exp−𝑡𝑡𝑠𝑠,𝑦𝑦𝑍𝑍𝑦𝑦,𝑎𝑎 term projects beginning-of-year abundance to the time of the survey. I use 
Equation (5) for all survey ages and years, including the plus group age for plus group survey 
indices. The 𝑞𝑞𝑠𝑠,𝑎𝑎 's are catchability parameters to estimate, possibly with constraints. The index 
observation equation is  

𝐼𝐼𝑠𝑠,𝑎𝑎,𝑦𝑦 =  𝜇𝜇𝑠𝑠,𝑦𝑦,𝑎𝑎 + 𝜀𝜀𝑠𝑠,𝑎𝑎,𝑦𝑦.                                   (6) 

Additive index observation errors are unusual in stock assessment models, and the rationale for 
this is described below. Let 𝜀𝜀𝑠𝑠,𝑦𝑦 be the vector of index errors for all ages in a year. The index 
likelihood is based on  

𝜀𝜀𝑠𝑠,𝑦𝑦~𝑀𝑀𝑀𝑀𝑁𝑁(0,𝛴𝛴𝑠𝑠,𝑦𝑦), 

where 
𝛴𝛴𝑠𝑠,𝑦𝑦 = 𝐷𝐷𝐷𝐷𝑎𝑎𝐷𝐷(𝜎𝜎𝑠𝑠,𝑎𝑎𝑚𝑚𝑚𝑚𝑚𝑚,𝑦𝑦, … ,𝜎𝜎𝑠𝑠,𝑎𝑎𝑚𝑚𝑎𝑎𝑚𝑚,𝑦𝑦)𝛱𝛱𝑠𝑠𝐷𝐷𝐷𝐷𝑎𝑎𝐷𝐷(𝜎𝜎𝑠𝑠,𝑎𝑎𝑚𝑚𝑚𝑚𝑚𝑚,𝑦𝑦, … ,𝜎𝜎𝑠𝑠,𝑎𝑎𝑚𝑚𝑎𝑎𝑚𝑚,𝑦𝑦),                (7) 

amin and amax are the minimum and maximum ages of the index used for model estimation, 𝛱𝛱𝑠𝑠 is 
an AR(1) correlation matrix with parameter 𝜑𝜑𝑠𝑠 , and 𝜎𝜎𝑠𝑠,𝑎𝑎,𝑦𝑦 = 𝛾𝛾𝑠𝑠,𝑎𝑎,𝑦𝑦 𝜇𝜇𝑠𝑠,𝑦𝑦,𝑎𝑎. This is a constant 
coefficient of variation (CV; 𝛾𝛾) model although in 3PsSSAM these CV’s can be modelled 
separately by survey, age, and year but will be mapped to a small number of groups, usually the 
same for all ages and years, but separate for each survey. Residual diagnostics are examined 
to determine ages and years that may require separate 𝛾𝛾‘s. 
In preliminary models it was obvious that index residuals were correlated across ages within 
years. This is common in stock assessments. Correlations could be caused by variations in the 
fraction of the stock covered by the survey (i.e., year effects in catchability), temporal changes 
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in growth rates, etc. We model this correlation in the observation equation. However, if the 
patterns of residuals are similar for multiple indices then this may indicate mis-specification of 
the stock assessment model, and correlated index errors may only mask this problem. This is a 
particularly difficult problem when there is only a single index available for model estimation. For 
model diagnostic purposes we also compute a vector of residual diagnostics (esz) for each 
survey that standardize for this expected correlation in the index raw residuals (es), using their 
covariance matrix (𝛴𝛴�𝑠𝑠 = 𝐷𝐷𝐷𝐷𝑎𝑎𝐷𝐷(𝛴𝛴�𝑠𝑠𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚 , … ,𝛴𝛴�𝑠𝑠𝑦𝑦𝑚𝑚𝑎𝑎𝑚𝑚). We solve for esz in the linear system of 
equations 𝛴𝛴𝑠𝑠

1/2′𝑒𝑒𝑠𝑠𝑠𝑠 = 𝑒𝑒𝑠𝑠, where 𝛴𝛴𝑠𝑠
1/2 is the Cholesky factorization of 𝛴𝛴�𝑠𝑠. The standardized 𝑒𝑒𝑠𝑠𝑠𝑠 

residuals should be approximately independent with mean zero and variance 1. 
SAM, like most other stock assessment packages, models log indices based on the assumption 
that the variance of the log index does not depend on the mean. If 𝑀𝑀𝑎𝑎𝐶𝐶{𝑙𝑙𝐶𝐶𝐷𝐷(𝐼𝐼)} = 𝜎𝜎2 then 
𝐶𝐶𝑀𝑀(𝐼𝐼) ≈ 𝜎𝜎 and 𝑆𝑆𝑆𝑆𝐷𝐷(𝐼𝐼) ≈ 𝜎𝜎μ. Hence, the 3PsSSAM index variance model is approximately the 
same as SAM. A difference in the approaches is that 3PsSSAM can use indices with zero 
values, whereas SAM cannot. SAM assumes any zero index is a missing value. This a 
reasonable approach when there are not many zeros, but many Northwest Atlantic stocks have 
declined to low stock sizes and zero indices are common and indicate low abundance of the 
corresponding age classes. Treating these indices as missing could result in biased estimates 
of the size of these age classes. Strictly speaking the 𝜀𝜀𝑠𝑠,𝑎𝑎,𝑦𝑦 terms in Equation (6) should have a 
bounded distribution, 𝜀𝜀𝑠𝑠,𝑎𝑎,𝑦𝑦 ∈ (− 𝜇𝜇𝑠𝑠,𝑦𝑦,𝑎𝑎,∞), so that the predicted indices are positive. Hence, 
strictly speaking a truncated normal distribution is more appropriate. However, Perreault et al. 
(2020) discuss that the difference in a constant CV normal distribution and a truncated normal 
distribution will usually be negligible except when the CV > 0.5, and even then, it only effects the 
weighting indices get when they have different CV terms (i.e., 𝜎𝜎) in the model formulation. 
3PsSSAM uses reported landings and estimates of the catch age-compositions to internally 
infer the catch at age. The total fishery catch is derived from landings and age compositions; 
hence, total catch is not independent of the age compositions which is why I prefer to model 
landings and age compositions, which are more independent data sources. 3PsSSAM predicted 
landings may differ from reported landings, depending on how accurate the reported landings 
are. 
The reliability of the landings is quantified by lower and upper bounds that must be provided by 
experts with knowledge about the current and historical 3Ps cod fishery. Ideally there should be 
consensus agreement from scientists, managers, and harvesters that the real landings are 
contained within the bounds with high probability. 3PsSSAM uses a censored likelihood (e.g., 
see Cadigan 2016; Van Beveren et al. 2017) to ensure that model predicted landings are highly 
unlikely to exceed the bounds. However, within the bounds, the likelihood surface will be almost 
flat so that 3PsSSAM will have approximately no preference about values of landings within the 
bounds. If 𝐿𝐿𝑦𝑦 denotes the true but unknown landings in year y, and 𝐿𝐿𝐿𝐿𝑦𝑦 and 𝐿𝐿𝑈𝑈𝑦𝑦 are the lower 
and upper bounds (i.e., the data), then the censored negative loglikelihood (nll) for the stock 
assessment model parameters (collected in a vector θ) is 

𝑛𝑛𝑙𝑙𝑙𝑙(𝜃𝜃|𝐿𝐿𝐿𝐿𝑦𝑦, 𝐿𝐿𝑈𝑈𝑦𝑦) = −� log
𝑌𝑌

𝑦𝑦=1

�𝜙𝜙𝑁𝑁 �
log(𝐿𝐿𝑈𝑈𝑦𝑦) − log(𝐿𝐿𝑦𝑦)

𝜎𝜎𝑙𝑙
� − 𝜙𝜙𝑁𝑁 �

log(𝐿𝐿𝐿𝐿𝑦𝑦) − log(𝐿𝐿𝑦𝑦)
𝜎𝜎𝑙𝑙

�� .       (8) 

The 𝜎𝜎𝑙𝑙 parameter controls the sharpness of the bounds and is set at 𝜎𝜎𝑙𝑙 = 0.02 in 3PsSSAM. The 
censored nll is illustrated in Fig. 1. 
The time-series of catch abundance proportion at age, which I more simply refer to as catch age 
compositions, are modelled using the multiplicative logistic multivariate normal distribution, 
based on the continuation ratio logits (crl’s), which are computed as follows. 
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1. For each age and year, compute 𝑃𝑃𝑎𝑎,𝑦𝑦 = 𝐶𝐶𝑎𝑎,𝑦𝑦

∑ 𝐶𝐶𝑎𝑎,𝑦𝑦
𝐴𝐴
𝑎𝑎=1

. 

2. Compute 𝜋𝜋𝑎𝑎,𝑦𝑦 = 𝑃𝑃𝐶𝐶𝐶𝐶𝑃𝑃(𝑎𝑎𝐷𝐷𝑒𝑒 = 𝑎𝑎|𝑎𝑎𝐷𝐷𝑒𝑒 ≥ 𝑎𝑎) = 𝑃𝑃𝑎𝑎,𝑦𝑦

𝑃𝑃𝑎𝑎,𝑦𝑦+...+𝑃𝑃𝐴𝐴,𝑦𝑦
. 

3. Compute the continuation-ratio logit, 𝑋𝑋𝑎𝑎,𝑦𝑦 = log � 𝜋𝜋𝑎𝑎,𝑦𝑦

1−𝜋𝜋𝑎𝑎,𝑦𝑦
� ,𝑎𝑎 = 1, . . . ,𝐴𝐴 − 1. 

This is done for both the observed and the model predicted catches. Note that there are only 
A-1 crl’s derived from A catch proportions because catch proportions only contribute A-1 
independent observations since ∑ 𝑃𝑃𝑎𝑎,𝑦𝑦

𝐴𝐴
𝑎𝑎=1 = 1. If an observed catch at age is zero then the crl is 

not defined. For 3Ps cod, estimated catches at ages 10–14+ in 1995 were zero, and these 
values were replaced with half the minimum non-zero estimated catch at these ages. 

The observation equation for the vector 𝑋𝑋𝑜𝑜𝑦𝑦 of observed crl’s in year y is 

𝑋𝑋𝑜𝑜𝑦𝑦 = 𝑋𝑋𝑦𝑦 + 𝜀𝜀𝑋𝑋,𝑦𝑦,𝜀𝜀𝑋𝑋,𝑦𝑦~𝑀𝑀𝑀𝑀𝑁𝑁(0,𝛴𝛴𝑋𝑋), 

where 𝛴𝛴𝑋𝑋 is AR(1) in form, with variance parameter 𝜎𝜎𝑋𝑋2 and correlation 𝜑𝜑𝑋𝑋. 

The DFO RV survey was extended to include inshore strata in 1997, and indices for all strata 
are called the RV_IO indices, while indices from the strata surveyed prior to 1997 are called the 
RV_OFF indices. The age-distribution of 3Ps cod varies spatially, such that younger fish are 
found closer to shore. In most surveys since 1997 the mean number per tow (mnpt) for the 
RV_IO are slightly greater than RV_OFF at young ages, and slight lower than RV_OFF at older 
ages. One approach to deal with this change in survey design is to treat the RV_OFF and 
RV_IO as separate indices with different catchability q parameters, which is what is done in 
3PsSSAM. However, this will involve some loss of stock trend information before/after 1997 
since we expect that the differences in q’s for RV_OFF and RV_IO are small. This is 
compounded by not having other indices that extend many years before/after 1997. For 
example, the Sentinel indices start only in 1995. In 3PsSSAM, I also include the age-based 
differences in the RV_IO minus RV_OFF since 1997 to constrain differences in the q’s for these 
two indices. The expected log-difference in the survey indices is 

𝐸𝐸�𝑙𝑙𝐶𝐶𝐷𝐷(𝐼𝐼𝑅𝑅𝑅𝑅_𝐼𝐼𝐼𝐼,𝑎𝑎,𝑦𝑦) − 𝑙𝑙𝐶𝐶𝐷𝐷(𝐼𝐼𝑅𝑅𝑅𝑅_𝐼𝐼𝐹𝐹𝐹𝐹,𝑎𝑎,𝑦𝑦)� = 𝑙𝑙𝐶𝐶𝐷𝐷(𝑞𝑞𝑅𝑅𝑅𝑅_𝐼𝐼𝐼𝐼,𝑎𝑎) − 𝑙𝑙𝐶𝐶𝐷𝐷(𝑞𝑞𝑅𝑅𝑅𝑅_𝐼𝐼𝐹𝐹𝐹𝐹,𝑎𝑎).  

The final 3PsSSAM observation equation for 𝐷𝐷𝑅𝑅𝑅𝑅,𝑎𝑎,𝑦𝑦 = 𝑙𝑙𝐶𝐶𝐷𝐷(𝐼𝐼𝑅𝑅𝑅𝑅_𝐼𝐼𝐼𝐼,𝑎𝑎,𝑦𝑦) − 𝑙𝑙𝐶𝐶𝐷𝐷(𝐼𝐼𝑅𝑅𝑅𝑅_𝐼𝐼𝐹𝐹𝐹𝐹,𝑎𝑎,𝑦𝑦) is 

𝐷𝐷𝑅𝑅𝑅𝑅,𝑎𝑎,𝑦𝑦 = 𝑙𝑙𝐶𝐶𝐷𝐷(𝑞𝑞𝑅𝑅𝑅𝑅_𝐼𝐼𝐼𝐼,𝑎𝑎) − 𝑙𝑙𝐶𝐶𝐷𝐷(𝑞𝑞𝑅𝑅𝑅𝑅_𝐼𝐼𝐹𝐹𝐹𝐹,𝑎𝑎) + 𝜀𝜀𝐷𝐷,𝑎𝑎,𝑦𝑦, 𝜀𝜀𝐷𝐷,𝑎𝑎,𝑦𝑦 ∼𝑖𝑖𝑖𝑖𝑖𝑖 𝑁𝑁(0,𝜎𝜎𝐷𝐷2).             (9) 

This provides information about the potential magnitude and uncertainty about the log 
differences in q’s for the RV_OFF and RV_IO indices. If either RV_OFF or RV_IO indices are 
zero then the log difference is not used. Some of the RV log differences have long tails so I also 
explore using a t-distribution with 3 degrees of freedom for 𝜀𝜀𝐷𝐷,𝑎𝑎,𝑦𝑦. 

BASIC MODEL INPUTS 
Landings estimates for 1959–2018 (see Fig. D1) and estimates of catch at age during 1959–
2017 and ages 1–14+ (Figs. D2–5) were available as model inputs. This defined the model’s 
years (1959–2019) and ages (1–14+). Note that the final model year is 2019 because we can 
estimate beginning of year stock size in 2019 based on landings in 2018. 
The landings estimates are assumed to have errors that varied over time. I used the censored 
catch approach described above. The bounds were derived as lower (L) and upper (U) 
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multipliers of reported landings. Models were developed for two scenarios of uncertainty about 
landings: 

Good landings multipliers (L/U):  

Year range 1959–75 1976–77 1978–86 1987–93 1994–96 1997–2009 2010+ 

L/U 0.99/1.1 0.7/1.3 0.99/1.1 0.5/1.5 0.99/1.05 0.99/1.3 0.99/1.1 

Uncertain landings multipliers (L/U):  

Year range 1959–93 1994–96 1997–99 2000+ 

L/U 0.5/1.5 0.9/1.1 0.35/1.75 0.75/1.25 

I chose the uncertain multipliers to reflect my impression of the potential errors in the catches. 
However, the good multipliers were those recommended during the framework process. 
Survey indices available for model estimation are: 

• Canadian research vessel (RV) bottom-trawl index for inshore+offshore strata 
(Can_RV_IO), 1997–2018 (not 2006); ages 1–14+ (see Figs. D6–8). 

• Canadian RV index for offshore strata (CAN_RV_OFF), 1983–1996; ages 1–14+ (see Figs. 
D9–11). 

• French ERHAPS RV survey, 1978–1992, ages 2–14+ (see Figs. D12–14). 

• GEAC industry survey, 1998–2005, ages 2–13. A 14+ index for this survey was not 
available (see Figs. D15–17). 

• Sentinel gillnet index (SENT_GN), 1995–2017, ages 3–10 (see Figs. D18–20). 

• Sentinel linetrawl index (SENT_LT), 1995–2017, ages 3–10 (see Figs. D21–23). 
The difference between the Can_RV_IO and the CAN_RV_OFF during 1997–2018, and for 
ages 2–14+ (not 2006), is also used as a likelihood component to provide information about the 
ratio of catchabilities of these two survey indices. Note: age 1’s are not used for this purpose 
because of uncertain Engel-Campelen conversion at that age. Hence, age 1 q’s are not 
constrained by the difference likelihood component. The RV differences are illustrated in Figs. 
D24 and D25. 
Other assessment model inputs were values for natural morality rates: age 1 M=0.5, age 2 
M=0.3, and M=0.2 for other ages. M is assumed to be constant across years. Stock weights 
from a simple model with cohort effects (see Cadigan in press1). Catch weights from the simple 
model (see Cadigan in press1) were used in pre-FW (framework meeting) runs, but during the 
framework process it was decided to use raw catch weights in FW runs. Catch weight at age in 
2018 was assumed to be equal to weight at age in 2017. 

 

1 Cadigan, N.G. In Press. A Simple Random-Effects Model to Smooth and Extrapolate Weights-at-Age for 3Ps Cod. 
DFO Can. Sci. Advis. Sec. Res.  
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FORMULATIONS 
Many preliminary models were examined and presented at a pre-framework meeting on 
October 3, 2019. Descriptions of these models can be found in Table 1; these formulations were 
based on the “uncertain landings multipliers” shown above. It was recommended at the 
pre-framework meeting that I also pursue models using the landings multipliers based on expert 
input, which are the “good landing bounds” described above. The latter bounds imply much 
more precision in reported landings. I also used reported catch weights at age rather than 
modelled values for the framework meeting. This led to the following new model formulations: 
1. M17. M10 formulation from pre-FW meeting, but with the good landings bounds (GL). 
2. M18. M17, but no year correlation in crl’s. This correlation was estimated to be only 0.19 in 

M10, and removing the temporal correlation simplifies the model and may improve run 
times. 

3. M19. M18 but with age-invariant and time-varying M’s based on indices of M derived from 
cod condition (see Ings et al. In Press2). 

4. M20. M18 but with AR(1) process errors, to examine effects on retrospective patterns. 

5. M21. M18 but a T distribution for differences in the RV survey indices. 

6. M22. M21 but with AR(1) process errors (autocorrelations fixed at 0.5) and only ages 5–14+ 
for differences in the RV survey indices. 

RESULTS 

PRE-FRAMEWORK 
These preliminary models are summarized in Table 1. A summary of AIC/BIC for these models 
is provided in Figure 2. The largest improvement in fit occurred for model 4 (i.e., M4) in which 
AR(1) age-correlated measurement errors were assumed for the CRL’s and survey indices, 
although including IID process error (PE) in the model (i.e., M3) also resulted in a substantial 
improvement in model fit, as measured by AIC and BIC. M11, with a year/age separable AR(1) 
correlation structure and heterogeneous PE variances, also resulted in a substantial 
improvement in fit, although this type of model formulation is not common in ICES-SAM 
assessments and resulted in substantially different assessment results compared to 
formulations with independent (ID) PE’s. Models with correlated PE’s are implemented for 
diagnostics purposes only. 
The M5–M7, M9, M10, and M16 models with IID PE’s all resulted in similar assessments. A 
concern with these models is the cluster of positive residuals at young ages in the most recent 
years for the RV_IO index (e.g., see M7 results in Fig. 3). All these models had this residual 
pattern. There is also a cluster of negative residuals for the SENT_LT age 3 index in recent 
years, and two large negative CRL residuals at ages 3 and 4 in 2017 (Fig. 4). It seems that the 
RV_IO index recruitment trends in recent years are somewhat inconsistent with the SENT_LT 
index and the catch age compositions. 
The M6 model resulted in some retrospective patterns (Fig. 5) that indicate assessment bias. 
Including correlated PE’s improved the retrospective patterns (Figs. 6 and 7) but resulted in 

 
2 Ings, D.W., Varkey, D., Regular, P., Rideout, R.M., and Vigneau, J. In Press. Assessing the status of the cod 

(Gadus morhua) stock in NAFO Subdivision 3Ps in 2019. DFO Can. Sci. Advis. Sec. Res. Doc.  
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substantially different SSB and F scales (compared Figs. 5–7). M14 predicted process error are 
mostly negative (Fig. 8), especially at older ages since the late 1990’s. 

FRAMEWORK 

M17 
This model incorporated more narrow bounds on landings than in the pre_FW runs. This has a 
large effect on stock assessment results (Fig. 9), more so for stock abundance and biomass 
than F’s. The tighter landing bounds in M17 forced estimated landings to be closer to reported 
landings, and more variation in F was required to achieve this. M10 has wider landings bounds 
with less constraints on estimated landings. In this case, the autocorrelation in F’s was 
estimated to be higher and this results in smoother estimates of F with less between-year and 
between-age variations. This is considered further in the Discussion. Model predicted landings 
for M17 are much larger overall than for M10 (Fig.10). 
When there is much uncertainty about landings then the model acts like a survey-based 
assessment model (SURBA; Cadigan 2010; Cook 1997, 2013; Needle 2002), in which 
estimates of F, conditional on the assumed M, are absolute but estimates of stock size are 
relative. This is the basic behavior we see when comparing M10 and M17 in Fig. 9. F’s are more 
similar in scale for M10 and M17, but SSB and recruitment are more different. The CV on the 
1959 estimate of SSB is 72% for M10, but only 18% for M17 (Fig. 11). The 1970 CV is 29% for 
M10 and 12% for M17. This reflects the greater precision in landings used in M17. However, 
retrospective patterns are pronounced (see M18). 

M18 
3PsSSAM runs slowly and retrospective runs take many hours. One reason for this may be a 
lack of sparseness in the random effects. The CRL correlation structure is in both age and year, 
although the M17 estimate of the year autocorrelation is low (0.18; see Table 2). In M18 I set 
the year correlation to zero to simplify the model and improve run times by increasing the 
sparseness of the random effects. AIC for M18 is slightly higher than M17, and BIC is lower 
(Table 2). Stock assessment results (Table 3) are nearly identical (Fig. 12) as were residual 
diagnostics (not shown). I consider M18 a useful simplification. However, M18 run times are 
only slightly faster than M17. 
M18 has pronounced retrospective patterns (Fig. 13), such than terminal year confidence 
intervals do not cover subsequent estimates. The retrospective patterns for M17 are almost 
identical to M18. 
Note: The slow run-time for 3PsSSAM was resolved after the framework meeting (see 
Discussion). The issue was the way process errors were implemented. However, this does not 
affect model results. 

M19 
Mis-specification of M is one possible cause of retrospective patterns. In M19 I used the 
age-aggregated condition M estimates I was provided to see if this improved model fit. I 
assumed M’s at ages 3–14+ were equal to annual condition M (cM) estimates, and M’s at age 1 
were cM + 0.2, and M’s at age 2 were cM + 0.1. The differences for ages 1 and 2 were chosen 
to be consistent with my other model formulations in which M at these ages was higher than M 
at ages 3–14+. 
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M19 did not result in improved fit (Table 2) but did result in substantially different stock 
assessment results (Fig. 14a). However, retrospective patterns for SSB and average F ages 6–
9 (Fig. 14b) were improved compared to M18 (Fig. 13), although the M19 pattern for recruitment 
was no better and opposite M18. However, the reduced retrospective patterns in M19 provides 
an indication that realistic changes in M that are consistent with changes in the fraction of cod in 
very poor condition (and the implied mortality due to starvation) can improve retrospective 
patterns. However, more investigation is required about the reliability of the condition M 
estimates and how they contribute to total M, so that this information could be used to provide 
an improved assessment model formulation. 

M20 
An alternative way to account for retrospective patterns is to use correlated PE’s. If the 
retrospective patterns are caused by mis-specification of M or catch bounds, then the process 
errors, which are included to account for model mis-specification, may correct for this. However, 
IID process errors may not provide sufficient flexibility to account for model mis-specification 
that varies smoothly over time and ages (e.g., M18; Fig. 13). M20, with auto-correlated process 
errors, may provide improved retrospective patterns which could be a good thing if the type of 
processes errors the model predicts provide a realistic correction of the model mis-specification, 
or provides a reliable quantification of the uncertainty due to the model mis-specification. The 
latter may be the more realistic advantage of using autocorrelated process errors. 
M20 results in a much better model fit compared to M17–19 (Table 2), and index CV’s are 
generally slightly smaller which indicates a better mode fit to the indices. However, CV’s for M20 
assessment estimates are substantially higher than M18 (compare Tables 3 and 4). Overall, 
M20 results in the best fits to the indices, although residual patterns are very similar to M7 
(compare Figs. 3 and 15) and subsequent models. Recent stock assessment results from M20, 
except for recruitment, are more similar to M19 than M18 (Fig. 16a), but less so historically. 
Retrospective patterns are much improved compared to M18 (Fig. 16b), but confidence intervals 
are much wider to reflect the additional uncertainty related to the process errors. Predicted 
process errors from M20 are mostly negative since around 2008 (Fig. 17), similar to M14, 
implying decreased survival of cohorts. 
M20 estimates of stock size may not be more accurate than M18 estimates, but M20 confidence 
intervals may cover true stock values more reliably. For example, M18 confidence intervals 
often do not include retrospective estimates which demonstrates that these confidence intervals 
are too narrow and not reliable. This problem does not occur with M20. 

M21 
There are some fairly large residuals in the fit to the differences in the RV_OFF and RV_IO 
indices (i.e., equation 9), and the distribution of residuals had a long tail. This information on the 
relationship between the RV_OFF and RV_IO q’s could be important in the assessment 
because it links these two surveys, which together provide the longest index time-series. In M21 
the observation error model for these data was changed from the normal to a t-distribution with 
3 degrees of freedom, which will be less affected by a small number of outliers than the normal 
distribution. Otherwise, the M21 formulation was identical to M18. 
Although M21 resulted in a much better fit compared to M18 (Table 2), the stock assessment 
results were very similar (Fig. 18). The fit to the differences in the RV_OFF and RV_IO indices 
(Fig. 19) was good overall, but there are a few years (2005, 2007, and 2017) when the 
differences were substantially larger than other years, perhaps because more cod migrated 
inshore of the survey earlier in the season in these anomalous years. There are a small number 
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of large residuals (i.e., >±5) which is expected due to the robust nature of fitting with a 
t-distribution with 3 degrees of freedom. 

M22 
A decision made during the framework meeting was to estimate separate survey q’s for the 
RV_OFF and RV_IO at younger ages. I did not understand the rationale for this decision and I 
was uncomfortable with it. However, to partially address this issue I removed ages 2–4 in the 
likelihood component for the differences in the RV_OFF and RV_IO indices. This essentially 
means that the q’s at ages 2–4 are estimated freely for the RV_OFF and RV_IO indices. Note 
that because this model change involves a change in the data, then AIC and BIC are not 
comparable with other formulations. I also included age x year correlated process errors, but 
fixed the correlations at 0.5 because I am concerned that these correlation parameters are 
difficult to estimate, and when the correlations are high then PE could be confounding with 
change in F. Fixing the correlations at 0.5 may be a compromise solution to this problem. 
The index CV’s were estimated to be slightly lower than M18 (Table 2) which indicates that this 
formulation resulted in slightly better fits to the survey indices. Assessment results (Fig. 20) 
were intermediate between M18 and M20. Retrospective patterns for the M22 formulation were 
improved compared to M18 (compare Figs. 21 and 13); however, large and systematic process 
errors (Fig. 22), especially at ages 10–14, are required to achieve this improvement in 
retrospective patterns. There is some association between predicted process error and F’s (Fig. 
23). Low negative process errors are often associated with F’s close to zero, especially at ages 
6–9, and higher values of F are often associated with process errors closer to 0. This requires 
further research to better understand potential confounding between process errors and F’s. 
Residuals at ages 1–3 in recent years are positive for the RV IO (Fig. 24), similar to other model 
formulations. The M22 formulation does not fit this index very well (Fig. 25) at ages 1–3. 
However, the fit is better at ages 4–8, but the fit is worse at the poorly sampled ages 9–14+. 

DISCUSSION 
I did not find an assessment model formulation that provided a reasonably good fit to the survey 
indices and fishery age composition information. The various survey indices often have high 
between-year variability which is far greater than potential between-year variation in stock size. 
These indices also disagree with each other to some extent. It seems difficult for any model to fit 
all the indices well, at the same time. Some lack of fit may be unavoidable. However, most 
assessment model formulations I considered had serious retrospective patterns in which 
confidence intervals for current stock size in retrospective peels do not cover final year values. 
This indicates the potential that the assessment model may provide mis-leading management 
advice. I was able to substantially reduce retrospective patterns using correlated process errors 
but the efficacy of this approach requires further research before I could recommend it as a 
preferred option for stock assessment. I also concluded that further research on assessment 
inputs is needed before I could recommend a reliable assessment model formulation. 
The model formulations I investigated resulted in long run times related to a lack of sparseness 
in the state-space model estimation. After the framework meeting I determined that this was 
because of the specific way I modelled process errors. There is an alternative way that will give 
the same model estimates but with much faster run times. 
Tighter landing bounds resulted in estimates of F with more between-year variation. In general, 
mixed-effect models with zero-mean random effects will estimate or predict these effects to be 
as close to zero as possible but at the same time to fit the data well. The estimation involves a 
trade-off between fitting the data well and having small random effects. This is analogous to 
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treating the random effects as fixed effect parameters to estimate, with a penalty function to limit 
the (e.g., between-year) variation in the estimates. If there is more data with smaller 
measurement errors then this will tend to result in more variation in estimates of random effects. 
3PsSSAM was based on a stochastic F process that included temporal autocorrelation. Hence, 
when landing bounds are wide then the estimation gives more weight to achieving smooth F 
estimates over time. Conversely, when landings bounds are tight then landings estimates are 
forced to be within the bounds, or very close to the bounds, because the negative log-likelihood 
increases rapidly outside of the bounds. In this case the estimation gives much less weight to 
achieving smooth F estimates. 
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APPENDIX I – TABLES 

Table 1. Summary of preliminary models fit before the pre-assessment framework meeting. Note: IID – 
independent and identically distributed; ID – independent. 

M Description of Base Model and 
Changes Impact/comparison model NLL AIC BIC 

1 Simple: No PE. AR1(year, age) logF_dev. 
CRL sd constant all ages 1 mean rec - 1896.86 3957.72 4371.54 

2 2 CRL sd time-blocks (95–97 and O/W) little / M1 1833.37 3832.74 4251.61 

3 IID Process error (PE) moderate / M2 1750.91 3669.81 4093.73 

4 AR1(age) index and AR1(age, year) CRL 
errors moderate / M3 1442.30 3068.61 3532.90 

5 F age 3 not correlated with F ages 4+ little / M4 1434.43 3056.85 3531.24 

6 PE last year = PE previous year, by age none / M5 1434.43 3056.85 3531.24 

7 CRL sd ages 3–5, 6–8, and 9+ little / M6 1386.85 2969.71 3464.28 

8 AR1(year, age) PE large / M7 1328.65 2855.30 3354.92 

9 ID PE, sd by age little / M7 1337.04 2894.07 3449.21 

10 ID PE sd ages 1–4, 5–9, 10+ little / M7 1345.47 2890.94 3395.60 

11 AR1(year, age) PE; sd 1–4, 5–9, 10+ moderate / M8 1299.89 2803.78 3318.54 

12 AR1(year) PE; sd 1–9, 10+ large / M11 1322.57 2845.14 3349.81 

13 
AR1(year, age) PE with age/year corr=0.5 
fixed; sd 1–9, 10+ moderate / M11 1315.11 2828.23 3327.85 

14 AR1=0.5 PE;sd 1–9, 10+ and 
<=1977/>1977 

little / M13 1307.02 2816.04 3325.75 

15 AR1=0.5 PE with sd blocks + mean rec 
blocks, <=1990/>1990 large / M14 1301.56 2807.12 3321.88 

16 ID PE with sd blocks + mean rec blocks minor / M10 1330.41 2862.81 3372.52 
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Table 2. Estimates of model standard deviation and autocorrelation parameters. nll is the negative log-
likelihood, and AIC is Akaike’s Information Criterion and BIC is the Bayesian Information Criterion. 

Quantity M17 M18 M19 M20 M21 M22 

- 

AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC 

2988 3491 2991 3489 3022 3521 2912 3421 2812 3296 2931 3430 

EST CV EST CV EST CV EST CV EST CV EST CV 

std_log_F_3 0.95 23.5 0.99 25.6 1.02 23.1 1.01 31.1 0.99 22.1 0.98 22.9 

std_log_F_4p 1.08 27.1 0.94 22.9 0.92 19.3 0.93 20.7 0.90 22.1 0.80 24.8 

std_pe_1–4 0.17 18.8 0.17 18.3 0.20 15.8 0.29 14.7 0.13 25.2 0.20 17.7 

std_pe_5–9 0.12 14.8 0.12 14.8 0.18 9.5 0.30 9.7 0.13 13.9 0.21 12.2 

std_pe_10+ 0.48 8.7 0.49 8.4 0.44 8.4 0.68 9.5 0.50 8.4 0.63 8.5 

std_log_R 0.37 14.2 0.37 14.1 0.49 16.4 0.46 21.1 0.37 13.6 0.40 18.9 

cv_Can_RV_IO 0.78 12.9 0.77 12.6 0.65 10.0 0.71 11.7 0.79 13.0 0.69 11.6 

cv_CAN_RV_OFF 0.66 13.9 0.67 14.2 0.78 16.2 0.62 13.9 0.68 14.2 0.64 16.3 

cv_ERHAPS 0.65 14.5 0.66 14.6 0.66 14.2 0.60 13.8 0.66 14.7 0.62 13.9 

cv_GEAC 0.97 22.0 0.97 21.8 0.98 21.9 0.91 19.8 0.97 22.0 0.99 22.0 

cv_SENT_GN 0.89 14.9 0.89 15.0 0.91 15.5 0.86 15.8 0.71 14.4 0.85 15.3 

cv_SENT_LT 0.38 11.2 0.38 11.3 0.40 10.8 0.36 10.7 0.35 10.6 0.37 11.6 

ar_logF_age 0.98 1.2 0.97 1.5 0.95 1.7 0.96 1.7 0.96 1.6 0.95 2.5 

ar_logF_year 0.97 1.7 0.96 2.0 0.95 2.1 0.94 2.6 0.95 2.1 0.94 2.9 

ar_logF1_year 0.80 14.6 0.83 13.1 0.81 13.5 0.85 13.8 0.78 15.1 0.79 15.2 

ar_pe_year - - - - - - 0.06 187 - - 0.50 - 

ar_pe_age - - - - - - 0.81 4.4 - - 0.50 - 

ar_logRec 0.13 161.
4 0.13 163 0.64 22.4 0.50 36.5 0.16 128.1 0.36 58.3 

ar_ERHAPS 0.80 4.6 0.80 4.6 0.73 6.4 0.76 5.5 0.82 4.2 0.77 5.3 

ar_GEAC 0.81 5.4 0.81 5.5 0.82 4.9 0.76 6.7 0.80 5.6 0.83 5.7 

ar_SENT_LT 0.76 6.2 0.77 6.1 0.76 5.7 0.73 7.5 0.77 6.0 0.74 6.9 

ar_Can_RV_IO 0.64 12.6 0.64 12.8 0.63 12.9 0.58 15.2 0.64 12.6 0.62 13.4 

ar_ SENT_GN 0.63 10.2 0.64 10.1 0.68 8.1 0.67 9.8 0.73 7.8 0.65 10.4 

ar_CAN_RV_OFF 0.68 10.9 0.68 10.8 0.66 10.7 0.62 12.9 0.62 12.6 0.63 13.8 

ar_crl_year 0.19 42.3 - - - - - - - - - - 
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Quantity M17 M18 M19 M20 M21 M22 

- 

AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC 

2988 3491 2991 3489 3022 3521 2912 3421 2812 3296 2931 3430 

EST CV EST CV EST CV EST CV EST CV EST CV 

ar_crl_age 0.44 12.9 0.42 14.3 0.44 13.9 0.42 15.3 0.42 14.5 0.43 14.1 
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Table 3. M18 stock size and average F’s. rssb is ssb relative to the 1994 value. 

- biomass cv ssb cv Rec cv rssb cv aveF_46 cv aveF_69 cv 
1959 340.0 0.07 122.5 0.16 115.9 0.25 3.28 0.19 0.33 0.11 0.35 0.16 
1960 343.3 0.07 119.4 0.14 115.2 0.25 3.19 0.17 0.40 0.11 0.44 0.16 
1961 316.6 0.07 120.9 0.13 114.9 0.25 3.23 0.17 0.51 0.10 0.56 0.14 
1962 275.8 0.08 116.0 0.14 154.8 0.26 3.10 0.18 0.36 0.11 0.40 0.16 
1963 263.6 0.08 111.1 0.14 172.7 0.27 2.97 0.18 0.35 0.11 0.39 0.15 
1964 259.6 0.07 106.4 0.14 155.0 0.28 2.85 0.17 0.40 0.10 0.44 0.14 
1965 260.2 0.07 110.5 0.13 188.5 0.27 2.95 0.17 0.39 0.11 0.44 0.14 
1966 276.0 0.07 111.9 0.12 144.4 0.26 2.99 0.16 0.49 0.10 0.55 0.14 
1967 280.0 0.07 106.2 0.12 116.0 0.25 2.84 0.16 0.48 0.10 0.53 0.14 
1968 304.7 0.07 122.3 0.14 95.6 0.25 3.27 0.17 0.54 0.10 0.60 0.13 
1969 275.9 0.06 102.2 0.12 126.3 0.25 2.73 0.16 0.48 0.09 0.53 0.13 
1970 258.6 0.06 99.1 0.10 93.4 0.25 2.65 0.15 0.61 0.09 0.65 0.13 
1971 213.9 0.06 86.9 0.10 87.9 0.26 2.32 0.14 0.58 0.09 0.63 0.13 
1972 175.9 0.06 78.7 0.10 107.1 0.25 2.10 0.14 0.46 0.09 0.53 0.13 
1973 156.0 0.06 69.9 0.10 97.7 0.25 1.87 0.14 0.66 0.09 0.68 0.13 
1974 142.4 0.06 62.3 0.10 112.1 0.25 1.67 0.14 0.73 0.09 0.75 0.12 
1975 136.5 0.07 59.6 0.10 133.2 0.26 1.59 0.14 0.64 0.10 0.64 0.13 
1976 143.5 0.08 57.5 0.11 84.4 0.26 1.54 0.15 0.71 0.12 0.63 0.14 
1977 136.7 0.09 48.6 0.13 63.4 0.27 1.30 0.16 0.59 0.18 0.53 0.19 
1978 126.8 0.07 40.9 0.10 80.2 0.26 1.09 0.14 0.41 0.10 0.40 0.13 
1979 155.7 0.06 52.1 0.09 123.0 0.25 1.39 0.13 0.43 0.10 0.40 0.13 
1980 170.4 0.06 67.9 0.08 74.6 0.26 1.82 0.13 0.43 0.10 0.41 0.12 
1981 162.7 0.06 79.7 0.08 124.8 0.23 2.13 0.12 0.41 0.09 0.40 0.12 
1982 173.7 0.06 85.7 0.09 116.5 0.21 2.29 0.13 0.38 0.10 0.36 0.13 
1983 172.5 0.06 82.8 0.08 109.9 0.22 2.22 0.12 0.40 0.09 0.35 0.12 
1984 180.5 0.06 93.6 0.08 66.0 0.23 2.50 0.12 0.30 0.09 0.29 0.11 
1985 203.4 0.06 108.3 0.08 81.9 0.23 2.90 0.12 0.44 0.10 0.40 0.12 
1986 191.1 0.07 89.7 0.09 110.0 0.21 2.40 0.13 0.52 0.10 0.48 0.12 
1987 164.7 0.10 78.1 0.11 113.7 0.21 2.09 0.14 0.57 0.17 0.53 0.18 
1988 136.2 0.10 66.6 0.12 132.1 0.21 1.78 0.14 0.53 0.18 0.53 0.19 
1989 124.0 0.10 60.7 0.12 56.0 0.25 1.62 0.14 0.43 0.17 0.46 0.18 
1990 113.3 0.09 49.9 0.11 149.3 0.21 1.34 0.14 0.51 0.17 0.55 0.17 
1991 102.7 0.08 49.7 0.09 42.8 0.24 1.33 0.13 0.92 0.15 1.04 0.15 
1992 80.0 0.09 40.0 0.11 23.9 0.26 1.07 0.13 0.87 0.16 1.02 0.17 
1993 70.4 0.08 35.1 0.09 31.9 0.25 0.94 0.06 0.49 0.11 0.62 0.14 
1994 66.3 0.10 37.4 0.10 29.9 0.24 1.00 0.00 0.01 0.12 0.02 0.16 
1995 87.3 0.08 62.5 0.09 24.3 0.24 1.67 0.06 0.01 0.11 0.01 0.14 
1996 95.7 0.08 74.0 0.08 26.5 0.23 1.98 0.08 0.01 0.09 0.01 0.13 
1997 109.3 0.07 89.1 0.08 21.3 0.24 2.38 0.09 0.12 0.10 0.13 0.13 
1998 110.0 0.08 93.1 0.08 33.6 0.22 2.49 0.10 0.26 0.23 0.27 0.25 
1999 102.4 0.08 84.9 0.09 49.6 0.23 2.27 0.11 0.41 0.11 0.42 0.13 
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- biomass cv ssb cv Rec cv rssb cv aveF_46 cv aveF_69 cv 
2000 95.8 0.10 75.9 0.11 33.3 0.20 2.03 0.12 0.42 0.17 0.45 0.18 
2001 74.4 0.08 48.9 0.10 18.8 0.19 1.31 0.12 0.40 0.18 0.49 0.20 
2002 67.8 0.07 45.3 0.08 25.7 0.21 1.21 0.11 0.38 0.10 0.46 0.12 
2003 66.2 0.07 49.4 0.08 24.0 0.22 1.32 0.11 0.37 0.09 0.43 0.12 
2004 65.5 0.08 51.8 0.09 21.1 0.24 1.39 0.11 0.38 0.18 0.40 0.19 
2005 65.6 0.07 51.6 0.08 28.8 0.23 1.38 0.10 0.36 0.10 0.42 0.12 
2006 58.1 0.08 45.4 0.08 20.0 0.23 1.21 0.10 0.37 0.10 0.43 0.13 
2007 52.3 0.08 38.9 0.09 41.9 0.18 1.04 0.10 0.40 0.10 0.45 0.13 
2008 44.5 0.08 30.8 0.10 17.8 0.22 0.82 0.11 0.43 0.10 0.48 0.13 
2009 43.2 0.09 28.0 0.11 24.0 0.19 0.75 0.11 0.40 0.18 0.43 0.20 
2010 42.3 0.08 26.5 0.10 29.6 0.21 0.71 0.11 0.33 0.10 0.37 0.14 
2011 37.4 0.08 25.4 0.10 21.4 0.24 0.68 0.11 0.33 0.11 0.35 0.15 
2012 36.9 0.09 25.5 0.10 61.6 0.17 0.68 0.11 0.23 0.10 0.26 0.16 
2013 35.8 0.09 22.5 0.10 28.6 0.18 0.60 0.11 0.20 0.10 0.24 0.18 
2014 36.4 0.09 24.1 0.10 23.2 0.20 0.64 0.11 0.28 0.12 0.32 0.19 
2015 37.0 0.10 23.6 0.11 12.7 0.25 0.63 0.12 0.24 0.12 0.29 0.18 
2016 35.7 0.11 23.9 0.12 16.6 0.23 0.64 0.12 0.28 0.14 0.30 0.20 
2017 34.2 0.12 25.8 0.14 26.2 0.24 0.69 0.14 0.27 0.16 0.29 0.20 
2018 37.0 0.15 29.3 0.16 25.2 0.28 0.78 0.16 0.19 0.18 0.21 0.22 
2019 38.1 0.18 29.4 0.20 27.4 0.39 0.79 0.20 - - - - 
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Table 4. M20 stock size and average F’s. rssb is ssb relative to the 1994 value. 

- biomass cv ssb cv Rec cv rssb cv aveF_46 cv aveF_69 cv 
1959 360.3 0.24 136.5 0.33 118.1 0.40 2.77 0.41 0.32 0.28 0.32 0.35 
1960 363.5 0.22 133.4 0.31 115.7 0.40 2.70 0.38 0.37 0.27 0.40 0.35 
1961 325.8 0.22 130.3 0.29 113.4 0.40 2.64 0.37 0.50 0.28 0.52 0.34 
1962 269.5 0.24 117.2 0.32 160.6 0.41 2.38 0.39 0.38 0.28 0.39 0.37 
1963 262.6 0.23 114.4 0.32 175.3 0.41 2.32 0.39 0.37 0.27 0.37 0.35 
1964 255.6 0.22 106.5 0.30 162.0 0.42 2.16 0.38 0.43 0.26 0.43 0.34 
1965 268.3 0.23 123.9 0.30 183.4 0.41 2.51 0.37 0.38 0.26 0.39 0.34 
1966 279.5 0.21 119.2 0.27 147.7 0.41 2.41 0.35 0.50 0.25 0.51 0.33 
1967 305.8 0.21 117.5 0.27 128.9 0.40 2.38 0.35 0.44 0.25 0.45 0.32 
1968 335.7 0.20 134.9 0.26 108.1 0.41 2.73 0.35 0.49 0.24 0.51 0.31 
1969 274.2 0.20 104.3 0.26 142.1 0.40 2.11 0.34 0.48 0.24 0.50 0.31 
1970 288.7 0.19 112.1 0.24 113.2 0.40 2.27 0.33 0.54 0.24 0.55 0.31 
1971 240.0 0.20 98.7 0.24 104.7 0.41 2.00 0.32 0.51 0.24 0.52 0.33 
1972 188.6 0.20 89.7 0.25 127.7 0.41 1.82 0.33 0.43 0.24 0.44 0.33 
1973 177.1 0.19 83.2 0.24 116.4 0.41 1.69 0.32 0.58 0.23 0.53 0.33 
1974 165.5 0.20 75.5 0.24 119.8 0.42 1.53 0.31 0.63 0.24 0.59 0.32 
1975 146.2 0.20 67.0 0.23 122.1 0.44 1.36 0.30 0.58 0.24 0.52 0.32 
1976 155.6 0.20 64.0 0.22 68.0 0.46 1.30 0.29 0.64 0.24 0.50 0.31 
1977 144.9 0.23 55.0 0.26 45.3 0.49 1.12 0.32 0.60 0.26 0.47 0.30 
1978 102.2 0.18 39.5 0.21 51.8 0.48 0.80 0.25 0.51 0.21 0.42 0.26 
1979 131.1 0.16 55.1 0.19 87.7 0.42 1.12 0.24 0.51 0.21 0.41 0.25 
1980 153.0 0.17 71.2 0.20 63.2 0.40 1.44 0.24 0.49 0.22 0.42 0.25 
1981 162.6 0.18 86.2 0.20 127.3 0.37 1.75 0.24 0.42 0.21 0.35 0.26 
1982 193.5 0.19 107.3 0.22 140.7 0.35 2.17 0.23 0.35 0.22 0.27 0.29 
1983 197.7 0.19 106.3 0.22 148.3 0.36 2.15 0.21 0.35 0.23 0.26 0.29 
1984 206.9 0.19 114.8 0.22 91.9 0.36 2.33 0.21 0.27 0.22 0.22 0.27 
1985 258.4 0.19 149.6 0.22 124.3 0.36 3.03 0.22 0.37 0.23 0.28 0.29 
1986 276.8 0.20 134.6 0.23 175.0 0.36 2.73 0.22 0.35 0.23 0.28 0.29 
1987 235.8 0.21 116.1 0.24 193.1 0.37 2.35 0.22 0.45 0.32 0.37 0.36 
1988 186.7 0.22 97.3 0.24 192.2 0.37 1.97 0.22 0.49 0.32 0.44 0.37 
1989 155.1 0.23 76.2 0.25 104.2 0.40 1.54 0.23 0.42 0.30 0.41 0.34 
1990 172.2 0.21 73.8 0.24 249.1 0.38 1.50 0.22 0.41 0.32 0.44 0.34 
1991 152.3 0.20 74.7 0.21 93.7 0.39 1.51 0.23 0.54 0.39 0.58 0.41 
1992 76.9 0.23 38.3 0.23 30.2 0.40 0.78 0.22 0.48 0.41 0.54 0.44 
1993 75.9 0.25 39.4 0.26 35.6 0.39 0.80 0.20 0.41 0.36 0.47 0.41 
1994 84.4 0.26 49.3 0.28 29.6 0.39 1.00 0.00 0.01 0.29 0.01 0.33 
1995 178.2 0.23 133.9 0.24 29.2 0.40 2.71 0.17 0.00 0.26 0.00 0.29 
1996 177.3 0.24 137.5 0.25 33.9 0.39 2.79 0.20 0.01 0.25 0.01 0.29 
1997 163.8 0.24 129.0 0.25 33.0 0.40 2.61 0.22 0.08 0.26 0.09 0.30 
1998 150.3 0.22 124.2 0.22 48.2 0.39 2.52 0.20 0.17 0.25 0.18 0.28 
1999 113.7 0.20 89.5 0.21 67.1 0.38 1.81 0.20 0.37 0.23 0.38 0.26 
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- biomass cv ssb cv Rec cv rssb cv aveF_46 cv aveF_69 cv 
2000 154.0 0.21 121.3 0.21 65.0 0.38 2.46 0.21 0.32 0.22 0.33 0.25 
2001 108.6 0.21 66.8 0.22 35.2 0.36 1.35 0.21 0.31 0.28 0.36 0.31 
2002 93.1 0.21 59.1 0.21 41.5 0.37 1.20 0.21 0.30 0.22 0.37 0.25 
2003 92.9 0.21 69.0 0.21 33.4 0.37 1.40 0.21 0.30 0.27 0.34 0.29 
2004 101.3 0.21 80.2 0.21 33.2 0.40 1.63 0.21 0.29 0.23 0.31 0.25 
2005 88.0 0.21 68.3 0.21 45.2 0.39 1.38 0.21 0.28 0.23 0.32 0.27 
2006 97.7 0.22 75.1 0.22 42.8 0.39 1.52 0.23 0.26 0.28 0.29 0.31 
2007 78.2 0.21 57.5 0.21 74.3 0.35 1.17 0.21 0.27 0.23 0.29 0.26 
2008 71.8 0.21 49.9 0.23 33.5 0.38 1.01 0.22 0.27 0.26 0.29 0.30 
2009 76.6 0.22 51.0 0.23 41.9 0.36 1.03 0.21 0.24 0.27 0.23 0.31 
2010 69.5 0.22 42.6 0.23 55.2 0.39 0.86 0.21 0.20 0.23 0.21 0.28 
2011 65.4 0.22 42.8 0.22 52.9 0.41 0.87 0.21 0.18 0.24 0.18 0.28 
2012 67.1 0.23 46.5 0.23 119.7 0.36 0.94 0.21 0.12 0.24 0.12 0.28 
2013 76.2 0.24 43.9 0.24 77.7 0.38 0.89 0.21 0.10 0.24 0.10 0.29 
2014 57.4 0.23 37.2 0.22 43.6 0.36 0.75 0.21 0.17 0.24 0.17 0.29 
2015 53.4 0.22 32.8 0.22 25.3 0.38 0.66 0.21 0.17 0.23 0.18 0.28 
2016 51.5 0.21 34.1 0.21 27.6 0.36 0.69 0.21 0.19 0.23 0.18 0.28 
2017 46.4 0.22 34.4 0.22 40.5 0.36 0.70 0.21 0.19 0.25 0.19 0.29 
2018 49.4 0.25 38.0 0.26 41.6 0.40 0.77 0.25 0.14 0.28 0.14 0.32 
2019 49.6 0.35 36.2 0.38 44.1 0.52 0.73 0.36 - - - - 
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APPENDIX II – STOCK ASSESSMENT MODEL FIGURES 

 
Figure 1. Censored nll for a range of model predicted landings, using three choices of 𝝈𝝈𝒍𝒍. Vertical solid 
black lines indicate the lower and upper bounds. 
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Figure 2. Summary of changes in AIC/BIC for preliminary models fit before the pre-assessment 
framework meeting. Grey bars indicate models with iid process errors, and red bars indicate models with 
autocorrelated process errors. Left column panels are for all models, and the right column panels are for 
models 8–16. 
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Figure 3. Standardized index residuals, ez. from M7. Red circles are positive and blue are negative. The 
size of a circle is proportional to |𝒆𝒆𝒛𝒛|𝟏𝟏/𝟐𝟐. These residuals should be approximately uncorrelated across 
ages, within surveys and years. Each panel is for a separate survey. 
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Figure 4. M7 standardized CRL residuals. 



 

24 

 
Figure 5. M6 retrospective estimates of recruitment, SSB, and average F at ages 6–9. Solid points 
indicate end retrospective year estimates, and solid vertical line segments indicate 95% confidence 
intervals. 
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Figure 6. M13 retrospective model estimates. 
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Figure 7. M14 retrospective model estimates. 
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Figure 8. M14 predicted process errors (𝛿𝛿). Red circles are positive and blue are negative. The size of a 
circle is proportional to |𝜹𝜹�|𝟏𝟏/𝟐𝟐. 
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Figure 9. A comparison of average F’s, SSB, and recruitment for M17 and M10. 

 

Figure 10. A comparison of model predicted and assumed landings bounds for M10 (left) and M17 (right). 
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Figure 11. A comparison of SSB uncertainty for M10 (left) and M17 (right). 

 
Figure 12. A comparison of average F’s, SSB, and recruitment for M17 and M18. 
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Figure 13. M18 retrospective model estimates. 
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Figure 14a. A comparison of average F’s, SSB, and recruitment for M18 and M19. 
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Figure 14b. M19 retrospective model estimates. 
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Figure 15. Standardized index residuals, ez. from M20. Red circles are positive and blue are negative. 
The size of a circle is proportional to |𝒆𝒆𝒛𝒛|𝟏𝟏/𝟐𝟐. These residuals should be approximately uncorrelated 
across ages, within surveys and years. Each panel is for a separate survey. 
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Figure 16a. A comparison of average F’s, SSB, and recruitment for M18–20. 

 
Figure 16b. A comparison of retrospective patterns from M18 (left column) and M20 (right column). 
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Figure 17. M20 predicted process errors (𝛿𝛿). Red circles are positive and blue are negative. The size of a 
circle is proportional to |𝜹𝜹�|𝟏𝟏/𝟐𝟐. 
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Figure 18. A comparison of average F’s, SSB, and recruitment for M18 and M21. 
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Figure 19. M21 standardized residuals for the difference in RV_IN and RV_OFF indices during 1997–
2018. The top panel shows the observed RV differences (points) and model predictions (lines). The 
model predictions are the differences in log(q) for the two sets of strata. Residuals are plotted versus age 
(middle panel) and year (bottom panel). 
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Figure 20. A comparison of average SSB, and recruitment for M18, M20, and M22. 
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Figure 21. M22 retrospective model estimates. 
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Figure 22. M22 predicted process errors (𝛿𝛿). Red circles are positive and blue are negative. The size of a 
circle is proportional to |�̂�𝛿|1/2. 
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Figure 23. M22 predicted process errors versus F’s, with correlations coefficients (r) and p-values. Grey 
curves indicate loess smoother results. 
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Figure 24. Standardized index residuals, ez. from M22. Red circles are positive, and blue are negative. 
The size of a circle is proportional to |𝑒𝑒𝑠𝑠|1/2. These residuals should be approximately uncorrelated across 
ages, within surveys and years. Each panel is for a separate survey. 
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Figure 25. Observed (black) M22 predicted (red) RV IO indices. 
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APPENDIX III – DATA FIGURES 

 
Figure D1. Time series of 3Ps cod reported landings. 
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Figure D2. Time series of estimated catch numbers at ages 2–14+. 
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Figure D3. Catch-at-age bubble plot. The bubble area is proportional to catch. A * indicates a zero catch. 
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Figure D4. Catch-at-age standardized proportion at age (SPAY) bubble plot. Cohorts are indicated along 
the upper and right-hand margins. Red is positive and blue is negative. The bubble area is proportional to 
the absolute value of the standardized proportion. 
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Figure D5. SPAY plot since 2008. See Figure D4 for more details. 
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Figure D6. Time-series of the Canadian RV index (number per tow, mnpt) for inshore+offshore strata, 
since 1997. 
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Figure D7. Bubble plot for the Canadian RV index for inshore+offshore strata. See Figure D3 for more 
details. 
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Figure D8. SPAY plot for the Canadian RV index for inshore+offshore strata. See Figure D4 for more 
details. 
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Figure D9. Time-series of the Canadian RV index (number per tow, mnpt) for offshore strata, during 
1983–96. 
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Figure D10. Bubble plot for the Canadian RV index (number per tow, mnpt) for offshore strata, during 
1983–96. See Figure D3 for more details. 
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Figure D11. SPAY plot for the Canadian RV index (number per tow, mnpt) for offshore strata, during 
1983–96. See Figure D4 for more details. 



 

55 

 
Figure D12. Time-series of the France (ERHAPS) RV survey (number per tow, mnpt) during 1978–92. 
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Figure D13. Bubble plot for the France (ERHAPS) RV survey (number per tow, mnpt) during 1978–92. 
See Figure D3 for more details. 
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Figure D14. SPAY plot for the France (ERHAPS) RV survey (number per tow, mnpt) during 1978–92. See 
Figure D4 for more details. 
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Figure D15. Time-series of the GEAC industry survey (number per tow, mnpt) during 1998–2005. 
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Figure D16. Bubble plot for the GEAC industry survey (number per tow, mnpt) during 1998–2005. See 
Figure D3 for more details. 
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Figure D17. SPAY plot for the GEAC industry survey (number per tow, mnpt) during 1998–2005. See 
Figure D4 for more details. 
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Figure D18. Time-series of the Sentinel gillnet index (number per tow, mnpt) during 1995–2017. 
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Figure D19. Bubble plot for the Sentinel gillnet index (number per tow, mnpt) during 1995–2017. See 
Figure D3 for more details. 
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Figure D20. SPAY plot for the Sentinel gillnet index (number per tow, mnpt) during 1995–2017. See 
Figure D4 for more details. 
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Figure D21. Time-series of the Sentinel linetrawl index (number per tow, mnpt) during 1995–2017. 
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Figure D22. Bubble plot for the Sentinel linetrawl index (number per tow, mnpt) during 1995–2017. See 
Figure D3 for more details. 
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Figure D23. SPAY plot for the Sentinel linetrawl index (number per tow, mnpt) during 1995–2017. See 
Figure D4 for more details. 
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Figure D24. A comparison of the Canadian RV index, averaged over 1997–2018), for inshore+offshore 
strata (IO) versus the index for offshore strata only (OFF). 
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Figure D25. A comparison of the Canadian RV index for inshore+offshore strata (IO) versus the index for 
offshore strata only (OFF). Each panel shows results for an age. 
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