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● (1530)

[Translation]

The Chair (Mr. Joël Lightbound (Louis-Hébert, Lib.)): I call
the meeting to order.

Good afternoon. Welcome to meeting number 91 of the House of
Commons Standing Committee on Industry and Technology.

Today's meeting is taking place in a hybrid format, as per the
rules. Pursuant to the order of reference of Monday, April 24, 2023,
the committee is resuming its study of Bill C‑27, an act to enact the
consumer privacy protection act, the personal information and data
protection tribunal act and the artificial intelligence and data act
and to make consequential and related amendments to other acts.

I would like to welcome our witnesses today. We have, appearing
as individuals, David Fraser, partner at McInnes Cooper; Éloïse
Gratton, partner and national leader, privacy and data protection, at
BLG, who is joining us by video conference; and Daniel Therrien,
lawyer and former Privacy Commissioner of Canada. Ms. Gratton
was my professor at Université de Montréal for a short time, so it's
nice to see her again. Finally, from the Canadian Anonymization
Network, we have Adam Kardash, partner, and Khaled El Emam,
professor, both joining us by video conference.

Thank you all for being here today.

We are fortunate to have this panel for our study of Bill C‑27, so
without further ado, I will turn the floor over to Mr. Fraser for five
minutes.

[English]

Mr. David Fraser (Partner, McInnes Cooper, As an Individu‐
al): Thank you very much, and thank you for your kind invitation
to appear before this committee to assist in its important study of
Bill C-27.

I'm a partner in private practice at a law firm where I've been
practising privacy law for 22 years. Most of my practice involves
advising international businesses on complying with Canadian pri‐
vacy laws. More often than not, they're trying to make their existing
privacy programs, which they've developed in places like Europe
and California, work in Canada. I also advise Canadian businesses,
large and small, on compliance with these laws. I regularly advise
organizations in connection with investigations and encounters with
the Office of the Privacy Commissioner of Canada and his provin‐
cial counterparts.

I'm here in my own personal capacity, but obviously my work
and opinions are informed by my experience working with my
clients.

Now, I may come across as somewhat contrarian in saying this,
but I actually think that PIPEDA works pretty well as it is. It was
designed to be technologically neutral, based on existing principles
that are largely embedded in Bill C-27. One thing I've often said is
that Bill C-27 takes PIPEDA and turns it up to 11.

I don't think the legislation's necessarily broken. I think the com‐
missioner, over the past 22 years, has not necessarily exhausted all
of his enforcement powers and authorities over that time.

I'd like to start by saying that I don't really like the name of the
new statute. Canadians aren't simply consumers. This legislation
applies to consumers. It also applies to certain employees in the
federally regulated sector. It's a bit negative and dismissive. If we're
wedded to the acronym CPPA, we could call it the “Canadian Pri‐
vacy Protection Act”, but I don't think that actually affects its sub‐
stance.

Now, I like PIPEDA, but over the last little while, it's been pretty
clear that there's an emerging consensus in looking toward order-
making powers and penalties and thinking they're desirable. In the
course of this, I would ask the committee to consider that that re‐
quires a commensurate and appropriate increase and shift to greater
procedural fairness than is currently in the bill.

Based on my experience, I'm of the view that the Privacy Com‐
missioner potentially has a conflict in being a privacy advocate, a
privacy educator, the privacy police, the privacy judge and the pri‐
vacy executioner. Any determination of whether a violation of the
CPPA has taken place and what penalties should be imposed should
be carried out by an independent arm's-length tribunal, such as the
Federal Court or the new tribunal. The commissioner can recom‐
mend a penalty and can take on the role of prosecutor, but ultimate‐
ly the determination of whether or not a violation has taken place
and whether or not a penalty should be imposed should be vested in
an arm's-length body.

I think the recent Facebook case in the Federal Court is a bit of a
cautionary tale. I'd be happy to talk more about that.
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Children's privacy is obviously a very important theme in this
particular piece of legislation. I agree with and appreciate the views
of the government and the commissioner with respect to protecting
the privacy of children.

One thing I'm a bit concerned about is that the current bill would
be difficult to operationalize for businesses that operate across
Canada. Whether or not somebody is a minor currently depends up‐
on provincial law. That varies from province to province, and im‐
plementing consistent programs across the country would be diffi‐
cult. I would advocate putting in the legislation that a minor is 18
years or below.

I would also suggest that there be a presumption that children un‐
der the age of 13 are not able to make their own privacy decisions
and that their parents should be their substitute decision-makers by
default.

For organizations that offer a general service to the public—like
a car dealership, for example—there should be a presumption that
all of their customers are adults, unless they know otherwise. If you
have a website that's focused toward children, you know there are
children in the audience and you have to calibrate your practices
appropriately. Anything different might lead to mandatory age veri‐
fication, which can be very difficult and raises its own issues.

Having been involved in investigations and in litigation involv‐
ing privacy claims, I would suggest that the “private right of ac‐
tion” be amended to be limited to the Federal Court of Canada, if
you're wedded to a private right of action to begin with. The prob‐
lem with the existing legislation is that anybody can go to the Fed‐
eral Court of Canada or a provincial court. We know that there are
going to be hundreds of people affected over the next decade or so,
with respect to particular incidents. You're going to end up with du‐
plicative proceedings simultaneously across the country. We al‐
ready know that judicial resources are significantly taxed.

I think legitimate purposes—which are largely based on the Eu‐
ropean model—need to be more closely aligned. I'm happy to pro‐
vide more details on what is happening in Europe.

With respect to the artificial intelligence and data act, it should
be its own bill and subject to its own study. I would note that ex‐
cluding the government from it is dangerous. The government has
guns. The government decides about benefits, immigration and
things like that. I think it's subject to a constitutional challenge. It's
not necessarily harmonized with what's going on with our interna‐
tional trading partners, and there should be reciprocal recognition.
● (1535)

If a company is complying with European data regulation and we
have deemed it to be substantially similar, that should work. Other‐
wise, we're going to have difficulty with Canadian businesses oper‐
ating internationally and international businesses coming here.

Finally, I think research and development should be removed
from the bill, because it presents no real risk of harm to an individ‐
ual until it's presented into the public.

I have a longer list. I could go on for much more than five min‐
utes, but I think that's my time. I look forward to the discussion.

The Chair: Thank you very much, Mr. Fraser.

I'll now turn to Madam Gratton for five minutes.

[Translation]

Ms. Éloïse Gratton (Partner and National Leader, Privacy
and Data Protection, BLG, As an Individual): Thank you for
inviting me.

I'm pleased to be here today to share my thoughts on Bill C‑27.

I am a partner at Borden Ladner Gervais and the leader of the
firm's national privacy and data protection practice. Having worked
in the field for more than two decades, I provide advice to large na‐
tional companies in a number of industries across the private sector.
Many of these companies have international operations as well, so I
have followed the developments in the European Union's General
Data Protection Regulation, or GDPR, in recent years. The GDPR
is, of course, the EU's equivalent to our privacy legislation.

I believe this privacy reform process should draw on the lessons
learned by Quebec and the European Union in reforming their pri‐
vacy legislation.

I am here today as an individual. I'm going to switch to English
now, but I would be happy to answer members' questions in En‐
glish or French.

[English]

Today I stand before you to discuss a matter of paramount im‐
portance, the reform of the federal privacy law.

We find ourselves at a critical juncture. We have the unique op‐
portunity to strike a balance that ensures the protection of our pri‐
vacy rights while fostering an environment of innovation. In a
rapidly evolving digital age, where information flows faster than
ever before, our privacy is at an increased risk. This makes it im‐
perative that we reform our privacy laws to reflect the realities of
today.

However, data protection laws should not stifle the innovative
spirit that has propelled us into the 21st century. Canada needs to
remain competitive. Innovation drives economic growth, creates
jobs and improves our quality of life. It is the engine of progress.
Striking the right balance between privacy and innovation is a com‐
plex task, but I don't think it's an impossible one.

I'll focus my presentation on the consumer privacy protection act
and areas of improvement for four specific issues that potentially
impact innovation.
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First, I absolutely welcome the introduction of a consent excep‐
tion regarding specified business activities and for certain activities
in which the organization has “legitimate interest” under subclause
18(3). This being said, the legitimate interest exception is actually
narrower than the same exception under the EU's GDPR, the Gen‐
eral Data Protection Regulation.

David raised this issue, so I'm going to talk a bit more about it.

Bill C-27 provides no exception, nor any significant flexibility,
as to the application of the consent rule to the collection of personal
information collected from publicly available sources on the Inter‐
net. It prevents all organizations from leveraging data available on
the web, including legitimate ones working on new products and
services that may benefit society and that need a large volume of
information.

In short, I submit to you that this legitimate interest exception
should be more closely aligned with the GDPR legitimate interest
legal basis to accommodate innovative types of business models
while protecting the privacy interests of Canadians.

Clause 39 creates a new consent exception for disclosures of de-
identified personal information to specific public sector entities, in‐
cluding government, health care and post-secondary educational in‐
stitutions. Limiting this consent exception only to disclosures to
public sector entities instead of public and private sector entities
severely restricts its utility. Clause 39 should authorize and facili‐
tate responsible data sharing between a broader range of actors to
have access to talent and resources that they can leverage to pursue
socially beneficial purposes.

The third point is that the CPPA introduces new definitions for
the terms “anonymize” and “de-identify” and provides greater flex‐
ibility regarding the processing of these categories of information.
However, the proposed standard for anonymization under subclause
2(1) is more stringent than other recently updated privacy legisla‐
tion, including the GDPR and the recently amended Quebec private
sector act.

My point is that the CPPA should include a reasonableness stan‐
dard instead of holding organizations accountable to an absolute
standard that may be impossible to meet in practice. As you certain‐
ly know, access to to anonymized datasets, with legal certainty, is
crucial to research and development performed by Canadian orga‐
nizations. I have a feeling that Adam Kardash and Khaled El Emam
will be talking about this a bit more.

My last point is that clause 21 introduces a new consent excep‐
tion for the use of de-identified information for internal research,
analysis and development purposes.
● (1540)

Restricting such use to internal uses may limit collaboration and
the fostering of research partnerships, preventing stakeholders from
sharing datasets to create data pools that are broad enough for the
production of useful and actionable insights. This section should
authorize the use and sharing of de-identified information among
different organizations.

I've submitted a short brief in French and English in which I pro‐
vide additional detail on these four proposed changes. I think inno‐

vation and privacy can coexist, and the responsible use of personal
information can be the cornerstone of building new and exciting
technologies while respecting our fundamental rights.

Thank you, and I welcome questions.

[Translation]

The Chair: Thank you, Ms. Gratton.

We will now hear from Mr. Therrien for five minutes.

Mr. Daniel Therrien (Lawyer and Former Privacy Commis‐
sioner of Canada, As an Individual): Thank you, Mr. Chair.

Thank you, committee members, for inviting me to participate in
your study.

I am here as an individual, but my experience as the federal pri‐
vacy commissioner from 2014 to 2022 will certainly be reflected in
my remarks.

To begin, let me say I agree with my successor, Philippe
Dufresne, that the bill before you is a step in the right direction, but
that it is necessary to go further in order to properly protect Canadi‐
ans. I also agree with the Office of the Privacy Commissioner's
15 recommendations for amending Bill C‑27, with some nuances
on audits, remedies and appeals. The government has taken up, at
least in part, a good number of the recommendations I had made re‐
garding Bill C‑11, the predecessor to Bill C‑27. Among those that
were not accepted is the application of privacy law to political par‐
ties.

I am very pleased that a consensus appears to have emerged
among political parties to recognize in the law that privacy is a fun‐
damental right. I applaud parliamentarians for that decision. The
question now becomes how to best translate into law the principle
with which you now all agree.

● (1545)

[English]

Minister Champagne suggests amending the preamble and the
purpose clause of the CPPA. These are steps in the right direction,
but they are not sufficient. You should also amend two operative
clauses: proposed section 12 of the act on “appropriate purposes”,
and proposed section 94, which provides for administrative mone‐
tary penalties for certain violations of the law. Without these
amendments, the law would still give greater weight to commercial
interests than to privacy, which is a fundamental right. This does
not appear to be your intent.
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Based on my reading of parliamentary debates, it also seems to
me there's consensus around the idea that privacy and economic
growth through innovation are not in a zero-sum game. The ques‐
tion is generally not on deciding which should prevail—privacy
protection or innovation—as both can and should be pursued at the
same time. It is only in rare cases that it will not be possible. In
those cases, privacy as a fundamental right should take precedence.

Proposed section 12 of the CPPA does not, in my view, faithfully
translate this consensus. Rather, it upholds the traditional approach,
which is that privacy and economic goals are conflicting interests
that must be balanced without considering that privacy is a funda‐
mental right. This may have made sense under the current act's pur‐
pose clause, but it will no longer make sense if the CPPA's purpose
clause recognizes privacy as a fundamental right, as is currently
proposed.

Proposed section 12 is central to the exercise that commercial or‐
ganizations, the Privacy Commissioner and ultimately the courts
will have to go through in order to determine the factual context of
each case and the weight given to privacy and commercial interests.
[Translation]

Section 12 as drafted gives more weight to economic interests. It
does that in several ways.

The first is through the terminology it uses. It refers to “business
needs” and does not refer to privacy as a right, fundamental or oth‐
erwise.

When the proposed section does refer to privacy, in para‐
graphs (2)(d) and (e), it is as an element to consider in achieving
business goals, mitigating losses where possible, that is where
achieving business goals can be achieved at comparable cost and
with comparable benefits.

Nowhere is it mentioned that privacy protection is an objective at
least equally as important as economic goals. On the contrary, the
focus is on economic goals, and privacy loss as something to be
mitigated, where possible, in the pursuit of those goals.

I have provided you with my proposals for amending section 12,
and they would be consistent with the amendments proposed at sec‐
tion 5.

With respect to sanctions, all violations of section 12, including
the appropriate purposes clause at subsection (1), should potentially
lead to administrative monetary penalties. Without sanctions, rec‐
ognizing privacy as a fundamental right would be a pious wish,
without real consequences.

I would go further and recommend that all violations of the CP‐
PA should be subject to these penalties. This would align Canada
with most other jurisdictions.
[English]

I have a few words on the Artificial Intelligence and Data Act.
That part of Bill C-27 is brief, even skeletal, and leaves a lot of
room for regulations. While I understand why some are concerned
with this, I think this approach is defensible, given the fact that AI
technology is relatively nascent and is certainly evolving very
quickly; however, the lack of precision in AIDA, in my opinion, re‐

quires that certain fundamental principles and values be recognized
in the act itself. First and foremost, the act should recognize the im‐
portance of protecting fundamental rights, including the right to pri‐
vacy, in the development and implementation of AI systems.

Finally, some of you expressed concerns in an earlier meeting
with the difficulty of detecting violations of the law and the poten‐
tial value of proactive audits to facilitate detection. As commission‐
er, I had recommended proactive audits, and I still believe they are
a necessary part of an effective enforcement regime. This is particu‐
larly true in the case of AI.

Thank you. I would be pleased to take your questions later.

● (1550)

The Chair: Thank you very much, Mr. Therrien.

Finally, from the Canadian Anonymization Network, we have
Mr. Kardash.

Mr. Adam Kardash (Partner, Canadian Anonymization Net‐
work): Thank you. Good afternoon, everyone.

My name is Adam Kardash. I'm chair of Osler, Hoskin and Har‐
court's national privacy law and data management practice, and I've
been practising exclusively in the privacy area for more than 20
years.

I'm pleased to be before INDU on behalf of CANON, the Cana‐
dian Anonymization Network, which is a not-for-profit organiza‐
tion whose members comprise large data custodians from across
the public, private and health sectors.

I'm joined this afternoon by Khaled El Emam, a Canada research
chair in medical AI at the University of Ottawa and the leading
global expert on anonymization and de-identification technologies
and methods.

As you are aware, Bill C-27 introduces definitions of
anonymized data and de-identified data within the text of the pro‐
posed consumer privacy protection act. The concept of anonymized
data is a core feature of the CPPA, as it clarifies the scope of appli‐
cation of the CPPA's privacy legislative scheme.

There are several very important provisions throughout the CP‐
PA related to the terms de-identification and anonymization. It is
therefore essential that the CPPA provisions relating to these
terms—anonymized and de-identified data—be carefully consid‐
ered and appropriately articulated within the CPPA's legislative
scheme.

In August of 2022, CANON struck a working group to conduct a
thorough legal consideration of Bill C-27, and we received com‐
ments from stakeholders across all sectors as part of a consultation
process, including a workshop attended by over 100 participants.
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CANON is proposing surgical revisions that provide critical clar‐
ifications to several provisions within the CPPA, including to the
provision referenced by my colleague Éloïse Gratton for proposed
section 39. We're proposing additional privacy protections to dis‐
closures without consent for socially beneficial purposes. The de‐
tails of our submissions are contained within the written submission
we submitted to INDU.

Our most important recommendation relates to the CPPA's cur‐
rent definition of “anonymize”. The current definition provides that
personal information would be anonymized only if it is “irre‐
versibly and permanently” modified in accordance with “generally
accepted best practices, to ensure that no individual can be identi‐
fied from the information, whether directly or indirectly....”

We are proposing an amendment as a surgical addition to this
definition, as the current text of the definition of “anonymize” sets
an extremely high and practically unworkable threshold for the cir‐
cumstances in which information would no longer be deemed to be
identifiable. Specifically, anonymized data within the CPPA does
not incorporate the concept of reasonably foreseeable risk in the
circumstances and therefore is not consistent with the standard for
anonymization within legislative schemes across the country, in‐
cluding Quebec's Law 25, Ontario's Personal Health Information
Protection Act, and multiple other statutes cited in our submission.
We have everyone. There are at least 12 that we've cited in the
statutes for your consideration when you're reviewing our brief.

To be clear, and this is critically important, there is a very high
legal standard for anonymization right now in Law 25, under
PHIPA and under all these other statutory frameworks. It's very
high, but unlike the CPPA, the anonymization standard in these oth‐
er legislative schemes is practically workable. The reason is that it
expressly contemplates contextual risk.

As a result of these concerns, CANON has proposed an amend‐
ment to the CPPA's definition of “anonymize” that simply incorpo‐
rates the concept of reasonably foreseeable risk in the circum‐
stances into the definition. Our proposed surgical amendment
would align the CPPA's concept of anonymized data and, critically,
ensure the interoperability of the CPPA with the standard for
anonymization within other legislative schemes across Canadian ju‐
risdictions. Our proposal is fully consistent with well-established
Canadian jurisprudence on the scope of the concept of personal in‐
formation, the citations for which we provide in our submission.

I'm going to turn my comments over now to Khaled El Emam to
conclude our introductory remarks.

Dr. Khaled El Emam (Professor, Canadian Anonymization
Network): Thank you, Adam.

I want to use my time today to highlight the practical importance
of CANON's proposals to the definition of “anonymize”.

My comments today are based on my experience with
anonymization over the last two decades, both in the context of re‐
search and applications and of practice. A core focus of my work
has been on the anonymization of health data such that it can be
used and disclosed for research purposes, which includes develop‐
ing new treatments and devices to help patients.

In my view, the CPPA's current definition of “anonymize” most
often will not work well in practice when interpreted literally. It
risks setting an unachievable standard that in practice is not neces‐
sary for good privacy protection. The text needs to reflect the reali‐
ty that the outcome of anonymization is not absolute. It is well es‐
tablished among anonymization and data de-identification experts
that data anonymization is a process of risk management. This is a
foundational element of the recently published ISO international
standard for data de-identification. Good contemporary practices,
when implemented properly, can ensure that the re-identification
risk is very small. Very small re-identification risk can be precisely
defined and has been precisely defined by organizations such as
Health Canada.

Effective re-identification risk management involves using tech‐
niques and technology to modify data as well as the implementation
of appropriate administrative and technical controls. The combina‐
tion of modified data that has been wrapped with appropriate ad‐
ministrative and technical controls ensures that the re-identification
risk can be made very small.

This concept of risk management will not ensure that the re-iden‐
tification risk is zero or that anonymized data is absolutely irre‐
versible. That is not a practical standard that can be met. This is
why it's important to amend the current definition of the term
“anonymize”, which currently implies zero risk.

Our proposal supports the important and necessary requirement
currently within the CPPA's definition that generally accepted best
practices are followed during the process of anonymization, but the
CANON proposal adds the concept of reasonably foreseeable risk
and the circumstances so that the definition is actually workable in
practice.

Based on my years of developing and implementing anonymiza‐
tion methods and technology, on behalf of CANON I think the im‐
plementation of CANON's proposals will enable a more responsi‐
ble use and disclosure of data compared to the current definition.

We thank you in advance for your consideration. We would be
pleased to answer any questions you may have.

● (1555)

The Chair: Thank you very much, Professor.

We'll start the discussion.

Colleagues, given that we have an hour and a half and a lot of
witnesses, I will be stricter on time. Please look at me towards the
end of your time.

Go ahead, Mr. Perkins.

Mr. Brad Vis (Mission—Matsqui—Fraser Canyon, CPC):
Just for me, I get 10 minutes right?
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The Chair: No, you don't, not today.

Mr. Perkins, without further ado, go ahead for six minutes.
Mr. Rick Perkins (South Shore—St. Margarets, CPC): Thank

you, Mr. Chair. Thank you, witnesses.

My first series of questions are to Mr. Therrien.

You were the Privacy Commissioner during the development of
the replacement for the Privacy Act in the last Parliament, Bill
C-11, and presumably in the run-up to the development of this one.
The current Privacy Commissioner was here last week and said es‐
sentially that he personally wasn't the commissioner who was con‐
sulted on it.

This is a critical bill because it's a complete replacement of the
Privacy Act. It's not an amendment.

I'll start by asking you if, in the development of Bill C-11, the
Minister of Industry of the day—I believe it was Mr. Bains—con‐
sulted with you before the bill was tabled in Parliament.

Mr. Daniel Therrien: We had a couple of discussions with Mr.
Bains and Mr. Champagne. We never saw the actual text of the bill,
but there were discussions.

Mr. Rick Perkins: However, Bill C-11 was tabled—
Mr. Daniel Therrien: Yes.
Mr. Rick Perkins: —and Bill C-27 was tabled.

Did either of those bills reflect the advice you gave them?

Obviously not, since you asked for a number of errors to be...but
did they reflect the desire to have fundamental right included in the
bill?

Mr. Daniel Therrien: I characterize Bill C-11 as a step back‐
wards. I think Bill C-27 is a step forward. Some recommendations
that I had made as commissioner were accepted—not all, and not
some that I think are essential that I spoke to.

Mr. Rick Perkins: I assume you made a recommendation of
fundamental right both times.

Mr. Daniel Therrien: Yes.
Mr. Rick Perkins: They were ignored both times.
Mr. Daniel Therrien: At that time, yes.
Mr. Rick Perkins: Now, 18 months after the minister introduced

this bill, this flawed and broken bill, he's finally admitted after all
of this process that it's a broken bill and he has to amend it eight
times at fairly fundamental things.

I'll ask you on this issue of fundamental right what you believe
about simply putting it in proposed section 5 on a parallel. Pro‐
posed section 5 is the most important section of the bill, because it
supposedly says in the bill, when the amendment gets tabled, that
protection of privacy is a fundamental right and that an organiza‐
tion basically has the right to use that data.

It appears to me that in proposed section 5, which is the thing
that sets out the whole purpose of everything else in the bill, per‐
sonal privacy is treated as being of equal importance to its use by a
commercial entity.

Is that true?

● (1600)

Mr. Daniel Therrien: The first point I make is that it is impor‐
tant that proposed section 5 speak to and qualify the right to privacy
as fundamental. It has meaning. However, you have to look at the
whole of the purpose clause, the preamble first—

Mr. Rick Perkins: The preamble isn't in statute, though, once
the bill has passed.

Mr. Daniel Therrien: Proposed section 12, which is actually the
balancing exercise that actually occurs on a case-by-case basis, and
proposed section 94, the penalty provisions, as a whole need to re‐
flect the idea that privacy is a fundamental right. At this point, with
the amendments tabled by the minister, we're doing well with pro‐
posed sections 2 and 5, but not with proposed sections 12 and 94.

Mr. Rick Perkins: I would say that proposed sections 12, 15 and
18 are critical on the privacy part. I agree that AIDA is a blank
slate, and we'll come to that another time—hopefully today.

Proposed section 12 sets out the purpose. Proposed section 15
talks about express consent and then, in proposed subsection 15(5),
says that it's okay to use “implied consent”. Then proposed section
18 says that a business has “legitimate interest” to use an individu‐
al's data basically however it wants, even if it harms the individual.

To me, it places the emphasis. When you take proposed section 5
and then add proposed sections 12, 15 and 18 to it, it looks like big
business and its right to use your data is being protected in this,
even if it harms you.

Do you not need to amend all of those proposed sections, not just
proposed sections 5 and 12?

Mr. Daniel Therrien: I think that proposed section 15 on con‐
sent does need to be amended, and I speak to this in the document
that I left with you.

On the concept of “legitimate interest”, I would give the follow‐
ing advice. This is a concept that exists in European law, which is
considered to be the gold standard internationally. I think it is possi‐
ble to have a “legitimate interest” type of exception to consent, pro‐
vided that the sum total of proposed sections 2, 5, 12 and 94 actual‐
ly do protect privacy as a fundamental right. There's no inconsisten‐
cy between “legitimate interest” and considering privacy as a fun‐
damental right.

Mr. Rick Perkins: However, without that—because the minister
has not proposed that—

Mr. Daniel Therrien: Yes, we have a problem.

Mr. Rick Perkins: —we have a problem, absolutely.

I'd just like to ask Mr. Fraser a question in the little bit of time
that I have left.
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I think that AIDA is a problem because AIDA actually doesn't
set out a public policy framework, which is what legislation is sup‐
posed to do. It just says, more or less, “Trust us; we'll do it all in
regulation.” However, you mentioned that it would be perhaps open
to a charter challenge. I wonder if you could expand on why.

Mr. David Fraser: The conclusion I draw on that is that it's sim‐
ply saying within the legislation, or saying within the bill, that it ap‐
plies to artificial intelligence in connection with interprovincial ac‐
tivities. The federal Parliament has very little jurisdiction, for ex‐
ample, over a computer science researcher sitting at the University
of Toronto. That's exclusively within provincial jurisdiction.

There are going to be scenarios in which federal jurisdiction may
be triggered, but in the vast majority of situations, such as when a
small company in Nova Scotia or a small company in British
Columbia decides to implement an artificial intelligence system, it's
not within the competence of the federal Parliament when they do it
on that small scale. Therefore, there are going to be significant gaps
with respect to where federal jurisdiction can apply and where
provincial jurisdiction already applies.

The Chair: You're out of time. Thank you, Mr. Perkins.

I'll now turn to Madam Lapointe for six minutes.
[Translation]

Ms. Viviane Lapointe (Sudbury, Lib.): Thank you, Mr. Chair.

Ms. Gratton, with this bill, will Canada's legislation be in step
with international privacy rules and standards, especially the GDPR
in the EU?

Ms. Éloïse Gratton: I think the bill is acceptable in that it really
seeks to balance privacy protection and the interests of organiza‐
tions that collect personal information for legitimate purposes. That
said, the bill doesn't go as far as Europe's regulation, which is clear‐
ly more robust in a number of ways.
● (1605)

Ms. Viviane Lapointe: Previously, you had this to say about
Canada's first privacy laws:

Forty years later, this concept remains one of the dominant theories of privacy
and the basis for privacy protection laws around the world, including [even our
bill]. The “notice and choice” approach these laws impose is no longer realistic:
individuals are overloaded with information in quantities that they cannot realis‐
tically be expected to process or comprehend.

The bill as drafted helps to foster the realization that privacy pro‐
tection can no longer be the responsibility of individuals. Technolo‐
gy has advanced so much that the average person could never com‐
pletely protect their privacy and information online. Do you think
the bill adequately protects personal information by requiring cor‐
porations and businesses to assume responsibility for privacy viola‐
tions?

Ms. Éloïse Gratton: I should probably start by clarifying that
statement.

One of the underlying principles of privacy is that individuals re‐
tain control over their personal information. That idea goes back to
the early 1970s, before the Internet came along. Things have obvi‐
ously changed since then. Today, we are dealing with huge amounts
of information and complex business models, not to mention part‐
nerships. On top of that, privacy policies are very long, complex

and detailed to ensure that individuals have all the information.
However, they don't take the time to read all that information be‐
cause it's so complex and burdensome.

Keeping that in mind, I think it's worthwhile to try to reduce the
need for consent and to focus on situations that require the individ‐
ual's consent, while introducing other legal grounds for protecting
the individual, a bit like what Europe did with the GDPR. In that
respect, with the exceptions to consent, I think the bill is definitely
a step in the right direction.

Clearly, other safeguards are needed. For instance, in order for
the legitimate interest exception to apply, the company has to docu‐
ment why it considers the collection or use of the information ac‐
ceptable and carry out a risk assessment. There are safeguards.
Companies have to do a bit more work to make sure that they are
protecting individuals' right, and they are subject to penalties. Com‐
panies want to be compliant and good corporate citizens, of course,
but they also want to avoid penalties. With the penalties, which are
in line with what we see in Europe, the bill provides that incentive.

Ms. Viviane Lapointe: Could you give us your opinion on the
measures that Bill C‑27 provides in terms of data protection?

Ms. Éloïse Gratton: Are you talking about security?

Ms. Viviane Lapointe: Yes, that's right.

Ms. Éloïse Gratton: There aren't that many changes, in the
sense that the article dealing with protection and adequate security
measures will still be technology-neutral. We're referring to current
standards. As lawyers practising in this field, we will often rely on
decisions handed down by privacy commissioners, who will cite
the type of measures that were expected to be in place at the time,
in the context and according to the given technology. I think it's
right to keep that flexibility, to make sure we're relying on the secu‐
rity standards of the day, which are constantly evolving.

Ms. Viviane Lapointe: Thank you.

The Chair: Thank you very much, Ms. Lapointe.

Mr. Lemire, you now have the floor for six minutes.

Mr. Sébastien Lemire (Abitibi—Témiscamingue, BQ): Thank
you, Mr. Chair.

I thank the witnesses for their statements.
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Ms. Gratton, even though clause 75 of the bill includes a prohibi‐
tion on the use of de‑identified information to identify an individu‐
al, clause 39 will allow companies to disclose an individual's per‐
sonal information without his or her knowledge or consent for so‐
cially beneficial purposes to organizations that are not subject to the
law. How can we strike a balance between protecting personal in‐
formation and facilitating this disclosure, especially when unregu‐
lated organizations are involved?
● (1610)

Ms. Éloïse Gratton: At the moment, clause 39 introduces an ex‐
ception, but it goes in one direction only. Private sector companies
can share information without restriction, but with public sector
bodies. In my submission, I point this out and say that there should
be protections in place, even if they are public sector bodies. My
reasoning is that if it's good for the public sector, maybe it's also ac‐
ceptable between private sector companies.

Obviously, there have to be security measures. For example, in
Quebec, there may be exchanges in certain cases. You have to do a
privacy risk assessment first, and then you have to file an agree‐
ment that has to include certain clauses. In my opinion, there's a
way to strike a balance.

However, I think excluding private sector companies from the
application of clause 39 here is shooting ourselves in the foot. Pri‐
vate sector companies have a lot of resources, ideas and data. Why
deprive ourselves of this if we want to favour innovation?

Mr. Sébastien Lemire: There may be a loophole here, but what
additional safeguards or measures should be put in place to ensure
more responsible data exchange in such a case?

Ms. Éloïse Gratton: As I told you, there could be a privacy im‐
pact assessment. Risks would be identified and how to reduce them.
Organizations wishing to exchange data could be required to pro‐
vide this assessment to the Office of the Privacy Commissioner of
Canada, allowing oversight of projects where data is exchanged.
These organizations could also be required to enter into contracts
that include minimum requirements for the implementation of secu‐
rity measures.

If we notify the commissioner, assess the risks, provide contrac‐
tual clauses and ensure that data is properly secured and de‑identi‐
fied in certain situations, I think we could strike an acceptable bal‐
ance.

Mr. Sébastien Lemire: In another connection, Bill C‑27 obvi‐
ously raises the issue of the precedence of Quebec's recently updat‐
ed private sector privacy legislation. As you know, Minister Cham‐
pagne has made public a letter he sent to members of our commit‐
tee to clarify the federal government's position in this regard. He
acknowledges that the provisions of the Quebec legislation are es‐
sentially similar to those of the federal bill, and that they can take
precedence. Do you agree with this analysis?

Ms. Éloïse Gratton: The Quebec and federal provisions are cer‐
tainly similar. Those in Quebec are probably a little more stringent
in some respects and include additional requirements, such as pro‐
filing in section 8.1 of the Quebec law, as well as the need to per‐
form risk factor assessments before transferring data outside Que‐
bec.

The analysis you mention is therefore certainly acceptable: if we
compare the new Quebec requirements with the provisions of
Bill C‑27, there is no doubt in my mind that Quebec would pass the
test.

Mr. Sébastien Lemire: Thank you very much.

Mr. Therrien, Bill C‑27 emphasizes the need for informed con‐
sent by devoting an entire section to it. However, we have seen the
rise of platforms favouring the use of opt-out formulas. These are
the famous opt-out rather than opt‑in options. In your opinion, does
this bill do enough to protect users of digital platforms from the pit‐
falls of these opt-out formulas?

Mr. Daniel Therrien: I was telling Mr. Perkins that clause 15 of
Bill C‑27 will probably need to be amended. Section 6.1 of the cur‐
rent act sets out certain requirements for consent to be considered
valid, including the notion that the person giving consent must be
able to understand the purposes and consequences of disclosing the
information. This terminology does not exist in Bill C‑27 and I be‐
lieve it would be much better to retain the current wording.

Mr. Sébastien Lemire: In a conference I heard you speak at re‐
cently, one of the things you talked about was personal information
as a raw material, whether it's public or personal. I think it's worth
thinking about this question in committee. Does information that is
posted on Facebook, for example a photo, really become public?

● (1615)

Mr. Daniel Therrien: In common parlance, when people post
personal information on a social media platform and allow certain
other people to see it, one might think that this information be‐
comes public. Importantly in this context, one might also think that
companies and commercial organizations could use this informa‐
tion as public, rather than personal, information. However, the cur‐
rent law provides that this information remains personal and cannot
be used by companies, except in accordance with the law.

I think this is a good aspect of the current law, and the fact that
nothing in the current text of Bill C‑27 changes this is a good thing.

Mr. Sébastien Lemire: Thank you.

The Chair: Thank you, Mr. Lemire.

Mr. Masse, you have the floor.

[English]

Mr. Brian Masse (Windsor West, NDP): Thank you, Mr. Chair.

Maybe I'll start with the witnesses who are online.
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I'd like to get everybody's position on the tribunal—whether
you're in favour or opposed, and a couple of thoughts on that. I'll
have to share the time with everybody, but we'll start with our on‐
line witnesses, because they often get missed.

Please, who wants to go first? Pick yourselves.
Ms. Éloïse Gratton: I'll start, if that's okay.

The Privacy Commissioner's office has been working so far as an
ombudsman model, and it also has an advisory branch. That's quite
useful.

This means that when there's an investigation, there's a conversa‐
tion. There's a dialogue. In some cases, businesses can go knocking
on their door and say: “Hey, what do you think about this business
model? We want your input.” I'm just concerned that if there's a tri‐
bunal, will that relationship potentially be impacted? I guess that's
concern number one.

My other concern is the fact that a lot of these privacy principles
are quite flexible, and we need that in our privacy law. On the no‐
tion of consent, sometimes it's expressed and sometimes it's im‐
plied. It's subject to the reasonable expectation of the individual.
Security measures have to be adequate in light of the content. There
is so much in grey zones and uncertainty. Now it's in the law. It's no
longer principles. Adding the tribunal is just perhaps a layer of risk
for businesses that have to navigate with a lot of grey zones in the
law.

Mr. Brian Masse: I have only about four minutes or so left. If
we could share, that would be great.

Dr. Khaled El Emam: I'll just add one quick point: Reducing
uncertainty is always beneficial. To the extent that any additional
requirements increase uncertainty or add additional hoops for orga‐
nizations to know what they have to do, it generally results, in some
places, in paralysis or important decisions not being made.

Mr. Brian Masse: Mr. Fraser is next. I'm going across the board
here.

Mr. David Fraser: Starting with the assumption of having order-
making powers and penalties, we do need to have an independent
decision-maker, in my view. That could be the tribunal or that could
be the Federal Court.

I don't see why it couldn't be the Federal Court. I'm concerned
that standing up a tribunal is actually going to delay the implemen‐
tation of this legislation, because it's going to take a number of
years simply to hire the staff, rent the photocopiers and all of those
other things.

Mr. Brian Masse: Thank you, Mr. Fraser.

Next is Mr. Therrien.
Mr. Daniel Therrien: I will try to be brief.

The goal of these provisions should provide quick and effective
remedies for citizens. In no other jurisdiction that I know of is there
a tribunal such as that proposed in this legislation. In all other pri‐
vacy jurisdictions, the original decision-maker, including with the
power to make orders and set fines, is the data protection authority
that is the equivalent of the Office of the Privacy Commissioner.

I hear concerns about the difficulty for the OPC to work with dif‐
ferent roles. That is not a problem in other jurisdictions. It is well
known in law that it is possible for an administrative tribunal to
have investigative, advisory and adjudicative functions. This needs
to be managed and it can be managed. There is no problem there.

I think the tribunal will create delays and will simply be duplica‐
tive of the expert work of the Office of the Privacy Commissioner.
Again, there is no precedent internationally for this.

● (1620)

Mr. Brian Masse: Mr. Kardash, I don't know if I have time.

You can take it from my next round, Mr. Chair. I would like to
hear him.

Thank you.

Mr. Adam Kardash: I personally am fully in favour of the tri‐
bunal.

I think it's important to start the conversation with looking at the
sheer quantum of the potential penalties for contravention of the
act, which, comparatively speaking with any other statutory frame‐
work, is a mess. With larger corporations, it's hundreds of millions
of dollars.

As Mr. Fraser mentioned in his opening remarks, it's absolutely
imperative in a circumstance when you're introducing a regime
with that level of penalty, which could be potentially impactful for
businesses in every constituency here, that you just have a procedu‐
ral fairness piece on that and that everyone agrees with that. This
will add to that procedural fairness piece and it will allow for, in
my view, an appropriate articulation of whatever the penalty is or
should be in a particular circumstance.

Mr. Brian Masse: Thank you.

Thank you, Mr. Chair.

Thank you to the witnesses.

The Chair: Thank you very much.

I will now turn to Mr. Williams for five minutes.

Mr. Ryan Williams (Bay of Quinte, CPC): Thank you, Mr.
Chair.

Mr. Kardash, I'll start with you.

I know it's all in here, but can you explain, in one sentence for
each, what the definition of “de-identify” is and what the definition
of “anonymize” is?

Mr. Adam Kardash: It's a good question. These are technical
terms, and they often cause confusion.

CANON was established to help demystify this terminology, be‐
cause that ambiguity creates uncertainty and uncertainty creates ret‐
icence risk. It's an issue.
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Simply put, de-identifying data is the removal of direct identi‐
fiers. The language is quite elegant within current language in the
CPPA. When you remove direct identifiers, you still have indirect
identifiers. In other words, the data is still potentially identifiable.
De-identified data is still regulated by the statutory framework.

Anonymized data, which was the subject of my opening remarks,
has a more exact definition that sets the standard for the application
of the statute. I think it's really important to go through, given how
technical these terms are. The current definition talks about irre‐
versible and permanent modification in accordance with generally
accepted best practices to ensure that an individual cannot be iden‐
tified from the information, directly or indirectly.

Our view and the view supported by our extensive consultations
and jurisdictional analysis, etc., is that it doesn't work. You need the
contextual piece of the reasonably foreseeable risk in the circum‐
stances, which is embedded in Law 25 and which is embedded in
PHIPA. You'll see in the briefs that we provide you with these other
regimes.

Anonymized data means there's no foreseeable risk, in the cir‐
cumstances, to identify the individual.

Mr. Ryan Williams: If I understand you correctly, you've stated
that you can use de-identified information as long as it complies
with clause 74 of the bill, as you've noted here. Is that correct?

Mr. Adam Kardash: Yes, the essence is.... It's even broader than
that. I think it's important to note that de-identified information is
subject to all the protections within the statute.

Yes, there has to be a recognition of how you de-identify. I think
you're referring to clause 74 with proportionality, and it has to be
brought in. That's right.

Mr. Ryan Williams: The reason I say that is there is a case study
we can use. Mr. Therrien knows well about this.

In the holiday season of 2021, Telus was selling data to the Pub‐
lic Health Agency of Canada. Canadians who went out during a
lockdown to visit the pharmacy or went to the grocery store were
tracked, and that data was sold to the Canadian government.

We did then talk about this in the ethics committee.

Mr. Therrien, you were very succinct in your comments. There
were two parts to this. There was not implied consent. You noted,
“While there is reference to 'data for good' programs somewhere in
the Telus privacy policies, while the government does make an ef‐
fort to inform citizens...I do not think anyone would seriously argue
that most users knew how their data would be used.”

I'm trying to back this up. My real question is, does this act, with
your amendments, fix that situation?

I'm going to ask Mr. Kardash that first.

Mr. Therrien, the question for you afterwards would be this:
Does this act go far enough to address the consent model we're
looking for if this were to ever happen again?

Mr. Kardash, I'll start with you.
Mr. Adam Kardash: The requirements for consent in the

regime apply to personal information. It could be de-identified data,

which is just the removal of direct identifiers. They don't apply to
personal information where, as the statute is currently drafted, it's
“reasonably foreseeable”.

The Office of the Privacy Commissioner of Canada did an excel‐
lent job in that investigation. I know it well; I acted in that investi‐
gation. In their careful analysis, they determined that the data that
was received by the Public Health Agency of Canada was not iden‐
tifiable in the context of the disclosures that took place. Therefore,
if the data was not identifiable, it's not personal information. If it's
not personal information, it wouldn't be subject to the consent re‐
quirements or to the statutory regime.

Our surgical amendments make no difference to that. In fact, it
reflects the current law, etc.

Again, I can't overstate the exceptionally high standard for what
is personal information right now. You have to look contextually at
the circumstances and you have to look at the technical methods for
de-identifying, which are wrapped in administrative controls, secu‐
rity controls and physical controls. That suite of controls was im‐
plemented on top of some very sophisticated methods to ensure that
the Public Health Agency of Canada, as determined by the Office
of the Privacy Commissioner of Canada, did not receive any identi‐
fiable data.

● (1625)

Mr. Ryan Williams: Thank you.

I want to allow some time for Mr. Therrien.

Sorry; I only have a couple seconds left.

Mr. Daniel Therrien: I would agree in large part with Mr. Kar‐
dash.

When I was commissioner and we were seized with this matter,
we had not seen the measures taken by companies to anonymize the
information. In short, de-identified information is still personal in‐
formation and requires consent.

Do the consent provisions need to be improved in the CPPA?
Yes, they do, but that's in the scenario of de-identified information.
If the information is truly anonymized, it is no longer personal. It is
no longer at risk and can be shared more freely.

Mr. Ryan Williams: Thank you.
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[Translation]
The Chair: Thank you very much.

Mr. Turnbull, you have the floor.
[English]

Mr. Ryan Turnbull (Whitby, Lib.): Thank you, Mr. Chair.

What a great discussion we're having today. I really thank you all
for your expert testimony.

Maybe just to follow up on Mr. Williams' line of questioning,
Mr. Kardash, I'll point a couple of questions toward you.

Just so I understand correctly, you've said that basically the cur‐
rent definition of anonymized data is too high a standard. It doesn't
align with other statutes. You're saying that essentially the standard
is already high enough within those other statutes and we should
just harmonize the CPPA with that.

Is that correct?
Mr. Adam Kardash: Yes. It's interoperability. I'll give three

very quick components. I do recognize the time constraints.

Number one, it's a very high standard as articulated by jurispru‐
dence. Number two, we cite at least 12 statutes in there for you to
look at off-line, including Law 25 and a very rigorous regime, the
Personal Health Information Protection Act, that basically incorpo‐
rate this contextual requirement, “reasonably foreseeable risk in the
circumstances”, or very similar wording.

It's for interoperability, which is absolutely critical; that's right.
Mr. Ryan Turnbull: Got it. Great.

You used the term “expressly contemplates contextual risk”,
which I'm not sure I fully understand. Could you explain that a little
bit further?

Mr. Adam Kardash: Yes. I would ask if my colleague Khaled
could also supplement my comments.

Mr. Ryan Turnbull: Sure.
Mr. Adam Kardash: When you are looking at a particular

record of data, you have to look at it in context in order to make a
determination. Doing that is actually for privacy protection. “Rea‐
sonably foreseeable in the circumstances” is that contextual factor
that needs to be articulated. It's consistent with best practices. This
is the way in which risk management is implemented for the pur‐
poses of this analysis.

Khaled, I would ask you to please supplement that. You deal
with this so practically. It would be very helpful.

Dr. Khaled El Emam: I think the key point is that the
anonymized data includes modifications to the data as well as the
additional controls that the data user or data recipient has to put in
place—additional security controls, privacy controls and contractu‐
al controls. It's not just about the data; it's about the additional con‐
trols.

These are contextual in the sense that, depending on the sensitiv‐
ity of the data, you may implement more controls, for example. It's
not just about the data; it's about the data and the context around it,
or the additional administrative and technical controls around it.

Mr. Ryan Turnbull: Thank you for that.

Ms. Gratton, Mr. Therrien said that the European law is the gold
standard. He talked about how there is no real inconsistency in
terms of protecting privacy and the legitimate interests that you had
rightly pointed out. I think you were making very specific sugges‐
tions regarding the different types of legitimate interests that are in‐
cluded currently in the CPPA.

Would your suggestions actually further align us with the Euro‐
pean law or the gold standard that Mr. Therrien mentioned?

● (1630)

Ms. Éloïse Gratton: I think so too. In fact, you'll note from my
brief that I'm actually proposing that the “legitimate interest” con‐
sent exception be more aligned with the GDPR.

Mr. Ryan Turnbull: Okay. Great.

Are there any places where you think we could go, or need to go,
further than the European law?

Ms. Éloïse Gratton: I don't think we need to go further than the
European law. I guess my other comments really have to do with
making sure that we're not hampering innovation.

Mr. Ryan Turnbull: Yes. I see the point that this is really about
a balancing act. I think everybody has talked about that. It's how to
get that balance right.

We started off our last meeting with the current Privacy Commis‐
sioner by having that discussion as well. We sort of got to that point
at the end, that this is a delicate balancing act. I know that some
members have expressed points of view that may side a little bit
more with perhaps weighting privacy rights and protection even
more. I think we've also heard witness testimony that innovation
and privacy rights are largely aligned in many of the cases.

Ms. Gratton, from your perspective, is there a risk that we could
go too far? I take it that a lot of your testimony is related to where
we draw the line and how we can facilitate a process whereby inno‐
vators can continue to innovate and offer the value of all the digital
tools that enhance our lives and that I think we all benefit from on a
daily basis.

Could you speak to that?

Ms. Éloïse Gratton: When you say “go too far”, I'm assuming
you're talking about protecting privacy—

Mr. Ryan Turnbull: I mean stifling innovation, because I'm
concerned with just getting the balance right on both sides of this. I
obviously value my fundamental right to privacy, as all Canadians
do. At the same time, I don't want to stifle innovation and the kinds
of benefits that Canadians get from these digital tools.
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Ms. Éloïse Gratton: What I can say is that of the four recom‐
mendations I'm getting, three out of four are actually proposing that
our law be more aligned with the laws of Europe or Quebec, which
are actually more stringent.

It's also an issue with interoperability and making sure that our
requirements are harmonized, especially when they make sense. We
don't need to reinvent the wheel. If Quebec got it right, and if in
Europe they got it right through the GDPR, why are we reinventing
the wheel?

Perhaps one issue I'd like to raise is that in Europe they had inter‐
preted their requirement to mean websites need cookie banners, and
five years later they're reassessing that. There's a movement in Eu‐
rope, the cookie pledge, and they are reassessing whether they are
better protecting website users with these cookie banners, which are
extremely complex. People are just accepting them.

I think maybe one lesson learned from Europe that we should not
replicate here is pushing for website cookie banners.

The Chair: Thank you very much, Madam Gratton and Mr.
Turnbull.

Mr. Lemieux is next.

[Translation]

Mr. Sébastien Lemire: Thank you, Mr. Chair.

Mr. Kardash, the Canadian Anonymization Network has a partic‐
ularly interesting case. According to a paper you published in May
2023, the current definition of “anonymize” sets an extremely high
and virtually unattainable threshold for circumstances under which
it can be concluded that information can no longer be used to iden‐
tify someone.

The document refers to Bill 25, adopted by the Quebec National
Assembly in 2021. The latter uses more moderate language, to en‐
sure that anonymization is achievable, and advocates the adoption
of similar language in order to ensure interoperability between the
two regimes.

In your opinion, if the language is left as it is in the current bill,
what will be the implications for Quebec companies, particularly
small and medium-sized businesses that will be subject to Bill 25,
since it would take precedence, but also to this bill, if their opera‐
tions cross the border?

[English]

Mr. Adam Kardash: May I ask for clarification? Are you ask‐
ing what the impact would be if we do or we do not make our rec‐
ommended change to the definition of “anonymize”?

I'm sorry. I just want to clarify so that I answer your question
correctly.

[Translation]

Mr. Sébastien Lemire: I find your perspective interesting, but
I'd like you to talk about what will happen if we apply it and if, on
the contrary, we don't apply it.

● (1635)

[English]

Mr. Adam Kardash: Okay. It is really important for companies
to have legislative schemes in the privacy area that are interopera‐
ble. If you don't have interoperability, you'll create lots of confu‐
sion, lots of uncertainty. There will be reticence risk, which is the
risk of not doing anything, and just overall problems with it.

All we're doing is actually incorporating a well-understood con‐
cept to ensure the term was used in a harmonized way and interop‐
erabilities were similar. It's really important to do that. There would
be adverse consequences: If you don't put it in, there will be an
open question of why. Obviously it's a different standard, and our
view is that there's no need for that. Privacy protection could be
there. It's a very high standard right now, and we just don't need
that at all. It will not be beneficial at all. Especially, striking the bal‐
ance that we just heard from before.... That's why we're so strongly
in support.

I will add that we had these consultations. They were extensive.
A working group spent countless hours dealing with it. We met
with folks. This was universally accepted in all our discussions.
Yes, let's make it clear. Let's stay with this. It's the appropriate and
prudent approach to take.

[Translation]

Mr. Sébastien Lemire: Thank you very much.

The Chair: Thank you.

Mr. Masse, the floor is yours.

[English]

Mr. Brian Masse: Thank you, Mr. Chair.

I apologize for my leaving off and on during the meeting. There
are world events that particularly complicate my riding in Windsor
and the Detroit region. I apologize if I repeat something or miss
something, but I will go back and listen to the rest of the stuff I've
missed from the witnesses.

Mr. Therrien, I do want to ask a question about a certain situa‐
tion. The Competition Bureau recently had to pay a fine for investi‐
gating the Shaw takeover by Rogers and opposing it; and it ruled
against them. Through other testimony we learned it might be the
same process that could happen here for the privacy commission in
this legislation. We have to sort that out, because I was told some‐
thing from one, and we had different testimony from another.

Again, with the tribunal, I know you have a little more to offer.
On creating this type of a body, do you really think it could under‐
mine the strength of the privacy commission in general? I worry
about that, because I know that the United States doesn't have this
model; but for ourselves, it has actually served Canadians quite
well.

I'd like you to expand on the vulnerability if we change the route
that we have right now.

Mr. Daniel Therrien: Thank you for that.
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I think there is a risk of the OPC being undermined—in the fol‐
lowing way, at least. The federal office works—and has to, because
data flows internationally and within provinces in Canada—with
colleagues in Canada and internationally.

As I explained in my earlier answer, there is no other jurisdiction
with the type of tribunal that is proposed federally under the CPPA.
That would put the OPC in a situation such that when it conducts
joint investigations with colleagues across Canada or international‐
ly, its position would be effective later than that of its colleagues.
The OPC would then have to wait for the blessing of the tribunal
for an order to be upheld or for a penalty to be imposed. That's one
thing.

However, even more importantly, Canadian citizens would have
to wait longer than others in other jurisdictions, including in Que‐
bec. The CAI in Quebec has order-making and fine-imposing pow‐
ers. There's a difference in the rapidity with which Canadian citi‐
zens would have protection compared to other jurisdictions.

Mr. Brian Masse: Thank you.

Thank you, Mr. Chair.
[Translation]

The Chair: Thank you very much.

Mr. Vis, you have the floor for five minutes.
[English]

Mr. Brad Vis: Thank you to all of the colleagues for your exper‐
tise on this very important bill.

I'm very concerned about children. If you watched my testimony
in the last meeting, I'm very concerned about how a child can con‐
sent to provide any sort of data that could be used by a business in‐
terest.

This is an open-ended question to anyone who wants to respond.
Under “Socially beneficial purposes”, how do we define a socially
beneficial purpose? It's in the act, in proposed section 39.
● (1640)

Mr. Daniel Therrien: I think you're talking about the context of
children.

Mr. Brad Vis: Yes.
Mr. Daniel Therrien: If we look at proposed section 39 and the

definition of socially beneficial purposes, one of these purposes
would be for disclosure to “a health care institution, post-secondary
educational institution or public library”.

Certainly, health care—
Mr. Brad Vis: Thank you.

I'm most concerned about proposed paragraph 39(1)(iv), which is
“any other prescribed entity”. What's a prescribed entity in the con‐
text of a socially beneficial purpose as it could relate to de-
anonymized data from a child?

Mr. Daniel Therrien: That would be a good question for the
government, because there has been no regulation.

Mr. Brad Vis: Okay. That answers my question. We don't know.

What I hear from you today is.... We're talking about consent as
well. My concern is the consent of a child. We don't have a defini‐
tive age for a minor in this legislation.

Do any of you want to comment on whether we need to define
the age of a child, and whether there should be different tiers of
consent related to a minor in this legislation?

Again, it all goes back to my kid on an iPad, when I'm sitting on
an airplane or driving somewhere. He's in the back and he's click‐
ing on certain things. I don't know where that information's going,
and I get scared about that. I'm fearful as a parent. I know every
committee member around here has similar concerns.

How can we address that in this legislation to make sure that
children are protected?

Mr. David Fraser: I'm happy to weigh in on this subject with
some thoughts, because it's something I have turned my mind to.

In the legislation, it refers to minors, and minors are defined by
provincial law. Minors are 18 in Alberta and Quebec and 19 every‐
where else, so there's a different line.

One of the challenges that I think exist with children and privacy
is that there really are no easily drawn bright lines that say that un‐
der this particular magic age, you are completely under the control
of your parents and you have no ability to consent in a valid, true
way—

Mr. Brad Vis: Exactly.

Mr. David Fraser: —or over this age, you're magically endowed
with those particular powers.

As a parent of three young men now, I know that you can tell
that at different ages there are different levels of maturity, and it's
difficult to determine. The way that it works in practice is difficult
to operationalize. You have to take into account the individual char‐
acteristics of the young person, and whether they are able to....

Mr. David Fraser: Mr. Therrien talked about the requirements
for knowledgeable, informed consent. Is the child capable of under‐
standing what it is they're consenting to and what the consequences
are? It's actually tied pretty similarly to consent to medical treat‐
ment, so it's not completely isolated in its own little world.

Mr. Brad Vis: I'm going to pass it over to Mr. Kardash. That was
a great point.

Mr. Adam Kardash: The statute expressly sets out that minors'
data is sensitive information. It's expressly contemplated in there.

Mr. Brad Vis: Yes.
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Mr. Adam Kardash: In doing so, what ends up happening is
that many of the other provisions in the statute have to look at the
treatment of sensitive information. For instance, when you're deal‐
ing with safeguarding, safeguarding is implemented appropriately
to the sensitivity.

When you consider different requirements—
Mr. Brad Vis: Thank you.

Would the provisions related to sensitive information outlined in
proposed section 12 override, say, proposed section 38 of the con‐
sumer privacy protection act as it relates to the use of information
for literary purposes, for example, in the context of children?

Mr. Adam Kardash: Once you take data, and there's more sen‐
sitivity to it, there will be a holistic set of provisions in the act that
will be applied. Even currently, the case right now with subsection
5(3) of the Personal Information Protection and Electronic Docu‐
ments Act—and it's amended now and is even more involved—is
that organizations are only allowed to collect, use and disclose per‐
sonal information that a reasonable person would consider appro‐
priate. That might seem broad, but that's privacy protective in na‐
ture because the sensitivity of the data will impact your statutory
analysis of what a reasonable person would consider appropriate in
the circumstances.

Mr. Brad Vis: Do we need to define a “child” in this legislation?
● (1645)

Mr. Adam Kardash: I don't think so. Minors under the age of
13 wouldn't have the capacity to consent. That would be protected.
Data would be protected otherwise.

There is an idea about specifying “under the age of 18”. It works
right now. I don't think you have to do it.

The key thing in the statute, which goes to the heart of your con‐
cern.... I think the concern of everyone in the room, certainly my‐
self, is that the protection of minors is very important, but there's
express contemplation already in the statutory framework that this
is sensitive data, and that has a flow-through impact and would be
treated well, certainly from a statutory interpretation perspective.

Mr. Brad Vis: Mr. Therrien, do you believe we need to do more
to amend proposed section12 to be 100% sure that the rights of
children, when we define a fundamental right to privacy, are given
the attention they deserve?

Mr. Daniel Therrien: Minister Champagne has tabled amend‐
ments to the preamble and to proposed section 12 that would pro‐
vide greater protection to children. Again, that is a step in the right
direction, but I'm concerned that the terminology used may be too
limitative, and that is why I have recommended in the text I provid‐
ed to you that proposed section 12 be amended to refer to the con‐
cept of “the best interest of the child”. That concept has to be inter‐
preted contextually. It is not limited.... Again, the language pro‐
posed is a step in the right direction, but it may be too limitative,
and I think the concept of “the best interest of the child” would pro‐
vide fuller protection.

Mr. Brad Vis: Thank you. That's very helpful.
[Translation]

The Chair: Thank you very much.

Mr. Gaheer, you have the floor.

[English]

Mr. Iqwinder Gaheer (Mississauga—Malton, Lib.): Thank
you, Chair.

I just want to say thank you to the witnesses for appearing before
the committee and for their useful testimony.

My questions are playing off what Mr. Vis said. I wanted to talk
about socially beneficial purpose as well. My questions are for Mr.
Kardash.

We know that according to proposed section 39 of the consumer
privacy protection act, an organization has the right to disclose to
certain entities de-identified personal information without the
knowledge or the consent of the individual if the disclosure is made
for a socially beneficial purpose. That is defined in the bill. It
means “related to health, the provision or improvement of public
amenities or infrastructure, the protection of the environment or any
other prescribed purpose.”

Do you think that this definition of “socially beneficial purpose”
is enough to protect the privacy interests of Canadians, in addition
to the fact that this is already de-identified information, which, as
you said in your opening testimony, is already a pretty high bar? It's
an exacting standard.

Mr. Adam Kardash: This provision was the subject of exten‐
sive discussion in CANON's consultations. In our brief, which was
submitted to INDU, you'll see some specific provisions we are sug‐
gesting to enhance privacy protection with respect to the personal
information that would be subject to these disclosures. Éloïse Grat‐
ton mentioned elements of these.

We indicated, in addition to personal information being de-iden‐
tified, notification to the Office of the Privacy Commissioner of
Canada and entering into a specific agreement that binds the recipi‐
ent. Then we added—in order to ensure we stay temporal with this
and current—that the organization must comply with any other pre‐
scribed requirement. It gives the government an opportunity to re‐
assess and then introduce regulations to further add even more re‐
quirements for perhaps the recipients of the data or the disclosing
entity.

We think disclosure for socially beneficial purposes is excellent,
because of the good. It's “data for good”. However, we strongly be‐
lieve, and we've made specific recommendations to this end, that
there should be additional privacy protections implemented with re‐
spect to that provision in order to help strike this balance.
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Mr. Iqwinder Gaheer: When I hear that testimony.... You said
you have already identified that it's a pretty high standard, an exact‐
ing standard. You actually want to lower that bar for information
that's de-identified and that can also serve a socially beneficial pur‐
pose.

Do you feel that strikes a balance already, or would you go even
further?

Mr. Adam Kardash: Our sense—again, this is based on exten‐
sive consultations—is that, as the bill is drafted, and taking into ac‐
count that you can't look at any exception to consent in a vacuum,
all of those disclosures are subject to many statutory provisions in
the act, if you are relying on an exception to consent to disclosure.
However, with respect to this provision, we believe it would strike
the necessary balance if you enhance the privacy protections with
our suggested amendments, together with—as mentioned by other
witnesses in today's hearing—a prescribed requirement for addi‐
tional protections over time being introduced by the government, if
it feels it's necessary to do so.

“Data for good” is something that could be extraordinarily help‐
ful. There's a wealth of unknown benefits to all Canadians. When
we saw this provision initially, there was broad-based support.
However, we fully recognize some of the concerns, and we address
them with our suggested revisions. We think that with our suggest‐
ed revisions, it's a good balance.
● (1650)

Mr. Iqwinder Gaheer: Thank you. I support your proposals. I
just wanted the testimony to come out.

My other question is regarding disclosure of personal informa‐
tion without the knowledge or consent of the individual, if it's made
for a business activity.

That definition is also given, where “(a) a reasonable person
would expect the collection or use for such an activity” and “(b) the
personal information is not collected or used for the purpose of in‐
fluencing the individual's behaviour”.

What do you think about this definition and how it's being nar‐
rowed?

Mr. Adam Kardash: I welcome others to comment.

My sense is that the government did an excellent job articulating
some circumstances in which it's expected organizations would be
using the data. These are not particularly controversial types of us‐
es. Again, it's just exception to consent. It doesn't mean you're not
subject to all the other requirements that are applicable in the cir‐
cumstances. I think that's something often overlooked in the discus‐
sion.

Our careful review of that is.... Those were welcomed, and the
government did an excellent job with them.

Mr. Iqwinder Gaheer: Thank you.

[Translation]
The Chair: Thank you very much.

Monsieur Généreux, you have the floor.

Mr. Bernard Généreux (Montmagny—L'Islet—Kamouras‐
ka—Rivière-du-Loup, CPC): Thank you, Mr. Chair.

I also thank the witnesses.

Mr. Therrien, you were the Privacy Commissioner when former
bill C‑11 was tabled. You had proposed amendments and stated that
the bill was a step backwards from what existed at the time.

Your successor proposed 15 amendments, which you say you
agree with. However, the government only retained five of them.
Of the 10 it did not keep, which ones do you think should funda‐
mentally be included in the current bill?

Mr. Daniel Therrien: The recommendations are all important,
and I presented others in my brief, particularly on the issue of
proactive audits. If I had to pick just one, I'd choose the obligation
to carry out a risk assessment, which I think should become a legal
requirement.

There's also another point, which is less often discussed. In the
current bill, organizations would have very wide latitude in defin‐
ing the purposes for which they can use personal information. As I
did when I was commissioner, Commissioner Dufresne recom‐
mended that the purposes for which information can be used be ex‐
plicit and precise. These words are important. At present, compa‐
nies can define these purposes pretty much as they please. Forcing
them to define these purposes a little more narrowly would be one
way of ensuring a better balance. Moreover, such a provision would
be in line with European legislation.

Mr. Bernard Généreux: Earlier, Mr. Fraser said that, in his
view, the tribunal should be an independent body of the commis‐
sioner's office, not an internal body managed or promoted by the
commissioner under the law. What is the fundamental difference? I
understand there are two visions in relation to this: Mr. Fraser
wants the tribunal to be completely separate from the commission‐
er's office, but I think you're suggesting that the tribunal should be
an internal body of it.

If we give broad powers to the commissioner so that he's both
judge and party, promoting the right to privacy, and also deciding
disputes under the bill, isn't there a risk that he'll be put in a conflict
of interest situation?

● (1655)

Mr. Daniel Therrien: It's a possibility, but I wouldn't call it a
risk. It's a possibility that the law routinely provides for, incidental‐
ly. There are a large number of administrative tribunals that are ca‐
pable of conducting investigations and providing advice as well as
having adjudicative powers. Obviously, these powers must be kept
separate within the organization. The same would be true if the Of‐
fice of the Privacy Commissioner of Canada had these powers
without a tribunal. The decision, for example an order made by the
Office of the Privacy Commissioner, must be subject to judicial re‐
view to ensure that it has been fair to business. Often, this kind of
potential conflict is handled smoothly by administrative tribunals.

Mr. Bernard Généreux: Mr. Fraser, do you have anything to
add?
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[English]
Mr. David Fraser: Certainly I agree that it's two different mod‐

els. We also have, for example, a human rights commission and a
human rights tribunal, a competition commissioner and a competi‐
tion tribunal. There are other scenarios in Canada in which that par‐
ticular model is applicable. There is the possibility for conflicts,
and one would have to have controls and procedural safeguards
within the Office of the Privacy Commissioner of Canada to make
sure that those conflicts did not arise.

Given the stakes that this legislation presents, with multi-million-
dollar penalties, even multi-billion-dollar penalties when you look
at percentage of a company's global turnover, it raises the require‐
ment for additional procedural safeguards. You can think of it as a
scenario in which a police officer can write a ticket, and you could
pay the ticket and plead guilty and go on your way, or you can dis‐
pute it, and the police officer has the burden of proving in front of
an impartial decision-maker whether or not the facts alleged in that
ticket are borne out. That would be the model that I would advo‐
cate.

Otherwise, maybe we can split the difference, and when it comes
to anything that has a significant penalty over a certain threshold, it
would require those additional safeguards. Those are going to be
important.

I would also note that we're seeing more and more multi-jurisdic‐
tional investigations taking place simultaneously, so organizations
are going to be subject to multiple penalties in multiple places aris‐
ing from the exact same investigation. The fine threshold in Quebec
is similar to the fine threshold here. You could find those to be dou‐
bly levelled, which again, at least to me, raises the stakes higher.
[Translation]

Mr. Bernard Généreux: Mr. Therrien, I don't want you to quar‐
rel, but what do you think of his answer?

Mr. Daniel Therrien: It's obvious that the penalties provided for
in the law are extremely significant. This is also the case in Europe
and other countries, as well as in Quebec with Bill 25. In all these
models, without exception, the court of first instance, the equivalent
of the privacy commissioner's office, is able to make these rulings.

As I was saying to Mr. Masse, if the federal office doesn't have
the same tools as its counterparts, it risks creating significant com‐
plexities in joint investigations with other jurisdictions.

The Chair: Thank you very much.
[English]

I'll now turn the floor over to MP Van Bynen.
Mr. Tony Van Bynen (Newmarket—Aurora, Lib.): I am won‐

dering if this legislation reflects the current state that we're in. For
example, if we were 10 years back, with the legislation we're
proposing now, would we be in a different situation? I'm thinking
of Facebook, ChatGPT and social media.

Anyone who doesn't think their privacy already has an intrusion
doesn't have a cellphone or a social media account. How can we
change that, or is the intent to control that? How can we best do
that?

I'll start with Mr. Fraser.
Mr. David Fraser: I guess I would start with wondering whether

you think that we should have a world without Facebook, ChatGPT
and things like that.

In my view, this legislation takes what we have existing in PIPE‐
DA and largely, as I said, turns it up to 11, so it puts a greater re‐
quirement of diligence on the part of organizations in order to, for
example, justify their decision-making, document risks and do
those sorts of things, and then it has those substantial penalties.

Had this been implemented 10 years ago, I'm not sure that the
universe would be all that different, because I think it's still based
on the 10 principles from the Canadian Standards Association's
code for the protection of personal information, which are very
Canadian principles with respect to privacy.

I am very curious to hear from Mr. Therrien in terms of how he
thinks it would have been different had he entered office with the
CPPA at his disposal.
● (1700)

Mr. Tony Van Bynen: Go ahead, Mr. Therrien.
Mr. Daniel Therrien: I think that the CPPA brings us much

closer to where we ought to be in 2023. With the new implementa‐
tion of artificial intelligence, part 2 of Bill C-27 is an attempt to
align Canada's legislation to that new technology.

There's no perfect solution in all of these situations. There are
people who think that the artificial intelligence act is so skeletal as
to be meaningless, and there's some merit to this. I think it's okay
for where we are today.

One virtue of the legislation before you is that it continues with
the consent model in many circumstances in which consent can
possibly be given, but it also recognizes that there are important
limits to the consent model, such as legitimate interests and socially
beneficial purposes, but I think the missing piece is that these addi‐
tional flexibilities that reflect the current use of technology have to
be implemented within a rights protection framework.

Although the minister's latest amendments bring us a bit closer,
we are still quite a way from where we ought to be, and that is why
I recommended that proposed sections 12 and 94 on penalties, par‐
ticularly on penalties, are important, because what's the value of
having a recognition of privacy as a fundamental right if there is no
penalty when you breach that principle?

Mr. Tony Van Bynen: Do you think that what we're introducing
now is going to change the behaviour and uses of data currently in
the hands of some of these organizations?

Mr. Daniel Therrien: I hope, with time, with not only penalties
but including penalties, that it starts with companies acting respon‐
sibly and regulators working with businesses to ensure that the law
is being implemented. There are advisory roles to the OPC that are
important, but penalties should also be there so that the right set of
incentives will be there for behaviour to change.

Mr. Tony Van Bynen: This comes back to your suggestion that
there should be proactive audits by the Privacy Commissioner to
ensure that whatever additional responsibilities are being created
through this legislation are being adhered to.
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Mr. Daniel Therrien: In brief, my point there is that it is ex‐
tremely difficult, if not impossible, for individual consumers to un‐
derstand how their data is used. It is even difficult for the regulator
to understand how data is used.

How will violations be identified if we rely mostly on individual
consumers to make complaints? There are provisions, I know, for
commissioner-initiated complaints, but the model we have is
premised mostly on the basis that individual consumers will com‐
plain.

In many situations, they don't know there's a violation. Proactive
audits exist in other jurisdictions I've mentioned in my document,
whereby the regulator can audit the practices of a company, not be‐
cause there is belief that there's been a violation already but simply
to reassure consumers that this new practice actually does comply
with the law and therefore, yes, you can have confidence that it is
privacy-protected, or no, it is not, and then the company will have
to amend its practices.

I think proactivity is extremely important.
● (1705)

Mr. Tony Van Bynen: Thank you.
[Translation]

The Chair: Thank you very much, Mr. Van Bynen.

Mr. Lemire, the floor is yours.
Mr. Sébastien Lemire: Thank you, Mr. Chair.

Mr. Therrien, I would like to talk about subsection 4(a) and the
right of children to exercise their own recourses, without a parent or
a guardian. Should we consider going further on children's rights by
recognizing the UN Convention on the Rights of the Child? Should
children be given the right to exercise recourses and to be heard, ei‐
ther directly or through representatives, in any proceedings that
concerns them?

Mr. Daniel Therrien: Part of the reason I am recommending
that section 12 be amended to take into account the best interests of
the child is because of the Convention on the Rights of the Child.

However, I am not an expert in Canadian constitutional law
when it comes to the division of powers. What rights should a child
have under the various proceedings? Is this something that can be
done in federal legislation or is it more within the purview of
provincial legislation? I wouldn't comment on that.

Mr. Sébastien Lemire: Would anyone like to comment?

Ms. Gratton, do you want to comment?
Ms. Éloïse Gratton: The discussion has evolved. What was your

question?
Mr. Sébastien Lemire: In the context of the Convention on the

Rights of the Child, should children be given the right to have ac‐
cess to recourses and complaint procedures and the right to be
heard, particularly if they have experienced abuse or harmful situa‐
tions?

Ms. Éloïse Gratton: Mr. Therrien is reluctant to speak because
this involves the division of powers. Many of these issues fall under

provincial jurisdiction. In Quebec, for example, the Civil Code gov‐
erns the rights of the child.

I don't think those laws need to go beyond dealing with consent
and protecting the data of children held by private sector organiza‐
tions. That's really what these laws are designed to protect.

A little earlier, we talked about the age of consent. The bill could
be more specific in some respects about the type of consent of the
child, depending on their age. In Quebec, that distinction is made,
but, again, in the rest of the world, it often varies. There is the age
of majority and there are young children. Between the two, there
are young people between the ages of 13 and 18 or 19, the age of
majority.

In Quebec, the age of consent has been set at 14. This creates a
lot of operational problems for organizations that want to put safe‐
guards and measures in place to protect children. We should just
keep that in mind.

Mr. Sébastien Lemire: Thank you very much.
[English]

The Chair: Thank you.

Mr. Masse, go ahead.
Mr. Brian Masse: Thank you, Mr. Chair.

I want to touch on something we don't get a lot of questions on
from this side, but I think it's important for you, Mr. Therrien, to
highlight this.

For a political party, privacy laws apply in several jurisdictions,
including Europe, British Columbia and now Quebec. The same
should be true federally.

I would like you to expand on that point. It's something we don't
seem to get a lot of questions on from this side of the table, but I
think it is important to consider that potential.

Mr. Daniel Therrien: Again, interoperability was mentioned
previously. There are laws in many other jurisdictions in Europe
and within Canada—there's British Columbia and now Quebec—
that provide that privacy laws actually do apply to political parties.
That is a recognition of the fact that information held by political
parties is almost always sensitive information. It goes to the politi‐
cal views of political parties, and under privacy law, sensitive infor‐
mation is normally entitled to greater protection.

Right now we have no protection federally, except what political
parties choose to put in their own privacy policies without any legal
requirements, so I think it would be a very good thing for political
parties to be subject to privacy laws.

For instance, with the CPPA, it could be possible to add a provi‐
sion that would extend the CPPA to political parties, recognizing
the sensitive nature of that information.
● (1710)

Mr. Brian Masse: That's great.

Mr. Kardash, you have whatever time is left.
Mr. Adam Kardash: I'll be brief.
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My view—and we've thought about this quite carefully—is that
there is no public policy rationale for the political parties' process‐
ing of personal information not to be subject to a privacy legislative
regime. The only question that I think is open is what the appropri‐
ate instrument would be and whether that would that go into the
CPPA. I think there's some validity to the proposition that it might
be a separate instrument. My personal view is that it was something
that was missing in Bill C-27. It could have been in there.

Right now, if you compare the privacy protections that are set out
in Bill C-27 under the CPPA to the current protections afforded to
individuals in respect to the processing of personal information by
political parties, you see that they're not even in the same universe.
You would just have to post a privacy statement. There's no securi‐
ty breach notification requirement. There are no access rights and
no consent rules. It goes on and on. There are no rights of express
redress. There's no independent ombudsman who would oversee
and take complaints, investigate, etc.

I think this is something that is incredibly important and I'm very
thankful to you, Mr. Masse, for bringing that up.

The Chair: Thank you, Mr. Masse.

I'll now turn the floor over to Mr. Perkins.
Mr. Brian Masse: Thank you.

Thank you, Mr. Chair.
Mr. Rick Perkins: Thank you, Mr. Chair.

This has been very interesting testimony.

Mr. Therrien, I'd like to follow up on MP Vis's initial questions
on the issue of minors. The only place in the bill where “minor” is
mentioned is in the “Interpretation” section at the beginning.

It doesn't define a minor, and I think a lot of us are in agreement
that this bill should define the age of a minor, but it also says in this
act that “the personal information of minors is considered to be sen‐
sitive information”. For the life of me, when I look through this act,
I don't see any definition of “sensitive information”.

Mr. Daniel Therrien: Indeed, the concept of sensitive informa‐
tion is currently undefined under the current law and would be un‐
der the proposed law. That normally leads to what is called the
“contextual application” of what is sensitive: It's what kind of in‐
formation is at play. Is it financial? Does it concern children or
health? That would be generally sensitive information under “Inter‐
pretation”, but there's no definition in the law itself.

Is it a flaw that there is no definition? At the end of the day, the
definition will always be contextual. I think it is possible, though,
to have a definition that would be non-exhaustive and refer to cer‐
tain factors—financial, health, children, etc.—as factors that would
be defined is normally sensitive information, leaving an out clause,
a residual clause, for what is not defined. I think that would be an
improvement.

Mr. Rick Perkins: As a person who has spent most of his career
as a marketer, I love data, and I would go to the edge as much as
possible with what I was aware of and what I could do with that da‐
ta, but I'll tell you that this bill and those aspects would make me
nervous. I just don't see, as a marketer, any guidelines that help me

to figure that out, and I suspect that most marketers would push the
envelope, as they do, and might end up in trouble for their compa‐
ny. I appreciate that there should be more definition.

I'd like to go back to my earlier question.

Mr. Therrien, proposed subsection 15(5) outlines that “implied
consent” is okay. Personally, I don't think implied consent is ever
okay. Do you see it as an issue in this bill that implied consent is
allowed?

Mr. Daniel Therrien: Implied consent is certainly open to broad
interpretation and is sometimes abused, but it is a concept that ex‐
ists under most, if not all, privacy laws that I know of. It is a recog‐
nition of the fact that in today's technological environment, you
cannot realistically ask people to consent explicitly to every use of
information that will be made.

On the issue of what amendments to make to the consent regime,
I would maintain my recommendation to align the language of pro‐
posed section 15—not subsection (5), but another provision—to the
current section 6.1 of PIPEDA.

● (1715)

Mr. Rick Perkins: The problem with the proposed subsection
15(5), which also ties to proposed subsection15(6), which also ties
to proposed subsection 18(1) and proposed subsection 18(2), is that
the implied consent is allowed on a wide variety of things, includ‐
ing “any other prescribed activity”— whatever that is. It leaves it
wide open.

Earlier in the bill, in the consent section, it says that if express
consent is required and if there is a new provision or a new use of
that person's data, the express consent needs to be given again.

It seems to me that this is contradictory, in saying, “Well, I can
apply it anyway. I don't have to pay attention to the earlier part of
the bill that says I have to get express consent for a new purpose,
except when I look at proposed subsections 15(5), 15(6), 18(1) and
18(2).”

Mr. Daniel Therrien: My answer to that would be pay attention
to the provisions that define purposes for which businesses can use
information. Right now, I think it is fairly open-ended. There are
not many, if any, limitations, except under proposed section 12.

If the provisions that define original purposes or new purposes
were to say that only specific and explicit purposes are lawful, then
I think that would be a step forward.

Mr. Rick Perkins: I have one last question.
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Who should own a person's data, me or the organization?
Mr. Daniel Therrien: Certainly that's the six-million-dollar

question currently. It goes to the history of technology and legisla‐
tion, the fact that many decades ago, the consent model was seen to
be the best model—which assumes a lot of control.

I think we've not left that world. There is still value in people
controlling their information to the extent possible, but realistically,
we know that we're no longer in that world. It is simply not realistic
to think that citizens can provide consent in each and every case
when information is used. We need to accommodate a world where
consent is not required, but, I maintain, within a model that protects
privacy as a fundamental right, including the four provisions that I
mentioned earlier.

The Chair: Thank you, Mr. Therrien.

Mr. Sorbara is next.
Mr. Francesco Sorbara (Vaughan—Woodbridge, Lib.):

Thank you, and good afternoon, gentlemen.

I apologize for missing your earlier testimony for a pre-existing
appointment.

Adam, you made a comment earlier about the bar on personal da‐
ta—I may have forgotten the words exactly—in terms of how we
identify personal data as being owned by the individual or not
owned by the individual, or identifying it. Can you elaborate on
that point?

If it wasn't you, I apologize, but there was a reference to that.
Mr. Adam Kardash: I think it might have been a reference

about the current bar of when data is identifiable or no longer iden‐
tifiable.

Mr. Francesco Sorbara: Yes.
Mr. Adam Kardash: First of all, the concept of personal infor‐

mation, or more specifically identifiability, is well established in
Canadian jurisprudence. If there is a serious risk of possibility of
identifying an individual directly or indirectly or just contextually,
it will be deemed to be identifiable. That is a very high bar, given
the environment, especially the contextual part, as there is more dy‐
namic data and more data, etc. That's what I was speaking to.

The injection of our proposed amendment was to align the cur‐
rent definition of “anonymize” in the CPPA to ensure that we're
consistent with the jurisprudence and consistent and interoperable
with the statutory regimes across the country.

Mr. Francesco Sorbara: As a non-lawyer, I wonder if the bar is
too high, too low, or...?

Mr. Adam Kardash: Very simply, the bar set out in the current
text of the CPPA is too high. It's practically unworkable. A simple
surgical amendment, as recommended by CANON and others,
would address it, and it would address it in a way that's totally con‐
sistent with other legislative regimes.
● (1720)

Mr. Francesco Sorbara: Bill C-27, in my humble view, is a
groundbreaking piece of legislation. I'll use that term. I think it is
groundbreaking in terms of the update it's providing to the act and
to privacy.

Mr. Therrien, you're fully versed on privacy issues relating to
Canadians. When I think of this bill and I think of my constituents
back in the city of Vaughan in my riding of Vaughan—Woodbridge,
I would tell them how their privacy is being protected and not being
protected on a very granular basis. I would use layman's terms.
What would you tell me to tell them in terms of your view of
BillC-27?

Mr. Daniel Therrien: You may be referring to whether the law
should be principles-based or rules-based, for instance—

Mr. Francesco Sorbara: If I could interject, as a finance person
and someone with an extensive accounting and finance back‐
ground, I know principles-based and rules-based matters, so yes,
please....

Mr. Daniel Therrien: I think on the aspect of risk, it's a bit of
both. Currently, PIPEDA is principles-based—there are some rules,
but rules are few. CPPA would certainly keep principles but adopt
many more rules. I think an effective system has both principles
and rules that are at a sufficient level of generality that they can still
be relevant even if the technology or the business context changes
over time.

I think where I would disagree with my colleague Mr. Fraser is
that PIPEDA lacked the rules that would ensure protection. I'm not
suggesting a prescriptive statute, but I'm suggesting a statute that
has both principles and actual rules stated at the right level of gen‐
erality.

Mr. Francesco Sorbara: I have a final question.

When producing legislation or enacting legislation, we obviously
want the legislation to be robust to handle evolving technologies—
in this case, evolving situations. Where we are today is vastly dif‐
ferent from where we were 10 years ago in privacy and in AI and
just the technologies, I think. The legislation we have in front of us,
in my view, has that robustness, but obviously you folks are much
more expert on this front. How would you characterize the robust‐
ness in this legislation to handle the evolving environment we're in?

Mr. Kardash can begin. Then we can go across if we have time.

Mr. Adam Kardash: The legislation is drafted in a technologi‐
cally neutral and sectorally agnostic way, so that will serve Canadi‐
ans well, and organizations trying to comply with it, because it will
allow for the evolution of practices over time to deal with that, so I
think that's really helpful.
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I also think that while it's often referred to as a consent-based
regime, fundamentally it's an accountability-based regime. I can't
speak for my other colleagues, but I think there's broad-based
agreement that Canada has actually led the way internationally with
this accountability model. It's been adopted otherwise, and now it's
been strengthened.

You have the combination of the accountability model with some
careful drafting, with some enhancements to privacy protections
that I think will serve organizations and, in particular, Canadians
well.

Mr. Francesco Sorbara: I'm not sure if we have time, Chair, but
perhaps Mr. Fraser or Mr. Therrien would like to land on that.

Mr. David Fraser: I think it will ultimately prove to be a re‐
silient piece of legislation. I don't see potholes or anything else like
that, or pitfalls such that we're going to have to come back to revisit
it in five or 10 years' time necessarily.

Mr. Francesco Sorbara: Thank you.

Thank you, Chair.
The Chair: Thank you, Mr. Sorbara.

We have five more minutes, so I'm willing to open the floor. I'll
yield the floor to me first—

Voices: Oh, oh!

The Chair: —with consent.

Maybe you won't like the question I'm about to ask, but if we
were to include political parties in the act, what would be the low‐
est-hanging fruit that could be included, and the most important
one?

This is for Mr. Therrien and Mr. Kardash.
[Translation]

Mr. Daniel Therrien: I think you could include rules on disclo‐
sure by political parties and others on use. The worst possible case
was that of Cambridge Analytica, a company that authored certain
practices aimed at influencing voters. If political parties were sub‐
ject to privacy laws and these practices continued to be used, at
least penalties could be imposed on those who obtain this type of
information. There's a whole range of consequences.

Rules on the protection of information—that is to say security
mechanisms—could also be included. These issues are currently
the subject of voluntary measures on the part of political parties. If
the parties were subject to the laws, there would be legal conse‐
quences for not protecting the information properly.
● (1725)

[English]
The Chair: Mr. Kardash, would you comment?
Mr. Adam Kardash: I would say rights of redress to the Office

of the Privacy Commissioner of Canada, security breach notifica‐
tion requirements, rights of access so that individuals have an un‐
derstanding of the personal information that is in parties' custody
and control. I would say—and I missed the beginning of the re‐
marks from Mr. Therrien—that I think there's the wave of other fair

information practices that are encapsulated within the statutory
regime.

Again, I just don't think it can be overstated that this is some‐
thing that's really missing, and from a broader discourse, we're all
focusing.... The digital charter rightly focuses on trust, and in order
to establish trust, we need all participants to be subject to the same
rules, etc., and I think political parties should be subject to those
rules as well.

The Chair: Thank you very much. This concludes my questions.

We still have four minutes. I recognize Mr. Lemire and then Mr.
Perkins.

[Translation]

Mr. Sébastien Lemire: Thank you, Mr. Chair.

Mr. Therrien, in the context of Bill C‑27 and, more specifically,
in the context of artificial intelligence, I would like to hear your
opinion on industry self-regulation standards. That is, I would say,
the new approach that is being put forward, both in Europe and by
Mr. Champagne as a temporary or transitional measure. Can we
trust industry to regulate itself?

Mr. Daniel Therrien: Over the past 20 years, we have clearly
seen that there are significant limits to self-regulation. That is why
it is currently necessary to amend the legislation and to provide for
penalties, among other things.

In terms of artificial intelligence, again, it's not emerging tech‐
nology, but its application is now becoming much more important. I
think it would be a mistake to try to regulate it too precisely, too
quickly.

So I wouldn't just rely on self-regulation. I don't think Mr. Cham‐
pagne does either, since he is talking about self-regulation on a
temporary basis while waiting for the upcoming act and regula‐
tions. In my opinion, it takes this legal architecture of an act, regu‐
lations and codes of practice for companies to have the best possi‐
ble protection. Self-regulation alone is not enough.

Mr. Sébastien Lemire: Thank you, Mr. Chair.

The Chair: Thank you.

Mr. Perkins, you have the floor briefly.

[English]

Mr. Rick Perkins: I had two, but I'll start with one.

Proposed section 35 says that an organization may disclose an in‐
dividual’s personal information without their knowledge or consent
if it is collected for statistical purposes or research.

It doesn't identify by whom, but it seems to me to be a fairly
open-ended breach of consent being that it can be given to the gov‐
ernment for statistical reasons or to a university for statistical rea‐
sons or research reasons without going back, and it's personal infor‐
mation.



October 24, 2023 INDU-91 21

Could you comment on that, Mr. Therrien and Mr. Fraser?
Mr. David Fraser: There are already provisions that are similar

to that in PIPEDA and other statutes, but with more safeguards that
would a require privacy impact assessment, a research ethics ap‐
proval, or reporting to the Privacy Commissioner. There are also
provisions in the Statistics Act that allow Statistics Canada to com‐
pel that sort of information.

I share your concern when it comes to something that's so open-
ended. One of the things that's a hallmark of good privacy account‐
ability is an analysis and a determination of the inherent privacy
risks and the mitigation steps that we can take. One thing I would
also notice is that so many of those provisions are discretionary.
They don't require the organization to disclose it; they permit it to
do so.
● (1730)

Mr. Rick Perkins: Okay.

Mr. Therrien...?
Mr. Daniel Therrien: I would extend your question to a discus‐

sion that occurred a few minutes ago. I think here we're into the use
of data for social good. It's an example of the use of data for social
good. As Mr. Fraser said, there are similar provisions in the current
act. I think these are good provisions, provided that we really deal
with the social good.

Proposed section 39 otherwise defines “socially beneficial pur‐
poses”. Some of my colleagues have remarked that socially benefi‐
cial purposes are limited to disclosure to public entities. They make
the point that private sector entities should be able to benefit from
this. It's not inconceivable, but we need to be careful to disclose in‐
formation to business for socially beneficial purposes. There's—

Mr. Rick Perkins: But proposed section 35 doesn't say that.
Mr. Daniel Therrien: No. Proposed section 39 does. That's why

I expanded your question to deal with social good and included

proposed section 35, statistical purposes, and proposed section 39,
socially beneficial purposes. I would say that legitimate interests
are the true domain of corporations. I think that latitude given to
companies can be defensible. Socially beneficial purposes are cur‐
rently limited to public entities, with the possibility of prescribing,
by regulations, other entities, which I assume means potentially—

Mr. Rick Perkins: But it doesn't say that in proposed section 35.
In proposed section 35, it's open to anybody.

Mr. Daniel Therrien: Yes.
Mr. Rick Perkins: It's any organization. It doesn't restrict it to

social good. It doesn't have any restrictions whatsoever. It just says
that an organization, if they decide to, can breach your personal in‐
formation, do it without consent, and provide it to other people for
“statistical purposes” or “research purposes”. That's to anybody. It
doesn't say to business. It doesn't say to universities. It doesn't say
to the government. It's available to anybody, under this.

Mr. Daniel Therrien: This has been interpreted, so far, as essen‐
tially in the domain of public interest statistical purposes, as op‐
posed to purely commercial.

Mr. Rick Perkins: But businesses do research. Biotech firms do
research.

Mr. Daniel Therrien: I understand.
The Chair: Thank you very much.

[Translation]

That's all the time we have for this meeting.

I want to thank all the witnesses for taking the time to come and
meet with us today. This has been a really interesting discussion.

I thank the support staff, the interpreters and the analysts.

The meeting is adjourned.
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