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Standing Committee on Industry and Technology

Thursday, November 9, 2023

● (1535)

[English]
The Chair (Mr. Joël Lightbound (Louis-Hébert, Lib.)): Good

afternoon, everyone.
[Translation]

I call this meeting to order.

Welcome to meeting number 96 of the House of Commons
Standing Committee on Industry and Technology.

Today’s meeting is taking place in a hybrid format, pursuant to
the Standing Orders.

Pursuant to the order of reference of Monday, April 24, 2023, the
committee is resuming consideration of Bill C‑27, an act to enact
the consumer privacy protection act, the personal information and
data protection tribunal act and the artificial intelligence and data
act and to make consequential and related amendments to other
acts.

I’d like to welcome our witnesses today: Alexander Max Jarvie,
partner, Davies Ward Phillips and Vineberg LLP; François Joli-
Coeur, partner, Borden Ladner Gervais; Scott Lamb, partner, Clark
Wilson LLP; Carole Piovesan, co‑founder and partner, INQ Law;
and David Young, principal, privacy and regulatory counsel, David
Young Law.
[English]

Welcome, everyone, and thank you again for joining us this af‐
ternoon.

Without further ado, I yield the floor to Mr. Jarvie for five min‐
utes.

Mr. Alexander Jarvie (Partner, Davies Ward Phillips &
Vineberg LLP, As an Individual): Thank you very much.

Good afternoon, and thank you for the invitation to share my
thoughts on Bill C-27 with the committee.

I am a partner at Davies Ward Phillips & Vineberg LLP, practis‐
ing as a lawyer in the firm’s technology group. I am appearing to‐
day in a personal capacity, presenting my own views.

Recent years have seen significant technological developments
related to machine learning. In part, these have come to pass be‐
cause of another relatively recent development, namely, the vast
amount of information, including personal information, that is now
generated by our activities and circulates in our economy and our
society. Together, these developments hold great promise for future

innovation, but they also carry significant risks, such as risks to pri‐
vacy, risks of bias or discrimination and risks relating to other
harms.

I am, therefore, encouraged that a bill has been introduced that
seeks to address these risks while supporting innovation. I will be‐
gin by making some remarks on the proposed consumer privacy
protection act, CPPA, and by suggesting changes to certain provi‐
sions of the bill that could better support innovation involving ma‐
chine learning while introducing important guardrails. I will then
share some observations in relation to the proposed artificial intelli‐
gence and data act, AIDA.

In my view, there could be improvements made to the CPPA
consent exception framework that would facilitate personal infor‐
mation exchange among, and collection by, private sector actors
that wish to undertake socially beneficial projects, study or re‐
search. In particular, proposed sections 35, 39 and, in part, 51 could
be combined and generalized so as to permit private sector actors to
disclose and exchange personal information or to collect informa‐
tion from the public Internet for those purposes, study or research,
provided that certain conditions are fulfilled.

Those could include conducting a privacy impact assessment, en‐
tering into an agreement containing relevant contractual assurances
where applicable, and providing notice to the commissioner prior to
the disclosure or collection. Noting that de-identified data is suffi‐
cient for the training of machine learning models in many cases and
noting that de-identification is a requirement in proposed section
39, as currently drafted, but not in proposed section 35, I would
note only that whether the information should be de-identified in a
given case should be a factor in the proposed privacy impact as‐
sessment.

Suitably crafted, these changes could provide material but appro‐
priately circumscribed support for section 21 of the proposed CP‐
PA, which permits the use of personal information that has been de-
identified for internal research and analysis purposes, and for pro‐
posed subsection 18(3), which permits use of personal information
in its native form for legitimate interests, provided that an assess‐
ment has been undertaken.
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With respect to the AIDA, I begin with the definition of the term
“artificial intelligence system”. This definition is of fundamental
importance, given that the entire scope of the act depends upon it.
The current definition risks being overbroad. The minister’s letter
proposes to provide better interoperability by introducing a defini‐
tion that seeks to align with a definition used by the OECD, but the
text provided differs from the OECD formulation and introduces
the word “inference” in a suboptimal way. We also do not have the
final wording.

There are also different definitions to consider in other instru‐
ments, including the European Union’s proposed AI act, the recent
U.S. President’s executive order, and the NIST AI risk management
framework, among others. Some of these do converge on the
OECD’s definition, but in each case the wording differs.

I would recommend to the committee—or, at least, I would urge
the committee—when it begins clause-by-clause review, to make a
survey of existing definitions to determine the state of the art and to
ensure that the definition ultimately chosen indeed maximizes inter‐
operability yet also remains extensible to account for new tech‐
niques or technologies.

I would also recommend that the purpose clause of the AIDA, as
well as other relevant provisions, be amended to include harms to
groups and communities, as these may also be adversely affected
by the decisions, recommendations or predictions of AI systems.

Finally, there should be an independent artificial intelligence and
data commissioner. The companion document to the AIDA notes
that the model whereby the regulator would be a departmental offi‐
cial was chosen in consideration of a number of factors, including
the objectives of the regulatory scheme. However, since the scope
of what is being left to regulation is so extensive, the creation of an
independent regulator to administer and enforce the AIDA will
counterbalance skepticism concerning the relative lack of parlia‐
mentary oversight and thereby help to instill trust in the overall reg‐
ulatory scheme.

I will submit a brief for consideration by the committee, elabo‐
rating on the matters raised here. Machine learning technologies are
poised to play a significant role in future innovation. Through legis‐
lation, we can achieve meaningful support for this potential while
providing effective protections for individuals, groups and society.
● (1540)

Thank you for your attention. I welcome your questions.
The Chair: Thank you very much.

[Translation]

We will now hear from Mr. Joli‑Coeur.
Mr. François Joli-Cœur (Partner, Borden Ladner Gervais, As

an Individual): Good afternoon.

Thank you for inviting me. I'm pleased to have the opportunity to
share my thoughts on Bill C‑27 with the committee.

I am a partner at Borden Ladner Gervais, BLG, and a member of
the privacy practice group. I am also the national lead of BLG's ar‐
tificial intelligence, AI, group. I am appearing today as an individu‐
al.

My remarks will focus on the AI provisions in the bill, in both
the artificial intelligence and data act, or AIDA, and the consumer
privacy protection act, or CPPA.

To start, I want to say how important it is to modernize the feder‐
al privacy regime, something Quebec, the European Union and
some of the world's largest economies have done recently.

I commend the government's commitment to AI legislation. In
spite of the criticisms against AIDA, the bill has the advantage of
putting forward a flexible approach. Nevertheless, some key con‐
cepts should be provided for in the act, instead of in the regulations.
Furthermore, it is imperative that the government consult exten‐
sively on the regulations that flow from AIDA.

The first point I want to make has to do with the anonymized da‐
ta in the CPPA. The use of anonymized personal information is an
important building block for AI models, and excluding anonymized
information from coverage by the act will allow Canadian business‐
es to keep innovating.

The definition of anonymization should, however, be more flexi‐
ble and include a reasonableness standard, as other individuals and
groups have recommended. That would bring the definition in line
with those in other national and international laws, including recent
amendments to Quebec's regime.

The CPPA should explicitly state that organizations can use an
individual's personal information without their consent to
anonymize the information, as is the case for de‑identified informa‐
tion.

Lastly, AIDA includes references to anonymized data, but it isn't
defined in the act. The two acts should be consistent. AIDA, for in‐
stance, could refer to the definition of “anonymize” set out in the
CPPA.

The second point I want to make concerns another concept in the
CPPA, automated decisions. Like most modern privacy laws, the
proposed act includes provisions on automated decisions. On re‐
quest by an individual, organizations would be required to provide
an explanation of the organization’s use of any automated decision
system to make predictions, recommendations or decisions about
individuals that could have a significant impact on them.
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An automated decision system is defined as any technology that
assists or replaces the judgment of human decision-makers. The
definition should be amended to capture only systems with no hu‐
man intervention at all. That would save organizations the heavy
burden of having to identify all of their decision support systems
and introduce processes to explain how those systems work, even
when the final decision is made by a human. Such a change would
increase the act's interoperability with Quebec's regime and the Eu‐
ropean Union's, which is based on the general data protection regu‐
lation.

Turning to AIDA, I want to draw your attention to high-impact
systems. The act should include a definition of those systems. Since
most of the obligations set out in the act flow from that designation,
it's not appropriate for the term to be wholly defined in the regula‐
tions. The definition should include a contextual factor, specifically,
the risk of harm caused by the system. For example, it could take
into account whether the system posed a risk of harm to health and
safety or a risk of an adverse impact on fundamental rights. That
factor could be combined with the classes of systems that would be
considered high-impact systems, as set out in the act.

Including a list of classes of systems that would de facto be con‐
sidered high-impact systems, as the minister proposed in his letter,
could capture too many systems, including those that pose moder‐
ate risk.

My last point concerns general purpose AI systems. In his letter,
the minister proposed specific obligations for generative AI and
other such systems. While generative AI has become wildly popu‐
lar in the past year, regulating a specific type of AI system could
render the act obsolete sooner.
● (1545)

Not all general purpose AI systems pose the same degree of risk,
so it would be more appropriate to regulate them as high-impact
systems when they meet the criteria to be designated as such.

Thank you very much. I would be happy to answer any questions
you have.

The Chair:  Thank you, Mr. Joli‑Coeur.

We will now hear from Mr. Lamb.
[English]

Mr. Scott Lamb (Partner, Clark Wilson LLP, As an Individu‐
al): Thank you, Mr. Chair and members of the committee, for hav‐
ing me here today on the important matter of reform of our privacy
legislation and Bill C-27.

I'm a partner at the law firm of Clark Wilson in Vancouver, and
I'm called to the bar in Ontario and British Columbia. I've been
practising in the area of privacy law since approximately 2000. I've
advised both private sector organizations in a variety of businesses
and public bodies such as universities in the public sector. I've also
acted as legal counsel before the Information and Privacy Commis‐
sioner for British Columbia in investigations, inquiries and judicial
review.

With the limited amount of time we have, I'll be confining my re‐
marks to the proposed consumer privacy protection act, specifically

the legitimate interest exception, anonymization and de-identifica‐
tion, and the separate review tribunal. Hopefully, I'll have a bit of
time to get into the artificial intelligence and data act, AIDA, with
respect to high-impact systems.

I will of course be happy to discuss other areas of Bill C-27 and
questions you may have. Also, subsequent to my presentation, I'll
provide a detailed brief on the areas discussed today.

Starting with the proposed consumer privacy protection act and
the legitimate interest exception, it's important to point out that ar‐
guably the leading privacy law jurisdiction, the EU with its GDPR,
provides for a stand-alone right of an organization to collect, use
and disclose personal information if it has a legitimate interest. Ac‐
cordingly, if Canada is to have an exception to consent based on an
organization's legitimate interest, it's important to look, in detail, at
how that will operate and the implications of that exception.

First, to reiterate, the draft provisions in proposed subsection
18(3) are an exception to the consent requirements and not a stand-
alone right for an organization as set out in the GDPR.

What's the significance of this? A stand-alone right generally is
not as restrictively interpreted by the courts as an exception to an
obligation from a purely statutory interpretation point of view. In
short, the legitimate interest exception is very likely to be a narrow‐
er provision in scope than the GDPR's legitimate interest provi‐
sions.

A stand-alone right may be a means to circumvent or generally
undercut the consent structure of our privacy legislation, which
again is at the heart of our legislation and is a part of the inculcated
privacy protection culture in Canada. Maintaining the legitimate in‐
terest provisions as an exception to the consent structure, on bal‐
ance, is preferable to a stand-alone right.

Second, the exception is only for the collection or use of personal
information and is not permitted for the disclosure of personal in‐
formation to third parties. The prohibition on application of the ex‐
ception to disclosure of personal information that is in the legiti‐
mate interest of an organization, in my view, doesn't make sense.
While I'm in favour of the first instance of an exception over a
stand-alone right, I think you have to expand this to cover disclo‐
sure as well.
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The provisions in proposed subsection 18(3) expressly state that
the legitimate interest of an organization “outweighs any potential
adverse effect”. This is effectively a high standard of protection.
The usefulness of this exception, if limited to only collection and
use, is significant for organizations. For example, a business may
have a legitimate interest in collection and use of personal informa‐
tion to measure and improve the use of its services or to develop a
product. However, proposed subsection 18(3) prevents that organi‐
zation from actually disclosing that personal information to a busi‐
ness partner or third party vendor to give effect to its legitimate
purpose.

Finally, the point is that other jurisdictions allow for a legitimate
interest of an organization to apply to disclosure of personal infor‐
mation as well as to collection and use. Specifically, again, that is
not only the EU GDPR but also the Singapore law. I note that when
you look at those pieces of legislation standing side by side, Singa‐
pore also has it as an exception. Singapore also has some case law
that has moved forward.

I think it would give a lot of comfort to this committee if it were
to examine some of the case law from Singapore, as well as some
of the more current case law from the GDPR regime. It does give
some sense of what this means as a legitimate interest, which I can
appreciate at first instance may seem rather vague and could be
seen as a giant loophole. However, my submission is that's not the
case.

● (1550)

The next item I'd like to talk about is anonymization and de-iden‐
tification. Clarity on this issue has been sought for some time, and
it's reassuring that the change from Bill C-11 to Bill C-27 intro‐
duced this idea, a concept of anonymization, as separate from de-
identification. However, technologically and practically speaking,
you're never going to reach the standard set out in the definition of
anonymization, so why put it in the act in the first place? There's
been some commentary on this, and I am generally in support of
the recommendation that you should insert into that definition the
reasonableness to expect in the circumstances that an individual can
be identified after the de-identification process. Then the data is not
anonymized and is still caught by the legislation and the specific re‐
quirements for the use and disclosure of such data.

In terms of use and disclosure, I also note that proposed section
21 confines the use to internal use by the organization. The utility
of this provision could be remarkably limited by this, again com‐
pared to what our trading partners have, because in modern re‐
search and development you have the idea of data pooling and ex‐
tensive partnerships in the use of data. If it's strictly for internal
purposes, we could lose this important tool in a modern technologi‐
cal economy that relies on this. Therefore, I recommend that it be
deleted as well.

Also, proposed section 39 would limit the disclosure of de-iden‐
tified personal information to, effectively, public sector organiza‐
tions—this is very restrictive—and consideration should be given
to disclosing to private sector organizations that are really funda‐
mentally important to our modern economy and research and devel‐
opment.

In terms of the separate review tribunal, I know that the Privacy
Commissioner has been hostile to this and I recognize that the Pri‐
vacy Commissioner performs an invaluable role in investigating
and pursuing compliance with our privacy legislation. However,
given the enormous administrative monetary penalties that may be
awarded against organizations—the higher of 3% of gross annual
revenue or $10 million—for breaches, clear appeal rights to an ex‐
pert tribunal and review of penalties are required to ensure due pro‐
cess and natural justice standards and, frankly, to develop the law in
this area.

It is also noteworthy that judicial oversight of the decision of the
tribunal would be according to the Supreme Court of Canada's test
in Vavilov, which is limited to a review on the reasonableness stan‐
dard, which is a very deferential and limited review. It's been sug‐
gested that you try to limit these things from going on forever and
ever. With judicial review, they would be limited. I know there was
one suggestion that the ability to seek judicial review should jump
right from the tribunal to the Federal Court of Appeal. I think that's
fine if you want to expedite this and meet that concern. I think
that's probably right, but I do like the structure of a separate review
tribunal.

Finally, on artificial intelligence and the high-impact systems, I
think the focus of that, in terms of identifying the concept of high-
impact systems, is sound in structure and potentially generally
aligned with our trade partners in the EU. However, the concept
cannot be left to further development and definition in regulations.
This concept needs extensive consultation and parliamentary re‐
view.

It is recommended that the government produce a functional
analysis of a high-impact system from qualitative and quantitative
impact, risk assessment, transparency and safeguards perspectives.

It's further recommended that distinctions be made between arti‐
ficial intelligence research and development for research purposes
only and artificial intelligence that is implemented into the public
domain for commercial or other purposes. What I would not want
to see come out of our AIDA legislation is that we have some sort
of brake on research in artificial intelligence.

● (1555)

We are vulnerable and our allies are vulnerable to other interna‐
tional actors that are at the forefront of research in artificial intelli‐
gence. We should not have anything in our legislation to break that.
However, we should protect the public when artificial intelligence
products are rolled out to the public domain, and ensure that we are
protected. I think that's a distinction that is missing in the discus‐
sion, and it's very important that we advance that.

Those are my submissions.

Thank you.
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The Chair: Thank you, Mr. Lamb.
[Translation]

We now go to Ms. Piovesan.
[English]

Ms. Carole Piovesan (Co-founder and Partner, INQ Law, As
an Individual): Thank you, Mr. Chair and members of the commit‐
tee, for the opportunity to speak to Bill C-27.

I am the managing partner of INQ Law, where my practice fo‐
cuses on data- and AI-related laws. I’m here in my personal capaci‐
ty and the views presented are my own.

Every day, we are hearing new stories about the promise and per‐
ils of artificial intelligence. AI systems are complex computer pro‐
grams that process large amounts of data, including large amounts
of personal information, for training and output purposes. Those
outputs can be very valuable.

There is a possibility that AI can help cure diseases, improve
agriculture yields or even help us become more productive, so we
can each play to our best talents. That promise is very real, but as
you've already heard on this panel, that promise does not come
without risk. Complex as these systems are, they are not perfect and
they are not neutral. They are being developed at such a speed that
those on the front lines of development are some of the loudest
voices calling for some regulation.

I appreciate that this committee has heard quite a bit of testimony
over the last several weeks. While the testimonies you've heard
have certainly run the gamut of opinions, there seem to be at least
two points of consistency.

The first is that Canada’s federal private sector privacy law
should be updated to reflect the increasing demand for personal in‐
formation and changes to how that information is collected and pro‐
cessed for commercial purposes. In short, it’s time to modernize
PIPEDA.

Second, our laws governing data and AI should strive for inter‐
operability or harmonization across key jurisdictions. Harmoniza‐
tion helps Canadians understand and know how to assert their
rights, and it helps Canadian organizations compete more effective‐
ly within the global economy.

The committee has also heard opposing views about Bill C-27.
The remainder of my submissions will focus on five main points to
do with parts 1 and 3 of the bill.

Part 1, which proposes the consumer privacy protection act, or
CPPA, proposes some important changes to the governance of per‐
sonal information in Canada. My submissions focus on the legiti‐
mate interest consent exception and the definition of anonymized
data, much of which you've already heard on this panel.

First, the new exceptions to consent in the bill are welcome. Not
only do they provide flexibility for organizations to use personal
data to advance legitimate and beneficial activities, but they also
align Canada’s law more closely with those of some of our key al‐
lies, including internally within Canada, such as Quebec’s Law 25,
more specifically. Critically, they do so in a manner that is reason‐

ably measured. I agree with earlier testimony that you've heard in
this committee, that the application of the legitimate interest excep‐
tion in the CPPA should align more closely with other notable pri‐
vacy laws, namely Europe's GDPR.

Second, anonymized data can be essential for research, develop‐
ment and innovation purposes. I support the recommendations put
to this committee by the Canadian Anonymization Network with
respect to the drafting of the definition of “anonymize”. I also agree
with Mr. Lamb's submissions as to the insertion of existing notions
of reasonable foreseeability or a serious risk of reidentification.

As for part 3 of the bill, the proposed artificial intelligence and
data act, first, I support the flexible approach adopted in part 3. I
caution and recognize that the current draft contains some major
holes, and that there is a need to plug those holes as soon as possi‐
ble. As well, any future regulation would need to be subject to con‐
siderate consultation, as contemplated in the companion document
to AIDA.

Our understanding of how to effectively promote the promise of
AI and prevent harm associated with its use is evolving with the
technology itself. Meaningful regulation will need to benefit from
consultation with broad stakeholders, including, importantly, the AI
community.

● (1600)

Second, Minister Champagne, in the letter he submitted to this
committee, proposes to amend AIDA to define “high impact” by
reference to classes of systems. The definition of high impact is the
most striking omission in the current draft bill.

The use of a classification approach aligns with the EU's draft ar‐
tificial intelligence act and supports a risk-based approach to AI
governance, which I support. When the definition is ultimately in‐
corporated into the draft, it should parallel the language in the com‐
panion document and provide criteria on what “high impact”
means, with reference to the classifications as illustrated.

Finally, I support the proposed amendments to align AIDA more
closely with OECD guidance on responsible AI. Namely, this is the
definition in proposed section 2 of AIDA, which has also been
adopted by the National Institute of Standards and Technology in
the United States in its AI risk management framework.

To the extent that Canada can harmonize with other key jurisdic‐
tions where it makes sense for us to do so, we should.
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I look forward to the committee's questions, as well as to the
comments from my fellow witnesses.
● (1605)

[Translation]
The Chair: Thank you.

[English]

Finally, Mr. Young, the floor is yours.
Mr. David Young (Principal, Privacy and Regulatory Law

Counsel, David Young Law, As an Individual): Thank you for
the invitation to appear before this committee for its important re‐
view of Bill C-27.

This bill includes significant proposed amendments to Canada's
privacy laws at the same time as it introduces a proposed oversight
regime for artificial intelligence. The AIDA component warrants
focused study by the committee. Certainly, as you've heard from
my co-witnesses, there's a lot to consider there. However, I will re‐
strict my comments to the privacy components.

I am a privacy and regulatory lawyer. My practice over the past
25 years has included advising private sector organizations—both
for-profit and non-profit—as well as government and Crown agen‐
cies. I address all relevant areas, including individual privacy, em‐
ployee privacy and health privacy.

In these introductory comments, I will focus on one impactful
area of the bill, which you have heard some comments about al‐
ready: de-identified and anonymized information. I'm hoping to
provide some clarification as well as my thoughts on how the pro‐
posed provisions can be improved.

The proposed treatment of such information in Bill C-27 is criti‐
cally important. Firstly, it clarifies a category of information that,
while not being fully identifiable and therefore available for specif‐
ic uses without consent, is still deemed appropriate for protection
under the law. Secondly, it provides for a category of anonymized
information that can be used more broadly for research purposes,
innovation and policy development.

The first category, de-identified information, is governed by all
of the law's privacy protections, subject to certain specific excep‐
tions. Conversely, the second category, anonymized information, is
stated to not be subject to the law. However, as I will mention, this
stipulation—that it's not subject to the law—is not the end of the
story. The law will and should continue to provide oversight over
anonymized information. This is a point that is sometimes missed. I
certainly heard it raised as a concern in previous comments. I think
it's very important to understand that, however we define the
term—and we've heard a number of comments here—it will contin‐
ue to be subject to the law.

I have a number of recommendations for improvement.

First, with respect to de-identified information, the definition
should be amended to stipulate appropriate processes to ensure no
person can be directly identified from the information. Additional‐
ly, proposed section 74 of the CPPA, which addresses technical and
administrative protections, should be amended to include, as an ad‐
ditional criterion, the risk of re-identification.

Secondly, the definition of anonymized information should be
amended to make more explicit the processes required for
anonymization. With its law 25, Quebec got it right in this area. I
recommend aligning with Quebec's approach, which stipulates that
the generally accepted best practices for anonymization should be
those set out in appropriate regulations. Such regulations should in‐
clude transparency, risks of re-identification, accountability and
guardrails for downstream uses. The Quebec law also recognizes
that it is not possible, from a practical perspective, to say that
anonymized information cannot be re-identified. The CPPA provi‐
sion should reflect the same approach. Additionally, there should be
a requirement for the organization performing any anonymization
process to conduct a re-identification risk analysis. This is a pro‐
posed requirement in Quebec's regulations governing anonymized
information.

Thirdly, the applicability of the law's protections for de-identified
information is a bit of a complicated area. I can certainly go into it
in more detail during questions, if you like. Currently, the CPPA
provides that de-identified information is personal information, ex‐
cept for certain provisions, where it will not be considered personal
information.

● (1610)

This is the wrong approach. Instead, as recommended by the
OPC, a simple statement should be made that all de-identified per‐
sonal information remains personal information. Also, the list of
exceptions in the bill is confusing. To make it simpler and clearer,
many of the exceptions should be omitted entirely—they are not
needed. I can explain that in more detail if you wish.

My final comment is to address, as I mentioned a couple of min‐
utes ago, a concerned voice by some stakeholders that the statute's
anonymization regime should be made expressly subject to over‐
sight by the Privacy Commissioner. I know you've heard that from
at least one witness and maybe others here. In my view, such a pro‐
vision is not required. The commissioner will have oversight over
an organization's compliance with the anonymization rules, whatev‐
er they are. Also, and very importantly, if anonymized information
does become identifiable—and that's this whole risk of reidentifica‐
tion—all of the statute's protective provisions again will apply with
full vigour, and the commissioner will have oversight. Actually,
there are two routes whereby the commissioner will or may contin‐
ue to have oversight.
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In sum, my recommendations are as follows.

First, the definition of “de-identified” information should be
made more rigorous, including addressing the risk of reidentifica‐
tion. Secondly, the definition of anonymized information should be
amended to make more explicit the processes required to achieve
anonymization, and these should be set out in regulations, including
a requirement for risk assessment. Finally, the regime for applica‐
bility of the CPPA's protections for de-identified information
should be made clearer, in particular, stating that all such informa‐
tion remains personal information.

I will be happy to elaborate and answer any questions you have
regarding these comments or any other provisions of the bill.

The Chair: Thank you very much, Mr. Young.

To start the discussion, I will turn it over to Mr. Perkins for about
six minutes.

Mr. Rick Perkins (South Shore—St. Margarets, CPC): Thank
you very much, Mr. Chair.

Thank you, witnesses—those were great presentations. This has
been a fascinating bill and discussion so far, so thank you very
much. There were lots of good, new approaches, too, and reinforce‐
ment of others we've heard....

My first question will be for Mr. Lamb. You won't be surprised
to learn, if you've been following, that my belief is that this bill ac‐
tually puts the interests of large corporations ahead of individuals'
right to privacy.

Starting in proposed section 5, even if it's changed to “fundamen‐
tal right”, it still has the word “and”, which puts it on par with an
organization's right to use the data.

In my view, “fundamental right” is further watered down by pro‐
posed subsection 15(7), which allows implied consent, which I
think is a thing that should have gone out with the dodo bird. I don't
think there should ever be implied consent.

Then there's proposed subsection 18(3), which you referenced,
which says it has restrictions. When I read it, though, it says I can
use somebody's data “without their knowledge” even if it harms
them. I have to understand that I'm a marketer—I've been elected
for only two years. I liked to push the envelope for the large corpo‐
rations I did marketing for on data. I know a bit about how I use
data in the retail space.

I'd like to ask you if you really believe that putting a fundamental
right and purpose on par with everything else doesn't still skew the
bill totally towards large corporate exceptions in this bill to allow
businesses basically to do the things that marketers want to do,
which is use everything as an exception to use individual data to
sell more product.
● (1615)

Mr. Scott Lamb: I understand your concern, and my sympathies
are with the interpretation of this legislation as consumer protection
legislation. I think the status of the current law to date is that that's
what it is, so courts and potentially a tribunal will look at the facts
of any case from that perspective. I think that should give you some
reassurance. If there's some need to be more expressive about that

and to bolster that, I would be in sympathy with that and your con‐
cerns.

With proposed subsection 18(3), my suggestion was to start
looking at some of the case law that's coming out of the GDPR, that
jurisdiction, and Singapore. You get an idea of how that's to work.

One of the potential things you can investigate is that, if you're
going to get rid of implied consent, you're going to have to have a
very robust “legitimate interest” exception and—

Mr. Rick Perkins: Okay, I have only a little time. Could you ta‐
ble or share with the committee later some of that case law that you
think would be helpful to us? That would be great.

Mr. Scott Lamb: Sure, I'd be happy to do that.

Mr. Rick Perkins: You're the first one I'm aware of, actually,
who's raised section 21 of the proposed act, so thank you for doing
that.

When I read it, it's yet another clause that says that an organiza‐
tion can use somebody's information without their knowledge or
consent for internal research.

From a positive perspective, I use data for internal research all
the time, and it says it has to be de-identified first. I often was look‐
ing at individual customer data through loyalty programs, or if I ac‐
tually had a coalition program like Air Miles, I had a lot of collect‐
ed data on individuals to do them.

Would this inhibit a company from doing what they've done in
the past—a retailer, for example— in analyzing coalition loyalty re‐
wards programs or their own in-house loyalty programs?

Mr. Scott Lamb: Potentially it could be interpreted that way,
and that's why I think there's an added reason to delete it.

Mr. Rick Perkins: Thank you.

I think Ms. Piovesan and Mr. Joli-Coeur both raised the issue of
high-impact systems. It's something I've been struggling with too,
and I know we'll probably get to more of it when we get to a deeper
part of the AIDA study.

I'm struggling with what a high-impact system is. Why is only
the high-impact system being covered by legislation and not other
levels, and what are those other levels, Ms. Piovesan?
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Ms. Carole Piovesan: On high-impact systems, if you look at AI
law in different parts of the world, you see the governance applies
to systems that are likely to cause a significant risk of harm.

There are lots of AI systems that we are using every day, like our
GPS, that do not have a significant risk of harm to an individual,
thus they should not be subject to the kind of governance oversight
that we're talking about in AIDA.

The importance of “high-impact” is that it is a trigger to deter‐
mine when governance is required, as stipulated in the law.

Mr. Rick Perkins: What would be high risk?
Ms. Carole Piovesan: High risk is defined in the E.U. as a criti‐

cality of risk or, in the letter from Minister Champagne, when
you're touching on elements of harm or bias—unjustified, unlawful
bias—that can harm at scale an individual or property. In the case
of the amendment, you have a number of different classes of sys‐
tems or classes of use cases.

I want to be clear. We're not talking about a high-impact system;
we are talking about a system used in a high-impact context.

Mr. Rick Perkins: That's a nice distinction.

Mr. Joli-Coeur.
Mr. François Joli-Coeur: I agree with Carole's comments, es‐

sentially.
Mr. Rick Perkins: Okay.

Mr. Young, I have a quick question. I believe you mentioned that
there were parts of proposed section 15 on consent that actually
could or should be removed. Is that correct?
● (1620)

Mr. David Young: No. It is very confusing. There's a provision,
I remember, in a proposed section of the bill, that says basically
that de-identified information is not personal information except for
these sections, and it's a laundry list of about 20. That's what I'm
talking about.

Mr. Rick Perkins: In the context of de-identified....
Mr. David Young: That's right. Half of them in their language

use the term “de-identified information”. You don't have to turn
around and say it isn't “not personal information”. It just reads that
way. That's really what I'm talking about.

Mr. Rick Perkins: Okay, I have another question, if I can.
The Chair: I'll be generous, Mr. Perkins. You have one last

question.
Mr. Rick Perkins: Mr. Young, you also said all de-identi‐

fied...needs to remain personal. Can you explain why that's impor‐
tant and it's not done in the act?

Mr. David Young: It's essentially the same point. I was just
leading on from that point I just made. It goes back to Bill C-11,
which really tried to suck and blow at the same time. It defined a
term of “de-identified information”, which if you read it, inherently
said it's outside the statute, because it's not personal information—it
cannot reasonably identify an individual. However, the statute went
on to actually have several provisions, really some of which are still
here, that said these apply; these are rules for de-identified informa‐
tion. That was crazy.

I'm sorry, but I lost track. Ask your question again.

Mr. Rick Perkins: De-identified information needs to remain
classified as personal information.

Mr. David Young: It's personal information. That's the point.
The point is that there are really three levels: personal information,
de-identified information and anonymized information. There are
different levels of identifiability, let's call it.

Personal information is fully identifiable. De-identified informa‐
tion, consistent with both the GDPR and the law in Quebec, does
not include a direct identifier, but it may be re-identified. It has a
risk of impacting individuals. The statute says that it is still person‐
al information.

However, it has certain specific exceptions that are totally taken
out of the view of the statute. The way it reads now is that it contin‐
ues to be personal information. You don't need to say that. You can
just say that it is de-identified information.

That means that, one, it is personal information and two, it's gov‐
erned by the statute. That is de-identified information.

The anonymized level is theoretically outside the application of
the statute altogether, but as I mentioned, that isn't the whole story;
there are still rules that apply to it.

Mr. Rick Perkins: Thank you very much.

[Translation]

The Chair: Thank you very much.

Over to you, Mr. Turnbull.

[English]

Mr. Ryan Turnbull (Whitby, Lib.): This is really great testimo‐
ny today. Thank you very much. I'm finding this very interesting
and I really appreciated your opening remarks. Thank you all for
being here.

Mr. Lamb, I want to go back to something Mr. Perkins was ask‐
ing you about. I know he was trying to budget his time and you
didn't quite finish what you were saying, but I just want to go back
to it for a second with regard to your point of view on implied con‐
sent.
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I think you were starting to say that if you didn't have implied
consent, you'd need to have stronger legitimate interest clauses in
there, perhaps. I don't want to put words in your mouth.

Maybe you could just go back and finish your thought on that
and just spell that out for us.

Mr. Scott Lamb: I think you would have to get to the GDPR
standard of a stand-alone right. If you don't have implied consent,
you're going to go for a stand-alone right for that legitimate inter‐
est.

Mr. Ryan Turnbull: Could I just follow up on that and ask if
you do agree that implied consent needs to be in the current bill?

Mr. Scott Lamb: I'm fine with the structure as it is, with legiti‐
mate interest as an exception. I think that's a balancing. If you get
rid of implied consent, I think you're heading down the path, then,
of a stand-alone right.
● (1625)

Mr. Ryan Turnbull: Ms. Piovesan, I appreciated your comments
as well, with respect to the new exceptions to consent. It sounded as
though you were very supportive of that approach. You mentioned
legitimate and beneficial purposes as being reasonable. I think you
said “reasonably measured”. Can you explain what you meant by
that a bit more?

Ms. Carole Piovesan: Well, there are safeguards that are put in
place for the use of that exception. There is a test that needs to be
met, depending on the exception that you're going to apply. There
are safeguards, such as a legitimate interest analysis, that are de‐
tailed in the draft bill. All of that is in addition to requirements for a
privacy impact assessment or something that looks like it.

There is an analysis that has to go into effect. In addition, at first
instance, you have to meet the threshold test of reasonableness. Is
the use or collection within the reasonable expectation of the indi‐
vidual?

Ultimately, you may have to submit that brief to the Privacy
Commissioner if there is a question.

This is all to say that there are reasonable safeguards put in place
to prohibit the flagrant misuse of that consent exception.

Mr. Ryan Turnbull: Mr. Young, I saw you nodding your head.
Do you agree with that as well?

Mr. David Young: I agree with it, yes, absolutely.
Mr. Ryan Turnbull: That's good.

Carole, you made comments as well about the AIDA portion of
the bill. I know our focus has been on the privacy and the PIPEDA
modernization portion, but I want to ask you about that, since we
have you here today.

I think what you were saying in your opening remarks was that
the high rewards or high benefits of these AI systems also come
with risks, and I take the point very well that risk and reward often
go together.

Can you speak to the risk-based approach and describe that a lit‐
tle more? You mentioned in your opening remarks how important
that is to AI governance.

Can you explain that a bit more, so that we have it on the record?

Ms. Carole Piovesan: It's consistent with the point I was making
earlier. If you look at jurisdictions such as the United States and the
EU, the EU has a robust artificial intelligence act that is to be
passed, we're told, any day now.

Look at the Canadian context. The application of a governance
framework is triggered when there is a high-risk scenario, meaning
that not every single AI system will be subject to the same kind of
oversight and rigour as a system that would fall within that high-
risk category. That allows for a little more flexibility in the way we
manage high-risk use cases. It does put more emphasis on a
thoughtful approach to the types of intended purposes these sys‐
tems are put to.

Mr. Ryan Turnbull: That makes a lot of sense to me. Otherwise,
you might over-regulate and not get the benefit from some of these
systems. I think that's a real risk in terms of this legislation,
wouldn't you say?

Ms. Carole Piovesan: I would agree with that.

Mr. Ryan Turnbull: Going back to what you were saying about
the EU's legislation and work, which seems to be the gold standard
that people keep referring to, how would our approach in AIDA
align with the AI laws in the EU?

Ms. Carole Piovesan: At its core, it is similar in that it takes a
risk-based approach to governing artificial intelligence. Our draft
law is much more bare bones than what you see in the EU context.
The EU AIA, the artificial intelligence act, is far more prescriptive
than what we have in AIDA. There are some distinct differences
between our approach and our draft law and theirs.

At the core, we're looking at a risk-based approach that seeks to
govern the data inputs, the models themselves and the outputs of
those models throughout the life cycle of the AI system. At its core,
that is consistent not only with the EU but with approaches we see
in the U.S. as well.

Mr. Ryan Turnbull: I'm concerned that AIDA is going to be out
of date by the time it's developed, just because of how fast the gen‐
erative AI space is evolving. You mentioned this in your opening
remarks as well, the amount of data being processed, how complex
these systems are and how fast they're evolving.

Does that necessitate a really flexible approach? I think, from my
perspective, that our approach started with a container, and then we
heard from the minister that there were amendments coming. Is that
the right approach to take, from your point of view, given how fast
the space is evolving?
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Ms. Carole Piovesan: If you look at the draft of AIDA, much of
it is an accountability framework. It is a series of assessments with
accountability that overlays when that high-impact trigger is
reached.

I agree that a flexible approach is useful in a context in which
you have so much changing so quickly, so I support that flexible
approach, recognizing, as I said in my opening remarks, that there
are some distinct holes in this particular draft.
● (1630)

Mr. Ryan Turnbull: Thank you, Chair. I think I'm good.
[Translation]

The Chair: Thank you, Mr. Turnbull.

We now go to Mr. Lemire.
Mr. Sébastien Lemire (Abitibi—Témiscamingue, BQ): Thank

you, Mr. Chair.

My question is for Mr. Lamb, but the other witnesses can com‐
ment if they wish.

A few weeks ago in Trois‑Rivières, the Bloc Québécois hosted a
conference on AI. A number of people expressed concern that the
copyright of creators would not be adequately protected under AI‐
DA. That is vitally important in Quebec, where cultural and linguis‐
tic preservation are more timely than ever in the face of assimila‐
tion and the decline of the French language.

Mr. Lamb, how could AIDA be specifically amended to better
protect the copyright of creators, given the particular importance of
preserving Quebec's culture and language?
[English]

Mr. Scott Lamb: I think that one thing that has been discussed
at length and is an important discussion is bias. The legislation and
the discussion have moved around issues of bias to ensure cultural
protection. Bias in any way in that regard in the legislation should
strive not to prejudice any group, sector or community in our soci‐
ety. Of course, French language rights are very important and
should be understood and protected.
[Translation]

Mr. Sébastien Lemire: If creators do not have adequate copy‐
right protection, how might cultural and linguistic creativity suffer,
especially in Quebec? What measures could be taken to mitigate
the potential impact?
[English]

Mr. Scott Lamb: Are you speaking with respect to the privacy
legislation or the artificial intelligence legislation?
[Translation]

Mr. Sébastien Lemire: I'm interested in your comments on both.
I'm especially interested in the AI angle, but also with respect to da‐
ta protection.
[English]

Mr. Scott Lamb: I didn't get the translation for that, unfortunate‐
ly.

Ms. Carole Piovesan: It's particularly in the context of the artifi‐
cial intelligence act, but it can be in whatever context you want.

Mr. Scott Lamb: Again, I think that the issues are issues of bias.
I think that's where your concern should be in ensuring that French
language rights are protected and that artificial intelligence isn't in
any way biasing French as a common language of discourse in our
country.

[Translation]

Mr. Sébastien Lemire: How could AIDA draw on international
best practices to better protect copyright, while encouraging AI in‐
novation?

[English]

Mr. Scott Lamb: Innovation, as you saw from my remarks, and
research and development are fundamental. We have to be very
careful as we move forward with this legislation.

My remarks were to carefully distinguish between research and
development and artificial intelligence that's rolled out in a public
domain or for consumer purposes. While I agree with my colleague
that the benefits are enormous for the public, we also have to be
very careful that, in restricting, managing and regulating how that is
rolled out to the public, we do not foreclose leading-edge research
into artificial intelligence.

Again, I would emphasize that this is not a pleasant world we
live in at times. The stakes for who has the commanding heights of
artificial intelligence are extraordinarily high. We should do noth‐
ing to restrict that, and we should make sure that our country and
our allies are at the front end of that research and development.

We want to protect our public from the pernicious effects of arti‐
ficial intelligence.

You raised some issues of language rights and bias. That's a very
important discussion to make sure that we protect our public, main‐
tain our democratic values and ensure that the fundamental issue of
privacy is preserved in our country.

[Translation]

Mr. Sébastien Lemire: Thank you.

Do you have anything to add, Ms. Piovesan?

● (1635)

[English]

Ms. Carole Piovesan: I have two points to make in response to
what you said.
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The first is that generative artificial intelligence, generative AI, is
the nature of artificial intelligence that we see today through Chat‐
GPT and other types of tools. That is typically considered a general
purpose AI, for which, in the letter of the minister, an amendment
is proposed to be defined as high-impact systems, which means that
it would fall within the governance structure of AIDA. Arguably, it
would serve to protect the rights of authors and content creators,
because there would be the necessity to govern the use of those sys‐
tems.

My colleague, Mr. Joli-Coeur, disputed that it should, in fact, be
governed separately. I have sympathy for his positions. We are see‐
ing measures that could be put in place to mitigate some of the risks
coming up more and more—content provenance and being able to
trace watermark content in its original form so we can understand if
that content has ever been manipulated or changed in any way that
could be problematic to an author or to a content creator when they
put their systems online.

In addition, through an entirely separate process, we are undergo‐
ing a Copyright Act review, so these types of conversations are
very much alive in Canada and in other jurisdictions as well.
[Translation]

Mr. Sébastien Lemire: I have just a few seconds left, Mr. Jarvie,
so you can have them.
[English]

Mr. Alexander Jarvie: I just want to add that this is one of the
reasons I think AIDA should address the concerns of groups, the
harms that could be effected against groups or communities. This is
a great example.
[Translation]

Mr. Sébastien Lemire: Absolutely.

I see Mr. Young nodding. Did you have something to add?
Mr. David Young: No, not really.

[English]

I'd just like to make one sort of general comment. My expertise
hasn't focused on AIDA. I've read it. I'm familiar with the European
legislation. People have mentioned that it has holes and that it's like
part of the EU legislation—part of it. It has the framework, but
what it doesn't have.... I apologize; I'm not up to date on the minis‐
ter's letter on this. What the European legislation does is define lev‐
els of risk, right down to no risk, right? They have something like
four levels. Why don't we have that? It makes sense.

It's like we're operating with one hand behind our back to build
this. If I were going to say...and I'm not coming with any opinions
on what to do. I think it's a huge quandary for this committee and
Parliament as to what to do with AIDA. There's no question about
that. It just strikes me: Why aren't we there? I mean, if you read the
EU act, which isn't in force.... It's still in the process. There's quite a
bit of process to get it into law, but it's there. It's the act. You read it
and you see these levels, and they have responses and levels of
oversight and care. We should be doing that.
[Translation]

Mr. Sébastien Lemire: Thank you very much.

I have to say that, as a legislator, I really appreciate today's dis‐
cussion.

The Chair: Thank you.

Go ahead, Mr. Masse.

[English]

Mr. Brian Masse (Windsor West, NDP): Thank you, Mr. Chair.

To continue, I think it was Mr. Young who mentioned Bill C-27
and Quebec's Law 25. Can you give us a little more background as
to why it's important to have consistency there?

Also, potentially, could we inadvertently cause some damage to
Quebec with regard to this bill if we don't handle this properly? I'm
worried. We're looking at neutrality for Quebec at the very least, I
think, as an objective, but I'm also worried about inadvertently
damaging their system right now.

Perhaps you could start us off on that conversation.

Mr. David Young: Sure. The level of damage that I would ad‐
dress is confusion if we don't align them—confusion for Quebeck‐
ers, primarily, if we end up with some different standards. This ac‐
tually applies elsewhere than the categories of de-identified infor‐
mation. Anonymized information is the main focus. It just makes
sense to align across the country.

There are two points. I mean, really, I guess I can describe it by
“two points”.

Data is collected by primarily national cross-Canada organiza‐
tions intermingling the data. Are we going to come up with some
rules that just somehow hive off Quebec data for these cross-na‐
tionals? That's not going to happen. It's going to be intermingled.
Yes, there are possible systems that could do it and put in rules, but
it doesn't make sense. I'll rephrase that. Organizations will not want
to have to come up with a separate category of information for
Quebec, different from the rest of the country. It's not exceptional
to basically have the same rules apply. I'm talking about
anonymized information.

The other thing is that I have spent a lot of my career advising
marketers. I know that they don't like to say, “Well, actually, our
higher standard rules apply just to Quebec residents.” How will that
happen? It's not going to happen. You're going to have those com‐
panies saying, “No, we're going to the highest standard.”

Thirdly, I will say that I think Law 25 is going to inform privacy
standards across the country de facto, and it is informing this com‐
mittee and what we're doing here. That, hopefully—

● (1640)

Mr. Brian Masse: At the end of the day, you're saying that if we
don't have that alignment, there are two major injurious sections.
One will be on the privacy of individuals and what they have to go
through, and then the other will be on economic consequences from
companies not wanting to do business, set up shop or provide prod‐
ucts and services in Quebec. Is that basically what—
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Mr. David Young: I don't buy into that, actually. I heard it at a
conference today—that if we don't get these rules right, nobody is
going to come to Canada. That isn't going to happen. Marketers
know that.

Mr. Brian Masse: Yes, I know that. I was just trying to clarify.
Mr. David Young: No. I would phrase it this way, Mr. Masse. It

will impact companies, because it will be more costly, more com‐
plicated or whatever to come up with the compliance mechanisms.
That's the biggest impact on organizations' collecting data if we
don't align the standards.

Mr. Brian Masse: I'll let you finish on this, because I would like
other witnesses to talk about this, as well, if they'd like to get in on
it.

I want your opinion on an AI commissioner being independent,
almost like an officer of Parliament.

Do you have an opinion on that? I would like to invite comments
from the other witnesses. This would be having an AI commission‐
er as an independent regulator, similar to the Auditor General, out‐
side of the political influence of the minister to make rulings.

What are your thoughts on that, and do you have an opinion on
that? I'll also turn it over to other guests who are at the table there.

Mr. David Young: Are you asking me? Okay.

Yes, the commissioner should be independent, absolutely, and
appointed by Parliament.

Mr. Brian Masse: Is there anybody else who would like to
weigh in on this?

Mr. Alexander Jarvie: Sure, I will. This was part of my opening
statement.

It's actually imperative that we have some independence from the
ministry for the artificial intelligence and data commissioner. A
parliamentary officer sounds like a good way to effect this, as long
as it's at arm's length in some way, so that there is someone outside
the ministry who is going to be looking after all these regulations
and actually calling them on it.

Mr. Brian Masse: Would you prefer that to be drafted as a com‐
ponent of the law, or should it be separate from that? That would be
even more challenging at the moment. Do you think it can be done
within the current construct of the law?

I'll get legal advice on that, as well. I'm pretty sure it can be,
from what I understand, but I want to make sure. The Privacy Com‐
missioner and the Competition Bureau are a bit different, but this
might be baked more into the data itself.

Mr. Alexander Jarvie: I don't want to overstate what I know
would work or wouldn't work as a mechanic in terms of embedding
it in the law. I think it would, but take that with a grain of salt, be‐
cause I'd have to do my own legal analysis on that.

Mr. Brian Masse: That's fair enough.

I'd also like to ask whether anybody has any strong opinions on
the ethics tribunal. I'd like to hear about that if somebody has an
opinion on the ethics tribunal.

The Chair: Mr. Masse, I think you have ethics on your mind,
because it's the privacy tribunal.

Mr. Brian Masse: I do. Thank you. After my last experience at
the ethics committee, it's taking a long time to scrub that. I don't
know if anybody watched it. Yes, it's the privacy tribunal.

Thank you, Mr. Chair, for your assistance. I don't know how
much time I have left—it's probably just a minute or so—but if
anybody wants to jump in on that, that would be great. If not, we
can move on.

● (1645)

Mr. Scott Lamb: I would just reiterate my initial comments that
I support a separate tribunal. Despite the misgivings of the Privacy
Commissioner, I think that would be a useful forum and protection
for the development of the law in this area.

Mr. Brian Masse: Fair enough.

Thank you, Mr. Chair.

[Translation]

The Chair: Thank you, Mr. Masse.

[English]

Mr. Vis, the floor is yours, sir.

Mr. Brad Vis (Mission—Matsqui—Fraser Canyon, CPC):
Thank you, Mr. Chair, and thank you to all of the witnesses for
some excellent testimony and comments today.

Mr. Lamb, I have a quick point of clarification. I believe you said
in your opening statement that under proposed subsection 18(1) of
the bill, an organization would not be able to transfer that data to
another organization.

Is that correct?

Mr. Scott Lamb: That is correct.

Mr. Brad Vis: In previous meetings, we have heard that there
are some loopholes in this legislation regarding data portability,
specifically as it relates to the transfer of data abroad.

I have a hard time understanding that interpretation of the legis‐
lation in the context of proposed section 20, which is “De-identifi‐
cation of personal information”, and proposed section 19, which is
“Transfer to service provider”, where an organization may transfer
an individual's personal information to a service provider without
that individual's knowledge or consent.

Am I misunderstanding the legislation here? What is your under‐
standing of what I just stated?

Mr. Scott Lamb: I think your concern is correct, and I do worry
about the wording, particularly in proposed subsection 18(3).

The member of Parliament, Mr. Perkins, raised that issue. I think
you should delete the word “internal” from that proposed subsec‐
tion 21. I am concerned about the ability to pool.

Mr. Brad Vis: Thank you.
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You touched upon the GDPR in some of your comments as well.
This question relates to a debate that's starting to form—we haven't
really touched on it too much—between privacy by design and....
Unlike the European Union's GDPR, the CPPA does not contain an
explicit reference to the concept of privacy by design.

In the Office of the Privacy Commissioner of Canada's submis‐
sion on Bill C-27, the commissioner recommends that the CPPA re‐
quire organizations to implement privacy by design measures for a
product, service or initiative from the earliest stages of develop‐
ment.

During their appearance before the committee, however, govern‐
ment representatives indicated that several elements of the CPPA,
such as the fact that it requires organizations to develop a privacy
management program, mean that the concept of privacy by design
is already embedded in the legislation.

Do we need something similar to the GDPR, where it's explicitly
stated, or is the current approach of privacy management as con‐
tained in proposed section 9 going to work okay?

Mr. Scott Lamb: I think the privacy management program ef‐
fectively does deal with privacy by design. It forces organizations
to develop their policies. It forces organizations to consider privacy
impacts. I think overall that achieves what you want.

If we didn't have privacy management programs, then I think you
would have to have something like privacy by design to ensure that
we're developing a culture in all organizations that recognizes the
impacts of privacy on individuals.

Mr. Brad Vis: Thank you.

Ms. Piovesan, I understand you played an active role in some of
the consultations undertaken for this legislation prior to its being
tabled.

In previous meetings, I have focused very extensively on the
rights of children in this legislation. Why was the fundamental right
to privacy specifically for children not included in the legislation
originally?

My second question would be about the fact that, under the legis‐
lation as it stands right now, information related to children is
deemed to be sensitive information, yet the legislation lacks a defi‐
nition of what sensitive information is.

Can sensitive information as it relates to children be de-identified
and de-anonymized under this bill, or if the information is sensitive,
can it never be touched?
● (1650)

Ms. Carole Piovesan: To the first point, I don't know. I don't
know why it wasn't included in the original draft, so I don't have an
answer to that. It wasn't part of the consultations that I was part of.

To the second point, sensitive information has always been, and
remains, a contextual analysis of factors that look at things like
health information, financial information and the degree to which
there are elements of the information that should be protected.

Mr. Brad Vis: What about biometric data?

Ms. Carole Piovesan: Biometric data would constitute sensitive
information as well. By and large, thinking about the contextual
analysis, I would typically include that there.

If you look at Law 25 in Quebec, you will see a definition of sen‐
sitive information that I think can be very informative, so to my fel‐
low witness's point, I think that is important.

Mr. Brad Vis: Would it be your position that we should adopt a
definition of sensitive information that is similar to the Quebec law
and include it in Bill C-27?

Ms. Carole Piovesan: I would support that.

Mr. Brad Vis: Thank you.

The Vice-Chair (Mr. Rick Perkins): Thank you, Mr. Vis.

MP Van Bynen is up next.

Mr. Tony Van Bynen (Newmarket—Aurora, Lib.): Thank
you, Mr. Chair.

My first question is for Ms. Piovesan.

We have talked about de-identified information, but there is pro‐
vision under proposed section 39 of the consumer privacy protec‐
tion act that an organization has the right to disclose an individual's
de-identified personal information without their knowledge or con‐
sent to entities listed in paragraph 39(1)(b) if the disclosure is made
for a socially beneficial purpose.

Do you think that the definition of socially beneficial purpose is
precise enough to ensure that Canadians' privacy is protected?

Ms. Carole Piovesan: I want to start by saying I think there is
real value to being able to use data for good, so the inclusion of this
provision is important and I support it.

The definition as provided relates to “health, the provision or im‐
provement of public amenities or infrastructure, the protection of
the environment or any other prescribed purpose”. To the extent
that it is not sufficient, there are opportunities to include a more de‐
fined and precise definition in the long run.

However, as an initial inclusion, I am comfortable with what we
have here.

Mr. Tony Van Bynen: Okay.
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Mr. Joli-Coeur, what are your thoughts on that?
Mr. François Joli-Coeur: I agree that there should be a possibil‐

ity to use de-identified data for socially beneficial purposes. I think
some of my colleagues on this panel have suggested extending this
permission to also disclose personal information for socially benefi‐
cial purposes to more than just, essentially, public sector organiza‐
tions, and even to other private organizations.

Mr. Tony Van Bynen: Thank you.

Mr. Joli-Coeur, the government provided a written response that
indicated that it expects the Quebec laws to take precedence over
the federal ones, as they would be considered substantially similar.
Do you believe this bill will generally align with Quebec law?

Mr. François Joli-Coeur: Generally, yes. There are some dis‐
crepancies, which were outlined today.

I think, from a general perspective, Quebec will meet the sub‐
stantially similar threshold. There could be improvements for inter‐
operability that would help organizations, as we've mentioned. The
notion of anonymization and its definition are one example, but
generally speaking, the bill is broadly aligned.

Mr. Tony Van Bynen: I'll put this question to you first. If you
could propose only two amendments to the act, what would they be
and why do you feel they're important amendments?

Mr. François Joli-Coeur: I could go back to the suggestions I
put forward in my speaking notes.

The definition of anonymization is too strict. It should be more
flexible. There should be a reasonableness standard there that
would align with Quebec's and other global standards.

Perhaps the other one is the one I mentioned about automated de‐
cision-making. Restrict the definition a bit to cover only decisions
that are made and that are replacing a human—only decisions
where there is no human in the loop.
● (1655)

Mr. Tony Van Bynen: Okay.

Mr. Jarvie, what are your thoughts on that?
Mr. Alexander Jarvie: I agree with many of the other witnesses

here today in supporting a change to the definition of anonymiza‐
tion to align more with Quebec's definition and maintain some in‐
teroperability there. Given the way it's drafted now, it's an impossi‐
ble standard.

The other—and I'll make reference to my opening remarks—
would be to change the consent exception framework for public in‐
terest purposes. That includes proposed sections 35 and 39. I think,
in this regard, we could take some inspiration from Law 25, which
inserted a new framework for disclosures by private sector entities
to other private sector or public sector entities. That includes under‐
taking a privacy impact assessment and entering into an agreement
with the other party. In the case of Quebec, it's actually submitting
the agreement to the Commission d’accès à l’information. In the
case of Bill C-27, it's adapting the language from proposed para‐
graph 35(c), which suggests notice to the commissioner at the very
least.

In addition to allowing for information exchanges among private
sector entities, which could be beneficial, I think it could also be
extended to include taking information from the public Internet. As
we know, machine learning technologies, in many cases, can bene‐
fit from having access to this, provided that some appropriate
guardrails are in place, as suggested.

Mr. Tony Van Bynen: Going back to the social purpose question
I posed earlier, are there any other requirements of the organiza‐
tions, other than those found in proposed section 39, that should be
included? You made reference to notifying the commissioner.

Mr. Alexander Jarvie: Yes. If we were to undertake the sugges‐
tion to combine or generalize proposed sections 35 and 39, to make
it a bit more like the framework in Quebec's Law 25, which begins
at section 21 of that law, then it would involve what is styled in that
law as “privacy impact assessments”. That isn't a concept that fig‐
ures, as such, in Bill C-27, but I think it's been discussed to some
extent at this committee already. It's been broadly outlined. It's un‐
derstood. You're examining the disclosure in this case, or the col‐
lection.

I suggest that after seeing what kind of privacy impact it has, you
do a proportionality analysis and many other things besides that. If
an agreement is entered into between the parties to the exchange, it
should have certain contractual assurances around how the informa‐
tion is to be handled throughout its life cycle for this purpose. Fi‐
nally, notice should be given to the commissioner.

As I said, in Quebec's case, you actually submit the agreement to
the commissioner, and then you can activate or operationalize that
agreement only after 30 days, giving the Quebec commissioner
time to respond, presumably. Once the commissioner has notice,
they can of course simply request the agreement. They can request
the privacy impact assessment and undertake any other steps. The
important thing is to provide notice, so that the commissioner is
aware.

Mr. Tony Van Bynen: What are your thoughts on that, Ms. Pi‐
ovesan?

The Chair: It will have to be brief, Madam Piovesan.

Ms. Carole Piovesan: Can you just repeat the question?

Mr. Tony Van Bynen: What are your thoughts on the statements
that were made earlier about having a more robust requirement for
privacy impact assessments?

Ms. Carole Piovesan: I fully agree with my colleague's point
that you can combine proposed sections 35 and 39. It can be an ef‐
fective way to more flexibly use personal information in a responsi‐
ble manner, but you would do so with the governance of the priva‐
cy impact assessment in place, so that there is a thoughtful and
measured approach to identifying the data that you'll be collecting,
the justification for that data, the potential privacy risks associated
with that use, and then a clear plan to mitigate those risks.

I would very much support that proposal.
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● (1700)

Mr. Tony Van Bynen: Would that include notification to the ap‐
propriate authority?

Ms. Carole Piovesan: Do you mean in advance of the collec‐
tion?

Mr. Tony Van Bynen: I mean in advance of the disbursement.
Ms. Carole Piovesan: I'm not necessarily sure about that. I don't

know if it's reasonable that it would be tabled with the commission‐
er in advance, but I do support the application of the privacy impact
assessment as a tool to mitigate risk.

The Chair: Thank you, MP Van Bynen.
[Translation]

It's now over to Mr. Lemire.
Mr. Sébastien Lemire: Thank you, Mr. Chair.

Over the past few months, Ms. Piovesan, in our role as MPs,
we've held a number of meetings with businesses that operate in
Quebec, including small and medium-sized Quebec start-ups.

Since AIDA contains little in the way of details and imposes
criminal liability on companies that use high-impact systems, in a
podcast, you called Bill C‑27 an advanced draft. You raised the is‐
sue of the criminality component.

Can you explain what the bill is missing, and why that under‐
mines how confident and comfortable businesses are operating both
in Quebec and in Canada? How should Bill C‑27 be clarified to
take it from a draft bill, as you put it, to a real one?
[English]

Ms. Carole Piovesan: If I've misunderstood anything, please let
me know.

Number one, I am very empathetic to the concerns of small and
medium-sized businesses when it comes to the level of compliance.
That is part of the reason it is very important that we harmonize
wherever possible, because part of the challenge with compliance is
the degree to which there is nuance.

Let me just give you a very small example. Right now, if you
look at AI law alone that is bubbling up in different jurisdictions,
you have the EU, which has a robust law. Then you have Canada,
and you have different jurisdictions as well. You have China, Sin‐
gapore...a number are considering laws. Then, in the U.S. alone,
there are 200 bills that were tabled from the city level to the federal
level, so to the extent that we can minimize the complexity of com‐
pliance, we are far better off.

When it comes to the kinds of enforcement measures that you
find in AIDA, one of the most striking to me is the criminality com‐
ponent, which I am most concerned about, because it does set us
apart as an outlier. We don't see that in other laws around the world.
I would recommend striking that, to be honest. Get rid of the crimi‐
nality component, and really align AIDA, from an enforcement and
a penalty perspective, as closely as possible with other leading ju‐
risdictions.

I hope I fully answered your question.

[Translation]

Mr. Sébastien Lemire: Yes, absolutely.

I'd like to ask you another question out of curiosity.

In your opening remarks, you said the AI act had holes that need‐
ed to be plugged. Can you tell us how we should plug those holes?

What do you recommend to strengthen part III, the AI act?

[English]

Ms. Carole Piovesan: Most of the holes that need to be plugged
are found in the minister's amendments, in the letter that was tabled
by the minister and read together with the companion documents. If
you were to take it all together and we were to see a bill that ad‐
dresses all of those different points, my suspicion is that it would be
a fairly good, fulsome bill. I haven't seen it, and I don't know, but I
suspect that we would be in a position where we are much more
comfortable with some of those gaping holes.

[Translation]

Mr. Sébastien Lemire: Thank you very much, Ms. Piovesan.

[English]

The Chair: Thank you.

Mr. Masse.

Mr. Brian Masse: Thank you, Mr. Chair.

I'm going to continue with the criminality aspect.

I guess what you're proposing, then, is basically a fining system.
Doesn't that sound a little weak, though, when you're dealing with
personal privacy from individuals that could affect them quite sig‐
nificantly? What I worry about is that it sends the message that you
can buy your way out of anything. Why wouldn't we want to have
some criminality as part of it, especially when corporate responsi‐
bility is already weak in Canada?

Ms. Carole Piovesan: I'm not sure I fully align with that.

Where there is criminal activity, it's typically already covered in
the Criminal Code. The issue with AIDA as it's currently construct‐
ed is that it is intended to be an accountability framework for high-
impact systems. In this current construct, it sets Canada apart with
the criminality component. If you are engaging in criminal activity,
we already have a statute in place that covers that activity and pro‐
vides the necessary oversight and actions that would be taken.

● (1705)

Mr. Brian Masse: The fact that we would do this differently by
ourselves.... Is that the only reason, or is...?
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I'm not sure if you got a chance to look at what the Biden admin‐
istration released and what they're doing. It seems to me that if you
aren't going to take that out of a section, where else could we
strengthen the corporate responsibility, then? If we take that out, do
you have a suggestion as to what else could be added? I know that
many organizations, individuals and privacy people have expecta‐
tions for that. If they don't have that, do you have any suggestions
on what we would counter with, to at least provide some substance
to what they would lose?

Ms. Carole Piovesan: The Biden executive order is not law. We
would have to actually see what the U.S. is capable of passing as
law.

In the Canadian context, you have fines that are stricter than
what you would find under the EU context, so you already have a
significant deterrent, from the monetary perspective.

In terms of the level of criminality that I understand we are con‐
cerned about from the constituents you're speaking with, I would go
back to the point that we have the Criminal Code in place, which
would deter that behaviour already.

Mr. Brian Masse: Okay, thanks.

I know that my constituents at least are very disappointed with
that in terms of corporate responsibility with respect to the environ‐
ment, protection of privacy and consumers...so to me, it's some‐
thing to think about. I do appreciate your testimony, because we're
thinking long and hard on this.
[Translation]

The Chair: Thank you, Mr. Masse.

We now go to you, Mr. Généreux.
Mr. Bernard Généreux (Montmagny—L'Islet—Kamouras‐

ka—Rivière-du-Loup, CPC): Thank you, Mr. Chair.

Thank you to the witnesses as well.

Today's discussion is fascinating. I am very interested in what
you have to say.

Ms. Piovesan, if I understood correctly, you helped draft
Bill C-11, the predecessor to the bill before us today, Bill C-27.
[English]

Ms. Carole Piovesan: Did I participate in the...?
[Translation]

Mr. Bernard Généreux: Did you participate in the consultations
or even in the drafting of the bill, itself?
[English]

Ms. Carole Piovesan: Okay.

I participated in the national consultations on data and digital lit‐
eracy, I think it was, in 2018. I participated as an innovator—as one
of the innovation leads.

I did not participate in the drafting of the digital charter, nor in
the white paper to reform PIPEDA that came out at that time. I
have not participated in the drafting of any of these laws, neither
Bill C-11 nor Bill C-27.

[Translation]
Mr. Bernard Généreux: I'm going to turn to the other witnesses

now.

Did any of you participate in the consultations on Bill C-11 or
the bill the committee is currently studying, Bill C-27? Please nod
your head if you did.

I see that no one was consulted. All right.

In light of what we've seen since we began our study a few
weeks ago, no one seems to have been consulted, but the Minister
of Innovation, Science and Industry says that 300 individuals and
organizations were consulted after the bill was introduced. I'd like
to find those individuals and organizations. I don't know where they
are.

In a moment, I'll be giving notice of a motion, but I'd like to ask
you a question, first, Ms. Piovesan.

Mr. Balsillie appeared before the committee, and I'm sure you
read his remarks. He likened the bill to a bucket that has holes.
What witnesses have told us so far seems to suggest that the bucket
basically has no bottom. That's what it seems like.

You talked about the fact that the committee has heard opposing
views from witnesses. Take the tribunal, for instance. Some sug‐
gested getting rid of it because we didn't need it, while others ar‐
gued the opposite, that having a tribunal in the sector was impor‐
tant.

Given how far apart on the spectrum people's views are, do you
think the bill should have been split from the beginning? We've
heard from the start that the bill is almost monstrous, that it's too
big, that the privacy piece and the AI piece should have been dealt
with separately.

What do you think?

[English]
Ms. Carole Piovesan: I'm not sure I'm in the best position to

comment on whether the two bills should be separated, but what I
will say is that they are conceptually linked. Much of what goes in‐
to the AI bill does depend on the type of data that it relies upon,
which then touches on part 1 of that bill. There are distinctions, for
sure, and there are conceptual linkages that I think are important. I
do appreciate that part 1 has been subject to substantially more con‐
sultation than part 3 has.

● (1710)

[Translation]
Mr. Bernard Généreux: Mr. Young, you said earlier that Que‐

bec's bill was superior to this bill, if I understood the gist of your
comments correctly.

Is that true? Do you believe that?

[English]
Mr. David Young: I'm sorry. I'm listening, but could the transla‐

tor repeat it? It was at low volume.
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[Translation]
Mr. Bernard Généreux: My understanding is that you spoke

favourably about Quebec's bill. It's actually in force now, law 25, if
I'm not mistaken.

Given the complimentary way you spoke about law 25, do you
think it's a better bill than this one?

[English]
Mr. David Young: That's a good question.

I think it sets, largely, an excellent standard. That would be the
way I would characterize it.

In comparison with this bill.... I think the bill could learn from
Law 25 in a number of areas. Certainly, anonymization and de-
identifying are one. There are others, and we haven't touched on
those today, in which Quebec provides what I will call a higher
standard, a more rigorous standard of privacy.

[Translation]
Mr. Bernard Généreux: Very good. Thank you.

Mr. Chair, I'd like to give notice of a motion, if I may.

My apologies to the witnesses. This will take a few minutes.
That, in relation to Bill C‑27, An Act to enact the Consumer Privacy Protection
Act, the Personal Information and Data Protection Tribunal Act and the Artifi‐
cial Intelligence and Data Act and to make consequential and related amend‐
ments to other Acts, and given that,

(i) the Minister of Innovation, Science, and Industry gave evidence to the Com‐
mittee on September 26, 2023, stating “My office and department have had more
than 300 meetings with academics, businesses and members of civil society re‐
garding this bill.”

the committee therefore requests, for the sake of transparency, that the minister’s
office and department release the details pertaining to the more then 300 meet‐
ings held by his office and department with academics, businesses, and civil
group, on Bill C‑27, broken down by each meeting, including,

(a) names of any and all meeting attendees, including the name of representing
organizations if applicable;

(b) the title of each meeting and any agendas if applicable;

(c) material submitted by the meeting attendees or organizations to the depart‐
ment or minister’s office, including but limited to amendment proposals, briefin‐
gs, and or letters;

and that such information be deposited to the clerk of the committee no later
then November 20th, 2023, and be published on the committee website.

Thank you, Mr. Chair.
The Chair: Are you putting the motion on notice, or are you

moving the motion in order to debate it, Mr. Généreux?
Mr. Bernard Généreux: I'm giving notice of the motion so that

we can debate it at a later time.

Come to think of it, I think we're going to have to debate it now,
since our next meeting isn't until November 20.

The Chair: It's up to you, Mr. Généreux. If you are giving notice
of the motion—

Mr. Bernard Généreux: We have to debate the motion now.
Sorry, but I think we have to because we need the information in
question.

The Chair: Mr. Généreux has moved a motion that deals with
Bill C-27, which is before the committee today, so the motion is in
order.

The motion is up for debate.

Go ahead, Mr. Lemire.
Mr. Sébastien Lemire: Thank you, Mr. Chair.

I have a couple of friendly amendments. They are minor, so the
mover could even incorporate them into the motion, himself. The
documents need to be translated in both official languages, which
the motion doesn't specify. We could push the November 20 dead‐
line to allow for the documents to be translated.

Here's the other question I have. Why is it necessary to make the
information available on the committee's website? I don't see the
reason for doing so, so I have an issue with that.

Nevertheless, I think everyone can agree on the importance of
having the documents translated in both official languages.

The Chair: Mr. Lemire is proposing an amendment to the mo‐
tion. I understand the purpose, but I think we need the specific lan‐
guage.

Mr. Sébastien Lemire: I'll ask the clerk, who should be able to
help us. How much time would it take to translate the documents in
question? What deadline should we use?

The Chair: Without knowing how many documents will come
in, I think it's a bit tough to say how much time is needed. I think
it's safe to assume that it could take quite a while. Nobody knows.
● (1715)

Mr. Sébastien Lemire: As far as I'm concerned, the documents
can't be submitted until they are available in both official lan‐
guages. Therefore, I wouldn't specify a date, unless the Conserva‐
tives have something to suggest.

The Chair: Mr. Lemire is proposing an amendment to remove
the wording “no later then November 20th, 2023”.

Mr. Sébastien Lemire: The phrase: “that this information be de‐
posited with the Clerk of the Committee for distribution to mem‐
bers“ should also be added.

The Chair: I imagine that includes publishing the information in
the Committee’s digital binder.

Here, then, is Mr. Lemire’s proposed amendment.
[English]

Just to inform our witnesses, I apologize for that, but I warned
you before the meeting that given there was a motion on the floor,
it was up for debate.

I understand that you have a flight to catch, Madam Piovesan.
Ms. Carole Piovesan: Actually, I just wanted to correct the

record, because I understood that you were asking me, “Were you
part of drafting?”, but if you were asking, “Are you part of any of
the consultation processes?”, I was part of some of the consulta‐
tions, but I was not part of drafting. I just wanted to correct the
record.

The Chair: I appreciate that.
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In all likelihood.... Okay, we'll see if this will be quick. I'm al‐
ways doubtful of that. I'm thinking of maybe discharging our wit‐
nesses, given that we have 15 more minutes—

Mr. Rick Perkins: Is that all we have left?

The Chair: I don't think this will be settled in 15 minutes, how‐
ever optimistic you are, Mr. Perkins, so if I have your consent, col‐
leagues, I will thank the witnesses for joining us today.

If you wish to hear us debate this motion, you may very well
stay. You're more than welcome. However, if you want to leave,
know that your testimony has been appreciated, and if there are
things that you want to submit to committee members, please do so
via the clerk. The documents will be revised as we continue the
study of Bill C-27.

Thank you very much.
[Translation]

Mr. Bernard Généreux: Thank you all. I apologize.
The Chair: We have 15 minutes left of our two-hour meeting.

Mr. Lemire’s amendment is under consideration.
[English]

Is there—
[Translation]

Order. An amendment is under consideration.

Are there any further comments?
[English]

If there aren't any more comments, we'll put the amendment to
the vote.

Mr. Ryan Turnbull: Our witnesses are leaving. Do you want me
to jump right in?

The Chair: You can jump right in, yes.
Mr. Ryan Turnbull: I guess what I'm trying to understand is if it

is the case that people are disputing whether the government has
done consultation work. Is that what the whole point of this is? It
seems to me that we're listening to—

Pardon me?

An hon. member: [Inaudible—Editor]
Mr. Ryan Turnbull: The way this was brought forward, Mr.

Généreux, your points seem to call into question whether the gov‐
ernment had done the 300 consultations that were very clearly, in
my view, conducted.

I'm just not sure why you think this is important to us as mem‐
bers of the committee in order to be able to move forward. I think
we're doing some great work. I'm sad that we had to let our wit‐
nesses go early here, because we were having such good, in-depth
conversations. Could you maybe enlighten us as to why you think
all these materials are necessary for this committee to continue the
work that it's doing, which I think is going quite well?

The Chair: Just before I defer to other members, I want to re‐
mind everyone that right now we are debating the amendment pro‐

posed by Mr. Lemire, which is to remove everything after “be de‐
posited to the clerk of the committee”. We remove “no later than
November 20”.

Instead, it would be “deposited to the clerk of the committee for
communication to members”.
[Translation]

Mr. Sébastien Lemire: Did you add “translated into both offi‐
cial languages“?
[English]

The Chair: “and also translated in both official languages”.

It goes without saying. That would be added somewhere relevant
in the lengthy text of the motion.
[Translation]

Mr. Sébastien Lemire: I repeat: “and that this information be
translated into both official languages and deposited with the Clerk
of the Committee“ for the purpose of being…

The Chair: Did you hear all that?
[English]

That's the amendment we're debating right now, before we go on
to the other aspects of the motion.

Are there any comments on the amendment proposed by Mr.
Lemire?

Mr. Généreux.
● (1720)

[Translation]
Mr. Bernard Généreux: Mr. Chair, we are heading back to our

ridings for a week. Given all the staff at the House of Commons, I
imagine it will be possible to have the documents translated within
a week.

Worst-case scenario, we can agree to Mr. Lemire’s proposal.
However, I don’t want to receive these documents in February, after
we’ve finished our work. That’s important to mention. We know
what happens when you remove a date: it ends up at the bottom of
the heap and other documents are dealt with first. That’s the risk.
Obviously, we would want the documents to be bilingual.

The Chair: Are there any further comments?
[English]

Are there any more comments on the amendment proposed by
Mr. Lemire?

If there are none, I will put it to a vote.

I'm looking around the table to see if anyone wants to jump in.

Mr. Van Bynen, were you raising your hand?

You're on mute.
Mr. Tony Van Bynen: I'm sorry.

I was just concurring. I thought you were calling the vote.
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The Chair: I'm about to, on the amendment proposed by Mr.
Lemire.

Do we need a recorded vote on the amendment by Mr. Lemire, or
is there unanimous consent around the table?

(Amendment agreed to)

The Chair: We're back to the main motion as amended by Mr.
Lemire.

Mr. Généreux.
[Translation]

Mr. Bernard Généreux: In response to Mr. Turnbull, I have no
doubt that the Minister has consulted.

So far, we’ve all invited witnesses, and Lord knows the list is
still quite long. Personally, I’d like to know who was consulted
about all the witnesses appearing later, so that we can prepare for
our future meetings.

So far, among all the high-level experts, if I can call them that,
who’ve appeared before us, it seems that no one was consulted. I’d
like to know if we’ve missed anyone on the list of those who were
consulted. If so, perhaps we should have invited them to appear be‐
fore the Committee.

I understand that it’s getting late to invite new witnesses. That
said, the motion would at least allow us to gather references, find
out what recommendations these people made that were not taken
up, etc. In the set of documents we’re requesting, we may be able to
find answers to these questions.

I repeat, I’m not at all questioning the fact that the Minister con‐
sulted 300 organizations or individuals.

The Chair: Mr. Turnbull, you have our attention.
[English]

Mr. Ryan Turnbull: Thanks for the clarification, Mr. Généreux.
I appreciate that.

I guess this is what I'm struggling with here. From my perspec‐
tive, any of the meetings that were had would already be listed on
the lobbying registry—that's any time the ministry meets with a
group based on this—so there already is documentation of that. You
could look it up yourself, if you want.

We also have, obviously, a process for this committee. Many of
the groups have already submitted briefs. They have every right
and ability to submit a brief to the committee. When I look at this,
we're talking about providing “material submitted”. They already
have the option of submitting material.

You've been asking all of the witnesses here as to whether
they've been consulted. Some of them may not have been, but we
know that there are lots of stakeholders out there, and over 300
have been.

I'm not sure what this achieves when, in essence, committee
members already have access to the information that's there. As
well, stakeholders already have the ability to submit briefs to the
committee.

In essence, the information is largely already available. I'm just
not sure why we would need a motion at this particular time.
[Translation]

The Chair: Mr. Williams, you have the floor.
[English]

Mr. Ryan Williams (Bay of Quinte, CPC): Thank you.

Just to Mr. Turnbull's point, if the information is there, then we
can get it pretty easily. I think this is a pretty simple motion.

The Chair: Are there any more comments, or should we put this
motion to a vote?

Go ahead, Mr. Turnbull.
● (1725)

Mr. Ryan Turnbull: I'm really not sure; when I look at this, it
says, “for the sake of transparency, that the minister's office and de‐
partment release the details pertaining to”. We've already taken out
the date, with Mr. Lemire's amendment. The specific date would
not be in there. Really, we're asking for the “names of any and all
meeting attendees, including the name of representing organiza‐
tions”, plus “the title of each meeting and any agendas”—

Mr. Rick Perkins: We can read.
Mr. Ryan Turnbull: Yes, well, I'm processing; I don't see how

this is absolutely necessary for—
Mr. Rick Perkins: You already said that.

He's repeating himself. Let's just go to a vote. He keeps repeating
himself.

The Chair: I'm sorry, Mr. Turnbull. Were you done?

Mr. Turnbull has the floor.
Mr. Rick Perkins: Yes, but he's not supposed to repeat himself. I

know how to do a filibuster.

The Chair: Mr. Perkins—

Mr. Rick Perkins: If you want to do a filibuster, you can't repeat
yourself.

The Chair: Mr. Perkins, I am the chair, and I recognize Mr.
Turnbull.

Mr. Ryan Turnbull: Again, I'm not clear on why; I have con‐
cerns about what the intention of this is—

Mr. Rick Perkins: You already said that.

Mr. Ryan Turnbull: —and why we need to submit all this docu‐
mentation when it's already clearly available.

Mr. Rick Perkins: [Inaudible—Editor]

Mr. Ryan Turnbull: Well, you haven't given a good rationale for
it.

Mr. Rick Perkins: I don't have to. I don't answer to you.
Mr. Ryan Turnbull: Now you're being combative.
The Chair: Mr. Perkins, when one member has the floor—

Mr. Rick Perkins: [Inaudible—Editor]
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The Chair: —that person speaks. I appreciate the heckling in the
House, but this is not the House. This is committee. I don't ac‐
cept—

Mr. Rick Perkins: I'd like you to enforce the rules on relevancy
and repetition.

The Chair: I am. Now I'm enforcing the rules on heckling
around this table. For the sake of decorum, I would ask you to keep
it down.

Mr. Turnbull has the floor.

Yes, Mr. Sorbara.
Mr. Francesco Sorbara (Vaughan—Woodbridge, Lib.): On a

quick point of order, perhaps we can avoid some of the crosstalk
and focus on the issue at hand.

Mr. Perkins, if Mr. Turnbull is repeating comments, then you can
rise on a point of order and state that. Let's do it the proper way,
and we can get through what we need to get through.

The Chair: Yes, Mr. Turnbull.
Mr. Ryan Turnbull: I'd like to propose an amendment.

I propose removing sections (b) and (c) of this. I think “names of
any and all meeting attendees” is perfectly acceptable and could be
produced in pretty short order.

I would amend the motion by excluding (b) and (c).
The Chair: There's an amendment to remove (b) and (c). You've

all heard the proposed amendment by Mr. Turnbull.

Do we have unanimous consent for removing (b) and (c)?

(Amendment agreed to [See Minutes of Proceedings])

The Chair: We're back to the motion as amended by Mr. Lemire
and subsequently by Mr. Turnbull.

Do we have unanimous consent to adopt the motion, or should I
put it to a vote? I see no more speakers.

We'll go to a recorded division on the motion as amended.

(Motion as amended agreed to: yeas 10; nays 0 [See Minutes of
Proceedings])

The Chair: Thank you, Mr. Masse. You scared me for a while.
We're back to our traditional consensus style of work here at the
committee. I'm happy about that. It's passed unanimously.

Thank you, everyone, for your collaboration on this. It brings us
straight to the hour.
[Translation]

We stayed on time and on budget.

Thank you very much to the interpreters, support staff and ana‐
lysts.

I wish you all a good week in your respective ridings, a good
weekend and a good evening.

The meeting is adjourned.
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