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● (1535)

[Translation]
The Chair (Mr. Joël Lightbound (Louis-Hébert, Lib.)): I call

this meeting to order.

Good afternoon, everyone.

Welcome to meeting No. 98 of the House of Commons Standing
Committee on Industry and Technology.

Today's meeting is taking place in a hybrid format, pursuant to
the Standing Orders.

Pursuant to the order of reference of Monday, April 24, 2023, the
committee is resuming consideration of Bill C‑27, an act to enact
the Consumer Privacy Protection Act, the Personal Information and
Data Protection Tribunal Act and the Artificial Intelligence and Da‐
ta Act and to make consequential and related amendments to other
Acts.

I'd like to welcome our witnesses today. We have Michael Beau‐
vais, a doctoral candidate at the University of Toronto Faculty of
Law, by videoconference; Avi Goldfarb, a professor of marketing
and the Rotman chair at the University of Toronto Rotman School
of Management; Michelle Gordon, lawyer and founder of GEM
Privacy Consulting; Antoine Guilmain, counsel and co‑leader of
National Cyber Security and Data Protection Practice Group at
Gowling WLG; and Luk Arbuckle, chief methodologist and privacy
officer at IQVIA Solutions Canada Inc.

Each of you will have five minutes for an opening statement.

Thank you all for taking the time to join us in this study this af‐
ternoon. Without further ado, I'll give the floor to Mr. Beauvais for
five minutes.
[English]

Mr. Michael Beauvais (Doctoral Candidate, Faculty of Law,
University of Toronto, As an Individual): Thank you, Chair
Lightbound and members of the committee, for today's invitation.

I'm a doctoral candidate at the University of Toronto's faculty of
law, and a graduate fellow of the Schwartz Reisman Institute. I
have more than a dozen peer-reviewed publications and numerous
policy interventions on privacy and data protection law in Canada,
the European Union and the United States.

I submitted a brief on children's issues in the consumer privacy
protection act with my colleague, Leslie Regan Shade, who is a
professor at the University of Toronto's faculty of information, a

faculty affiliate of the Schwartz Reisman Institute. I am here today
in my personal capacity.

Children's privacy in the digital environment is essential for their
agency, dignity and safety. Indeed, data protection laws are one im‐
portant piece of a response to mounting evidence that corporate
surveillance and persuasive design are undermining children's
agency and well-being. At the same time, though, digital technolo‐
gies are vital for children's inclusion and participation in society.
Members of the committee, you are in a special position to help en‐
sure that the digital environment aligns with children's rights.

Before highlighting a few of the recommendations made in our
submission, let me note that the UN Committee on the Rights of the
Child has consistently recommended more robust and standardized
mechanisms for meaningfully obtaining children's views on legal
and policy matters affecting them. It is thus regrettable that there is
no evidence of youth consultation for this important bill. I respect‐
fully urge you to solicit their views.

Let me briefly discuss our recommendations.

First, several key definitions need to be clarified. These include a
definition of a minor and a definition of capacity to determine when
a minor is “capable” of exercising rights and recourse under the act.
The act must also clarify the scope of and the relationship between
parental and child decision-making. Additionally, more specifica‐
tion is needed with regard to what happens when minors reach the
age of majority. Information about one's childhood should, further‐
more, remain “sensitive information” even after one has attained
the age of majority.

Second, the best interests of the child should be included as a
fundamental principle in the act. Doing so would make the child's
interests a primary concern in all aspects of the proposed legisla‐
tion. For example, the best interests of children should matter in
specifying the purposes of data collection, use and disclosure, as
well as data retention.
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Third, age and parental consent verification requirements and
limitations are needed. Treating minors and adults differently
makes verification for both age and parental consent an important
part of compliance. Such verification, though, can be highly intru‐
sive, unreliable and insecure. Verification also poses serious threats
to the freedom of expression of all Internet users.

Fourth, the Office of the Privacy Commissioner should be man‐
dated to develop a children's design code with meaningful partici‐
pation from youth. Design codes are age-appropriate standards for
youth-directed products to ensure the highest level of privacy by
design. They also help ensure that youth-directed products do not
undermine children's rights. Businesses also welcome the certainty
that codes provide. Since codes only elaborate on general principles
and obligations arising from the legislation, robust protections for
privacy and agency must be in the law itself.

Finally, kindly recognize that providing robust protections for
children should not be a justification for meagre protections for
adults.

Before concluding, I want to respectfully remind the committee
that the ongoing lack of high-speed Internet access among northern,
rural, first nations, Inuit and Métis communities deprives children
and adults alike in those communities of the same opportunities
found elsewhere in Canada. The CPPA's promises and potential are
illusory without equitable access to the Internet.

I appreciate your work on this important study, and I look for‐
ward to your questions.

Thank you.
● (1540)

[Translation]
The Chair: I'll now give the floor to Professor Goldfarb.

[English]
Professor Avi Goldfarb (Professor of Marketing and Rotman

Chair, Artificial Intelligence and Healthcare, Rotman School of
Management, University of Toronto, As an Individual): Thank
you for your kind invitation to appear before the committee and
discuss Bill C-27.

I'm a professor of marketing at the University of Toronto, where
I hold the Rotman chair in artificial intelligence and health care.
My research focuses on the economics of information technology,
including several papers on privacy regulation and on artificial in‐
telligence.

Canada is a leader in AI research. Many of the core technologies
underlying the recent excitement about AI were developed right
here at Canadian universities. At the same time, our productivity is
lacking. My research has shown that AI and related data-focused
tools are particularly promising technologies for accelerating inno‐
vation, productivity and economic growth. In my view, a big worry
for the Canadian economy going forward is that we do not have
enough AI, and so our standard of living, including our ability to
fund health care and education, would stagnate. It would be a
shame if Canada's research success did not lead to applications that
increase Canadian prosperity.

This act is a careful attempt to ensure that Canadians benefit
from AI and related data-focused technologies while protecting pri‐
vacy and reducing the potential for these technologies to harm indi‐
viduals.

Next, I'll provide specific comments on AI regulation in part 3
and on privacy regulation in part 1. I have specific comments
[Technical difficulty—Editor] intelligence and data act.

First, the act correctly recognizes that there is always a human or
a team of humans behind decisions enabled by AI. In part 1, pro‐
posed subsection 5(2) is commendable for noting that “a person is
responsible for an artificial intelligence system”. Proposed sections
7 through 9 make these responsibilities clear. In my experience,
such clarity about the role of humans in AI systems is both unusual
and commendable.

Second, the act constructively defines explainability and trans‐
parency in part 1, proposed sections 11 and 12. By making it clear
how and why the high-impact system is being used rather than fo‐
cusing on the inner workings of the algorithm, it will provide useful
information without forcing potentially misleading oversimplifica‐
tion of how the algorithms work.

Third, while the details of the act itself implicitly recognize the
role of AI in Canadian prosperity, the preamble to the AI and data
act does not recognize that technological progress is fundamental to
our prosperity, and instead focuses only on regulation and harms.

Fourth, there are two sections of the act that might create incen‐
tives not to adopt beneficial AI because the liability is not explicitly
benchmarked around some human performance level [Technical
difficulty—Editor] and safety.

In part 1 of the AI act, proposed subsection 5(1) examines bias.
The bias definition suggests that any bias would be prohibited. AI
systems will almost surely be imperfect, because they're likely to be
trained on imperfect and biased human decisions. Therefore, this
definition of biased output incentivizes the continued use of biased
human decision-making processes over potentially less biased but
auditable AI-supported decisions.
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In part 2 of the AI act, proposed paragraph 39(a) examines physi‐
cal and psychological harm or physical damage. As with bias, the
benchmark seems to be perfection. For example, autonomous vehi‐
cles will almost surely cause serious physical harm and substantial
property damage, because vehicles are dangerous. If the au‐
tonomous vehicle system, however, generates much less harm than
the current human driving systems, then it would be beneficial to
enable its adoption.

The fifth comment on the AI and data act is about the definition
of an AI system in proposed section 2 of the AI act: “the use of a
genetic algorithm, a neural network, machine learning or other
technique in order to generate content or make decisions, recom‐
mendations, or predictions.” This definition is overly broad. It in‐
cludes regression analysis and could even be interpreted to include
the calculation of averages. For example, if an employer receives
thousands of applications for a job, calculates the average score on
some standardized test and uses that score to autonomously select
above-average applications to be sent to a human resource worker
for further examination, that scoring rule would be an AI system, as
I understand it, under the current definition.

I have two specific comments about the consumer privacy pro‐
tection act.

First, the purpose of the act in proposed section 5 clearly lays out
the often competing goals of protecting privacy while facilitating
economic activity. While I do understand the wishful thinking that
there would be no trade-offs between privacy and innovation, re‐
search has consistently documented such trade-offs. Privacy is not
free, but it is valuable. Individuals care about their privacy. In pro‐
tecting privacy, this act will require companies [Technical difficul‐
ty—Editor] on legal expertise for interpretation. Such expertise is
readily available for large, established companies, but onerous for
small businesses and start-ups. In the implementation by the com‐
missioner, some direction to reduce any unnecessary burden on
small businesses and start-ups would be constructive.

Proposed subsection 15(5) makes the cost of an audit payable by
the person audited even if the Privacy Commissioner does not bring
a successful case. This creates a large burden on small and new
businesses if they get audited unnecessarily.
● (1545)

To conclude, while I have specific suggestions to clarify the lan‐
guage of the act, in my view Bill C-27 is a careful attempt to ensure
that Canadians benefit from AI and related data-focused technolo‐
gies while protecting privacy and reducing the potential of these
technologies to harm individuals.

Thank you for this opportunity to discuss my research. I look for‐
ward to hearing your questions.

The Chair: Thank you very much.

I'll yield the floor to Madame Gordon.
Ms. Michelle Gordon (Lawyer and Founder, GEM Privacy

Consulting, As an Individual): Thank you for the invitation to ap‐
pear before this committee for its important review of Bill C-27.

I'm a privacy lawyer and consultant based in Toronto. Having
worked in the privacy field for over 15 years while raising three

sons, I have a passion for children's privacy, and I will focus my re‐
marks on this area today.

My interest in privacy law was sparked when I was a law student
down the street at the University of Ottawa, where I did research
with Professor Michael Geist and the late Professor Ian Kerr at the
time when PIPEDA was a new bill being debated similarly to to‐
day's. When Professor Geist appeared here a few weeks ago, he re‐
flected on his first appearance before committee to discuss PIPE‐
DA, noting that it was important to get it right, rather than to get it
fast. When Professor Kerr appeared in 2017 to discuss PIPEDA re‐
form, he stated that, at the time, “the dominant metaphor was
George Orwell's 1984, 'Big Brother is Watching You'”, noting that
technological developments in the years since PIPEDA go well be‐
yond watching.

Both professors Geist and Kerr were right, especially in the con‐
text of children's privacy. Given that children are inundated with
emerging technologies well beyond Orwell's 1984—from AI tools
to ed tech, virtual reality and our current reality of watching war
and its accompanying hatred unfold on social media—it is more
important than ever to get it right when it comes to children's priva‐
cy.

When Bill C-11 was introduced in late 2020, it didn't address
children at all. As I argued in a Policy Options article in 2021, this
was a missed opportunity, given that the amount of online activity
for children was at an all-time high during the pandemic.

I commend the legislators for addressing children's privacy in
Bill C-27 by stating that “information of minors is considered to be
sensitive” and by including language that could provide minors
with a more direct route to delete their personal information, other‐
wise known as the right to be forgotten. I also understand that Min‐
ister Champagne proposes further amendments to include stronger
protections for minors.

However, as the first witness stated, I think there is more the law
can do to get it right for children's privacy. I will focus on two
points: first, creating clear definitions, and second, looking to lead‐
ing jurisdictions for guidance.
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First, the law should define the terms “minor” and “sensitive”.
Without these definitions, businesses, which already have the upper
hand in this law, are left to decide what is sensitive and appropriate
for minors. The CPPA should follow the lead of other leading pri‐
vacy laws. The California Consumer Privacy Act, the U.S. COPPA,
the EU's GDPR and Quebec's law 25 all establish a minimum age
for consent ranging from 13 to 16.

Further, the law should explicitly define the term “sensitive”.
The current wording recognizes that minors' data is sensitive,
which means that other provisions in the statute have to interpret
the treatment of sensitive information through a contextual analy‐
sis, whether it be for safeguarding, consent or retention. Similar to
Quebec's law 25, the law should define “sensitive” and provide
non-exhaustive examples of sensitive data so that businesses, regu‐
lators and courts will have more guidance in applying the legisla‐
tive framework.

Second, I recommend that you consider revising the law—as an
amendment or regulation—in order to align the CPPA with leading
jurisdictions, namely the age-appropriate design code legislation in
the U.K. and California. Both of these demonstrate a more prescrip‐
tive approach to regulating the personal information of children.

The California kids code requires businesses to prioritize the pri‐
vacy of children by default and in the design of their products. For
example, default settings on apps and platforms for users under 18
must be set to the highest privacy level. This is something that
could be considered in the CPPA as well.

Further, the California code establishes a level of fiduciary care
for platforms such that, if a conflict of interest arises between what
is best for the platform and what is best for a user under 18, the
children's best interest must come first. This is consistent with the
recommendation of former commissioner Therrien and others in
these hearings about including language around the “best interest of
the child” in the legislation.
● (1550)

The CPPA should contemplate requirements for how businesses
use children's data, considering the child's best interest. For exam‐
ple, use of children's data could be limited to those actions neces‐
sary to provide an age-appropriate service.

As I argued in my Policy Options article in January 2023, we
need a collaborative approach that includes lawmakers and policy-
makers from all levels of government, coordination with global pri‐
vacy laws, engagement with parents and coordination with educa‐
tors. For this approach to work, the law needs to strike the balance
between privacy and innovation. We want laws that are flexible
enough to last so that technology can evolve, new business ideas
can succeed, and children can be innovators while growing up in a
world that recognizes their special needs and rights.

[Translation]
The Chair: Thank you very much, Ms. Gordon.

I'll now give the floor to Mr. Guilmain.
Mr. Antoine Guilmain (Counsel and Co-Leader, National Cy‐

ber Security and Data Protection Practice Group, Gowling

WLG, As an Individual): Mr. Chair, committee members, thank
you for inviting me to comment on Bill C‑27.

Although I'll be testifying in English today, I'll answer your ques‐
tions in either French or English.

● (1555)

[English]

I'm co-leader of the national cybersecurity and data protection
group at Gowling WLG. I'm a practising lawyer called to the bars
of Quebec and Paris. My evidence today represents my own views.
I'm here as an individual, not representing my law firm, clients or
any third parties.

Much of my legal career has focused on comparative analysis of
legal regimes across the globe, advising clients on their compliance
obligations in the jurisdictions in which I am qualified to practice.

Bill C-27 presents a tremendous opportunity to modernize
Canada's federal privacy regime. It is possible, and indeed essen‐
tial, that Canada protects the rights and interests of the public while
facilitating competition, investment and ambitious innovation.

Many of the proposals in the bill are highly impactful, but I will
focus my comments today on the consumer privacy protection act
and two areas in particular that I consider to be of great importance.
First are lessons learned from Quebec's law 25.

The majority of the provisions under law 25 came into force in
September 2023. Over the last summer, Gowling WLG, in collabo‐
ration with the Interactive Advertising Bureau of Canada, conduct‐
ed a readiness survey of over 100 organizations regarding this new
law. The results of the survey were clear. Industry was ill-prepared
for such an implementation. Specifically, 69% of the respondents
expressed a need for greater clarity, and 52% indicated that they
lacked sufficient resources. This also highlights that the compliance
burden for SMEs is especially high.

There are four specific learnings from Law 25 that I wish to
highlight today.

First, Bill C-27 should not exceed standards set by the EU gener‐
al data protection regulation. For example, legitimate interest is a
flexible legal basis for processing, but it must always be justified
and documented in a separate assessment under the GDPR and un‐
der other global laws. A similar standard could apply in Bill C-27.
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Second, Bill C-27 should not rely on future regulations to sub‐
stantiate each requirement. This is a recipe for delays and uncer‐
tainty. For example, in Quebec, anonymization is currently regard‐
ed by the regulator as impossible because the regulations are not
yet in place.

Third, Bill C-27's timeline for implementation should be suffi‐
ciently long. Based on experience from law 25, implementation
should be at least 36 months after the bill becomes law.

Finally, Bill C-27 should be aligned with law 25 on key con‐
cepts, including around the legal bases for processing data and le‐
gitimate business exceptions. This is especially important when it
comes to children's privacy.

I'm a father of two young children, so protecting children in the
digital economy is important to me personally, and it's a subject that
I engage with regularly in the course of my work. I believe amend‐
ments to Bill C-27 are necessary to ensure that minors' data is rea‐
sonably, meaningfully and consistently protected.

I wish to highlight four key topics for consideration.

First, as opposed to the GDPR, Bill C-27 lacks a threshold for
determining when services are intended to target children. Practi‐
cally, organizations will not be able to remain age-blind and will
therefore have to ask the age of users each time they engage with
them, to the potential detriment of user privacy interests and data
minimization.

Alternative legal bases for processing should be available, de‐
pending on the maturity process of the individual. Specifically, le‐
gal capacity should be a baseline for assessing legitimate bases as
opposed to the age of majority alone.

The process for collecting parental consent can be extremely
complicated. Bill C-27 should set a specific age at which parental
consent is required. Under 14 years of age seems the most reason‐
able standard.

Finally, the concept of the best interest of the child should be po‐
sitioned as a key determinant of how minors' personal information
should be treated, rather than relying primarily on the concept of
express consent.

With the chair's permission, I would be pleased to submit a copy
of the survey report for the committee's consideration, as well as a
short written brief in French and English on the issues I've ad‐
dressed in my opening remarks.

I wish to thank Michael Walsh for his assistance in preparing this
material.

Thank you. I look forward to answering the committee's ques‐
tions.

[Translation]
The Chair: Thank you very much, Mr. Guilmain.

Lastly, I'll now give the floor to Mr. Arbuckle.
Mr. Luk Arbuckle (Chief Methodologist and Privacy Officer,

IQVIA Solutions Canada Inc.): Thank you.

I'm very pleased to have been invited to participate in the work
of the House of Commons Standing Committee on Industry and
Technology on Bill C‑27. I hope to be able to answer your ques‐
tions on privacy and artificial intelligence services and technolo‐
gies.

Although my opening remarks will be in English, please know
that I will be pleased to answer your questions in either French or
English.

● (1600)

[English]

My name is Luk Arbuckle. I am chief methodologist and privacy
officer at Privacy Analytics, an Ottawa-based IQVIA company em‐
ploying over 100 privacy experts.

My role at Privacy Analytics is to ensure that our company and
our global clients are aligned on the practical applications of priva‐
cy-enhancing technologies and to inform our practices based on
current guidance and emerging methods. I also provide guidance on
the practice and risks of applying artificial intelligence in real-life
applications. My role has been largely informed by my time as di‐
rector of technology analysis at the Office of the Privacy Commis‐
sioner of Canada, when I also drafted guidance on anonymization
for the office.

Privacy Analytics operates as an independent entity within the
global IQVIA group of companies, so that we can provide both
IQVIA and our global clients with services and technology for the
safe and responsible use and sharing of data. The Privacy Analytics
platform has been deployed globally to protect the privacy of close
to one billion patients. For example, our software has enabled safe
research that improves cancer outcomes for patients through the
European oncology evidence network and the American Society of
Clinical Oncology's CancerLinQ. We have also worked with multi‐
ple government agencies in Canada, Europe, the United States and
globally to implement safe data access models that enable faster da‐
ta access, promote research and innovation and implement data-
driven decision-making.

It is against this backdrop that I wish to provide comments today.
In particular, I will provide a perspective on the importance of
health data and analytics for Canadians. Health care-related re‐
search is increasingly driven by analyses that draw from real-world
evidence to reveal the effectiveness of treatments beyond the clini‐
cal trial phase. The success of that approach is predicated on the
availability of the necessary data from various sources within the
relevant health care system and on the ability to analyze data across
different health care systems.
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For Canada to take part in this new frontier of health care re‐
search, it is important that we prioritize a responsible data access
model that strikes the appropriate balance between privacy and
having useful data for the intended purposes. We also need a data
protection framework that allows for efficient and effective data
sharing and collaboration with stakeholders from all over the world,
including the United States and Europe. As COVID-19 has shown,
it is crucial that Canada stays active and competitive in life sci‐
ences. This means developing an approach to privacy that supports
local research and innovation and allows health care research in
Canada to align with efforts outside of the country.

I will only summarize three recommendations in my introductory
remarks and invite you to consult IQVIA's full-length comment
document on Bill C-27 for additional comments and details.

Recommendation one is to consider a reasonableness component
within the definition of “anonymize”. The use of anonymized data
in health care analytics is a key element in the research and innova‐
tion activities that help drive Canada's health care future. Canada's
diverse group of health care stakeholders use anonymized informa‐
tion to identify inefficiencies and allocate resources more effective‐
ly, to speed up the development and approval of new treatments and
to understand the needs of patients and health care professionals.
Such uses of anonymized information contribute to better health
outcomes and other notable benefits.

Including a reasonableness component within the bill's definition
of anonymization would align better to other Canadian frameworks,
such as Quebec's law 25 and Ontario's PHIPA. A reasonableness
approach would also align better to the growing consensus in the
academic and technical literature regarding the need for a realistic
framing of risk in describing anonymized information. Take, for ex‐
ample, the risk-based international standard for an anonymization
framework, technically known as ISO 27559. This technical stan‐
dard was developed by experts from around the world and is con‐
sistent with the draft guidance I produced while at the OPC.

Recommendation two is to consider expanding the consent ex‐
ception for “socially beneficial purposes” to include private sector
organizations. A more principled approach would be to enable re‐
sponsible data sharing between a broader range of actors while also
mandating adequate oversight and data protection best practices.

Recommendation three is to consider a consent exception for ex‐
ternal research, analysis and development purposes. Removing the
internal qualifier would be a more beneficial approach, as it aligns
with existing guidance and would enable a more useful model for
health care research and innovation.

With that, I would like to thank the committee again for your
time and for the opportunity to speak with you today. I strongly be‐
lieve that it is possible to safely and responsibly use and share data
in ways that protect privacy while driving innovation for the benefit
of Canadians. I look forward to the continued discussions.

[Translation]

I will remain at your disposal during the discussion.

Thank you for your attention.

[English]

The Chair: Thank you very much to all of you.

To start the discussion, I will now yield the floor to Mr. Vis for
six minutes.

Mr. Brad Vis (Mission—Matsqui—Fraser Canyon, CPC):
Thank you, Chair.

Ms. Gordon, thank you so much for your comments. Thank you,
all. All of the testimony today was amazing.

Ms. Gordon, you mentioned your three kids, and that's sort of
what's driving me, with my three children as well, in the work we're
doing to make sure this bill is done right and children's privacy is
protected.

I've asked other witnesses questions on proposed section 9 of the
bill, on privacy management programs. In some cases, what I'm
hearing from your testimony is that in addition to having manage‐
ment programs, especially in relation to children, we need to be
prescriptive in some aspects of the bill.

Would you support amendments to proposed section 9 or other
additions to the legislation that are prescriptive, specifically in the
case of children? Maybe proposed section 9 in its current form
could apply broadly to privacy concerns, providing protections and
making sure that businesses are providing those protections in the
products they're producing, but what do we need to do specifically
with respect to privacy management programs as they relate to chil‐
dren?

● (1605)

Ms. Michelle Gordon: As I said in my remarks, I do believe the
law can be more prescriptive in terms of making sure we get it right
for children. That is something we've seen in other jurisdictions.
They've done it separately in a different law with a specific chil‐
dren's code. I think we can make certain amendments to the law or
have a separate regulation.

Part of the problem with a regulation, as Mr. Guilmain said, is
that sometimes it takes forever to get there and to get that guidance,
so it's not always best to leave it to regulation, but that is one way
of doing it. I do believe there are ways of adding amendments and
making them more prescriptive so we can get it right in the law.

Mr. Brad Vis: Instead of privacy management programs, then,
would you support privacy by design, requiring businesses to create
products that are designed to have privacy, say, for children as the
first and foremost priority?
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Ms. Michelle Gordon: I don't think they're two separate things.
I think you can have privacy by design in a privacy management
program.

Mr. Brad Vis: Thank you. That's what I was looking for, actual‐
ly. That's very helpful.

How would you define sensitive information?
Ms. Michelle Gordon: I don't have a specific definition, but I do

believe we should be able to give a non-exhaustive list of examples,
similar to what we've done in law 25 in Quebec.

Mr. Brad Vis: Can you give us some examples of a non-exhaus‐
tive list? What would be included in that?

Ms. Michelle Gordon: Sure. Some examples we've seen are bio‐
metric data, health data, financial data and children's data. Those
are the ones off the top of my head, but I could certainly submit
some more examples.

Mr. Brad Vis: If we apply a non-exhaustive list, is there a risk of
leaving out future technologies and having companies being able to
break the spirit of the law by not having a certain form of privacy
or sensitive information included?

Ms. Michelle Gordon: That's definitely a risk, but I don't think
that's a reason not to do it right now. PIPEDA has worked really
well for 20 years. There's always going to be modernization of
laws, but I think it's important to try to get that list now, with the
acknowledgement that there is the possibility of updating it as
things change.

Mr. Brad Vis: Okay.

The U.K. model for privacy includes, as I believe the law in Cal‐
ifornia does, certain thresholds. I believe the spirit of the law im‐
plies that children at different stages are able to make different
types of decisions.

How would you see that type of prescriptive language being in‐
cluded in Bill C-27, which is before us today?

Ms. Michelle Gordon: I don't have any specific comments right
now on prescriptive language. Again, that's something I'd have to
go back to.

I know that's something my colleague Mr. Guilmain also referred
to, so maybe he has comments on that.

Mr. Brad Vis: Would you like to comment, sir?
Mr. Antoine Guilmain: Yes. I would like to take a look at what

is being done in Europe at the moment. Of course, the GDPR has
been a change for them, and privacy, children's privacy, was a key
consideration.

Because it's extremely difficult to provide prescriptive require‐
ments, they instead relied heavily on the notion of “best interest of
the child”, and this is working. The reason is that it's not a free pass
saying, “You know what? We talk about children but there's noth‐
ing to be done.” Organizations need to have documentation regard‐
ing what they are doing.

There's a second aspect I would like to highlight. Of course, be‐
ing a lawyer, I like clear definitions, but the notion of evolving con‐
cepts such as “best interest of the child” is important as well in
laws, as opposed to very clear-cut concepts such as express con‐

sent, where essentially we would need to have express consent ev‐
ery time, regardless of whether the person is a teenager or under 13
years old.

I think this is what we are seeing across the world, because many
Parliaments understand that we are living in a world that is con‐
stantly evolving and that we need future-proof concepts, and the
“best interest of the child” is not moot. It's a good concept. At least
that's my personal opinion.

● (1610)

Mr. Brad Vis: Mr. Chair, how much time do I have left?

The Chair: You have three seconds.

Mr. Brad Vis: I'm good. Thank you.

The Chair: I'll now turn to MP Sorbara for six minutes.

Mr. Francesco Sorbara (Vaughan—Woodbridge, Lib.):
Thank you, Chair.

Thank you to all the witnesses for their testimony on a very im‐
portant piece of legislation.

If I may, I'll go to Mr. Goldfarb for the first question.

Mr. Goldfarb, you mentioned in your remarks that “Canada is a
leader in AI research” and that AI and data-focused tools are
promising for economic growth but obviously must be utilized. In
that vein, you published an article in September 2023 called “The
Economics of Digital Privacy”. I was wondering if you could elab‐
orate in terms of how Bill C-27 would impact innovation, and thus
productivity, and thus our standard of living through Canadian busi‐
nesses and the economy, please.

Prof. Avi Goldfarb: Thank you for the question.

There are two key forces at play here. The first force is that any
time you regulate companies and start-ups, especially small busi‐
nesses, they're going to require lawyers in order to do business.
That's going to slow down what they're able to do. That's on the one
side. On the other side, if there is no legislation in place, then po‐
tential customers of those companies aren't going to trust the com‐
panies. Even though the need to get legal advice—apologies to the
lawyers in the room—is a real barrier for small businesses and
start-ups, you do need legislation so that people can trust the com‐
panies they interact with.

In my view, this bill balances those two very well, with some mi‐
nor exceptions that I've mentioned. It protects against the most se‐
vere privacy harms, so that we'll have more trust in what organiza‐
tions do with data. That will, in turn.... On the set of regulations as
described, yes, it is a bill that runs dozens and dozens of pages—
you'll need expertise—but it is not so onerous that I would expect
that the small businesses and start-ups that have a big opportunity
with AI will have to shut it down.



8 INDU-98 November 23, 2023

In my view, on balance, this will position Canada well going for‐
ward for our ability to commercialize AI.

Mr. Francesco Sorbara: Going down that vein, in terms of
comparing pieces of legislation in different jurisdictions, how
would you characterize the framework in Europe—the GDPR—
versus what's contained in Bill C-27 with relevance to the impact
on innovation and the economy?

Prof. Avi Goldfarb: We have plenty of evidence that the GDPR,
when and where enforced, reduced innovation, hurt the European
software industry relative to the American software industry, and
helped the largest companies, particularly in advertising technolo‐
gy, do better and better. There were real costs to the protection of
privacy that happened through the GDPR.

When I look at how this bill was drafted, I think that in protect‐
ing privacy and thinking about and addressing the potential harms
of AI, to me it's clear that it was drafted with an eye towards the
need for start-ups and small businesses to compete on a level play‐
ing field with the largest companies. In my view, this bill is more
innovation-friendly, particularly for small businesses and start-ups,
compared to the GDPR.
● (1615)

Mr. Francesco Sorbara: Okay. That's good to hear, in terms of
how the law impacts innovation and productivity, because we know
that innovation is a very large piece of what AI is and what impact
it would have on our economy and standard of living in our daily
way of life.

Luk, my understanding is that you're a private sector firm. Is that
correct? You're a privacy expert. When I jotted down a few notes
from your presentation or your discussion, one thing you comment‐
ed on was the “reasonableness” approach and a realistic framework
of risk when it comes to anonymous information. Can you elabo‐
rate on that to non-privacy and non-AI experts such as ourselves,
who are grasping the information that's put in front of us in this bill,
and on how important this is to everyday Canadians going forward,
realistically? Can you elaborate on what you meant there and con‐
textualize it, please?

Mr. Luk Arbuckle: Yes. The word “contextual” is important
here, as well, because that's kind of how we want to look at
anonymization. We want to look at where we are using this infor‐
mation.

When Statistics Canada produces statistics or data that they make
publicly available, the risks are very high because it's on the Inter‐
net. Anyone can access it. They also take data and put it in a re‐
search data centre. It's disconnected from the Internet. You have
controls according to who has access to the data, how they can use
the data and what they can come in or out of the environment with.
The risks are much lower, so it's contextual in that sense.

The idea of a reasonableness standard is bringing that contextual
piece to it. When we look at international standards, for example,
they're primarily very scientifically driven by risks, and risks are
never zero. Therefore, by looking at it in this contextual way, we
can manage the threats and use other tools besides just aggregating
and creating means, as was mentioned earlier. We can do things that
are a little more sophisticated, and we can have strong environ‐
ments that control that information.

Mr. Francesco Sorbara: Prior to entering this privileged and
honoured job that we get to do, I worked in the private sector for a
very long time, for a very large organization in the financial ser‐
vices industry. How would you explain your company's use and
compliance with PIPEDA?

Mr. Luk Arbuckle: The technology we use, the sophistication
of it, is compliant in the sense that we look at the best practices that
exist. We look at international standards. We look at guidance that
is being produced, and we ensure that the anonymization we do
meets those standards.

We have guidance in Ontario, for example. We have the law it‐
self, for example, in Quebec. We have a variety of jurisprudence,
which is not in my area, of course. We look at the best practices in
terms of technology. We monitor the literature and the landscape of
what's happening, and we modify accordingly.

Mr. Francesco Sorbara: How much time do I have? Is that it?
Okay.

Thank you very much.

The Chair: We might have some time at the end.

[Translation]

Mr. Lemire, the floor is now yours.

Mr. Sébastien Lemire (Abitibi—Témiscamingue, BQ): Thank
you, Mr. Chair.

My thanks to all the witnesses. I think we're having a very high-
quality meeting today, and I'm very grateful to them.

Mr. Guilmain, I'll start with you. I'm going to continue in the
same vein as one of my colleague Mr. Sorbara's questions. Accord‐
ing to a letter published on the committee's website, although the
minister assures that the Quebec legislation will prevail in the
province, Jim Balsillie, in particular, expresses concerns that, if
Bill C‑27 sets standards that are lower than those of Quebec's
Bill 25, it could hinder innovation and jeopardize investments in
the Quebec economy.

With that in mind, how do you assess the potential impact of
Bill C‑27 on Quebec's economic landscape, particularly on invest‐
ment and innovation?

Mr. Antoine Guilmain: At the moment, conceptually, Bill C‑27
is quite compatible with Bill 25. I would even say that, in many re‐
spects, Bill 25 is stricter than Bill C‑27. I'll go further than that:
Bill 25 is one of the strictest laws in the world. That has to be rec‐
ognized.

In my practice, I work with international clients, whether they
are based in the United States, Europe or Latin America, and today,
they look at Bill 25 and say that it's really one of the most compli‐
cated laws to implement and that it's difficult to comply with it.
That's not a good thing.
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My position today, quite frankly, is that the two pieces of legisla‐
tion are compatible. However, I think there are lessons to be
learned from Bill 25. I took the liberty of quoting the European
Union's General Data Protection Regulation, the GDPR, and I think
that's a very interesting model for Bill C‑27 to look at. That's really
my position.

There are some very good things in Bill C‑27. It should be noted
that, from a legislative standpoint, it makes a very different change.
Bill 25 amended existing legislation by patching things up a little.
We tried to add an act dating back to 1994. The beauty of Bill C‑27
is that it's unified. There really is a collective understanding.

So my comment on this is to say that looking at Bill 25 as a yard‐
stick may not be the best approach, in my humble opinion.
● (1620)

Mr. Sébastien Lemire: Thank you for your answer.

In that case, what amendments would it be worthwhile to make
to Bill C‑27 to ensure better compatibility?

I'm particularly sensitive to the need to have an environment
conducive to innovation and investment. In the current context, is
there a risk of establishing standards that could undermine invest‐
ment and innovation in Quebec?

Mr. Antoine Guilmain: There's a fairly fundamental difference.
As you know, when it comes to privacy, the notion of consent is
central. It's all about consent. We're talking about either express
consent implicitly or an exception to consent. That's how Bill C‑27,
the current federal act and the Quebec act are built.

Currently, Quebec's approach is very different from the rest of
Canada. In fact, it decided to enshrine in law that, when it comes to
the collection of personal information, consent isn't always re‐
quired, provided that the reasons for collecting, using or communi‐
cating personal information are disclosed. This was recently con‐
firmed in the guidelines of the Commission d'accès à l'information
du Québec.

What does that mean in concrete terms? It's very theoretical, but
it's not that theoretical. When you visit a website, you are “at‐
tacked” by various methods of consent. That's what we want to im‐
pose on children. As adults, our ability to concentrate is very limit‐
ed. Personally, I have a full-time interest in this, and I don't read ev‐
erything.

Quebec has decided to take a different approach: we don't force
people to give express consent, to click, we just give them the in‐
formation, and then they can continue with the process. This aspect
of transparency is unique to Quebec.

At the moment, the federal legislation, as drafted, seems to indi‐
cate that a positive gesture should always be made in certain cases.
I think that's a pretty significant difference. Again, not a bad thing.
In fact, we're a different approach to the problem. We're providing a
little more transparency, a little more control, instead of forcing
people to consent in an almost fictitious way.

Mr. Sébastien Lemire: I'd like to ask you some brief questions
about the delays in passing Bill C‑27, since you've opened the door
in that regard. Is there an urgency to act? What would the conse‐
quences of that be, if we took our time, in a parliamentary context

like ours? What do you think about the government's delay in en‐
forcing the act?

Mr. Antoine Guilmain: I'd first like to mention that our federal
legislation, the Personal Information Protection and Electronic
Documents Act, PIPEDA, is a quality piece of legislation. I
wouldn't say that there's an urgent need to act, but that's a very per‐
sonal opinion. There are fairly broad concepts in PIPEDA that al‐
ready allow companies to do very good things. We aren't in a vacu‐
um at the moment.

That said, Bill C‑27 is very ambitious. I'm talking about the part
that deals with the protection of personal information. We shouldn't
underestimate the time it will take to adjust the processes. Let's not
forget that companies had to grapple with Quebec's Bill 25 a few
months ago and complied with it last September. It was a real in-
house effort.

I think there's an interest in avoiding a duplication of resources,
at the risk of creating a kind of fatigue on the part of companies
with regard to requirements. Businesses will no longer understand
the message being sent to them. I think it's important to keep in
mind the significant transition period.

I don't think there's an urgent need to act, but that's my very per‐
sonal opinion.

Mr. Sébastien Lemire: What about aligning with the European
Union?

Mr. Antoine Guilmain: In terms of aligning with the European
Union, I must say that it will require an analysis that may take
years. Japan recently received a suitability decision and is consid‐
ered a good country for the transfer of personal information. This is
the result of years of work by the European Commission.

I think Bill C‑27 is a very good bill in terms of complying with
European standards, in this case the European Union's General Da‐
ta Protection Regulation. There are a lot of “Canadianized” con‐
cepts, if I may say so. It's worded a little differently, particularly
when it comes to sensitive data. I still think that Bill C‑27 is a good
bill in that regard, apart from certain aspects on anonymization and
the legal basis for handling personal information, as I mentioned.

● (1625)

Mr. Sébastien Lemire: Thank you very much.

The Chair: Thank you, Mr. Lemire.

Go ahead, Mr. Masse.

[English]

Mr. Brian Masse (Windsor West, NDP): Thank you to the wit‐
nesses for being here.

Maybe I'll go across the board here.
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For the Americans, Biden's executive order gives the administra‐
tion, from the top down, more control and ability. Basically, it re‐
moves Congress, in many respects, from making decisions, and the
executive order is almost like an order in council here. We were
fortunate to be in Washington, and when our analyst was there, she
clarified that as well. It was an interesting point that we didn't real‐
ize—the extent to which it has been removed from the halls of
Congress and, to some degree, the Senate.

I'm wondering what your position is with regard to how we deal
with the United States' executive order coming from the administra‐
tion, as it really will be a top-down approach that they're going to
have. How do we have any type of consistency with that in our
country as we go through these hearings here?

Ms. Gordon, I don't know if you want to start, and then we'll
move across the table here.

Ms. Michelle Gordon: I'd have to think about that for a minute,
so perhaps one of my colleagues can start.

Mr. Antoine Guilmain: I'm going to be very blunt. I'm not
equipped to respond to your question.

Mr. Luk Arbuckle: It's an interesting question. Are we talking
about the executive order on artificial intelligence?

Mr. Brian Masse: Yes. I'm sorry. I should have been more spe‐
cific.

Mr. Luk Arbuckle: It's okay. I just wanted to check. There may
be another one. You never know.

It's interesting. There's a lot of activity. There's a lot of work in
the U.S. The National Institute of Standards and Technology, for
example, has put together really good work on AI risk frameworks
and how to manage it. We've heard a lot of good things in the exec‐
utive order, so from a technology perspective I think it's exciting to
see the talk of safe, trustworthy and responsible AI. Regardless of
the procedure—I can't really speak to that—it's exciting to at least
see there's a big push.

Canada is known for privacy by design, for example, so we have
an opportunity as well to take the lead and to do things in AI. As
was mentioned earlier, we have researchers who have done tremen‐
dous work, really, bringing this forward. Regardless of the proce‐
dure of how it was done, I do think it's interesting that they're push‐
ing it so much.

Mr. Brian Masse: If you don't have comments on this, that's
okay. The reason I outlined the procedure is that it's going to come
right from the president now, and it actually bypasses, to some de‐
gree, the oversight of Congress and the Senate.

That was the way they approached it. They almost handed over
the elements to the president, whereas we're still in a committee
here. We still have to go through a legislative process, and then we
have to send this bill to the Senate, and then we have to get it done.
At the same time, we don't know exactly if it's going to be some‐
what consistent with the United States. We have to somehow figure
that out. It's almost like, if we want to have something similar or
comparable, we need a treaty in some respects for this.

Of course, we want our sovereignty, but I guess what I'm worried
about is that.... If we are significantly different from the United

States, does that affect our capabilities to retain investment and AI
here, or does it put us in a better position, potentially? I'm wonder‐
ing what your thoughts are, because we could have two different
models in North America on how to deal with AI. Do you have any
thoughts on that?

Mr. Antoine Guilmain: A general thought would be that I don't
see it as a particular problem, because that's what we see. Having
seen many laws across the world, it's never unified. I think this is
something impossible. Even in Canada, we have the private sector
laws in B.C., Alberta and Quebec, and the federal statute at the mo‐
ment. They are not unified; they are different.

What is important is interoperability. It's the ability to talk be‐
tween the laws. I think that is something we should be seeking, as
opposed to having exactly a carbon copy, potentially, of what is be‐
ing done in the U.S. The same would apply to Europe. I think it's
just looking at what they are doing and making sure our concepts
are flexible enough to essentially talk with the potential legal
regime that is being adopted in the U.S.

Mr. Brian Masse: Okay, that's a good distinction.

What I worry about, coming from my world, is that for years we
had two different sets of bumpers on cars. It stopped the ability to
talk and to trade, and we actually had some companies doing dupli‐
cate stuff. I don't know enough about this as to whether or not it im‐
pedes.... Unlike the European Union, in many respects, we have a
lot of North American partners and subsidies back and forth. I'm
just trying to figure that out.

How much time do I have, Mr. Chair?

The Chair: You have about a minute and a half.

Mr. Brian Masse: Just quickly, does anybody have any com‐
ments on the issue of the Privacy Commissioner's recommenda‐
tions? Are you in favour of the Privacy Commissioner's recommen‐
dations or opposed to them? Is there anything that is glaring there?
Does anybody have any comments on that?

● (1630)

Mr. Antoine Guilmain: Do you mean the 15 recommendations?

Mr. Brian Masse: Yes.

Mr. Antoine Guilmain: If I can opine on one aspect, there are
some interesting ideas. I think there's a will to add an accountability
obligation for companies. I think that's something that is being pro‐
posed. I have some caveats in this regard, having seen what is hap‐
pening in Quebec at the moment, especially for small and medium-
sized companies, which are really struggling to have accountability
documentation for everything.

It could be a good idea, to the extent that there are thresholds. I
think that is the key aspect in these kinds of laws, having the notion
and the principle but not forgetting the exception and the thresh‐
olds. That is my top potential concern with that recommendation.
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Prof. Avi Goldfarb: Just to add to that, I think it's important to
recognize there are trade-offs here. As we make the privacy rules in
this legislation stricter, in many cases we're going to get less inno‐
vation, particularly from start-ups and small businesses. The big
ones will be fine, but the start-ups and the small businesses will
have a harder time as it gets more difficult for them to collect and
organize data.

To the extent that those recommendations are accepted, keeping
an eye on the situation and making sure we don't overburden those
small businesses and those start-ups is important.

Mr. Michael Beauvais: To quickly respond to Mr. Masse's ques‐
tion about the executive order, I would note that insofar as you're
able to put things into secondary or delegated legislation, you
would provide an opportunity for some type of harmonization.
However, it's a tricky question of balancing what should be in pri‐
mary legislation versus secondary legislation.

Thanks.
The Chair: Thank you very much.

MP Williams, the floor is yours.
Mr. Ryan Williams (Bay of Quinte, CPC): Thank you, Mr.

Chair.

I want to stay in the same vein. I think this is a great discussion.

We obviously believe in privacy as a fundamental right, but at
the same time, businesses have to be able to collect and use data.
We're in a unique situation right now with Bill C-27 because the
GDPR has just come into place with some of their.... I hate to call it
red tape, but it's the processes in which businesses, small and other‐
wise, have to follow those rules.

We're trying to look for good amendments in this bill that obvi‐
ously make sure that privacy is held as a fundamental human right,
but also protect businesses from the overburden and the policies
and procedures that are going to weigh on businesses' ability to do
business as well as collect and use data for good.

I'm going to start with Ms. Gordon.

What can we do in this bill to ensure that this collection and the
consent models are easy for businesses while also protecting priva‐
cy? What have we learned from the GDPR?

Ms. Michelle Gordon: That's a really good question.

I generally support the new exceptions to consent in Bill C-27 ,
which are similar—slightly different—to the GDPR. I agree that
the application of the legitimate interest exception, whether as a
stand-alone right or as an exception to applied consent, will help a
contextual analysis and will help nurture innovation and allow for a
difference between...how organizations look at their programs and
at accountability and transparency.

Mr. Ryan Williams: Would you support an amendment to the
bill to exempt businesses of a certain size from filing requirements?

Ms. Michelle Gordon: Again, that's something I'm not entirely
qualified to comment on right now.

Mr. Ryan Williams: Thank you.

Mr. Guilmain, could you respond to that question specifically,
but also comment on the burden to business?

Mr. Antoine Guilmain: I want to start by saying something. It
sounds like a paradox, but I believe it is true. More prescriptive re‐
quirements will not necessarily lead to more protection of personal
information. I think it needs to be heard. It's not that because we are
adding a lot of burden on organizations, it's going to be better for
the public. I want to start with this statement.

That said, I will give you an example. When we hear the words
“legitimate interest”, the perception may be just to say, “Well, it's a
free pass. You do whatever you want. There's no consent, so you do
whatever you want.” The fact is that in the GDPR, there is always
documentation.

To your second question, about small and medium-sized compa‐
nies, I don't think it makes sense to have different obligations based
on the number of employees. What matters is the sensitivity of the
information and the volume of the data. This should be, from that
perspective, the trigger to essentially say that they need to have
more documentation in place to explain what they are doing. These
should be the triggers. This is my humble opinion.

Again, I don't think we should be afraid of using some terms. Al‐
so, “exception” doesn't mean that there's nothing in place. As a
matter of fact, at the back end, what I'm seeing is that there's a lot
of documentation in this regard.

● (1635)

Mr. Ryan Williams: To ask that specific question again, would
you support amending the bill to exempt businesses of a certain
size from filing requirements?

Mr. Antoine Guilmain: No.

Mr. Ryan Williams: You'd require all businesses to fill out that
documentation.

Mr. Antoine Guilmain: It would be to the extent that we are
adding sufficient triggers based on the types of information.

These questions were raised as part of law 25. Clearly, the question
was, what do we do with a company that...? Let's say a convenience
store in La Tuque has some personal information. What do we do
with this? The fact is that the convenience store in La Tuque poten‐
tially will have non-sensitive personal information. As such, it
should not potentially need to have a privacy officer. That makes
sense.

However, let's say we have a growing company with 20 people
building a very interesting AI model with biometric data or health
information. Then I think it would make sense to potentially have
some obligation.
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Again, this needs to be proportional. I want to give my opinion. I
don't think that the number of employees makes sense. Even the
revenue is not a good threshold, from my perspective.

[Translation]
Mr. Sébastien Lemire: That convenience store is in Minis‐

ter François‑Philippe Champagne's riding.

[English]
Mr. Ryan Williams: Would other witnesses like to weigh in?

Go ahead, Mr. Goldfarb.
Prof. Avi Goldfarb: Creating thresholds based on the number of

employees creates incentives for businesses to stay small. While
there is a desire to have these additional burdens on businesses, we
have to recognize that there is a trade-off if doing so depends on the
number of employees, because what you're telling businesses is that
you don't want them to grow.

Mr. Ryan Williams: Mr. Arbuckle, do you have anything to
add?

Mr. Luk Arbuckle: I am very supportive of all the comments
that have been made. We had this debate when I was at the OPC.
We did a public consultation, and the question came up about an AI
start-up processing terabytes of data. It's not about the size; it's
about the amount of data and the kind of data.

To your earlier question as well, I'll just add to some of the com‐
ments I made earlier about consent exceptions. I think there is an
opportunity to align more closely with the GDPR in the sense of
making it available to a broader range of organizations—small,
large, etc.

When we're dealing with health data, for example—and I've seen
this while working across Canada—we have some small, vulnera‐
ble population groups, and they can't anonymize that information
with such a small population, so how do we bring that data togeth‐
er? How do we bring health care data together? It's partly through
some of these current provisions where there is de-identification.
We take out the person's name and we put in a pseudonym, but we
still link and then produce really interesting, important statistics.

That's the one thing I wanted to bring forward.
Mr. Ryan Williams: Mr. Beauvais, go ahead.
Mr. Michael Beauvais: The point about record-keeping obliga‐

tions is interesting. To my knowledge, the only olive branch the
GDPR hands small and medium-sized enterprises is indeed con‐
cerning their record-keeping obligations.

I would note that in the case of a children's code, which Ms. Gor‐
don and I have spoken about, that can actually be very useful for
helping businesses, because it provides them, in a way, with a
starter manual for thinking through how they should design their
products and services that are directed to children. You can raise
protections while also being clear and helping businesses in terms
of compliance.

The Chair: Thank you.

Mr. Turnbull, the floor is yours.

Mr. Ryan Turnbull (Whitby, Lib.): That's wonderful, Chair,
and what a nice surprise it is to have a meeting with such great wit‐
nesses and without the Conservatives moving a motion to disrupt
the meeting.

It's really nice that we get to have you here today.

Mr. Goldfarb, I'll start with you.

I know you mentioned an overly broad definition of AI and you
cited some examples, such as regression analysis and some others,
that might be captured within the definition of AI currently. I'm
wondering how you might narrow the definition. I'm not sure if you
have specific suggestions on wording or amendments, but I'd be in‐
terested in hearing your thoughts on that.

● (1640)

Prof. Avi Goldfarb: Absolutely.

In my speaking notes, I have a footnote, so I'll just read that: “the
use of a genetic algorithm, a neural network, machine learning or
another AI technique in order to generate content or make deci‐
sions”.

The current definition is about any prediction model—and an av‐
erage or a regression is a prediction model. The definition of an AI
technique will evolve over time. What the use of “another AI tech‐
nique” does is allow for the flexibility of technology to change over
time, but it doesn't start regulating statistical technologies that have
been around for centuries.

Mr. Ryan Turnbull: Okay. Thank you.

I know we've also had a running theme here about perhaps the
compliance burden being fairly high on SMEs.

Mr. Goldfarb, you talked about a trade-off or trade-offs—I think
it was in the plural. You said that privacy is not free but Canadians
care about it. I think many of us probably agree with those senti‐
ments.

What I want to understand is how we can reduce that burden
without going too far. I've been thinking about this as a balancing
act—as many pieces of legislation are—between the interests of
different groups. There are some people who say that the funda‐
mental right to privacy should supervene everything, but it seems
as though we could go a little too far down that road and really sti‐
fle innovation and also cause undue compliance burden on small
and medium-sized enterprises.

I know you spoke to that. I wonder if you could make any sug‐
gestions as to how to reduce that burden specifically.

Prof. Avi Goldfarb: My starting point is that I think this legisla‐
tion already is at a good starting point. Where we are right now is
good. My concern about the trade-offs would be if we're adding ad‐
ditional things.
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That said, there are two pieces that I think are particularly impor‐
tant. The first one is some recognition by the commissioner of the
burden on small and start-up businesses. Especially, right now, the
cost is borne by the person audited, even if the commissioner finds
nothing. That strikes me as very risky. If we have a commissioner
who decides, for whatever reason, that a particular company, espe‐
cially a small company or a start-up, deserves an audit and they go
through that process, for the start-ups that work with the Creative
Destruction Lab, that may very well kill the company. Some rea‐
sonable expenses, in my view, should be covered by the commis‐
sioner or by the government when the audit shows no evidence of a
contradiction of proposed sections 6 to 12.

Mr. Ryan Turnbull: Okay. That's interesting. I hadn't thought of
that before, but I can see your point that the risk of being audited or
actually being audited, when it's proven later to be not initially war‐
ranted, could be very costly if the burden is on the small and medi‐
um-sized enterprises. I get that.

Mr. Guilmain, you also mentioned this as a sort of running theme
in your opening remarks. You said industry was ill-prepared. You
even said that the implementation time should be up to three years.
I'm wondering what your thoughts are on how we get the balance
right but also reduce the burden. I wonder if you have any more
thoughts that you haven't been able to share on the trade-offs there.

Mr. Antoine Guilmain: Yes. I think there are two sub-aspects
from my perspective.

The first aspect is the transition period. I think we should not un‐
dermine the fact that, even though there are already processes in
place with PIPEDA and potentially with law 25, it does take time to
have something that is meaningful.

I'm a lawyer, so I wish I could tell you that it's only a question of
the papering aspect and just giving some policies and moving on.
The fact is that privacy is much more than only legal professionals.
I think there's an understanding internally in any organization to un‐
derstand what is going on in terms of data flows and what we do to
protect the information we have.

That's the reason why I tend to think that 36 months is the bare
minimum. As a matter of fact, when we look around the world,
that's what we are seeing. We saw with law 25 that 24 months was
not sufficient. At the moment, companies are struggling very much
to comply even with law 25, most of which came into force.

On the second aspect of your question, regarding what we can
change, I will give you a simple example. If we go to proposed sec‐
tion 8 of the CPPA, it says, “An organization must designate one or
more individuals to be responsible for matters related to its obliga‐
tions under this Act.” I'll go back to my example of the conve‐
nience store in La Tuque. They have very little personal informa‐
tion. Their first question when they come to me would be, “Whom
do I appoint? Who is my privacy officer?”

I think this is where it is problematic. It's not based on the size of
the company; it's more a question of the volume and sensitivity of
the information, the good news being that this threshold is present
in Bill C-27 in some disposition. In particular, when I look at the
privacy management program in proposed section 9, there is a
caveat: depending on the “volume and sensitivity” of the informa‐

tion. I think the key aspect would be just to look at those absolute
requirements and say, do we have a threshold based on the volume
and sensitivity of the information? I think this could be a good ex‐
ercise in the full version of the CPPA at least.

● (1645)

Mr. Ryan Turnbull: Thank you for that. That's great.

Mr. Arbuckle, I have a question for you, if I still have time.

Following up on my colleague Mr. Sorbara's comments, which I
thought were quite good, in terms of the reasonableness component
on anonymized data that you were talking about, what I want to un‐
derstand better is what's at stake. I wonder if you could provide an
example where the health outcomes would actually be potentially
compromised.

I think what you implied to me was that if you were adding that
reasonableness component to the clauses around anonymized data
in the bill, you would in fact allow for that contextualization and
perhaps a strong protected environment, in which case you could
use that data for purposes that are beneficial. You spoke to health
outcomes. Could you give us an example to illustrate?

Mr. Luk Arbuckle: Sure. We've even seen it in other jurisdic‐
tions. Basically, the best example is probably the one of small pop‐
ulations. When you want to bring data together and produce.... Ba‐
sically, what is anonymization? It's producing statistics. We've
heard means, aggregates, averages and stuff. That's essentially what
we want to do when we talk about anonymization.

If we make the threshold such that it's a zero risk, and if I have
100 people.... If I take the average age of everyone in this room,
you will say, “Well, it's not anonymized enough”, but who is going
to be able to identify me from the average age in this room? That's
the risk. You're going so far and you're saying, “Well, 100 people
are not enough. We have to go to 1,000.” Suddenly, you cannot
generate the statistics that we currently generate for things like.... In
our submission, we included opioids and mental health. These are
examples where it would be very hard to create the granular data to
see trends over time in different age groups and in different
provinces.

Mr. Ryan Turnbull: Thank you very much for that exchange. I
found it very valuable.

Mr. Chair, I think I'm probably out of time.

The Chair: Yes.

Mr. Ryan Turnbull: Thank you very much.

The Chair: Thank you very much.
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Monsieur Lemire, go ahead.
[Translation]

Mr. Sébastien Lemire: Thank you, Mr. Chair.

My question is for Prof. Goldfarb.

In recent weeks, some members of the Bloc Québécois have
heard concerns from creators who think that the future artificial in‐
telligence and data act, or AIDA, won't adequately protect their
copyright. This issue is even more important in Quebec, where the
arts, music and literature are at the heart of cultural and linguistic
vitality.

What specific amendments could be made to the proposed AIDA
to strengthen the protection of creators' copyright, particularly in a
context where cultural and linguistic preservation is a priority?
[English]

Prof. Avi Goldfarb: From my read of the bill right now, it is not
addressing AI and copyright.

I think there are important trade-offs to recognize in thinking
through this. On the one hand, it's very important that artists and
other people who create work get compensated for it. It is also im‐
portant that we recognize that there has to be some aspect of their
use.... When we, ourselves, read a document and then write some‐
thing two or three years later, that document might somehow be in
the back of our mind as we're drafting it up. We might cite that
original person, or we may not, but we don't owe that person funds
for copyright.

The first response is that, from my understanding, this bill does
not address that. There are reasons to think that clarity will be good.
Wherever we land, with a lack of clarity, it is going to be difficult
for businesses to build AI systems, and it's going to be difficult for
copyright owners to get compensated for their work. Clarity is
good. As I understand it, it's not in this bill.

Second, I think it's important to recognize that some of the ways
in which copyrighted work is input as data into the AI systems are
very clearly related to the value of the copyright. If you ask it to
write a song in the style of The Tragically Hip, it will. That's the
style of The Tragically Hip, and that seems related to The Tragical‐
ly Hip copyright. In contrast, if you ask it to create something that
rhymes and somehow, in the dataset, there is some copyrighted
work that rhymes, thinking through how every single copyright
owner who's written something that rhymes should be compensated
will be quite a nightmare.
● (1650)

[Translation]
Mr. Sébastien Lemire: Taking it a step further, to what extent

will insufficient copyright protection affect cultural creativity? How
can we learn from international best practices to mitigate potential
negative impacts?
[English]

Prof. Avi Goldfarb: I was at a recent poetry reading, of all
things, at an AI conference. The poet used AI to develop her poetry,
and it was amazing and fascinating and a pleasure to listen to.
That's creativity enabled by AI. That poet got to copyright her

work. The other poems that were inputs into the overall database at
that point did not get to benefit from their copyright.

The reason I tell that story is to recognize that for cultural cre‐
ativity, going forward, there are reasons to want a very open use of
these AI systems. There's incredible creativity coming out of these
AI systems—not the [Inaudible—Editor], to be clear. One of the
things I love about the bill itself is that it's so clear that humans
make decisions and not machines, so the creativity is human cre‐
ativity enabled by AI systems.

In the process, though, we need to make sure that when copy‐
right is violated in a particular way—for example, it's clear that you
were trying to mimic a particular artist's style—it gets protected.

[Translation]

Mr. Sébastien Lemire: Thank you very much.

The Chair: Thank you.

Mr. Masse, you have the floor.

[English]

Mr. Brian Masse: Thank you, Mr. Chair.

Federal parties are not currently included in the bill. Does any‐
body have any feelings on that and whether the inclusion of federal
parties should be part of it? We were exempted from other legisla‐
tion in the past. The do not call list is one exemption.

Does anybody have any feelings on whether federal parties
should be part of the bill? It usually comes to the privacy commis‐
sioners and others.

Ms. Michelle Gordon: Other witnesses who testified here have
said they should be included in the legislation. I agree with them
and agree with their reasoning.

● (1655)

Mr. Brian Masse: It doesn't have to be exactly the same as the
business sector either; it could be done in a different way. It doesn't
have to be entirely the same, but I think there is an argument that
could be made that federal parties should be part of this.

Mr. Antoine Guilmain: Yes. I would agree as well.

My only problem is—and maybe I'm a bit too dry—that the title
of the law itself is “consumer privacy protection act”. The notion of
“consumer” is misleading at this stage. I think it's something to em‐
phasize, even though I don't disagree with the principle of poten‐
tially having federal political parties be subject to the law.

Mr. Brian Masse: Well, if you have been here long enough, you
know that the titles of bills are often divorced from the reality of
what they are.
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That's a fair point, and I'm complimenting, not criticizing, your
analysis of that.

Does anybody else have any thoughts on that?
Mr. Michael Beauvais: I know that Colin Bennett, among others

who appeared before this committee, also raised this point. In light
of big data political campaigning, I think it's very difficult to sus‐
tain a justification for why political parties should not be subject to
data protection laws. I would certainly encourage their inclusion.

If there are specific concerns, a balancing can take place, in the
way that data protection laws frequently balance with journalistic
purposes and these sorts of things. If there are very specific con‐
cerns about campaigning and the political process and how data
protection law can affect that, I think that should be considered in a
very specific manner, but certainly as a big-picture item, I think po‐
litical parties should indeed be subject to data protection law.

Mr. Brian Masse: Thank you, Mr. Chair.
[Translation]

The Chair: Thank you.

Mr. Généreux, the floor is yours.
Mr. Bernard Généreux (Montmagny—L'Islet—Kamouras‐

ka—Rivière-du-Loup, CPC): Thank you, Mr. Chair.

I'd like to thank all the witnesses. Their comments are really very
interesting.

Mr. Guilmain, I'll turn to you.

I'll go back to the example you gave, the convenience store in La
Tuque. We all understand that you chose that location, since the
convenience store is in Minister François-Philippe Champagne's
riding. Up until now, he probably thought he had a little private life,
but with the convenience store story, his life has now become pub‐
lic.

I'm using your example to talk about small businesses across
Canada. We know that 95% of businesses in Canada are the back‐
bone of our economy. With this bill, we are addressing both indi‐
viduals and businesses and entrepreneurs who will have to adapt to
this legislation.

Earlier, you referred to a survey you conducted on Quebec's
Bill 25. Nearly 70% of respondents needed more information or
clarification on the act.

Do you think the process will possibly be the same for Bill C‑27?

We're talking about consultations. You think this is a good bill,
from what I understand. However, I must say that this isn't exactly
what we've heard since the beginning of the consultations.

A number of people have told us that they weren't consulted.
Representatives of organizations, who have appeared before our
committee so far, have said that they weren't consulted. Some have
told us that it would be preferable for them to be consulted. I think
one of the witnesses said so earlier. He said that it would be good if
there were more consultations.

Do you think it would be a good idea to hold more consultations?

We've been told on a number of occasions that we should nor‐
mally, at the outset, separate the whole issue of artificial intelli‐
gence from that of privacy, because they are two completely differ‐
ent things.

What are the real or possible consequences of the elements that
will, in a way, bury SMEs in bureaucracy?

Mr. Antoine Guilmain: If I may, I'll answer in three parts.

First, there is Bill C‑27 in and of itself. I grant you, in my hum‐
ble opinion, that part 3 and parts 1 and 2 are probably unrelated.
That's a real problem. I won't hide the fact that, when I talk about
the aspect of Bill C‑27 that I like—it's always like that in a relation‐
ship, we like or we like less—I'm talking about parts 1 and 2, to be
quite honest with you. That's the first thing. I think part 1 is a very
good start. There are gaps. As I told you, it's not perfect in terms of
compensation and the flexibility of consent, among other things.
However, in my opinion, the bill is a very good foundation.

Second—and I go back to my earlier comment—I think there's a
common sense rule with respect to this piece of legislation. It's just
a matter of looking at the obligations in a very cold way. We have
to ask ourselves some questions. I would like to come back to the
example of the famous La Tuque convenience store, which, by the
way, is being well advertised. I don't know if there are two, though.
In any case, if I were the owner of this famous convenience store
and I saw this text, I would wonder if it would help me in how I
operate. Is this piece of legislation really going to change the way I
do things? That is the objective. We really have to show businesses
that we don't want to create problems for them for the sake of creat‐
ing problems for them. We have to tell them that we want to help
them focus their attention on the right things.

I gave you the example of the privacy officer. I don't personally
believe that our convenience store needs a privacy officer. I think
it's that kind of analysis that could really help small and medium-
sized businesses. We have to put ourselves in their shoes and ask
ourselves whether, based on what we see, based on non-sensitive
data…. Again, I think this is an important element, because small
and medium-sized businesses have a voice that is heard, obviously,
but it will depend on the data. Data is really the key. However, I
think you have to look at some of those things, and obviously that
has been taken into account in some provisions and not in others.

Perhaps we need to make an effort to be consistent and to ensure
that this aspect is truly taken into account. That could help, I think.

● (1700)

Mr. Bernard Généreux: While I'm at it, since you're a lawyer,
I'm going to ask you about a proposal that was made in the legisla‐
tion to set up a tribunal.

If that question is of interest to Mr. Arbuckle and Ms. Gordon,
they can also answer it.
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Some have told us that establishing a tribunal should be set aside.
For example, Mr. Balsillie, from the Centre for Digital Rights, said
that it was a dog's breakfast, that it would do absolutely nothing.
Other witnesses have said that this will delay the process.

What do you think?

I'd like to hear from all three witnesses.
Mr. Antoine Guilmain: I don't agree with that statement, quite

frankly.

I think you have to look at the nature of the organization. The
Office of the Privacy Commissioner was created as an ombudsman
would have been, and that's its role. The Privacy Tribunal would
have a different, purely jurisdictional role. I think that's an interest‐
ing approach.

I'd like to look at what's being done in Quebec. You might be in‐
terested in that. We have the Commission d'accès à l'information du
Québec, which wears two hats. It has general oversight over every‐
thing to do with complaints, recordings, and so on. It has a jurisdic‐
tional section, where administrative judges render decisions.

I find that an element of complexity. I think it's good to have two
distinct entities. That's my own point of view. I don't think that's a
bad idea per se.

Mr. Bernard Généreux: What do you think, Ms. Gordon?
[English]

Ms. Michelle Gordon: Just on the topic of the tribunal, I do sup‐
port that idea. I think the current role of the Privacy Commission‐
er.... That office has done an incredible job, but it wears many hats.
The commissioner wears the hat of an advocate and of an educator
and does investigations, but what's always been said about that role
is that it has no teeth, that whoever is in charge doesn't have teeth to
implement fines and issue fines. By having the separate role of the
tribunal, that will allow for a more robust legislative process and al‐
low the hats of the commissioner to be separate.
[Translation]

Mr. Bernard Généreux: Mr. Arbuckle, I don't think you're a
lawyer, but do you have an opinion on that?

Mr. Luk Arbuckle: No, not really.
The Chair: Thank you very much.

Mr. Gaheer, you have the floor.
[English]

Mr. Iqwinder Gaheer (Mississauga—Malton, Lib.): Thank
you, Chair.

Thank you to all the witnesses for making time for the commit‐
tee.

My questions are for Mr. Guilmain.

I think you've answered this piecemeal, but I wanted to give you
the question so you can approach it: How does the CPPA align with
other privacy and data protection regimes? I want you to focus on
the GDPR. Given your expertise, how do you think it compares
overall?

Mr. Antoine Guilmain: There are a couple of things.

I think the first aspect is that the idea of asking the organization
to explain what they are doing on the privacy side is very similar to
the GDPR, to what we are seeing at the moment. I think it's positive
in itself.

The second aspect is that there are some interesting legal bases
and ways of making legal the processing of personal information,
and I will give the example of legitimate business exemptions. Un‐
fortunately, I want to say that they don't go as far as the GDPR
does, and I think this is something that should be considered, at the
very least.

The third aspect—and I think it's important—is that the CPPA
places privacy as a cornerstone for society, very similarly to the
GDPR. I want to be clear that the GDPR has been a shock in Eu‐
rope in itself. Everyone knew about it. It was an earthquake. I tend
to think that the CPPA in its current version, with some improve‐
ments, could have the same effect, potentially pushing the organiza‐
tions to do even more on the privacy side, relying on what they've
been doing.

I think those are the elements that are common between the two
regimes.

● (1705)

Mr. Iqwinder Gaheer: Thank you.

How was the GDPR received by businesses in Europe? Was
there a warm reception? Were they able to get on board and com‐
ply?

Mr. Antoine Guilmain: The first months were rough. Let's be
honest. I think that everyone was just trying to adjust. We have to
keep in mind that it was in May 2018, so it was the first big change
in the world. Just to be clear, it's been the same across the world.
Brazil recently adopted its own privacy laws, Singapore.... It really
was the beginning. Let's put it that way.

Then, eventually, I think the regulators, in consultation with the
organizations, were able to make sure that the organizations under‐
stood what was expected from them. I think that at this stage,
there's a big aspect of expectation, because the companies want to
do well. That's what I see in my practice. They want to comply. No
one wants to say, “Well, you know what? We don't want to com‐
ply.” The problem is always in being clear regarding the require‐
ments and being reasonable as well.

On the GDPR, at the moment in North America we are using the
GDPR as a gold standard in transactions between U.S. and Canada.
We are using language from the GDPR. Clearly, it shows that it's
been a success for Europe, if we are being honest. That's my posi‐
tion.

Mr. Iqwinder Gaheer: In your second point, you mentioned that
the exception in the CPPA doesn't go far enough. Could you speak
about exceptions generally and maybe about the business purpose
exemption in particular?
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Mr. Antoine Guilmain: Yes. I know that you've been discussing
this notion of legitimate interest. When we hear “legitimate inter‐
est”, it sounds like a free pass to do whatever we want, but I want
to emphasize that if you look carefully at the CPPA, there is always
an aspect of assessment, of explaining why we can actually rely on
legitimate interest.

The fact that we are limiting.... For instance, for influencing the
decision, we don't want to use legitimate interest. That's what we
have at the moment in the law. I think it's a mistake, because the
influence could be bad or it could be good. I will give you an exam‐
ple. For instance, my children are online on social media. They can
see targeted advertising, contextual, without any context, regarding
alcohol or something I don't necessarily like as a parent. I'd prefer
for them just to have specific tailor-made advertising for children.
That's what I'd prefer. I think legitimate interest could be used.

I think this is the perfect segue between legitimate interest and
children. I think those are topics that you've been discussing a lot
lately, as I understand. I think potentially legitimate interest is not
evil. I think it's a question of documentation. I'm going to give you
the word that we use in Europe: legitimate interest comes with LIA,
legitimate interest assessment. This is a document, a report, ex‐
plaining why and how you are relying on these legal pieces. I think
the same could be done here.

Mr. Iqwinder Gaheer: That's great. Thank you.
[Translation]

The Chair: Thank you.

Mr. Lemire, you have the floor.
Mr. Sébastien Lemire: Isn't it at the end of the second round?
The Chair: You're right.

Thank you. I'm lucky to have you as vice-chair, Mr. Lemire, to
call me to order.

Mr. Perkins.
[English]

Mr. Rick Perkins (South Shore—St. Margarets, CPC): Thank
you, Mr. Chair.

This has been fascinating, as has been the testimony on the
whole thing.

Dr. Guilmain, you have two Ph.D.s, as I understand it. You've
pretty much earned the “Dr.” You have a very impressive back‐
ground.

You seem to be getting all the popular questions here. I'd like to
talk to you about two things. One is the issue of consent, which we
have raised before. I've raised this in the committee before with
other witnesses—the famous thing that happened with Zoom in the
summer. I know from your résumé that you seem to have done
some work in the past for Meta.

This is from section 15.2 of Zoom's consent clause on privacy
that we all click—and even most lawyers click, too—without actu‐
ally reading most of it. It says, “You agree that Zoom may modify,
delete, and make additions to its guides, statements, policies, and
notices, with or without notice to you, and for similar guides, state‐

ments, policies, and notices applicable to your use of the Services
by posting an updated version on the applicable webpage.”

To me, that doesn't sound like consent. It sounds like it's chang‐
ing the terms without your consent. Is there anything in this bill that
prohibits that practice?

● (1710)

Mr. Antoine Guilmain: I'm going to emphasize the obvious. I'm
here in my personal capacity, to start.

The second aspect is that what you are showing at the moment is
the limits of consent. That's what it is. It's essentially showing a big
chunk of text and expecting the individual to consent. That's the
reason exemptions to consent are interesting, because you will actu‐
ally focus on the important moment of a data flow. Essentially, if
you want an express consent on biometric data, then you're going to
ask for consent.

Those kinds of things potentially could have been, in my person‐
al view, captured by the notion of legitimate interest. If the regula‐
tor, the OPC, has any questions, then it can knock on the door and
ask, “Why are you doing this? Show us the assessment.”

That's the reason why consent, to me, is not necessarily the solu‐
tion. It's not bad. I think, globally, there's a consensus. Everyone
understands consent. We like the notion. I think it sounds good. At
the same time, it has limits. If we want meaningful consent, then
we should focus on express consent in limited situations. Other‐
wise, we will spend our time consenting and not meaningfully con‐
senting. I think this is my—

Mr. Rick Perkins: I'm sorry to interrupt, but I have limited time.

Proposed subsection 15(5) says that implied consent can be used,
and you've talked about proposed subsection 18(3). When you pile
all those up with proposed section 5, the “Purpose” section, which
says that a company's interest is of the same value as an individual's
right to the protection of privacy, doesn't that weigh everything in
my favour, for me, as a former marketer, to be able to use and to do
what my company needs most, over your personal interest?

Mr. Antoine Guilmain: That's not necessarily the case, because
the balance is always in thinking about the rights and interests of
the individual. It's not something that you do in a vacuum. These
are analyses of proportionality and of necessity. It's a long assess‐
ment. It's not a two-pager. I think it's not only that.

Mr. Rick Perkins: Thank you, Dr. Guilmain.

Mr. Chair, I'd like to propose a motion, because I was poked by
the bear. I wasn't going to do this, but I'll do it now, anyway.
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I move that, pursuant to the request for documents passed by the
committee on November 21, 2023, the committee order the Minis‐
ter of Innovation, Science and Economic Development to produce
unredacted copies of the Stellantis-LGES battery plant contracts to
members of the committee in both official languages—in other
words, get it translated—by Tuesday, November 28; further, that
the committee pause the study of Bill C-27 until the contracts have
been circulated.

The reason, Mr. Chair, for doing so is that we all know the gov‐
ernment has hired, over the last few years, another hundred thou‐
sand officials. Surely, they can get it translated if the contracts
weren't presented in both official languages. It surprises me that the
government would not have contracts in both official languages be‐
fore signing them.

I request that all efforts be made on this critical issue, where such
a large government subsidy is involved and where there are such
conflicting public reports about what's going on, so that we get ac‐
cess, as committee members, to the terms outlined—as MP Turn‐
bull amended and as the Liberals voted for, ultimately—in the mo‐
tion at our last meeting. Get the French quickly. It should not take
some undefined period of time for the government to present it. We
can't get on with the urgent nature of what we passed at the last
meeting without, justifiably, a French version and an English ver‐
sion of the contracts.

I think the government should treat this with the most expedien‐
cy and put all the resources it can into addressing the needs of this
committee. I'm asking that they produce the translated documents
very quickly. Once we get them, we'll pause for the day or two we
need to look at the contracts. This isn't an indefinite pause. It's to
give us the opportunity. Let's say we had them by Thursday. Instead
of Thursday's meeting, we would have the day on Thursday to take
a look at the contracts, if that's the way it works out.

Thank you, Mr. Chair.

The Chair: Procedurally, Mr. Perkins, I understand you're giving
notice of the motion. You're not tabling it, because, if notice was
not given, to table-drop a motion, it has to be on the topic dis‐
cussed. We're on Bill C-27.

I understand there's one sentence at the end that would pause Bill
C-27. It's not precisely on the topic. I'm tempted to say this cannot
be discussed right now, because notice was not given, but I'll hear
you out, Mr. Perkins, on that.

● (1715)

Mr. Rick Perkins: I appreciate that, but we are studying Bill
C-27 now. That is the discussion we're having. We can ask any
question we want of witnesses on Bill C-27, a very large bill. This
is about the relationship of two studies and Bill C-27. I could point
you to the procedures book—“the big green book”, as we all call
it—and page 1061. The reference there allows us to reference the
topic at hand that we're discussing. It would be in order.

Perhaps the clerk could take a look at that page. I know she
knows this book inside out, because I've talked to her a lot about it
in the past. She's very knowledgeable about it.

If you'd like, I could take a minute, or I could read it in. I don't
think that's necessary, probably, since the clerk has it. It's on page
1061.

The Chair: I'll take a couple of minutes to read it myself, in or‐
der to determine whether this motion is receivable as a motion that
has been table-dropped on the floor like this.

I'll briefly suspend. I apologize to the witnesses.

● (1715)
_____________________(Pause)_____________________

● (1720)

[Translation]

The Chair: Order, colleagues. We will resume the discussion.

[English]

We're on the motion that was just tabled by Mr. Perkins.

After considering Mr. Perkins' arguments and consulting with the
clerk as well, I'll note that our routine motions—which the commit‐
tee voted on at the beginning of this legislature and which were
agreed on by all parties—state clearly, “That a 48-hour notice, in‐
terpreted as two nights, be required for any substantive motion to
be moved in committee, unless the substantive motion relates di‐
rectly to business then under consideration”.

I don't think the motion before the committee right now, which
Mr. Perkins submitted, substantively deals with the matter at hand,
which is Bill C-27. I understand, then, that this is notice given for
this motion, and it will be receivable at our next committee meeting
on Tuesday.

On that note, Mr. Perkins, you still have a minute for our wit‐
nesses. Otherwise, we can move to our next speaker.

Mr. Rick Perkins: Thank you, Mr. Chair.

Thank you, witnesses.

Mr. Goldfarb, I don't know if you're related to that famous Gold‐
farb pollster or not. You are. Okay. He was one of the innovators of
polling in Canada. I don't know if he's your father, but he did great
work.
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I come at this as a marketing person when I look through this,
and I know how much my colleagues—I won't say me—would
push the envelope on analyzing data. This act is a brand new act—
I'm talking about the privacy part—that would replace everything.
The hole that's there in the buildup—as I mentioned to Dr. Guil‐
main—is from the “Purpose” section through to proposed section
15, “Consent”, and proposed subsection 18(3). I didn't mention pro‐
posed section 35, which allows the movement of data without a
person's consent. It doesn't say it's limited to academic purposes, as
PIPEDA does now.

Doesn't that actually create a big hole that marketers can exploit,
combined with these weak consent provisions that are still there,
and allow companies to still utilize your data, change the terms of
reference, create new data uses without your permission and
even—in the case of proposed subsection 18(3)—harm you? They
can actually use it to harm you.

Does it not do that?
Prof. Avi Goldfarb: I'll be a little careful. I'm not a lawyer. I'm

an economist. In my view, as an economist reading this, the harms
of data flows are well protected, while at the same time, businesses
and other organizations are going to be able to use data in ways that
allow them to deliver better products and services to individuals—
with the caveat of recognizing that I'm reading it with the eyes of
an economist and not a legal scholar.

Mr. Rick Perkins: Proposed subsection 18(3) says that you can
use it even if it harms the individual.

Perhaps I would ask that question of Dr. Guilmain, as well, as a
lawyer. It's on the issue of proposed subsection 18(3) allowing for
the data use even if it harms the individual. I'll give you a moment
to take a look at it.
● (1725)

Mr. Antoine Guilmain: Would you mind repeating the ques‐
tion?

Mr. Rick Perkins: It reads, “the organization has a legitimate in‐
terest that outweighs any potential adverse effect on the individual
resulting from that”. It's harm, basically.

Prof. Avi Goldfarb: Again, in my view, given my expertise as
an economist, the explicit recognition of trade-offs is positive, and
together with the explicit sentence that this is what somebody
would expect if they were interacting with this company, it suggests
a careful weighing of the trade-offs between the benefits of data
flow and the benefits of privacy.

Mr. Rick Perkins: Thank you.

Maybe I can add one more caveat to that. I think the caveat that's
always in here is “reasonable person”. The question is that there are
a lot of people who aren't necessarily at that level in terms of their
knowledge of the use of data. I think Europe actually may have a
different standard that protects more vulnerable people than that
term does.

Mr. Antoine Guilmain: Maybe I can give you a very simple ex‐
ample regarding cookies. We've all heard about cookies on web‐
sites, and 10 years ago cookies were very new, something that peo‐
ple didn't understand. Now, 10 years later—or more like 15 to 20
years later, actually—I think this is something that is well known

by reasonable persons. Just to be clear, the fact that it's evolving is
not bad. I think our laws are built on a notion like this, that essen‐
tially we are making things evolve.

What I see in proposed section 18, to be frank, is the assessment.
The assessment makes me feel more comfortable in being able to
say that this is rational and it's been explained. It's been detailed,
and it's not just somebody saying, “You know what? I think I have
a legitimate interest.”

Again, I understand that those are valid concerns. I hear you, but
at the same time the world is changing fast. I think we can do
tremendous work, and I think Bill C-27 is full of potential, but we
need to accept as well that technology is going so fast that those
kinds of concepts need to be embedded in the law.

That's my position.

Mr. Rick Perkins: Thank you very much.

The Chair: Monsieur Beauvais, I'll yield the floor to you be‐
cause you've been patient.

Mr. Michael Beauvais: Thank you.

Mr. Perkins, I think any data protection laws are going to neces‐
sarily involve a weighing exercise. This is something that Mr.
Goldfarb picked up on too. It's about weighing different interests.

I think that a lot of work could be done in proposed paragraph
18(4)(c) in terms of the prescribed requirements as part of the con‐
ditions of precedent, if there are specific concerns there. That's
something that maybe the committee can think through quite care‐
fully in terms of fixing specific things or addressing particular con‐
cerns regarding vulnerabilities of different users. I would also note
that vulnerability is indeed a concept that appears throughout the
GDPR, in particular its recitals.

Mr. Rick Perkins: Are you talking about adding definition to
proposed paragraph 18(4)(c) through the act or through regula‐
tions?

Mr. Michael Beauvais: I mean that the concerns could be dealt
with in terms of prescribed requirements issued by the minister in‐
stead of having them solidified into the legislation itself. I think it's
unreasonable to say that absolutely no data used should possibly
engender any sort of harm to any specific user. That would be treat‐
ing privacy as an absolute. That, to me, as someone who consistent‐
ly advocates for robust privacy protections, seems unreasonable.

[Translation]

The Chair: Thank you.

[English]

MP Van Bynen, the floor is yours.

Mr. Tony Van Bynen (Newmarket—Aurora, Lib.): Thank
you, Mr. Chair.

My first question will go to Mr. Beauvais.
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Do you feel that Bill C-27 gives the Privacy Commissioner of
Canada enough tools to ensure that firms implement data manage‐
ment practices, considering the sensitive nature of personal infor‐
mation about minors?

Mr. Michael Beauvais: I would say that the bill specifically
gives the Privacy Commissioner the ability to issue administrative
monetary penalties, which is a very welcome addition.

The one thing that strikes me, which I would like to highlight, is
the fact that at the moment the OPC cannot issue an AMP for
breaches of proposed section 12. I think this is quite an important
section, since the purposes of data processing are the pillar for de‐
termining what is or is not a legitimate use of data. Therefore, I
would recommend including proposed section 12 as a kind of en‐
forceable ground for the OPC.
● (1730)

Mr. Tony Van Bynen: Mr. Goldfarb, what are your thoughts?
Prof. Avi Goldfarb: I'm sorry, but what is the particular ques‐

tion?
Mr. Tony Van Bynen: Do you feel that Bill C-27 gives the min‐

ister and the Privacy Commissioner of Canada enough tools to en‐
sure that firms implement data management practices, considering
the sensitive nature of personal information?

Prof. Avi Goldfarb: I will be careful, a little bit, about my ex‐
pertise in terms of the operations of it. That is not what I know
well, but in my view, the bill is clear about what it gives the com‐
missioner. If anything, I came in thinking that the commissioner is
getting a lot of power out of this bill to potentially interfere with
how small businesses and start-ups operate. I do think that, if any‐
thing, it does get the balance right.

Mr. Tony Van Bynen: Let's come back to an article that you co-
authored and published in September, “The Economics of Digital
Privacy”, in which you state that digital privacy regulations can
“have negative consequences on market outcomes, particularly with
respect to competition, innovation, and both producer and con‐
sumer surplus.”

Do you think that Bill C-27 should be amended to protect the
competitiveness of Canadian businesses?

Prof. Avi Goldfarb: My view is that, in many ways, the most
important thing about a policy—and, to some extent, a privacy poli‐
cy—is to ensure that we protect competition.

At the same time, I don't know what an amendment to this act
would look like in terms of protecting competition for the next gen‐
eration of technology. A vigorous antitrust enforcement by the
Competition Bureau and the continued vigilance on how large tech
companies and others are potentially using their existing dominance
in some markets to connect to and take advantage of new markets is
worth protecting.

I'm not sure that belongs in Bill C-27, in the sense that things
like ensuring interoperability between existing systems and new
technologies are very valuable.

Mr. Tony Van Bynen: We're looking at some pretty significant
imbalances in the economy where we have dominant players in re‐
lation to big data and financial resources.

What things should we be considering that level, or at least bring
into better balance, the competitiveness of those imbalances now?
The concern that I'm hearing through the HUMA committee is that
this will be a polarization of capital and that the gap between the
haves and the have-nots will become quite significant.

How can we address some balancing there?

Prof. Avi Goldfarb: When we think about technology and tech‐
nological change, information technology is capital, so the owners
of that capital have done better and better. This whole literature on
the decreasing labour share and the increasing capital share of the
economy is partly related to the ability to scale through information
technology.

The impact of these particular data-driven technologies on mar‐
ket power is more subtle. The reason is that, in a Stats 101 sense—
and I don't know if and when you took statistics—there are decreas‐
ing returns to scale and data in a formal technical sense. It's like
this: If you have 10 people and you get an eleventh, you learn a lot;
if you have a million people and you get one more, you don't learn
that much. In an explicit technical sense, there are no economies of
scale in data.

On data-driven and machine-learning technologies, there are rea‐
sons not to expect monopolization. There are, importantly, other
forces going in the other direction, and those are the things that we
should keep an eye on and regulate. The forces going in the other
direction are things like.... The ability to use data requires certain
other technologies or can benefit from certain other markets where
there is dominance. The ability to use data, and use it well, requires
computing, so if the cloud services market is monopolized or has
strong market power, that's going to impede innovation and be a re‐
al competition worry. Also, if media, in some ways, are monopo‐
lized, and therefore the ability to understand users as they interact
with media becomes monopolized, that's another way that could
[Technical difficulty—Editor] in terms of competition.

In my view, those are related, but only tangentially related, to
most of the content of Bill C-27.

● (1735)

The Chair: Mr. Van Bynen, I'm afraid you're out of time.

That concludes our third round of questioning, and we'll be ready
to adjourn the meeting.

Mr. Masse, go ahead.

Mr. Brian Masse: Thank you, Mr. Chair.
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I don't get my last spot, and that's okay, but I want to say thank
you. I appreciate your decision on the ruling. I think it's the right
ruling in terms of the practice I've seen here.

I want to express my concern about the situation on the topic of
jobs. When I came here on Monday, I was mocked by some mem‐
bers in the House of Commons because it was said that one job was
going to be for workers from South Korea. We learned on Tuesday
that it was 100 jobs. We learned today that there may be another
900 jobs that are possible—it's breaking right now. There was also
the question of 1,600 jobs before that. We still don't know the jobs
for building, tech transfer and operating.

I think those are all public trust issues that we should be getting
to at some point. I appreciate your efforts to steer us through this.
In my opinion, these are important investments to be made, but
there needs to be some confidence and public trust, because it's not
only about the plant that's local in my community, but the three that
come after that.

I appreciate your ruling. I want to put on the record, though, that
I think it was the appropriate reading given the practice, and the im‐
portance of the matter next week.

Thank you, Mr. Chair.
The Chair: We're not opening a debate. Mr. Masse agreed to

forfeit his last two minutes of questions because we ran out of time,
so I recognized him.

To be clear, I'm hoping that we're going to get the contracts very
soon. I understand that they're being worked on by the department.

On that note, thank you very much to the witnesses for your
presence here today.
[Translation]

I'd like to thank the interpreters, the support staff, our clerk and
the analysts.

The meeting is adjourned.
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