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ABSTRACT

Monte Carlo simulations of the propagation of photons
through a vafiety of water types are utilized in conjunction with the
Vollenweider-Fee primary produétion model to determine the effect of
the diurnal variation of solar zenith angle on estiﬁations of primary -
production and irradiation; Such effects are considered as a function
of both geographic latitﬁde (northern hemisphere).and time of year..
It is shown that the effect of solar zeﬁith angle depéndence of
subsurface irradiance.levels on the determination of daily primary
produétion is small ( {#15%) for any latitude or time of year. Thé
effect of solar zenith angle dependence on the determination of
irradiation at a given depth, however, can be quite significant.

Under certain conditions of latitude and time this effect can be as

large as +80%.,



RESUME

L'auteur utilise des simulations de Monte Carlo de la propagation
des photons 3 travers divers types d'eau conjointement au mod&le de produc-
tion primaire de Vollenweider-Fee pour déterminer 1'effet de la variation
diurne de 1'angle z&nithal solaire sur des estimations de la production
primaire et de 1l'irradiation. Devtels effets sont considérés comme une
fonction 3 la fois de la latitude géographique (hémisphire nord) et de
l'époéue de 1'année. 11 est démontré que 1'effet de la dépendance de
1'angle zénithal solaire des niveaux d'irradiation sous.la surface sur la
déterminétion de la production primaire quotidienne est faibie (¥ 15 2)
pour n'importebquelle latitude ou &poque de 1'année. Toutefois, 1'effet
de la dépendance de 1'angle z&nithal solaire sur la détermination de

1'irradiation 3 une profondeur donnde peut 8tre tr8s signaficatif. Dans

certaines conditions de temps et de latitude, cet effet peut atteindre

+80 %.




INTRODUCTION

One of the most significant parameters governing the
photosynthetic processes in natural water bodies is the daily
integrated value of subsurface irradiance'within the wafer column.
Various models havg beén.proposéd for'mathematicailyvestimating
primary production, among the most notable‘being those §f Smith
(1936), Talling (1957), Vollehweider.(l965), and others reviewed in
Vollenweider (1965) and Patﬁen (i968). Fee (1969) has presented a
numerical sdlution of the Vollefiweider photosyn;hesis model which
enables an exploitation of its fqll generality. 1In this paper we ﬁti-
lize the Fee numerical solution in conjunction witﬁ a realistic - |
appraisal of the variability of subsurface irradiance léVels to evalu-
ate the effect of the diurnal variation of solar zenith angle on the
accuracy to which daily integrated values. of subsurface 1rradiﬁnce may

. be estimated.

The integrated value of subsurface irradiance is dependent
upon not only the inherent optical properties (absorptioh and scatter-
ing). of the various components of the water mass and the nature of the
incident solar anq gkylight radiance distributions, but also tﬁelSAIar
zenith angle at tﬁe time of subsurface»irradiance levél determina-
tion, Thg diurnal variation of solar zenith angle is itself a func-

tion of Julian day and geographic latitude.




A detailed description of the propagation of raaiation
through natural water masses réquires a consideration of both the
angular distribution §f the incident radiation field and the optical
properties of the water. Those optical properties which influence
radiative propagation are the total aftenuation coefficient ¢ (defined
as the sum of the absorption coefficient a and the scattering coeffi~
- cient b), the scattering albedo w (defined as the ratio b/clandrrepre-
. senting that proportion  of photonic interactions ih the ﬁater that are
scattering events), and the backscattering probability B (the.proba-
bility that a scattering iﬁteraction will result in a photon being
scattered into the backward hemisphere). Recently we have shown
(Jerome gg_gl,,‘l982) that the scattering albedo w has a much greater
influence on the solar zenith angle dependence of subsurface irradi-
ance levels than does the backscattering probability B. Basically,
the lower the yalue of w defining a natural water mass ({.e., the
smaller the percéntage of scattering interactions occurring within the
water column), the more pronounced will be the solar zenith angle

dependence.

INCIDENT RADIATION FIELD

The incident radiation field considered in this analysis was
taken to be comprised of a direct incident beam superimposed upon an

isotropic diffuse radiance distribution. Obviously, on any given day,



such an incident radiation distribution can display lﬁrge variat;ons,
ranging from nearly totally direct to totally diffuse. The effects of
such variations in incident radiation distributions on the depths of
subsurface irradiance levels have been discussed elsewhere (Jerqme
E£;§l°’,1982)' For the §urpose of this work, we have cdnsidered an
incident radiation field determined from the clear~day global

' radiétion model of Davies et al., (1975). On the basis of this model,
- @ direct solar irradiance Eg,, and a diffuse sky 1rradiance'Esky :

were obtained from

: 2
Baun = o1 <% ) dun o Yis dhs dps/® W

- - | 2
By = (Eaor €058 ) by, (1= oo ¢ 0)/2R (2)

where Eéol = golar irradiance at the mean annual earth-sun distance
(1.e. atkl Astronomical Unit)
- solar zenith angle (Gi = 0 at sun directly overhead)

R = radius vector (expressed in Astronomical Units)
and dya. dpas s drs and (pg are atmospheric parameters
which account for stattering and absorption effects of atmospheric
water and dust, and Rayleigh scattering. These parémetérs are
obtained from air mass an&'precipitable water content of the
étmosphere in.the maﬁner described by Davies gg_gl., (1975).. Table 1

lists the incident radiation distribution (with the diffuse component




expressed as a percentage of incident fadiation) as a function of

. solar ienith angle usedbin this analyéis. Thblé 1 was constructed
assuming a precipitable water coqteﬁt of 1.5 cm, a value which
reasonably appfoximateé tﬁe range_of‘atMQspheric condifions normally
.encountered. It should be emphasized that Iable 1 represents a

clear-day atmosphere.

Such an iﬂcident ?adiation distribution was considered.
impingiﬁg upon a planar horizontal wate? surface. For each incident
angle 94, a refracted angle 6, was calculated. Surface reflection
of the direct solar beam was considered at each value of @4 utiliz-
:ing the angular dependency of the Fresnel reflectivities, and the
direct solar beam was adjusted to incorporate the effects of the
surface reflection. The diffuse sky radiation was corrected for
surface reflection by subtracting 6.6% of its incident value at all

times (Jerlov, 1976).

DETERMINATION OF SUBSURFACE IRRADIANCE LEVELS

Figuie 1 schematically illustrates in ray form the path of

an incident beam (solar zenith angle 8y, refracted angle er)
entering the water surface. 2 (@,) is the path length along the

principal direction of subsurface propagation to a particular

irradiance level. Z is the vertical distance to that level.
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The most generally used expression for the attenuation of

subsurface irradiance is Beer's Law, which may be expressed as

E(Z,8.) E (6 dexp(-kZ (6)) (3)
where  E(Z,0,) = irradiance at depth Z
Eo(9,) = irradiance just beneath the surface

k = irradiance attenuation coefficient

Replacing Z; by the vertical depth Z in equation (3)

- yields
E(Z’er) = Eo(er)exp(-kvz) » . (4)
where k, 1s the vertical attenuation coefficient.

Since Z = Z; only for the‘condition of the sunAdirectly
overhead (i.e., 65 = @, = 0), tﬁe value of'kv varies with the
time at which the subsurface measurements were performed. Exteﬁding
the'use of an invariant kv tﬁroughout the daylight houfs, therefore,
clearly neglects the inapprop:iateness of equafion (4) for non-zero
values of 6ge  Such a diurnal variation was taken into account by
establishing a Monte Carlo program which simulated the propagation of
photons incidénﬁ upon a variety of water types from a spectrum of @y

values,
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In guch a Monte Cﬁrlo simulation a wafer tyﬁe is chosen (byf
_selecting a value of wand B) and individual photons are traced
through the water medium following each absorption or scattering
interaction in a sequential manner. After a sufficient number qf
photons are traced to provide small statistical errors, the results
are appropriately summed to obfain the depths of the de;i:ed

irradiance levels.

Three different waﬁer tybes are considered, characterized by
‘w= 0.60, uxé 0.75, and w= 0.90, respectively, each of the three
watef types displaying progressively higher percentages of scatterihg
interactions. Avvalue of B = 0.0285 was selected, this value being an
avefage value appropriate to two scattering phase functions taken from
Petzold (1972). Since the scattering albedo w has a muéh greater
» effect on the diurnal zenith angle dependence of.subsurfaCe'irradiance
levels than does the backscattering probability B (Jerome gg_gl},
1982), the value of B selected in this study would not detract
significantly from the generality of application of these results to

most natural water bodies.

Two separate incident radiation distributions are considered
as inputs to the Monte Carlo program, a direct beam at incident angle

6; and an 1sotrop1¢ diffuse radiance distribution.




For the direct incident beam, the results of the Monte Carlo
simulation were curve fitted to Beer's Law of equation (3) which was

rewritten as a series expansion in cos@, of the form

E(Z,6 ) = Eq(er) exp'[-kZ/iE; ti(uD-(cdset)i] - (5)
where ri(w) are series expansion coefficieﬂts, a different éet of
shch coefficients ﬁeing appropriaté to egch subsurface irradiance
level. Table 2 lists the values of r;(w) as determined for the
direct COmponent'of the incident radiation for the three values of w
considered in this work and for the 30%, 10%, 3%, and 1% irradiance

levels.

For the diffuse incident radiation distribution, no solar
~ zenith angle dependence is possible. For a purely diffuse incident

fadiation field, equation (5) reduces to
E(2) = E exp[-kz/r] ' (6) .

As a consequence, only one value of r is obtained for each irradiance

level. These values of r for a diffuse incident radiation distribu-

tion are also listed in Table 2.




Figures 2(a) and 2(b) illustrate the relative depth of the
30%, 10%, 3%,‘and 1% subsurface irradiance levels as a function of
solar zenith angle (Q° solar zenith angle indicgtes the sun directly
overhead) obtained from the Monte Carlo simulations for water masses

of w= 0.60 and w= 0,90 respectively, It is élearly seen that:

a) A distinct solar zenitﬁ angie dependence is exhibited by

-, the subsurface irradi#ncevlevels. | |

b) The solar zenith angle dependence increases ﬁith decreas-
ing level of irradi#nce. |

c) The solar zenith angle dependence decreases with

increasing w.

In the generation of Figure 2, the input radiation distribu-
tion for the clear day atmosphere of Table 1 was utilized in the Monte

Carlo simulation as follows:

a) For a given irradiance level X% and two values of solar

zenith angle 6 and 0, equation (5) for a direct incident beam yields:

" E_(0) 2_(6) | )
1n [EF] = k [R—BT - Zx(O)]. | (7)
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where ;x(é) = depth of the XX irradiance level at solar zenith angle 6

Zx(O) = dgpth of the X{ irradiance level at solar zenith angle 0

3
and £(8) = I ri(u:,X)-(coser)1
i=1

Since Ex(b) = E,(9),

2,(0) = 2,(0) £(0) | - (8)
for each 1rrad;anée level.

b) Similarly, for a givenAirradiance level X% and two values

of solar zenith angle 6 and 0, equation (6) for an isotropic incident

radiance distribution yields:
' o 71 .
_Zx(e) Zx(Q) _ . ‘(9)

where the primed values of Z, refer to depths arising from an

incident radiation field that is totally diffuse.

c) The resultant depth of a given irradiance level X% for an
input.radiation distribution comprised of both direcﬁ and diffuse

components may be written as

z () = F 2,(0) + (1-F) £(8) 2 (0) (10).
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Poptvé optimum rate of photosynthesis ﬁer unit volume of
.water
&= Pha#/Popt where Pp,y is the maximum rate of
photosynthesis per unit volume when a or n = 0

E,(t) = irradiance just below the surface at time t

y = E;(t)/Eyg where Ey 1s the light saturation

parameter when a or n = 0
A = day length
ky(t)

vertical at;enuation coefficient

In the Fee integratioﬁ of the_Vollenweider model, the verti-
cal attenuation coefficient k, was considered to be a constant
determined from applying Beer's Law to an irradiance profile.

However, as seen from Figure 1, k, displays a solar zenith angle
dependence, and is theréforé a function of time. The limits of
integration in equation (11) are the tihes of local sunrise and local
~sunset, and the values.of y corresponding to the sufface and the depth
of the 1% irradiance level, below thch depth no significant

contribution to primary production is considered to occur.

The s;epé taken in arriving at a value of the daily primary
production within a water column bounded by the surface and the 1%

irradiance level were:




a)

b)

c)

d)

-12_

From the atmospheric model, the direct and diffuse
incident irradiance values were determined as a function

of time from sunrise to sunset,

These incident irradiance values were taken through the
air/water interface correcting for surface reflection to
obtain values of E,(t) for each of the direct and

diffuse subsurfacé'incident components.,

For a given value of k, the Monte Carlo simulation was

used to determine values of Zx(O) and Z'x(O) for the

30%, 10%, 32, and 1% irradiance levels. Utilizing these

‘values of 2,(0) and z'_(0) in conjunctionbwith the

ri(w) values listed in Table 2, equation (10) was then
used to determine the depth Z,(9) of each irradiance

level throughout the day.

Using the values of zx(e) obtained for each of the

above four subsurféce irradiance levels (plus the

surficial 100% 1rradiance‘1evé1), a 5-point least-sduares

‘fit readily determined the required k,(t) values. That

is, the time dependent k,(t) was obtained throughout

‘the day. The @; dependence (i.e., the time-related




e)

_13a

dependence) of k,(t) is illustrated in Figure 3. Two

features are evident from Figure 3:- (i)‘As Q increasés
the 6; dependence of k,(t) decreases; (i1) the
relative value of ky(t) (for all values of ) increases
with increasing solar angles up to ~70° at which point
the relative value of kv(t) decreases. This decrease
in the relative value of k,(t) at large solar zenith
angles is.due to the rapidly increasing percentage of
diffuse radiation in the total incident radiation

observed for large solar zenith angles.

In the original Fee expression ky wasiconSidered a
constant and could be taken outside the integral sign.
This is equivalent to considering that the depth of the
X% irradiance level is invariqnt in time (or 0). To
obtain a constant k, for this analysis we assumea an
irradiance profile was taken at a particular solar zenith
angle ;. We further assumed that this value would be
appropriate for the entire solar day. As seen from

Figure 3 this is clearly not the case, particularly for

'solar zenith angles »>~30°., 1In the current expression

of the Fee analysis (equation (11)), the solar angle

dependence of k, 18 considered.
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Both forms of the integration were solved and the differ-
~ence between the resulting values of IIP (hereafter
referred to as the inaccuracynin.the determination of
primary préduction by neglecting the solar angle depen-

dence of subsurface irradiance levels) was calculatéd as

ZIP,~LIP
% Inaccuracy = [

T] ® 100.2 “ (12)

where zzPF refers to equation (11) with k§ = constant.

HalffﬁOur averages of subsurface E,(t) were determined
from sunrise to sunset for both the direct and diffuse
-components of incident radiation. To obtain a kv'
values of ky(t) were determined for each 10° of solar
zenith angle. These values of ky(t) were then taken to
correspond to the fixed value of k, that would be
assumed throughout the day if measurements were ﬁaken-at:
that solar zenith angle. k,(t) was expressed as
half-hour averages from sunrise to sunset. Whereas the
-half-hour aQetages of E, (t) were utilized in determin-
ing both IIP and riPp, the fixed values of k, were
utilized in the determination of IIPp while the
half-hour averages of k,(t) were utilized in the deter— -

mination of LEP. The selection of a particular constant
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value of k, (dependent upon the time of day a

measurement is performed) determines the % inaccuracy in

the éstimation of primary production,

f) The above ahalyses were repeated for thtee water types
"(w = 0.60, w= 0.75, and w = 0.90), four times of year
(vefnal and aﬁtumnal equinoxes (March and Septémber) and
‘;éummer and winter solstices (June and Décember)) and nine
latitudes (10° intervals‘from 0° to 80°N). Various
values of the Vollénﬁéidef model parameters a, n, Popt

and E and the irradiance attenuation coefficient k of

equation (7) were also considered.

DISCUSSIOR I

The use of equation (12) in determining the percent
inaccuracy in the determination of primary produétion was completely
independent of the selection of a, n, Popt’}Ek and k., It was,
however, very dependent upon the selection of , time of yéar,
latitude and-time of day ({.e., solar zenith angle 84) at which k,

was determined.

Table 3 lists the % inaccuracies determined from

equation (12) for latitudes of 0°, 30°N, and 60°N for each of the
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three water types.(m = 0.60, 0.75, and-0.90)'and for the four times of
year (March, September, June and Decembef) as a function of solar
Zenith angle at the time‘of kv deterﬁination. The X inaccuracies
observed at the equinoxes (March and September) were invariably
identical. Table 3 illustrates that both overestimates (indicated by
positive entries) and underestimates (indicated by negéﬁive entries)
,§f the ﬁrimary productio; are possible in an anticipated manner.
Measurements perfofmed with the sun nearly'Vertically‘overhead (%.e.,
~ small values of 91) will be characterized by the largest‘overesti—
mates of primary production while'measurements performed with.a rising
or setting sun»(i.e., large values of 6;) will be characterized by
~the largest underestimates of primary production. This is a conse-
quence (see Figure 3) of the determined k, being respectively an
underestimate and an overestimate of the average of ky(t) for the
entire day. Clearly, theteforg, there exists some intermediate value
of 94 at which the determined k, is an appropriate estimate of the
average value of k,(t) for the entire dgy; i.e., a value of G

eiists for which the % inaéCuracy will be.zero. I a sinéle
irradiance profile were used to determine kv.this value of 04

wou;d be the obvious solar zenith angle at which to perform such a
measurement. It can be seen from Table 3 that for a fixed iatitude-
an& date, ‘such a 6; value appears independent of waiét type (1;e.,
independent of ). This solar zenith angle ¢; for zero-inaccuracy,A

does however, exhibit a strong dependence on both geographic latitude
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and Julian day. These dependencies are illustrated in Figure 4
wherein these.ei values have been plotted against latitude of
observation (degrees thth) for the two equinoxes and two solstices.
Obvious similarities exist between the equinoxial and winter curves.
A distinct differenée, howevef,'is noted for the summer cﬁrvg, This -
is a direcf consequence of‘the tilt of the earth's axis to the plane
of the eciiptic.' This tilting results in a semiannual oscillation ih
the minimum solar zenith angle being observed at low létitudes. This
is schematical;y illustrated in Figure 5 wherein the minimum solar
zenith angle obseryable at intervals of 10°N latitude afe plotted (in
straigﬁt-line representation neglecting the sinusoidal nature of such
variations) as a function of date.throughout a solar year. Whereas
the minimum solar zenith angle for March/September and December
monotonically Iincreases with increasing northern latitudes, the
minimum solar zenith angle for June initially decreases until a
latiﬁude of 23}°N is reached, beyond which point it monotonically
increases with‘increasing latitude.v This explains the éoint of

inflection occurring at 234°N latitude in the June curve of Figure 4.

The last column in Table 3 lists the % inaccuracy in the
determiﬁatiﬁﬁ of primary ﬁroduction ﬁhen a k, determined (at any
6;) under totally overcast skies is applied to the primary produc-
tion determinations for cle;r days. It is shown elsewhere (Jerome
et al., 1982) that determining k, under such overcast conditions 1s~
equivalent to determining ky under clear sky conditions for a solaf

zenith angle of about 40° to 50°, and consequently the % inaccuracies
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listed in the last column of Table 3 are comparable with the %

inaccuracies listed in the 40° and 50° solar zenith angle columns.

The % inaccﬁracies listed in Table 3 are, in general, not
large ({#15%) and, in most instances qqite small ((%10%). Consequent-
ly, it is evideﬁf that a failufe to consider the solar zehith angle
dgpendence of the subsurface irradiance levels does not d;amatiqally
al;et the total daily in;egratea»value of primary production.

However, if the irradiation (irradiance multiplied by incubation time)
Aat a given depth in the water column is fequired for 12.5323:
-incubation anélysis, then a failure.to consider the solar zenith angle

dependence of the subsurface irradiance levels can significantly alter

the estimate of irradiation, as shown below.

DETERMINATIOR OF SUBSURFACE IBBADIAIION

Combining equations (5) and (6), the irradiance at a depth 2

for a subsurface refracted angle 6, and an incident radiation

comprised of both a direct and a diffuse component méy be written
e (ay (1o ~KZ/E(8) ~*z/r
E(Z,0.) = E(6) (1-F)e +E(0) Fe T (13)

where each term is as previously defined.
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The subsurface irradiation Ir(z) at depth Z for the entire

day is obtained byvintegrafing equation (13) over the daylight period.

. 92 .
r2Zz) =2 e'f E(z,6,) d8_
1

% —«2/£(0)  -kz/r
elf Eg(er) [(1-F)e ~ + Fe ]der (14)

=2
where 8; = the subsurface refracted angle for the minimum solar zenith
angle of the day considered, and
6, = the subsurface refracted angle at sunrise or sunset (48.6°

for water of index of refraction 4/3).

. Solutions to equation (14) were found.by performing an

heuristic mental experiment.

It was assumed.that anAirradiance profile was taken at a
given fime (i.e., at a given value of 9:’ and the depths Z, of the
30:, 104, 3% and 1% irradiance levels were determined (i.e,, for
X = 0,30, O.iO, 0.03, 0.01). Irradiation calculations performed at

these levels using a constant value of k, would give valués of 30,

10%, 3% and 1X, respectively of the total daily irradiation just below
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the surface of the water. Thus; it 1s these values of irradiation

(Xr(0) where X is the irradiance level) that would be used for a
sample incubated at these depths. These values of XI'(0) are labelled
r'(zx5 and are taken as représentatiVe of the irradiation that would
be estimated if the solaf zenith angle dependence of subsurface

irradiance levels were ignored.

It is now imagined fha; at these fixed depths Z, ig_sitﬁ
incubation is perfotmea thfoughout the day (i.e., 6, is varying).
This is  equivalent to remainihg at a fixed depth, but not'af a fixed
éubsurface irradiance level. A diurnal variation of the irradiance
levels at these depths (Figure 2) would be observed as the levels
migrate above and/or below the fixed depths Z,. The déily
integrated values of these Varyiné irradiances would then yield the

actual irradiation I'(Z;) at the depth Z, from equation (14).

The X inaccuracy in the determination of irradiation by
neglecting the effects of solar zenith angle depéndencé on subsurface

irradiance levels was then defined as

') - 1)
r(zy)

% Inaccuracy = . 100%

Xr(o) - r(zx)
r(z,)

» 100% ' (15)




- 21 -

Eqﬁations (14) and (15) were solved, using half—hour
averages; in a manner similar to the solving of equations (11) and
(12). Various values of k were assumed, and once again the %
.inaCCuracy was independent of.the selection of k, but strongl}

dependent upon geographic latitude, Julian day, and water type.

DISCUSSION II

Figure 6v&isplays the X inacéuracieé in the estimation of
irradiation resulting from the assumption ofia fixed depth for each of
_the 30%, 1024, 3%, and 1% irradiance levels for 0° latitude and the
March/September equinoxes. These % inaccuracies are plotted as a
function of the solar zenith angle at which the depths of the
irradiance levels were determined. Figure 7 displays these 2
inaccuracies for 0° latitude and the June/December solstices. Both
Figures 6 and 7 consider water tYpeé defined by w = 0.60, 0.75, and
0.90. Figure 8 considers the % inaccuracy in the-estimation of
irradiation at a fixgd 1a£itude of 30°N for March and June for:the 30% |
and'lz irradiance levels. Again all 3 water types are shown.

Figure 9 considers the 2 inaccurécies associated with the 12
irradiance level at 30°N latitude for all 3 water types thrdughout the

year.

A consideration of Figures 6 to 9 reveals that:



a)

b)

c)

d)

e)

£)
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The Z inaccuracies in 1rradiation‘determination increase
with decreasing values of subsurface irradiance levels

(Figures 6 and n.

The Z inaccuracies vary from a large overestimation of
irradiation‘at small zenifh.anglgs to a large underesti-
mation aﬁ large iénith angles,vpassing through a.point'of
zero inaccuracy at some intermediate value qf solar
zenith angle ¢; (Figures 6, 7, 8, and 9).

Each aSSumgd irradiance level has its own associate& G

of zero inaccuracy (Figures 6, 7 and 8).

The magnitudes of the % inaccuracies decrease with

increasing  (Figure 8).
The @; associated with zero inaccuracy in the
determination of irradfation is independent of g

(Figure 9).

The relative overestimation or underestimation-of

- irradiation is a functibn of time‘of year and the

difference between ﬁhe solar zenith'angle at which
irradiance levels are determined and the solar zenith

angle which results in a zero inaccuracy for a given

irradiance level (Figure 9).
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The relative overestimation or underestimation of irradia-
fion is also a function of geographic latitude.. This is illustrated
in Figures 10(a) and 10(b) which show the % inaccuracy in irradiation
determination (for a water mass of w = 0.60) plotted as a function_of
the.solar zenith angle at which the depths of the 30% irradiance level
(Figure 10(a)) and tﬁe lZ'irradianée ievei'(Figure 10(b)) were detér-

‘mined. Such X inaccuracies are shown for latitudes of 0°, 30°N, and

_ 60‘N during.the equinox and solstice periéds.‘ The relative magnitudes
of the Z.inaccuracies are clearly seen to be dependent upon the dif-
fergnce between the solar zenith angle at which irradiance levels are
determined and the solar zenith anglé'which results in a‘zero inaccur-
acy for a given irradiance level. Therefore, to minimize inaccuracies
in ifradiation determinations, irradiance profiles should be taken at
specific solar zenith angles which are dependent upon both latitude

4 and date. This dependence of solar zenith angle for zero inaccuracy
upon latitude and date is illustrated in Figure 11 for the 30% and 1%
irradiance levels. The values for the 30% irradiance level are

identical to the vaiqes in Figure 4.

SUMMARY

The effect of the solar zenith angle dependence of subsur-
face irradiance levels on the determination of daily primary produc-

tion is small ({152) for any latitude and date. '
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However, this solar zenith engle dependence becomes signifi-
cant when determining irradiation values for in_gisg_incubations. If
daily inegtations are considered then irraniance profiles taken at the
solar zenith angles given in Figure 11 provide the best measurements
for caléulating'irradiation. For‘in.situ incubations of shorter tine
periods, the k, time dependence illustrated in Figure 3 can be
effectively utilized to determine a solar zenith angle at which to

estimate a suitable value of kv
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FIGURE CAPTIOHS

Figure 1.

Figurelz.

Figure 3,'

Figure 4.

Figure 5.

Figure 6.

Ray diagram illustrating the passage of incident radia-

tion into the water column

The relative depth of the 30%, 10%, 3% and 1% subsurface

irradiance levels as a function of solar zenith angle

a) for a water mass defined by w= 0.60

b) for a water mass defined by w= 0.90

Solar zenith angle dependence of k, for water masses

defined by w= 0.60, w= 0.75 and w = 0.90

The solar zenith angle at the time of k, determination
for zero inaccuracy in the determination of daily primary

production as a function of latitude of obser#ation for

. different times of year

A straight-line repfesentation'of the minimum solar

~ zenith angle observable in northern latitudes throughout

the year

The percent inaccuracies in the estimation of irradiation
for each of the 30%, 10%, 3% and 1% irradiance levels for

0° latitude and the March/September equinoxes




Figute 7.

Figure 8.

Figure 9.

Figure 10.

Figure 1l1.
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The percent inaccuracies in the estimation of irradiation
for each of thé 30%, 102; 3% and 1% irradiance levels for

0° latitude and the June/December solatices

The percent  inaccuracies in the estimation of irradiation

for the 30% and 1% irradiance levels at 30°N latitude in

" March and June

The percent inaccuracies in the estimation of irradiation
for the 1X irradiance levels at 30°N latitude for all

three considered water types throughout the year.

The perceht inaccuracy in the determination of irradia-

“tion for three latitudes

a) for the 30% irradiance level and a water mass defined
by W= 0060
b) for the 1% irradiance level aﬁd a water mass defined

by w= 0.60

The solar zenith angle at the time of k, determination
for zero inaccuracy in thevdeterminatibn‘of irradiation

as a function of latitude in June;‘March/Septembef and

- December.
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TABLE CAPTIORNS

_Table 1.

Table 2.

Table 3.

Incident radiation distribution as a function of solar

zenith angle.
Coefficients of series eXpénsion.

Percent inaccuracies in the estimation df daily p;imary

production.
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Table 1. Incident Radiation Distribution -

Solar Zenith Angle Diffuse Component of Incident Radiation

' (degrees) ' (per cent)
0 8.0
10 - 8.1
20 8.4
30 9.0
40 10.0
50 11.6
60 14,7
70 2]1.6
80 43.9
90 100.0
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Table 2. Coéfficients of Series Expansion

Ihcident Radiation
Subsurfacer :
Irradiance level Totally Direct Totally Diffuse
_ rnw rw ri(w r
30% '
w= 0,60 1.0 0.0 0.0 0.845
w= 075 1.0 0.0 0.0 0.848
w= 0.90 1,222 -0.412 0.190 0.853
10% :
w= 0060 . 10102 -00169 00067 00858
w= 0,90 1.620 -1.015 0.395 - 0.881
3% »
w= 0,60 1.323 -0.612 0.289 0.867
w= 0,75 1.510 -0,845 0.335 0.879
w= 0,90 2,074 -1.831 0.757 0.899
1% ,
W= 0n60 10603 -10213 00610 00877
w= 0,75 1.809 -1.389 0.580 0.901
W= 0090 2.508 -2.597 1.089 00914




Table 3. X Inaccuracies in Estimating Daily Primary Production

Latitude Solar Zenith Angle at Time of k, Determination

and o : . Totally
Date 0° . 10° 20° 30° 40° 50° 60° 70° 80° Diffuse
. 0° o

March/September

w= 0,60 8 7 5 1 -3 -8 -12 ~-14 =13 -4
w=0.75 6 6 4 1 -2 -6 -9 -12 -11 -3
w=0,90 4 . 4 3 1 -2 -4 -6 -8 -7 -4
June/December o _

w= 0.60 8 4 0 -5 -9 -12 -10 -1
w= 0,75 : 6 3 0 =4 -7 -10 -9 -1
w= 0,90 4 2 0 -3 -5 -6 -6 -2
30°N

March/September ,

w = 0.60 10 6 2 -3 -8 ~10 -9 - 1
w= 0,75 8 5 1 =3 -6 -9 -8 0
w= 0,90 5 - 3 1 -2 -4 -5 -5 -1
June

w=0,60 9 8 5 2. =3 -7 -11 -14 -13 -3
w=0.75 7 6 4 1 -2 -6 -9 -11 =10 - =3
w=0.90 5 4 3 1 -1 -4 -6 -7 -7 -3
December .

w= 0.60 4 0 -4 -2 9
w= 0,75 4 0 -3 -2 7
w= 0,90 ’ 2 0 -2 -2 3
60°N

March/September

w= 0.60 6 1 -2 0 11
w= 0.75 5 1 -1 1 8
w = 0.90 3 1 -1 =1 4
June : :

w = 0.60 9 4 -1 -6 -8 -7 3
w= 0.75 ‘ 7 3 -1 -4 -7 -6 2
w= 0.90 . ' ' 4 2 0 -3 -4 -4 0
December _

w = 0,60 : : =5 6
W= 0075 . . —4 5
W 0.90 _ -2 2
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