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ABSTRACT  

The incorporation of Voice Input/Output (Voice I/O) into Telidon is 

studied. A structured approach to system definition is employed using 

the ISO OSI reference model. Functional requirements are derived using 

this approach and a terminal subsystem with voice capabilities is presented 

to illustrate the implementation requirements. Several wideband voice 

encoding techniques are suggested for the terminal subsystem to satisfy 

voice quality requirements. Voice recognition implementation issues are 

also discussed. 

Voice I/O is viewed as a member of a set of Integrated Services in 

order to allow inter-service compatibility and more cost-effective use 

of the system voice capability. The effects of different distribution 

media (such as the digital telephone network or Cable TV) on Voice I/O 

incorporation are also addressed. 
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I. INTRODUCTION  

The Telidon System is a public access information system which provides 

subscribers with the capability of accessing and displaying computer stored 

- data. Access to this system is via common carrier communication lines or 

other interactive networks. 

Current Telidon specifications do not include provision for the use 

of voice response and/or voice recognition in the exchange of information 

between user and host computer. Voice Input/Output (Voice I/O)  as an inter-

face to a computer is in many cases a desirable feature if it simplifies 

the use of the system through a more natural form of communication. 

A large variety of technologies exist for the analysis and processing 

of voice signals. These technologies vary in hardware complexity, computa-

tional requirements, cost and subjective performance. The incorporation 

of Voice I/O technology into the Telidon System concept carries not only 

the problem of selecting a technology for implementation, but involves an 

analysis of the overall needs of users using Telidon and other services 

which will become available through a home subscriber terminal. As well, 

factors affecting the acceptance of a given service from both social and 

economic 	viewpoints must be considered in the decision-making process 

regarding the incorporation of a new service. 

The purpose of this study is to survey and resolve the details of 

incorporating Voice I/O into the existing Telidon Videotex system concept. 

The methodology used to initially specify the required functions of 

Voice I/O follows the network layering approach. Specifically, a top-down 

design approach using the ISO OSI reference model is used to derive' 

implementation requirements. Some protocol specifications are given in the 

appendix. Initially, a description of Telidon applications is given and 



general implementation requirements are obtained. The layering approach 

gives an indication of the type of protocol issues which need to be 

dealt with in the incorporation of Voice I/O. 

Other than from the network point of view certain practical issues 

are addressed regarding terminal design. Encoding techniques for 

speech are surveyed with respect to coding schemes which suit the 

requirements of the system. Feasible approaches are obtained and a discus-

sion of their implementation within a terminal subsystem is given. 

Voice recognition is discussed from a general point of view and sugges-

tions as to the placement of a recognizer within the system 4re made, The 

lack of inexpensive recognition equipment at present does not warrant 

incorporating voice recognition at the terminal level. 

In considering the use of voice in Telidon the need for standardization 

of protocols and techniques is recognized. In order to most efficiently 

implement a voice service in Telidon, other services must be considered. A 

discussion of alternate distribution facilities for integrated home services 

is included to show that Telidon is likely not to develop in isolation and 

that the selection of a technology for Voice I/O should include considerations 

for compatibility with other services such as digital telephony or digital 

television. 

The results of this study indicate that incorporation of Voice I/O  

into Telidon is a multi-faceted problem with many possible directions which 

may be taken. The fundamental requirement of such an endeavour is the early 

selection and definition of standards and protocols without the exclusion 

of other services' requirements. 
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IL SYSTEM DESIGN METHODOLOGY  

In approaching the incorporation of Voice I/O into Telidon, some 

systematic procedures must be employed to specify the requirements and 

_possible implementations for such a system. The incorporation of Voice I/O 

from a layered network architecture point of view yields such a systematic 

procedure. Specifically, layering a Voice I/O system using the ISO OSI 

Reference Model generates an adaptable and implementation-independent design. 

Either top-down or bottom-up design approaches to a network architec-

ture may be employed, both yielding possible problems with unfulfilled user 

requirements (bottom-up) or unrealizable communication mechanisms due to 

technological limitations (top-down) [1]. As a result, a reiteration of 

both approaches must take place several times in a design in order that a 

technologically realizable system matched to user requirements is obtained. 

In this study, an initial top-down approach is employed. Since the 

technology for current Telidon systems exists and is in commercial use 

[2] (other than Voice I/O systems) the risk of a technologically unrealizable 

top-down design is greatly reduced. On the other hand, since much of the 

technology associated with Voice I/O systems is recent and relatively expen-

sive, practical systems from an economic point of view are a major limitina 

factor in realizing a system with Voice I/O. 

It must be taken into account that a layered network design is 

primarily an inter-system communication problem with consideration given to 

, ,ser communication requirements. Services to the application layer are 

-provided by the network in order to support the application(s) running 

within that layer. Communication requirements for Voice I/O  are dependent 

on the type of service that Voice I/O provides to the user. For example, 
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voice associated with picture data strictly for synthesis purposes (one 

way communication) and implemented using a complex, low data-rate encoding 

technique would require different communication services than a two-way 

digital telephone network. It is therefore necessary to assess the applica-

tion environment of Voice I/O  for Telidon through the study of Telidon 

application groups in order for clear communication performance requirements 

to be derived. Given these performance requirements, a layered network 

design, top-down approach may be pursued. 

The following section provides a description of Telidon application 

groups. The results of this section are taken from [3]. 

It will become clear with the definition of the applications groups 

that Telidon is capable of supporting (or shall become an integral portion 

of) an Integrated Home Services network or services used in an Automated 

Office. It is for this reason that a further qualification of the system 

technology base is made in this design. If Telidon Voice I/O is layered 

into an Integrated Services Digital Network (ISDN) Architecture then a 

greater degree of flexibility is attained with respect to implementation. 

Possible future needs are better accommodated with this approach, since 

system requirements will include those needed for support of an integrated 

set of services (rather than Telidon in isolation). 

Currently ISDNs are in the trial stages of implementation [12,13]. 

In addition, several somewhat ad hoc approaches to Telidon services 

distributim exist, although functional service network models have been derived 

[2]. 	This should not necessarily limit the design of a layered Voice I/O  

system within the OSI model. On the other hand, it is useful to relate the 

layered design to existing in-use network configurations, thus possibly allow-

ing early incorporation of the layered approach into existing networks. 
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The following section contains a brief description of the ISO OSI 

reference model. Following this is a summary of the design methodology 

which is used for layering a network using the OSI model. Following these 

sections, the implementation of the design is presented. 

11.1  ISO REFERENCE MODEL FOR OPEN SYSTEM INTERCONNECTION (ISO OSI)  

The International Organization for Standardization (ISO) has developed 

a model for open system interconnection with the objective of standardizing 

the rules of interaction between open systems. The standardization of rules 

is with regard to the external behavior of a system as seen by other inter-

connected systems [4]. This section begins with a brief description of 

network layering as it relates to the OSI reference model. Following this 

is an overview of the OSI model layers. 

11.1.1  Network Layering  

In order to simplify the standardization of system interconnection, a 

layering technique was applied to the definition of a network structure. 

Layering provides a network structure composed of a succession of layers with 

each layer isolating the upper layers from lower layers. Each layer is 

attributed a set of functions which complement the functions of lower layers. 

The layered model is shown in Figure 1. 

Each network, if designed accordingly, may be conceptually segmented 

into layers as shown in Figure 1. Thus, two such networks which are to be 

interconnected contain corresponding layers. Each layer is said to contain 

collectively all the subsystems of the rank of that layer within the network. 

Correspondingly, each subsystem of the layer contains one or more entities. 
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Entities within a layer are called peer entities and represent the distributed 

processing capability of the layer to perform its designated functions. The 

interface between layers may be defined as the set of services that a lower 

-layer provides to the next higher layer. These services are defined such 

that the specific implementation of a given service is not directly related 

to the service. In this way, entire network layers may be reimplemented in 

dramatically different ways with no detrimental effects to the network 

(providing the same set of interlayer services is provided). How entities 

within a layer communicate and cooperate to provide the services of that 

layer is determined by that layer's protocol. 

The basic structure and terminology for a layered network model has 

been presented. Now, a brief description of the OSI model terminology and 

layer services is given. 

11.1.2 THE ISO OSI MODEL  

The ISO OSI model architecture is shown in Figure 2. 	The OSI 

architecture is made up of seven layers. These are described as follows: 

1. The Application Layer: Layer 7  

- highest layer in the OSI architecture 
- all other layers exist in order to support the functions of this layer 

- functions of this layer are to initiate, maintain, terminate and record 

data concerning the establishment of connections for data transfer 

among application processes 

- an application is composed of application processes  which inter- 

communicate using application layer protocols. The execution of an 

application protocol is an application entity.  The remainder of the 

application process is beyond the scope of the layered model. 
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2. The Presentation Layer: Layer 6  

- supports a set of services used by the Application Layer 

- these services are for the management of entry, exchange, display and 

control of structured data 

- the Presentation Layer service is considered location independent. 

Presentation entities communicate via the Session Layer (Layer 5) 

- the Presentation Layer provides communication services to applications 

with minimal interface variability, transformation or application 

modification. 

3. The Session Layer: Layer 5  
- assists in supporting interactions between cooperating presentation 

entities 

- services at the Session Layer are classified into the following two 

categories: 

i. Session Administration: 

binding and unbinding,  a relationship between two presentation 

entities. 

ii. Session Dialog Service: 

control of data exchange, delimiting and data operation synchroni-

zation between two presentation entities. 

4. The Transport Layer: Layer 4  

- supports a universal data transport service in association with the 

services of lower layers 

- provides transparent data transfer between session entities 

- performs the optimization of use of available communication services 

for maximum performance/cost ratio for communication between session 

entities. 

5. The Network Layer: Layer 3  

- supports routing and switching services to the Transport Layer, thus 

providing functional and procedural means to exchange network service 

data units (e.g. packets) between transport entities over a network 

connection. 
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6. Data Link Layer: Layer 2  

- supports a functional and procedural means to establish, maintain and 

release data links between network entities. 

7. The Physical Layer: Layer 1  

- provides the mechanical, electrical functional and procedural charac-

teristics to establish, maintain and release physical connections 

between data link entities. 



11.2 METHODOLOGY FOR ISO OSI LAYERED SYSTEM DESIGN  

The following approach may be taken to specify a design of an ISO OSI 

modelled system [5,1]: 

1. List user requirements: 	. 
- consider required functions, performance, availability and flexibility. 

2. Decompose these functional requirements into layers: 

- use criteria such as physical boundaries and available technology for 

this decomposition. 

3. Design specific algorithms for each function at each level: 

- consider the goals and needs of user and system. 

4. Design protocol control information for each level to carry out the 

algorithm: 

- results in the Protocol and Services units. 

5. Examine layer-to-layer interaction: 

- investigate available technologies and services. 

6. Reiterate the process until a balance between user interface, system 

goals and available service mechanisms are reached. 

For a given familiar system, a simplified approach may be taken where 

an initial list of layer services and functions is made (as much as possible) 

with a thorough examination of functions and services provided by competing 

systems and possible new features. From this point, a top-down design 

approach is taken where protocol control information is generated from the 

application level down. This information is what is necessary for each 

function and service at a given level to exist. This process results in a 

complete protocol data unit at the physical layer. 

11 



11.3 TELIDON APPLICATIONS [3] 

User services provided by videotex systems may be classified according 

to their primary character of use; i.e., information retrieval vs trans-

aCtional. Also, accessibility of the services (privately owned vs publicly 

owned) and target markets for the information (residential vs business) 

serve to classify videotex system applications. Unfortunately, not all 

applications fall within these categories. A summary of existing or 

realistically proposed application areas is given 	below in order to 

facilitate the definition of a set of user requirements for layering. 

Application Areas: 

1. Information Retrieval: 

Examples:  catalogs, library references, news, entertainment programs. 

Attributes:  - page-oriented data bases 
- expressly for videotex 

- dedicated computer 

- heavy downstream traffic 

User Voice Requirements: 

- since retrieval of information is the single purpose here, voice may 

be used in accessing the information (voice recognition) or voice may 

be imbedded within the information itself (voice synthesis). 

- access via voice implies some sort of user interface independent of 

the voice information which may be associated with the retrieval 

information. Hence, a voice user interface function is required. 

- downstream traffic is heavy if user must access many pages to firul 

desired information. Voice interfacing may decrease the need for 

irrelevant pages to be sent to the user through an 'intelligent' 

access algorithm. 
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- user diversity and vocabulary requirements are characteristic of a 

public access interface. The specific requirements are discussed 

later in the study. 

- for voice data imbedded within the picture information (retrieved from 

the data base) a protocol must be defined for decoding-probably a 

different format than that used in the user voice interface. This 

is a terminal voice protocol. 

2. Commercial Transactions: 
Examples: teleshopping, home .banking and bill paying, ticket reservations. 

Attributes:  -applications typically run on service provider's computer 

connected to videotex network via a gateway. 

-downstream and upstream traffic more evenly distributed. 

User Voice Requirements: 
- transactions mustbe accurate where the identity of the user is known. 

This may imply speaker recognition, but at least requires a great 

degree of accuracy in the transaction algorithm associated with the 

speech recognition systems. 

- a user voice interface may be employed since voice access could provide 

transaction information with little need for picture information. 

- if the transaction algorithm is implemented on the service provider's 

computer, this must be structured in a compatible format to allow the 

voice interface to function; i.e., the information transfer must suit 

both the service provider protocols and the videotex voice interface 

protocols. lids would be handled partially by the gateway and would 

be partially designed into the voice interface. 

13 



- user diversity and vocabulary requirements are of a public access 

interface. 

- data base voice should follow the terminal voice protocol. 

3. Advertising and Interest Matching: 

Examples:  jobs, real estate, marriage broker. 

Attributes: - may be as simple as data retrieval or may allow a user 

response page 

- may employ a search between "wanted" and "available" data 

bases where relational data bases may be used. 

User Voice Requirements: 

- if information retrieval, then the user voice interface is used. 

Depending on the sophistication of the user voice interface, much of 

of the transaction may involve voice, especially if personal informa-

tion input is required; i.e., prompts for name, address, etc. may 

be in voice. Otherwise, the voice interface may simply route the user 

to the desired advertisement or service. 

- other than voice interface, voice may be associated with picture data 

as in application area #l. 

- vocabulary and user diversity are of a public access interface. 

- voice associated with the retrieved information is encoded in a form 

compatible with the terminal voice protocol. 

4. Messaging and Electronic Mail: 

Attributes: -wouldmost likely run on a service computer or may be 

connected to the network via gateways 

- storage requirement for mailboxes 

- text editing facility required 

- terminals equipped with keyboards. 

14 



User Voice Requirements: 

- this approach implies text messaging, although voice store-and-forward 

messaging may be implemented as an alternative. (This may not be 

entirely desirable since hard copy may be required.) 

- if voice messaging is desirable, an encoding technique must be 

employed for voice digitization, transmission, (storage) and recon-

struction. The encoding scheme may be (and most likely will be) 

common to the user voice interface hardware. Both bit rate and coder 

complexity are traded off in this case to minimize cost. 

Note: such hardware may be a candidate for digital telephony on the 

same network. 

5. Teleconferencing: 

Attributes: - real-time communication between a group of subscribers 

- may be video, audio, telewriting or typewritten communication 

- prime considerations are channel bandwidth and terminal 

requirements. 

User Voice Requirements: 

- real time communication may require a fairly sophisticated communica-

tion facility if the phone network is not being used, since arbitrary 

user nodes must be interconnected 

- voice encoding and transmission :ney be performed similarly to a 

digital telephone network 

- bit rate and communication facility are prime considerations. 

6. Education and Computer Aided Instruction: 

Attributes: - provision must be made for frequent interaction and 

enhanced graphics capabilities. 

User Voice Requirements: 

- highly adaptive voice recognition system if used for interactive 

learning due to a larger number of untrained users and wide variety 

of subjects 

15 



- an extension of the user voice interface may be employed to implement 

a set of interactive learning tools 

- would most likely need a dedicated machine per user session for complete 

voice interface due to the number of users and varying subject material 

- large data base must be constructed especially for this task. 

7. Access to General Computing Facilities and Computer Networks: 

Attributes: - allows access to the power and capabilities of large 

computers and data banks. 

User Voice Requirements: 

- information transfer must conform to terminal voice protocol if voice 

is to be used. 

8. Telesoftware: 

Attributes: - makes use of the microprocessor in the videotex terminal 

such that software may be executed in the terminal. The 

software is downloaded from the service computer. This 

allows "off-line" (with respect to the network) execution 

of user applications, thus freeing the application computer 

and telecommunication circuits. 

User Voice Requirements: 

- software may use the voicehardware on the terminal as an added feature 

to some downloaded software 

- terminal voice protocol must be known. 

In examining the user voice requirements the following voice capabilities 

satisfy the applicacion area voice requirements: 

(a) voice I/O  shall act as the interactive user interface to the service 

(software requirement); 

16 



(h) the hardware (and possibly some of the software) available from the 

user interface in (a) may be used to facilitate other services such as 

messaging, teleconferencing and digital telephony (hardware requirement); 

(c) a voice terminal protocol must be devised to support different voice 

- 	synthesis (or coding) schemes depending on the use; i.e., videotex 

picture data plus voice vs digital telephony as an example (software and 

hardware requirement). 

From these three requirements the following functional capabilities of 

the Voice I/O function must be achieved: 

i. Voice digitization, storage, reconstruction and processing capabilities 

must be available in the network. Such processing may be distributed 

or centralized depending on both the logical and physical network 

topologies, and should be capable of near real-time operation. 

ii. The hardware for digitization and reconstruction of speech should be 

reconfigurable for multiple coding schemes or code conversion 

capabilities should be supported by the network protocols for inter-

service speech operations. 

iii. Algorithms for operating the User Voice Interface may operate as an 

independent application process yet accommodate other application 

processes through appropriate protocol elements. 

17 
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11.4 DECOMPOSITION OF FUNCTIONS INTO LAYERS  

The next step in the design methodology of the OSI model is the 

decomposition of functions into layers. Here, several criteria 

may be used for this decomposition [1]: 

(a) communication functions are divided according to physical and logical 

boundaries within the system; 

(h) functions are divided based on the change of addressing or multiplex 

information into a communication mechanism, e.g., channels are addressed 

individually on a multiple-access channel; individual nodes are addressed 

in a distributed network; individual users or processes are addressed 

within a node. These individual addressing changes may be used as layer 

boundaries; 

(c) functions are divided according to their commonality; and 

(d) functions are divided according to what services and interfaces are 

already available (or will be available). 

The decomposition approach taken in this study follows the simplified 

design method mentioned earlier along with criteria (a), and (d) mentioned 

above. Specifically, a list of layer services is made with the Voice I/O 

 functions in mind based on physical and logical system boundaries and available 

interfaces and services. 

18 



11.4.1 The Application Layer  

The Application Layer should contain all operations associated with 

the User Voice Interface from an application process point of view. 
_ 

This layer deals with the user-system dialog; i.e., the "syntax" of 

the User Voice Interface. This syntax must be constructed with both tech-

nological and behavioral aspects in mind. The boundary between this layer 

and the lower layer is drawn at a "virtual voice command channel". Specifi-

cally, the lower layers provide a service of digitizing voice spoken into a 

microphone, recognizing it, translating it into a command and responding 

appropriately with voice from a speaker. The application level functions 

assume this service. The application entities use these translated commands 

in the operation of the User Voice Interface, 

The application level functions are those of a public access interface 

mentioned earlier. Effectively, such an interface is nothing else but a well 

designed user interface for an interactive system. An example of the general 

requirements of such an interface are given in [6]. These are: 

(a) free the user from being an expert at using the system in order to perform 

a task 

(h) to be easy to learn, understand and use from a subjective user point of 

view 

(c) to be adaptable to the user - to help solve problems 

(d) to allow user control of the dialog 

(e) to offer means to accomplish or allow new means as well as new tasks to 

be incorporated 

(f) to be reliable and available. 

19 



Extending the above requirements to introduce Voice I/O  while consi-

dering the application areas which have been discussed, the following Voice 

I/0 application layer services are obtained: 

(i) to free the user from being an expert ... : 

To achieve this goal an interface must provide clear and descriptive 

instructions upon request. Commands must allow for help at nearly 

each state of the interface operation. Voice is ideal for this purpose 

since a standard set of descriptive help messages may be made available 

for this purpose. Although space requirements may grow with the degree 

of sophistication of the help facility, the nature of the help function 

will rarely be changed so the messages need only to be installed once. 

Information should also be available about the current state of the 

interface and what may be done at this point. It would be useful as 

well to maintain a history of the users progress through the session 

to allow back-tracking. 

(ii) to be easy.  to learn, understand and use ... : 

Since this a purely subjective measure of performance, it is difficult 

to define how to achieve this goal methodically. One can postulate 

that since speech is the natural human mode of communication, system 

messages may be constructed in a form which could appeal to the user 

from a psychological point of view. Voice can convey information about 

a situation through cues in intonation and accent. This may be used 

in conjunction with the literal message to enhance the understanding 

of the given state of the interface. Both learning and easy use 

of the system come from a comprehensive set of prompts, commands 

and clear system responses. 

20 



(iii) to be adaptable to the user... : 

Adaptability implies that the system should be capable of allowing 

the user to tune the interface performance to the user's capabilities. 

Such modes as "Novice", "Intermediate", "Expert" allow the user to 

take full advantage of interface capabilities without being confused 

by cryptic command terminologies. 

In addition, an appropriately designed interface attempts to guide 

the user through the system with interpretable responses. 

Voice command input and voice system response can serve to enhance 

the naturalness of the user interface, and may be configured to 

support user performance matching. 

(iv) to allow the user to control the dialog ... : 

In a voice communication the user is most likely to converse in 

a natural fashion (if so allowed by the interface). Thus, it is 

most likely that the natural tendency of the user will be to con-

trol the dialog in a conversational way. The interface must 

expect and attempt to support this conversational mode of inter-

action. This is realized through a set of dialog control commands. 

(v) to offer means to accomplish tasks 	: 

The means needed to accomplish tasks are generally task-oriented 

commands within the interface which refer to task-performing 

resources. These must be identified within the system and a 

command structure constructed to support this requirement. Voice 

I/O may make this structure more flexible since the task oriented 

instructions may be used on a higher level. Keywords may be used 

to allow a greater degree of command access freedom. Arbitrary 

points in a tree structure, for example, may be accessed through 

voice command interpretation. Cure should be taken to preserve 

the conversational nature of the voice dialog. 
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(vi) to be reliable and available ... : 

These requirements are most likely the most difficult to satisfy at 

present. Reliability is still a question with speech recognition 

systems. If an expensive system with proven reliability is employed, 

it must be a shared resource in the system due to cost. This raises 

the question of availability. Both reliability and availability are 

a major consideration in Voice I/O  implementations. 

To summarize the Voice I/O  interface functions required for the 
Application Layer: 

(a) to provide clear and descriptive instructions available upon request; 

(h) to provide help responses available at nearly every state of interface 

operation implying a well defined set of states with an associated set 

of descriptive help messages; 

(c) to provide information about current status of the interface and of the 
task being performed; 

(d) to convey (or not convey) side information to the user via the voice 

intonation and/or accent; 

(e) to adapt or be adapable to the user's capabilities; 

(f) to maintain a conversational mode of operation to exploit existing human 

conversational traits and characteristics, while allowing the user to 

control the dialog; 

(g) to provide verbal commands and responses which are task-oriented to 

allow the user to complete tasks expediently and unambiguously; 

(h) to be reliable in the sense that errors made by the system are not 

hidden and, if possible, nondestructive; 

(j ) to be available to the user in a way that the user does not realize the 

interface is a portion of a network and is being shared. 
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11.4.2 The Presentation Layer  

In review, the primary functions of the Presentation Layer are manage-

ment of structured data entry, exchange, display and control. From a 

practical point of view, the Presentation Layer supports the greatest Voice 

I/O  data handling load. It is at this level that the pre-processing of 

voice data occurs. The services required of this layer are embodied in a 

terminal voice protocol. Such a protocol specification results from the 

following description of required services: 

(i) the layer must accept encoded voice data from an encoder and transform 

this data according to an agreed upon format into a raw voice message; 

(ii) the layer must communicate raw voice messages to network voice recogni-

tion resources and receive back system command messages; 

(iii) the layer must employ a known data structure for both voice and data - 

it must support non-voice operation transparently; 

(iv) the layer must accept command messages passed from an application and 

transform them via a known format into voice response messages if 

required; 

(v) the layer must communicate voice response messages to the network 

response resources (most likely local); 

(vi) the layer must be able to accept varying, but known voice message 

formats for transformation from a given format to a required different 

format; 

(vii) the layer must support transformation of display commands to appropriate 

display instructions; 

(viii) the layer must maintain the status information of speech processing 

resources in the network. 
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11.4.3 The Session Layer  

The Session Layer is responsible for both session administration and 

session dialog services to the Presentation Layer. The Session Layer in 

_general supports the connection, maintainance of dialog and termination of 

a communication between Presentation Layer entities. 

Services required of the Session Layer are: 

(i ) to initiate and establish a connection between communicating presenta-

tions entities upon request; 

(ii) to maintain the session and re-establish it if an unwanted termination 

occurs; 

(iii) to establish a session termination upon request; 

(iv) to maintain a message format which identifies the source and sink 

presentation entities; 

(v) to identify in the message format the voice attributes of the session: 
(a) determine if this is to be a voice operated session; 

(h) determine what Voice I/O  resources are available (if any); 

(c) identify what priority the session messages have; 

(d) identify the message in terms of the information it contains 

(command, document, page, version number, etc.). 

(vi) to support dynamic redefinition of terminal characteristics such as: 

(a) terminal primitives not using voice; 

(h) terminal voice equipment reconfiguration; 

(c) terminal primitives using voice. 

(vii) to maintain a knowledge of the location and identity of voice processing 

equipment in the network. 



11.4.4 Lower Layers  

From the Transport Layer down, services provided by the network are 

effectively a transparent data transport mechanism between session 

entities (in association with lower layers). Voice I/O  data communications 
- is thus supported in a manner identical to any data channel, with some 

exceptions. For example, a digital telephone network requires considerations 

made with respect to (near) real-time operation. This is relevant to our 

analysis since integrated services are considered in the layering approach. 

Responsibility for maintaining real-time operation is shared among lower 

and higher layers. Lower layer transmission delays due to virtual circuit 

congestions, for example, have been dealt with through flow analyses and 

various data handling algorithms. The requirements for real-time voice 

transmission in a network have been studied [7, 8, 9], and references to 
existing systems are made later to accommodate the data transport requirements 

of the Voice I/O  functions. Real-time speech communication is more an issue 

for integrated services support rather than a direct requirement of Voice I/O. 
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III IMPLEMENTATION OF VOICE I/O  IN TELIDON VIDEOTEX  

At this point, the basic functional requirements of the Voice I/O inter-

face have been discussed from a network architecture point of view. These 

-requirements, as well as several other implementation issues which are now 

presented, form the basis for establishing directions for the incorporation 

of Voice I/O into the Telidon system concept. Outside the network layer 

requirements, consideration must be made to the adoption of appropriate 

speech processing technologies and implementations. The criteria governing 

the selection of a given speech technology are: 

(a) speech quality, 

(b) coder complexity/cost, 

(c) code generation and compatibility, 

(d) storage requirements (bit-rate). 

(a) Speech Quality: 

Speech quality measures are based on subjective testing of the speech 

output from specific coder implementations. A completely objective speech 

quality measure has yet to be - defined, although methods have been specified 

to serve as guidelines in assessing the subjective quality of a given 

speech encoding scheme [14]. 

In relation to Telidon Voice Output, speech quality assessment is 

critical to the selection of a given technology. "User acceptance is 

fundamental to Videotex" [15]. This statement implies that great care must 

be taken in deciding just what is "acceptable" quality speech. It is 

difficult to imagine that users would find less-than-commentaryquality voice 

eminating from their television sets acceptable. On the other hand, people 

have daily experience with telephone quality speech. 
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It is herefore important to consider some way of defining a suitable quality 

level for speech applied to Telidon Voice I/O, keeping in mind the experience 

the user has with existing broadcast material. In studying the coding require-

ments for ISDN standarization, CCITT are currently considering several 

catagories for speech and sound digitization U31,32  ]. Among these is the 

coding of speech with wider-than-telephone bandwidth (4.5 - 7 kHz). Consid-

ering that marked quality improvement is noted for encoded speech with a 

7 kHz bandwidth [33,34]  j and that both speech and music are currently broad-

cast within a 5 kHz bandwidth on AM radio, a bandwidth in the range 

5 - 7 kHz is likely to suit Telidon Voice I/O  quality requirements. 

(b) Coder Complexity/Cost: 

In most cases, the cost of coder implementation is directly proportional 

to coder complexity. Conversely, coder complexity is inversely proportional 

to coder data rate. Thus, a compromise between coder cost and data rate 

savings must be made. With the decreasing costs of digital hardware, coder 

complexity may increase without major increases in implementation costs. 

This does not necessarily imply that these relative costs have decreased sufficiently 

in an absolute sense to be used in Telidon terminals. Telidon terminal costs 

must suit mass market prices with only small initial sales. As such, terminal 

costs must be absolutely minimized. 	If expensive, add-on features such as 

voice may not be easily accepted. 

On the other hand, if the terminal voice capability is compatible with 

other services available to the user via an integrated services network, more 

complex coders may be viable. As well upward compatibility to future schemes 

should be considered when More complex hardware becomes cost-effective. 



(c) Code Generation and Compatibility: 

The generation of voice data for storage with picture data in a Telidon 

system must be accommodated. Information Provider systems exist for graphics 

"page" generation and similar system must be designed for the integration of 

both voice and data. As with Telidon PLP, initial specification of voice 

protocols and page formation protocols will change with time. An encoding 

scheme or encoder type must be specified to allow upward compatibility of 

data with new systems. 

As well, encoding scheme inter-compatibility must be maintained, requiring a 

standardized approach to speech data generation for storage purposes. Any 

information provider terminal using one of a set of accepted encoding schemes 

must be compatible within the Telidon system. 

(d) Storage Requirements (Bit-Rate): 

Storage requirements, which directly relate to coder bit-rate, are 

important when considering data base size. Clearly, if fewer bits are 

needed to represent speech information, less space for "page" storage is 

required. This would seem to indicate that the lower the coder bit-rate 

the better, to minimize storage requirements. This in fact may not be the 

case. Since speech quality is key factor in the acceptance of Voice I/O, 

care must be taken in specifying the degree to which bit-rate gains over-

ride speech quality. 
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The amount of speech associated with a given page of picture information 

should vary significantly with content and application. In the same way 

that film documentaries are made where visual images complement verbal infor-

mation or vice versa, Telidon speech is not likely to simply reiterate what 

appears on the screen. As such, research must be done to determine realistic 

average values for the number of seconds of speech expected per frame based 

on well constructed picture-voice presentations. 

A speech technology should not be selected in isolation from the 

system within which it will operate. The following section describes a 

terminal subsystem which includes voice capability. The terminal is repre-

sented by a block diagram and the voice module is allowed to take on several 

configurations. 
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11.1  A Voice I/O  Terminal Subsystem  

Figure 3 shows a block diagram of a terminal subsystem suitable for a 

variety of voice applications. A voice codec is shown, directly interfaced 

to a CPU, one of two in the system. This allows preprocessing of the 

digitized voice independent of the PLP operation, for example. The two 

processors run either out-of-sync (i.e., they are of the type that access 

the bus on a certain phase of the system clock such that one may run 

slightly out of sync from the other without bus conflict) or in a master-

slave relationship. Other configurations are possible such as: 

1. a CPU for voice and data handling with a custom chip set for PLP 
decoding, 

2. custom chip-sets for voice and for PLP decoding, 

3. entirely integrated PLP decoder with speech capability which 

' 	conforms to a protocol standard. 

The use of two CPUs for the processing of data within the terminal 

subsystem is representative of the computational requirement of an intelligent  

terminal. A highly flexible interface using voice would entail concurrent 

voice/picture presentation. If voice occurred sequentially with picture 

presentation; i.e., voice message-picture - voice message, full advantage of 

the interface would not be realized (since both audio and visual information 

can be assimilated simultaneously). Hence, processing of voice should be 

concurrent with picture presentation. 

An initial implementation of the voice module may be as shown in 

Figure 5 with a CPU, memory and a codec. A more general purpose approach 

may be to US2 a real-time signal prGcessor for implementation of the voice 

codec. The signal processor should have the capability of realizing several 

coding technologies based on a programmed configuration. This would allow 

dynamic reconfiguration of the codec. 
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111.2 Selection of the Codec  

Discussions on the relative merits of different speech coders can be 

found in the literature [16,17]. 

As discussed earlier, wider bandwidth encoding of speech is required 

for Telidon Voice I/O. Encoding 5 kHz bandwidth speech at 12 kHz (2 kHz 

greater than Nyquist rate) results in a bit-rate of 96 - 144 k bits/s for 

8 - 12 bit PCM. The proposed ISDN basic access B - channel is set at 

64 k bits/s [31]. As a result, straight forward PCM encoding is not 

applicable unless rates greater than 64 k bits/s are accommodated. This 

may be possible if used in wideband networks. In attempting to accommodate 

the 64 k bits/s capacity, studies have shown that the following techniques 

are applicable [33,34,35] : 

. ADPCM (fixed or adaptive predictor) 

. Split Band ADPCM/APCM 

. TDHS - PCM (time-domain harmonic scaling - PCM) 

. Sub Band Coding 

As well, CCITT has heard proposals from European Administrations on 

the use of Adaptive Delta Modulation (ADe)(Continuously Variable Slope and 

Nearly Instataneously Companded) for wider band voice encoding. 

Of the above mentioned coding schemes the least complex to implement 

is ADM. Several commercially available CVSDM codecs exist (Motorola 

MC3417/18, Harris HC-55516/55532, CMA  EX  209) and additional development of 

single-chip devices is taking place [37,38] . If such a device were used, 

the structure in Fig . lre 5 could be employed with the analog pre/post pro-

cessor given in Figure 4. This structure does not allow for coder reconfig-

uration, but provides an inexpensive solution if ADM were used exclusively. 

This is not expected to be the case, however. 
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An alternative to the implementation structure in Figure 5 is shown in 

Figure 6 (using the analog processor of Figure 4). In this structure, the 

bulk of the module is made up of two digital signal processors. Examples of 

such devices are the Bell Labs DSP, the Intel 2920 and the NEC1.iPD7720. Speech 

coder implementations have been realized using the DSP [18,191and the 

pPD7720 [36]. Using such a device, if cost effective, is superior to the 

implementation in Figure 5. The architecture and capabilities of a digital 

signal processor are taylored to implementing signal processing algorithms 

efficiently and thus allow more complex algorithms to be realized on a single 

device. A drawback of some devices (DSP, Intel 2920) is that the device 

contains ROM program stores, which does not allow 'dynamic reconfiguration. 

If a digital signal processor is fabricated for Telidon purposes, this draw-

back could be rectified using other memory technologies (RAM, EEROM). 

Associated with the digital signal processors may be a single chip 

microprocessor for code conversions and simple mapping schemes. Such a device 

is optional, but would be used if no other data handling capability were 

available within the terminal. 

Specific coding and adaption schemes have not been suggested in this 

section since further research must be done to determine which algorithms will 

suit the application of Telidon Voice I/O. Interactive convers.ational mode 

systems with both voice input and output have been implemented [20,21] and 

general approachs for serving large consumer groups have been studied [22, 

23,24]. In the former case, a waveform coding technique (ADPCM) was used 

for voice response. In addition transformations exist between different en-

coding schemes such as PCM-to-ADPCM directly in the digital domain [25] 

This allows for a wide variety of coder 
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implementations and variations. A key aspect of this is the need for 

establishing a set of standard approaches to encoding voice and embedding 

this within the Telidon standards. From a protocol point of view the 

technique should remain transparent to the protocol elements i.e. 

any scheme will operate in the Telidon environment. 

Having 	shown 	a possible terminal sub.-system implementation with 

a waveform coding scheme, consideration must be made regarding voi. ce 

recognition requirements. 

111.3 Voice Recognition  

The voice recognition aspect of the Telidon user interface is signifi-

cantly more complex than voice response. Voice recognition techniques are 

continually being refined and developed, yet progress toward an inexpensive 

universally applicable system is very slow. 

A comparative review of voice recognition is given in [26]. An 

implementation which resembles the type of system that might be used within 

a Telidon environment is given in [20] 

A prime consideration of a voice recognizer design is the task-specific 

nature of the recognition scheme. Typically, the more task-specific the 

recognizer vocabulary, the more feasible the implementation of the system 

[26,20,23] . By using information from context and semantics the predict-

ability of responses is enhanced significantly. As a result less 

computationally elaborate systems may be implemented. 

Even though the required computations may be decreased through careful 

design of the user-machine dialog, some practical implementation problems 

exist. 



The digitization of speech for recognition purposes is performed at 

the terminal end with the same coder used for other voice communication. 

Care must be taken to ensure that the coder resolution is sufficient to 

allow processing of the signal for recognition purposes. 

Secondly, noise contamination of the signal (partially quantization 

noise) from external sources such as air conditioning, background conversa-

tion, room reverberation, etc. is a major consideration in the imple-

mentation of the recognizer. 	Since the use of the recognizer will be 

in various environments where there may be typical background noise present, 

the correct selection of microphone, terminal placement and recognizer 

noise normalization processing are essential for consistant performance of 

the recognition system. Research into characterizing the physical environment 

for Telidon use, selection of appropriate headset microphones (possibly 

noise-cancelling) and implementation of various noise normalization processes 

in the recognizer must be performed to fully specify the requirements for 

Telidon voice input. 

The reliability of the voice recognizer (i.e., recognition accuracy) 

must be determined from several points of view. The following factors 

influence the feasibility and performance of a voice recognizer [26] : 

i) type of speech input: connected or isolated, 

ii) acceptability of response time, 

iii) acceptability of recognition accuracy, 

iv) size of the vocabulary, 

v) speech style of the input: conversational or artificial 

• 	vi) nature of the user interface: graceful error recovery, 

natural interaction with the user. 
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It has already been noted that a conversational style is desired for 

the speech input and that both graceful interaction and error recovery are 

desired. Vocabulary size may vary according to the task and may be 

structured such that a given state in the interface has a certain number 

of expected or allowed responses, thus decreasing the number of possible 

responses to be recognized at any given time. Recognition accuracy and the 

acceptability of errors is related to the error recovery strategies, but 

behavioural studies 	are needed 	to determine the tolerance of a user to 

errors in recognition and to determine appropriate recovery strategies. 

It is expected that if a large group of untrained users is to operate 

the recognizer (as is true with Videotex), connected speech will be the 

typical mode of input. This will involve more complex processing algorithms 

and may result in significant delays before commercial systems become avail-

able within the Telidon system. 

Response time is affected by two major factors: i) the time required 

to perform the recognition; and ii) the time required to pass the voice 

data to the recognizer and receive a response (this may even be further 

compounded if voice response is included in the interaction). Due to the 

high cost of speech recognition equipment which satisfies to a degree the 

requirements of the Telidon Voice I/O  interface (from $20,000 to $100,000), the 

incorporation of voice input must be initiated through shared use of an 

expensive system, with cost sharing by the users. This imposes a further 

constraint on the recognizer that it must be capable of time-sharing. As well, 

this adds to response delays if a large number of users are accessing 

the system. An initial amortization of the cost may only come with the 

minimization of other system utilization costs: terminal costs, connection 
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costs, on-line costs or data transmission charges. This is a significant 

drawback in terms of when such systems will be made available to the general 

public. Since Videotex and ISDNs are still emerging technologies, implementa-

tion of voice input is not expected to be commercially available until these 

technologies are firmly established. 
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IV. CONSIDERATIONS FOR INTEGRATED SERVICES NETWORKS  

Incorporating Voice I/O  into Telidon Videotex has been discussed with 

integrated services in mind, but direct reference to this potential for a 

broader scope of services will be made in this section. 

A single distribution medium for Videotex is not likely to exist for 

some time. With controversy regarding the use of existing telephone networks 

vs Cable TV networks [2] and with the emerging ISDN and fibre optic 

technologies, the medium for distributing an integrated set of services will 

be developing over the next several decades. 

The first indications of a higher speed channel for interactive service 

distribution are the ISDN and the Cable TV networks. The ISDN would 

essentially provide a 64 k bit/s data channel and a data and signalling channel 

of 8 kHz on the public telephone network. The initial phase bf such a system 

is scheduled to be in service in the UK in June, 1983 [12]. 

The added bandwidth of such a network (over that of the existing 

telephone network) makes a Voice I/O  system more appealing from an added 

service point of view. Services may be included in such a network through 

the use of Value-Added services implemented via operational modules [27] . 

These modules may be incorporated into the network at an ISDN switching 
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centre through a standard interface. In this way, several new services may 

be implemented throughout the network in a central or distributed fashion. 

The ISDN seems to be the first step to expanding the capabilities of 

the telephone line to supply data communication and information retrieval 

services to the home. 

Other than the ISDN, Cable TV networks are a second possible carrier 

of integrated services. Until recently the majority of cable installations 

have been one-way tree-like systems .  This type of network structure is not suitable 

for interactive services and must be modified to provide a return path to 

the head end. Such a modification is costly and it is likely that such a 

system will take longer to implement. On the other hand, in an attempt to 

compete with telephone utilities, cable companies are considering such a 

scheme as indicated by the adoption of two-way systems for'new installations. With 

the broadband capabilities of cable, a .greater degree of service integration 

is possible. This would include TV reception, Videotex, Digital Audio and 

Digital Telephony. The degree of complexity of subscriber equipment would 

increase dramatically as compared to the simple TV set and telephone now 

used in the home. Required terminal capabilities and development trends are 

described in [ 28] . Incorporation of Voice I/O  into a cable system would 

follow similar analysis to that presented in this study. 

To further increase the information capacity of a public distribution 

network, fibre optic technology may be incorporated into the cable system. 

There is some question as to how feasible the implementation of such networks 

will be within the 1990 time frame. Arguments have been made for and against 

the feasibility of optical fibre plants [29,30] . 



The implications for Voice I/O  incorporation are mostly from the 

terminal point of view. In general, the terminal will have to be highly 

integrated to keep costs down. In addition, different encoder approaches 

may result from an extended bandwidth. The increase in bandwidth of the 

system still does not warrant the use of high bit-rates, since storage 

capacity is a major factor related to bit-rate. 
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V. CONCLUSIONS AND RECOMMENDATIONS  

The results of this study may be summarized by the following conclusions: 

i) The use of the OSI model for structuring an approach to Voice I/O  

incorporation into Telidon clarifies the protocol requirements for 

the three upper layers. As well, the analysis of user requirements 

for foreseeable Telidon application groups yields a more general 

specification of the Telidon Voice I/O  interface requirements from 

a hardware and software point of view. 

ii) Selection of appropriate technologies for voice processing is directly 

dependent on the applicatihn -requirements. 

iii) The specification of voice processing technologies is required in 

the following areas: 

1. voice digitization, storage and reconstruction hardware and 

algorithms, 

2. voice recognition algorithm selection, 

3. voice storage associated with Telidon picture information: 

a) data base structure, 

h) concurrent data handling within the terminal, 

c) Information Provider data entry system, 

4. integration of Voice I/O  into an Integrated Services Network. 

iv) The recommended implementations of voice coding are a waveform coding 

approach (to maintain high quality and inter-service compatibility), 

such as ADPCM, ADM,. THDS-PCM, or Sub Band coding at 64 k bits/s rates. 

v) The use of a digital signal processor for coder implementation is 

recommended for efficient implementation and inherent flexibility. 

(Cost is a major lim ting factor here.) 

vi) The initial incorporation of voice input should be on a user-shared 

basis, rather than on a per terminal basis. In this way a more 

expensive system which is required to support the service requirements 

may be used, and the costs shared by the users. 
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Continued research is required in the following areas: 

i) establishing voice protocol standards for the higher layer protocols, 

ii) integration of a terminal voice module which will recognize voice 

protocols (similar to an integrated PLP decoder), 

iii) defining a suitable user voice interface which is taylored to Voice 

I/O  information access for Telidon Videotex. This includes behavioural 

research into appropriate allocation of information to picture and 

voice, 

iv) further research into voice coding and recognition techniques for 

large groups of users. 

v) development of integrated circuits for coding algorithms suited to 

wider band speech coding (0 - 7 kHz) at 64 k bit/s rates. 



APPENDIX A 

A.1 Layer Protocol Specifications  

In this study a major objective is to resolve the protocol issues 

associated with incorporating Voice I/O into the Telidon system. The OSI 

model was selected to structure an approach to specifying these issues. 

The specification of the protocols for the upper three layers only will 

be addressed in some detail. Lower layers effectively support error- 

free data transmission and tend not to be an issue in incorporating Voice 

I/O. The major thrust is toward specifying higher layer protocols especially 

within the Presentation Layer, where many details on terminal protocols need 

to be resolved. At the Application Layer, effective man-machine interface 

algorithms must be specified with Voice I/O  as a communication service in 

order that voice capacilities are used to the utmost. 

The following protocol specifications have not been formally verified 

and are included to form a basis for suggested directions for Voice I/O  

incorporation into Telidon. 

The protocol specifications followa specification method given in 

[10]. Following this specification method, the input/output behavior of 

the protocols may be defined through a Service Specification of the protocol. 

Exact formats of commands and the mechanisms to convey them are defined by 

an Interface Specification. 

46 



Prior to embarking on a service specification of the higher layer 

protocols, a brief description of the protocol structure, the manner in which 

a communication service may be defined and the internal structure of a 

protocol layer are described. 

As mentioned above, the input/output behavior of a protocol is defined 

by a service specification. Typically, a service specification may be based 

on a set of service primitives. The execution of a service primitive is 

associated with an exchange of parameter values between two entities across 

a layer-layer interface. This is to say that two entities in a layer com- 

municate via the layer below them through the execution of service primitives 

which in total comprise a service specification. In general, service primi-

tives have constraints as to the order of execution and the values of the 

parameters exchanged during execution. These constraints may be global 

(referring to other users) or local (referring to the immediate user of the 

service). 

A protocol characterizes the interaction of entities within a layer (via 

the lower layer services) to provide the services of that layer. Thus a 

protocol specification for a layer must define the operation of each layer 

entity in response to:commands from the users of that layer's services, 

messages from entities within that layer e and actions initiated internally. 

A variety of methods for formal protocol specification are given by 

Bochmann and Sunshine [ 10]. 	Since a goal of this study is to place the 

protocol issues of Voice I/O incornoration into Telidon into perspective, 

the protocol specifications are intentionally narrative. 
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A.2 Presentation Coding Structure  

A.2.1. Test Coding: 	(7 bits)  

The ASCII code table is given in Figure 3,3 of [11]. ASCII (American Standard 

Code for Information Interchange) has been accepted as an internationally 

accepted character coded text assignment code (ANSI, CSA and ISO). As can 

be seen in this figure, the first two columns correspond to control character 

assignments while the remaining columns represent character codes. The 

control character set, called CO, may be subdivided into transmission control 

characters (the shaded areas), Format Effector (FE) characters, Information 

Separator (IS) codes and Code Extension (CE) codes. In addition, the Bell 

(BEL) code is present. As a rule, transmission codes are not used by 

presentation layer processes. 

Other than the transmission codes, the FE, IS and CE codes are avail-

able in the PLP. NOTE: CAN may be recognized by PLP as a reset if sent by 

lower layers. 

The ASCII code table is mentioned in this discussion since it becomes 

the default graphics set in the graphics repertoire of the code extension 

approach defined by ISO Standard 2022, and represents a standard code table 

format (for 7-bits). As in the ASCII code table, a general format for an 

in-use code table may be defined, where the first two columns contain a 
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control set (C set) and the remaining columns contain a set of graphic 

character assignments, called a G set. As mentioned, the default G set, GO 

is the ASCII character set. The CO set is defined as a harmonized CCITT 

control set. 

Currently, two active C sets are defined (CO, Cl) and four active G 

sets are available (GO, Cl  G2, G3). Figure 3.10 of [11] shows code extension using 

7-bit character codes where the 8th bit is used for parity. 

In an 8-bit environment, the most significant bit may be used to 

select between two G sets, GL and GR, within a single in-use table. As 

well, both CO and Cl are present in the table simultaneously. Figure 3.11 

& 3.12 of [11] denote the code extensions available using 8-bit code assignments. 

In specifying Voice I/O  protocols within the PLP coding structure the 

approach taken is to define a G set which contains protocol primitives which 

implement the functions of the Presentation Layer defined earlier. As the 

specification proceeds, existing PLP primitives are - described, where 

applicable, as  analogous operations to those specified for Voice I/O. They 

are analogous in the sense that existing PLP primitives, namely Picture 

Description Instructions (Pins) perform functions which may be similar in a 

control sense to Voice I/O  protocol elements, but refer to screen data  

representations not voice data representations. 

A.3 A PLP Voice Protocol  

A PLP Voice Protocol approach, loosely speaking a set of Speech Description 

Instructions (SDIs), is now defined according to Presentation Layer Voice I/O  

requirements. Initially only Macro-instructions are defined for major 

functions. 



The specification begins with the Presentation and Session Layers which 

will be initially treated to some extent as a single virtual terminal 

protocol. At this point the existing Telidon Videotex Presentation Level 

protocol is introduced. 

A.3.1 Telidon Videotex Presentation Level Protocol  

This section deals with the specification of the Presentation Level 

functions for Voice I/O  given earlier in this study within the existing 

Telidon PLP (Presentation Level Protocol). Rather than describing Telidon 

PLP in detail, reference is made to CRC Technical Note #709-E [11] where Telidon 

PLP is completely specified. Only a brief introduction to the PLP structure 

is given to allow the Voice I/O  specification to be made in context. This 

specification is one of many possible functional implementations of Voice 

I/O  Presentation Level functions and is to serve as a proposal yet to be 

verified. 
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A.3.2 Constructing a Voice Message to be Recognized  

In this case, it is assumed that a voice codec is available to encode 

speech at some defined sampling rate. Assume that hardware is also available 

to detect the use of the microphone (either a push button or a voice activated 

switch). As voice data is generated from the speech, a pre-defined passage 

length maximum is reached. It is preferable to delimit passages with 

natural speech pauses, but this is not always possible. The variability 

of speakers may prevent this type of segmentation. 

Upon completion of the acquisition stage of the process, the raw 

speech data must be identified as such. 

This may be implemented using a macro-intruction option, similar to 

the MACRO-PDI  PU'  opcode. If it has been established that the terminal 

supports Voice I/O, the application process may initialize the terminal with 

a transmit macro that defines a portion ofluffer memory in the terminal. 

This buffer would be accessed by the terminal during raw speech acquisition 

after which the transmit macro would be executed. Data within the transmit 

macro would identify the message as raw speech data. The execution of this 

macro would result in a raw voice message to be transmitted to the network. 

The Session Protocol must ensure that the speech data is directed to the 

speech recognition  resources but the Presentation Protocol must specify the 

destination. This should be conveyed via the macro since the Session layer 

will maintain node addresses for the distributed voice processing resources. 

For convenience let this macro be named "SENDSPEECH". 	SENDSPEECH 

satisfies the required functions: 

(j ) format raw speech data into message format, 

(ii) communicate raw data to speech recognition resources, 

(iii)maintain some knowledge of the speech processing resources of the 

system. 
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A.3.3 Receiving a Voice Response Command  

Converting a voice response command to the network voice response primi-

tive must be performed in the case where voice data is not sent from the 

application process yet the Voice I/O  operation is intentionally in use. As 

an example, a Dynamically Redefinable Character Set (DRCS) is defined where a 

set of messages are stored as a G set repertoire. In this case, a macro may be 

defined to access the alternate G set, extract the message from the set and 

store the data in an output buffer. At this point a transmit macro may be used 

to send the message to the voice response resources (which may be local). 

In this case opcodes are needed for the stored messages to be transmit-

ted to the voice response resources and for the access to the DRCS upon 

receipt of a command. 

For convenience these will be called "MSGDUMP", "DEFMSG", "CALLMSG" 

where 

(a) MSGDUMP defines the transmit macro for transporting the voice response 

data to voice response resources, 

(h) DEFMSG defines the command for downloading the voice response data to 

be stored as a DRCS, and 

(c) CALLMSG defines the command for translating the command following this 

opcode to a G set reference for accessing the DRCS voice response data. 

These three macros satisfy the required functions of: 

(i) accepting application command messages and transforming them into 

voice response messages, if required. 

(ii) communicating voice response messages to network voice response 

resources. 

A.3.4 Translating from Format to Format  

In the case where the data received is of a format which is not immedi-

ately compatible with the existing speech response hardware configuration, 
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the transformation from one known format to another is necessary. By sup-

porting such a function, the protocol becomes less susceptible to variations 

in information provider encoding techniques. 

In order to transform one format to another, there must be either an 

equation relating the two, or some unique mapping of one onto the other. If 

this does not exist then it may be necessary to reconfigure the codec. 

In the case where a transformation exists (e.g., Adaptive Delta Modu-

lation-to-PCM) a macro command "MAP" is used. In the case where no such 

transformation exists, a different command should be used, similar to the 

initialization procedure, where the terminal is configured. 

MAP satisfies the required functions: 

transform varying voice message formats from one to another on request 

(if possible). 

A.3.5 Terminal Reconfiguration  

Although the state of a terminal, from a hardware point of view, should 

not be a concern at the Presentation Level, consideration must be given to 

the variation of encoding technologies which may be employed for voice communi-

cation within the network. By incorporating a capability for terminal 

reconfiguration without specifying the reconfiguration explicitly (i.e., 

"change this subroutine call to that one, etc) a much needed requirement 

for flexibility with respect to emerging technologies is satisfied. 

This may be achieved through a macro command "CONFIG", which is followed 

by a keyword indicating the desired coding technology. The knowler.ge  of 

which technologies are supported by the terminal (out of a finite known set 

of standard schemes) is maintained at the Session Layer. 
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CONFIG may be made to resemble the DEF DRCS PDI where the DRCS is 

in fact the new configuration parameters required for the terminal. The 

CONFIG command would tell the terminal that such information is following 

and the new "G set" would be loaded into the codec thereby reconfiguring it. 

Alternately, the data following the CONFIG command may represent a program 

of an algorithm for reconfiguring the terminal speech codec. 

Thus, CONFIG supports the function: 

instruct the terminal to support different coding schemes for voice 

through reconfiguring the codec (if possible). If not supported, 

the above information is ignored. 

In general, if no speech services are supported by the terminal, opera-

tion as a PLP terminal for Telidon must be supported. The Session Layer 

should determine terminal status and capabilities as the session is established 

and support either PLP and/or Voice I/O. . 

Summarizing the macro instructions defined: SENDSPEECH, MSGDUMP, 

DEFMSG, CALLMSG, MAP and CONFIG. These macros must now be specified in 

terms of terminal primitives which become the protocol primitives of the pre-

sentation level Voice I/O  protocol. 
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A.4 A Session Layer Protocol  

A.4.1 Session Establishment and Negotiation  

In the establishment of a session other than determining whether two 

presentation entities are available for a connection, certain information 

must be passed from session entity to session entity for session administration 

purposes. This is considered to be a negotiation process. The following 

negotiation services must be implemented via protocol elements. Voice Input/ 

Output session information is used to: 

(a) establish a Voice I/O  session, 

(h) identify and match Voice I/O  terminal capabilities, 

(c) identify and establish connection with Voice I/O  network resources, 

(d) establish message format, 

(e) establish and administer terminal parameter initialization. 

A.4.2 Session Management  

After the initial negotiation process, the remainder of the session 

interaction is devoted to maintaining the session until termination is 

requested or occurs independently. (Should the latter case occur, possible 

reestablishment of the session may be required of the Session Layer.) 

Session maintainance requires the following elements: 

(i) identify the presentation level message type: command, page, raw 

voice message, voice response command, etc., 

(ii) administer redefinition of terminal primitives through a renegotia-

tion of terminal parameter initialization, 

(iii)appropriately identify the destination of given message types: 

voice response-to-voice response equipment, raw voice message-to-

speech recognizer, etc. 
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Session Negotiation: 

Sent Character  

CSI 

CSV 

(in response to RSV) 	CCD 

Response  

RSI 

RSV 

RCD [0-N] 
[( 	)] 

or RRC 

(in response to RRC) 	CCR [data] RCR 

(if speech  synthesizer CELVO 	 RELVO 
local) 

(if speech recognizer 	CELVI 	 RELVI 
local) 

Session Management: 

CRC [0-N] 	 RCRC 

(in response to CRC) 	CCR [data] 	 RCR 

The Session Layer may 	contain the following protocol characters: 

56 

(to speech recognizer) CCVI [addr][0-NJ 	RCVI 

(to speechsynthesizer) CCVO [addr][0-N] 	RCVO 

Function  

- session establishment 

- voice session establishment 

- codec definition 

- [ • ] number in brackets 
represents one of N coder 
configurations to be used 
in the session. Zero is 
reserved for no coder 
available (i.e., voice 
response only) 

- [( • )] optional character 
if [ • ] was zero to 
indicate what type of 
voice response device is 
available 

- response sent requesting 
coder reconfiguration 

- coder reconfiguration 
command followed by recon-
figuration data 

- RCR is response that coder 
reconfigured 

- establish connection to 
network Voice input resource 

- [ • ] indicates type of 
speech data to be received 

- establish connection to 
network Voice output 
resource 

- engage local voice output 
resource 

- engage local voice 

- request to reconfigure 
coder to one of N schemes 

- same as in negotiation 
dialog 
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Session Management  (continued) 

	

Sent Character 	Response 	 Function  

	

CIC [code][data] 	RIC [code] 	- definition of command 
data followed by command 
data 

- return response character 
with identified command 
code for confirmation 
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A.5 The Application Layer  

Formal specification of Application Layer protocols is not pursued. 

Proper protocol specification of the Application Layer must include be-

havioral research which is beyond the scope of this study. In suggesting 

and specifying realizations for Voice I/O  in the study, reference is made 

to research done in man-machine interfacing including voice interface 

applications. These references indicate possible directions to protocol 

specification at the Application Layer. 
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