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Preface

THIS RESEARCH PROJECT was inspired by a number of high profile for-
eign takeovers of Canadian high-technology firms, including the
takeover of Connaught Laboratories by Institut Merieux. The number of
takeovers of high-tech Canadian-owned firms represents less than five
percent of the cases reviewed by Investment Canada, but these cases
have accounted for a disproportionately large part of these review activi-
ties and effort. This is not surprising, given the public controversy that
typically accompanies such takeovers. Critics often attribute the rela-
tively poor R&D record in Canada to the high levels of foreign control in
this economy. However, the evidence tends to show the opposite — for-
eign investment leads to important transfers of technology and usually to
significant productivity gains.

The race for the technological frontier is at the centre of an emerging
globalization process. Today’s global corporations not only invest in inter-
national markets where they desire to trade, but also transfer technology to
these markets and conduct R&D where there are technological advantages.
While much has already been written on foreign investment and technolo-
8y, it was felt necessary to return to fundamentals in light of globalization
and the changing relationships among the economic factors at play. This
work was considered all the more important since Canada has traditionally
depended on international trade and investment for much of its prosperity.

In January 1990, distinguished academics and profesisonals from
Canada and abroad were invited to prepare papers on the topic of “Foreign
Investment, Technology and Economic Growth”. The papers were present-
ed at an Authors’ Conference in Ottawa on September 6 and 7, 1990, and
later revised in light of comments by discussants and participants. The
revised papers, together with the Discussants’ comments and the

apporteur’s report, are presented in this volume, the first in the
Investment Canada Research Series. Don McFetridge, Carleton University,
served as General Editor, and his introduction immediately follows.




The Investment Canada Research Series has been developed with three
main objectives:

- to advance research on international investment in Canada and
abroad, based on the highest academic scholarship;

- to foster a better understanding among Canadians of globalization and
the vital role played by international investment; and,

- to identify investment policy and research issues requiring the atten-
tion of governments and particularly of Investment Canada, which has
responsibilities for promoting, reviewing and monitoring international
investment.

The research assembled in this volume is mainly the product of work
undertaken by outside researchers. However, Investment Canada staff managed
the project and throughout offered comments on the papers. As is the case with
the Investment Canada Working Paper Series (these papers available on
request from the Agency), the views expressed in these research studies do not
necessarily reflect those of Investment Canada or the federal government.

I would like to take this opportunity to thank all participants in the
research effort, and especially Don McFetridge, for their work. I know that it
will be of interest to a wide range of Canadians.

MICHAEL WILSON
MINISTER RESPONSIBLE FOR
INVESTMENT CANADA



Introduction

THE APPROPRIATE PUBLIC POLICY stance toward foreign acquisitions of domes-
tic high-tech businesses has been a politically contentious issue in Canada
for many years. It is now attracting an increasing amount of attention in other
industrialized countries as well. While the political pressures to intervene, to
present, or to alter the terms of a proposed foreign acquisition of a domestic busi-
ness can be intense, the principles and empirical evidence that might provide
guidance as to how and when to intervene productively are not well-known.

The role of Investment Canada is to encourage foreign direct investment
in Canada and to monitor foreign acquisitions of Canadian businesses to
ensure that such transactions are of net benefit to Canada. In order to increase
public awareness and understanding of how and when a national investment
monitoring agency can increase the domestic benefits derived from foreign
investment in domestic high-tech firms, Investment Canada commissioned
eleven studies on this subject. The results of those studies were presented as
academic papers at an authors’ conference in Ottawa on September 6 and 7,
1990. The papers were revised in the light of comments from invited discus-
sants and other conference participants. The revised papers, together with
many of the discussants’ comments, and an overall commentary by Richard
Lipsey, are presented in this volume.

Among the more important questions addressed by the papers are:

- have foreign takeovers of domestic high-tech firms been an important
phenomenon in Canada?

- does a change in the nationality of the ownership of a firm imply a
change in its behaviour, specifically with respect to technological
activities?

- does a change in the technological capacity of one firm affect the inno-
vative capabilities of other firms and individuals in the economy?

- does an investment monitoring agency have any leverage over foreign
investors in high-tech firms?

xi




The papers by Baldwin and Gorecki, and Globerman address the first
question. They conclude that, although there have been a number of highly
publicized takeovers of Canadian high-tech firms by foreign interests, this phe-
nomenon has been relatively unimportant in terms of the number of takeovers
and the value added involved.

The second question is addressed in one way or another by virtually all the
papers in the volume. The consensus is that the substitution of foreign for domes-
tic control changes the way firms behave, but not in any systematic fashion.

With respect to the much-discussed tendency of foreign-owned firms to
locate their R&D at home, the evidence in the Pavitt and Patel, the Cantwell,
and the Blomstrém papers is that there is a bias toward “home” R&D but that its
strength depends on the size and technological characteristics of the home
country and the other markets for a firm’s products, and other sources of a firm’s
technology. There is, as yet, no systematic evidence that centralization also
occurs when there is a change in control. We do not yet know whether the sub-
stitution of foreign for domestic control reduces local R&D below what it would
otherwise have been. (The impression of the authors and most of the discussants
is that there is probably no reduction.) Possible reasons are: the innovative capa-
bility acquired is embedded in the local organization and local networks, and the
acquiring firm’s assets are often complementary, involving marketing and/or pro-
duction expertise rather than a substitute innovative capability.

The third question is addresed by the Bernstein paper as well as those by
Harris, Blomstrém, Globerman and DeBresson et al. They conclude that there
is a large gap between private and social rates of return on domestic R&D. This
implies that a reduction in local R&D by one firm does reduce the innovative
capability of others in the economy. Individual countries may, therefore, bene-
fit from R&D-shifting policies pursued by their governments or by govern-
ment-controlled firms. Individual countries may also benefit from policies
designed to forestall this shifting of R&D.

Despite the effort that has gone into attempts to measure the social rate
of return on R&D, much remains to be learned. Pierre Mohnen pointed out in
his discussion that the domestic rate of return on imported R&D is also very
high. This implies that on balance, the loss is not as great when R&D is shifted
out of the country if the offsetting value of imported R&D is taken into
account.

With respect to policy leverage, the issue is whether commitments to
local R&D and the like, negotiated by Investment Canada, are incremental
and, if so, whether they come out of the surplus of the foreign acquiring firm
or serve merely to reduce the return to domestic entrepreneurs and sharehold-
ers cashing out. The evidence in the papers by Teece, and Globerman and in
the discussion by Tom Kierans, is that foreigners have paid pretty much their
reservation price for Canadian and American high-tech acquisitions and that
whatever local R&D or other commitments were made, they were within what
was intended, in any case.

xii




The impression is that more policy leverage can be gained by encourag-
ing domestic human capital formation (which, in turn, is likely to attract R&D
activities) than by extracting concessions from foreign investors, although in
his commentary Richard Lipsey maintains that there have been, and will con-
tinue to be, important exceptions which justify a continued monitoring capa-
bility over foreign investment.

DONALD G. McFETRIDGE
JULY, 1991
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Richard G. Harris 1

Simon Fraser University

Strategic Trade Policy, Technology
Spillovers and Foreign Investment

INTRODUCTION

THE PURPOSE OF THIS PAPER is to review the literature on strategic trade
policy with respect to the issue of foreign direct investment and its impli-
cations. Further, I have undertaken to review the arguments offered by modern
trade theorists with respect to foreign takeovers of high-technology industries.
There is a substantial body of literature on foreign direct investment (FDI),
which includes exhaustive analyses of multinational firms(MNEs) and strategic
trade policy.' Surprisingly, there has been little intersection of the writing in
these two areas. This is surprising because both areas appeal to imperfect prod-
uct market theory. On the other hand the literature on MNEs and strategic
trade policy are really quite different from one another in their basic
approaches. This is obvious in the Canadian policy literature that emphasizes
the role of the multinationals. While most of this paper deals with the modifi-
cations necessary to the strategic trade policy arguments when there is sub-
stantial foreign investment, I also contend that traditional views on foreign
investment are changed little for a small open economy such as Canada even
if the arguments put forward in favour of strategic trade policy for the larger
countries are accepted at face value.

The heart of the strategic trade policy argument revolves around the
possible existence of oligopoly rents due to barriers to entry. The barriers to
entry may be large economies of scale in production or distribution, or sub-
stantial sunk costs present in the form of R&D expenditures. Either may give
rise to small numbers competition and oligopoly rents which persist over the
long term because of the inability of potential entrants to secure profitable
entry into the industry. In an international market, but with the firms’ owners
concentrated geographically, each government has incentives to take policy
actions which atrempt to shift rents toward those firms owned by its citizens-
voters. Much of the literature is concerned with the various strategies govern-
ments can adopt in an attempt to shift these rents, and the complications
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that arise when governments interact strategically with other governments
and large firms. If an oligopolistic firm producing in the home country is
owned and controlled by foreigners, the question of who receives the rents
becomes crucial.

In the Canadian policy literature on foreign direct investment (FDI) much
of the concern has been with two issues:? in extractive industries, resource rents
should be captured at home rather than by foreign shareholders; in manufactur-
ing industries, technology should be transferred efficiently and at a fair price
from the foreign developers of that technology to the home country. Foreign
direct investment is probably the most important device by which technology
transfers occur, and therefore FDI is seen as a poor substitute for both portfolio
investment and other arm’s-length transactions such as technology licensing.
More recently, however, the perspective on FDI has shifted to those firms that
develop technology indigenously; does foreign ownership of such firms mean
that the technology will be exploited abroad rather than at home? If so, does
the home country obviously lose in these circumstances relative to a situation
in which the innovating firm is domestically owned? This shift of emphasis
from inward technology transfers to outward technology flows is relatively new
for Canada but is reminiscent of the 1960s debate in the United States on
American multinationals accused of exporting jobs abroad.’ In the second part
of this paper I consider what new implications might be drawn from strategic
trade policy theory as it relates to this type of argument.

This paper is limited in its scope by an underlying assumption that what
motivates the problem is the presence of market power on the part of firms in
their final product markets, and political power on the part of governments
that choose to intervene. My analysis is therefore limited in that it does not
try to explain the reasons for the existence of transnational or multinational
firms; the firm-specific advantages, including the mitigation of transactions
costs through internalization (which are commonly used as reasons for the
existence of multinationals) are assumed as given in the analysis.

An entirely different set of questions revolves around the externalities
issue focussing on technology transfer between countries, and spin-offs from
technologically intensive industries. That is, in the presence of incomplete
markets and incomplete contracts, does the question of the national owner-
ship of a firm have any policy significance? I contend that this debate is close-
ly related to the debate on the appropriate trade theory paradigm for explain-
ing international differences in real income. Many now question the
traditional Heckscher-Ohlin view of trade and income.* The North-South
product cycle of trade associated with Raymond Vernon (1966) is considered
by many — myself included — to offer a far more realistic view of internation-
al trade and the sources of productivity differences between nations in manu-
facturing and service industries.’ The essential building block of these theories
is the assumption that the process of technology transfer is characterized by both
spillovers and lags in international diffusion which are quantitatively significant.
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In addition, market structure plays a much more prominent role in these theo-
ries than in factor endowment theories, providing a link with the strategic
trade policy literature. In the last two sections of this paper I bring this view of
trade and technology to bear on the question of foreign ownership of techno-
logically progressive industries in a smaller industrialized country such as
Canada. The policy questions addressed in these sections are less strategic
than structural in nature. That is, does foreign ownership of such industries
contribute to or hinder the pace of economic growth? I contend that there are
two distinct aspects to this question — first, the role of innovation and inter-
national diffusion as a source of international differences in factor returns; sec-
ond, the role of spillovers from R&D activity which are of national benefit but
are geographically mobile as a consequence of decisions by corporations to re-
locate their own activities.

The paper is organized as follows: beginning with a brief review of the
case for strategic trade policy, including its theoretical limitations and why it
remains a popular and powerful idea in the policy arena. Next, I consider the
issue of strategic trade policy in export industries, assuming the exporting
firm is foreign-owned. I then examine the role of foreign monopoly rents gen-
erated in domestic markets, followed by a discussion of the role of foreign
firms in determining the extent of competition in the domestic market. In
the next section import competition and EDI as substitutes are discussed, fol-
lowed by a consideration of efficiency-enhancing horizontal mergers when
the merger involves takeover by a foreign firm. I then discuss the effect of
modern protectionism in the form of quotas and voluntary restraint agree-
ments on the cost/benefit calculus of foreign ownership. This is followed by
brief review of the policy debate on foreign takeovers of domestic-owned
Fechnological[y intensive firms. The product cycle view of trade and income
Is reviewed next and used to address the question of innovation rents and
who receives them — does foreign ownership matter? Finally, I address the
case of locational mobile spillovers from R&D activity and, in the last section,
offer some conclusions.

STRATEGIC TRADE PoLiCcY: A REVIEW

To DATE, THE LITERATURE HAS FOCUSSED almost entirely on the cases in
which firms are national — meaning that production occurs in the home
country and that 100 percent of the equity is held by citizens and voters of the

ome country. In addition, government is assumed to be interested in maxi-
mizing national welfare defined as the sum of consumer surplus, plus producer
surplus, plus net government revenues in the home country. In international
competition, governments wish to transfer economic profits or monopoly rents
from foreign firms to domestic firms. This observation is attributable to
Brander and Spencer (1985) who demonstrated in a simple model of interna-
tional oligopolistic competition that it is optimal for the home government to
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subsidize export sales; the purpose of the subsidy is not to increase foreign sales
per se, but rather to reduce the sales of the competing foreign firm, thus shift-
ing the monopoly rents toward the home firm. This idea has been extremely
important in demonstrating the weakness of the traditional case for trade lib-
eralization and free trade in the presence of large scale international oligopoly.
As the strategic trade policy literature developed, however, the case for intet-
vention seemed much weaker than it first appeared. Several of the more
important problems are:*

1) The sensitivity of government policy to industry conduct. In order for gov-
ernment to choose correct policies it must understand perfectly the strate-
gic nature of firm conduct within an industry. If firms compete on price
rather than productive capacity, then the optimal policy is to tax exports
rather than to subsidize. Sensitivity is a general theme of this literature,
implying that governments must have extremely detailed knowledge of
industry behaviour to intervene correctly.

2) Supply conditions in the industry. In the original models it was assumed
that there were no supply constraints so it would be possible to shift
resources into an industry at constant opportunity cost. If supply constraints
reduce this elasticity of supply, the case for encouraging the industry
through subsidy or protection is substantially reduced.

3) Long-run barriers to entry. Most of this literature has been concerned with
industries that have substantial entry barriers, even in the long run. If entry
occurs over the longer run in response to high industry profitability then
many of the conclusions are no longer valid.

4) Sub-optimality of strategic trade policy in the face of retaliation. The most
glaring indictment of strategic trade policies however, is the argument that:
if country A is hurt by the strategic trade polices of country B, and country
A retaliates in kind, the resulting outcome will be inferior to no interven-
tion by either government. That is, strategic trade policies are inherently
beggar-thy-neighbour policies in many respects.

This point is invariably demonstrated in symmetrical two-country models
using the prisoner’s dilemma characterization of the game the two national
governments are assumed to play.

Thus the theoretical case for an interventionist trade-industrial policy
based on the notion that international tradeable goods industries are
oligopolistic appeared not as clear as some of the enthusiasts imagined. Indeed,
it is surprising that the support for these ideas remains as strong as it appears to
be, given the criticisms which have been levelled at strategic trade policy.

While the support for strategic trade policy may be self-serving in some
industries, there are several reasons why the basic ideas put forward in this lit-
erature are not likely to be dismissed easily. First, there is the overwhelming
perception that international competition is highly oligopolistic and that it is



STRATEGIC TRADE ... AND FDI

dominated by extremely large firms in both manufacturing and service indus-
tries. In this instance the relevance of perfect competition seems remote at
best. Second, there is the enduring opinion (held notably by many U.S.-based
public policy commentators) that Japan, particularly, has successfully pursued
a strategic industrial policy in these industries using both protection and sub-
sidy to nurture winners in the emerging industries. Third, there have been
numerous empirical demonstrations that the simple Prisoner’s dilemma char-
acterization of strategic trade policy equilibrium is not always appropriate.
With asymmetries between countries either in size, cost structures or demand,
unilateral pursuit of an interventionist policy can be superior, even in the
event of retaliation to the no intervention equilibrium.” The strongest theo-
retical case against strategic trade policy, therefore, is weaker than the critics
thought, but clearly is still practically relevant in many circumstances.

The debate has moved out of the journals and into the policy arena with
no clear resolution of the tensions between the laissez-faire/free trade position
and the strategic trade policy position of the “industrial policy” activists.

The relevance of this debate for smaller countries has never been very
clear. Most small countries do not have national firms with large market shares
of the internationally traded manufacturing industries. Rather, smaller coun-
tries with successful exporters tend to be in niche markets in which global
scale economies are less likely to be important. It is, of course, possible that
oligopoly rents exist in these niche markets and therefore the conventional
strategic trade policy lessons could be applied to small countries. On the other
hand, many small countries have subsidiaries of the large global multinationals
(MNEs) that are producing in or otherwise serving the local home market. The
strategic trade policy literature has not yet debated the policy implications for
the smaller countries. Finally, as international management theorists continu-
ally remind us, the large firms are now truly global in that their owners reside in
many countries and owe no allegiance to any particular country." In the light of
these considerations, how should trade and industrial policy be conducted,
given that national profit shifting seems no longer relevant as a policy goal’

EXPORT MARKETS AND FDI

THE FIRST CASE CONSIDERED is closest in spirit to the traditional strategic
trade policy literature. The home country is the location of firms that pro-
duce for export only and not for the home market. In the case considered most
often the home firm is also domestically owned; we now assume instead that
the home firm is owned and controlled by foreign equity holders. Throughout
most of this paper we assume that firms maximize profits.” The foreign-owned
firm can be thought of as a subsidiary of a multinational that is involved in the
distribution and marketing of an MNE’s proprietary product line, or simply as a
foreign-owned and -controlled firm selling a product unique to this division of
the MNE.
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FIGURE 1
STRATEGIC TRADE POLICY WITH INTERNATIONAL DUOPOLY
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To keep the analysis simple, imagine that two firms sell identical or very
similar products. Both firms choose sales and price adjusts to clear the market.
This is a classic Cournot duopoly. In Figure 1 the conventional Cournot equi-
librium is depicted given the two reaction curves of the firms. Let m;and =,
denote the profits of the two firms, 1 denoting the home country-located but
foreign-owned firm and 2 the foreign country-owned and -located firm. Both
firms sell into a third country we shall refer to as Rest-of-World (Row). What
is the objective of the home government? The conventional efficiency argu-
ment is that in the absence of a home consumer interest, home producer sur-
plus would be the appropriate objective of the home government. In this case,
however, there is no home producer surplus nor are economic profits accruing
to home citizens, since the firm which is the recipient of the oligopoly rents is
owned by foreigners and the home government has no interest in subsidizing
or taxing exports. Hence, in the event that the home exporter is 100 percent for-
eign-owned and the home government is concerned only with domestic efficiency
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objectives, it has no interest in intervening in the export market on behalf of the for-
eign-owned firm.

[t is worth noting that if the foreign-owned firm is a multinational whose
source country is “foreign”, then the industry’s oligopoly rents are accruing
entirely to foreign. In this case, a strategic trade policy on the part of foreign
would be to foster collusion among its two exporting duopolists. Given the
absence of a consumer interest in home, it would have no objection to this
Cartelization on domestic efficiency grounds.

Governments often pursue objectives other than pure efficiency and this
is certainly the case in policies directed toward FDI. Two alternatives which are
often suggested are: i) employment objectives and ii) improvements in the bal-
ance of payments. The strategic trade policy literature has not been directed at
policies motivated by either of these considerations, but given their importance
in the policy debate on FDI and trade, it is useful to see where they lead.”

Suppose that the objective of the home government is to maximize
employment in the export industry controlled by the foreign firm that is sub-
Ject to a government expenditure constraint. This objective could arise either
because the economy is characterized by sector-specific structural unemploy-
ment, which is impervious to macroeconomic correction, or because of per-
ceived spillover benefits to the economy through general training effects
Which are available only by generating employment in this industry.
Alternatively, wages in the industry in question may contain economic rents.
In the latter case the objective of increasing employment within the industry
could be justified on national efficiency grounds." Ignoring factor substitution
1Ssues, the employment objective of the home government is promoted
through increases in the output of the foreign firm in the export market. This
€an be achieved in a number of ways, but most involve either a sales or pro-
duction subsidy to the home firm — i.e. export subsidies. The incentive to
subsidize would be balanced against the social cost of the additional revenue
Tequired, which is raised through distortionary taxation."”

Given an employment objective, the case for an export subsidy policy is
More general than in the conventional Brander-Spencer model. As noted

elow for that model, the case for subsidy hinges upon an industry conduct

escribed by Cournot quantity competition. In the model with home employ-
Ment as the objective of the home government, the result that exports should

€ subsidized is independent of the nature of the game being played by the two
Competing firms;" the objective of the home government is to raise output
Produced in the home country, not to increase the profits of the firm produc-
Ing in its jurisdiction. In the instance in which the duopolists are Bertrand
Price competitors, the export subsidy is a particularly effective tool for raising
Output in the absence of retaliation by the foreign government. If both home
and foreign governments attempt to engage in job shifting, the equilibrium will
Involve large subsidies to ROW consumers and little benefit to either country in
terms of net jobs shifted between countries, although the world industry as a
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whole would be larger than it would otherwise be, meaning greater employ-
ment within that industry.

To what extent does the employment argument made for an activist
trade policy hinge upon who owns the firm? In fact, it does not matter.
National firms and foreign-owned firms should be treated alike. If govern-
ments wish both to shift jobs as well as rents, the problem becomes more com-
plicated and, indeed, the two objectives may conflict if the exporting firm is a
national firm. This is the case, for example, if the home and foreign firms are
Bertrand duopolists. Export subsidies increase output but lower net rents shift-
ed, while export taxes raise the rents shifted but lower output. The general
implication of this analysis, therefore, is that foreign ownership of an export firm
eliminates the rent-shifting motive for policy, therefore simplifying the design of trade
policy in export industries.

For a number of reasons, trade or industrial policy might be directed
toward balance of payments considerations. A sector-specific trade deficit
might be of concern for the reasons of externality cited previously, but this
case has implications similar to the employment objective. If exchange rates
are fixed, as they are in many small developing countries, or exchange rates
are misaligned, as may be the case with floating exchange rates, trade policy
might be used as a second-best tool to deal with balance of payments disequi-
librium or foreign exchange requirements. Suppose the objective of policy is to
maximize net foreign exchange earnings in an export sector occupied by one
firm. Maximizing export earnings is equivalent to a revenue maximization
objective. The government would therefore want to set output levels so that
the absolute elasticity of export demand was equal to one at the resulting equi-
librium. It is well known that oligopolists will operate only where their own
demand elasticities exceed unity; therefore, the home government would gen-
erally need to subsidize production in order to maximize export revenues."

If the firm is foreign-owned, however, the problem is complicated by the
fact that those foreign exchange earnings which do not accrue to the home
country are of no value in meeting the home country’s objectives. Unless the
foreign-owned firm reinvests those earnings in the home country, the only
export earnings that accrue to home are payments by the firm to its home-
located factors of production. Subsidizing export sales while increasing the
value of export revenues may simply result in larger profits accruing to the for-
eign-owned firm. To increase net foreign exchange earnings accruing to the
home country it may well be optimal, instead, to tax the foreign firm. (This is
really a variant on the old MacDougall argument on the optimal taxation of
foreign income' applied to the product market instead of the factor market.)

There appears to be no general case for conducting a strategic trade poli-
cy in export industries when the principle exporting firms are foreign-owned.
If rent-shifting is the objective of policy, then foreign ownership of the indus-
try eliminates the need for a strategic trade policy. If, on the other hand, the
objective is employment in an imperfectly competitive export sector, strategic
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subsidization of exports may be necessary. It is interesting that in this case the
policy should be non-discriminatory with respect to ownership patterns — so
both foreign and domestic firms alike would be subsidized.

FOREIGN OWNERSHIP AND DOMESTIC MARKETS

IN THIS CASE DOMESTIC CONSUMER INTERESTS are central to the question of
: policy design. Much of the older literature on FDI focussed on the impact of
import tariffs on FDI and the possible efficiency consequences. This question is
treated in section five. For the moment, it is assumed that foreign ownership
O_f a domestically producing firm is taken as given. The home market in ques-
tion is assumed to be non-tradeable or, alternatively, a prohibitive import tariff
eliminates trade as a relevant consideration. We first consider the case in
which the foreign firm is a home market monopolist, then we examine the
implications of competition in the home market.
~ The home country is better off having a product supplied by a monopo-
list than not having the market served at all. However, appropriate taxation or
subsidization of the monopolist is by definition superior to a laissez-faire policy.
It is worth recalling that in the case of a domestically owned monopolist, the
asic resource misallocation is that too few resources are allocated to the
monopolistic sector. Policy should therefore be directed at pushing resources
Into the monopolistic sector. Subsidizing production is one method to achieve
this. Op grounds of world efficiency, this is still the case if the monopolist is
oreign-owned. On national grounds, however, the profits that accrue to the
Oreign firm are of no national benefit. The optimal policy may be to tax the
monopolist, that is, by pushing resources out of the monopolized sector but
shifting rents from the monopolist toward the home treasury. Under what cir-
Cumstances, if any, might this be the case?

Let q denote output in this sector and S(q) a gross surplus function,
defined as the area under the inverse demand curve in the usual textbook pic-
ture. Market price is given by p=S'(q); net domestic consumer surplus is given

¥ C= S(q)—pq. If the government imposes a per unit tax of t on the monopo-

list, home welfare is given by
Wi(q) = C(q)+tq (1)
It is straightforward to show that at t=0 we have
dW/dt = q(1-dp/dt) (2)

The monopolist with marginal costs ¢ and a tax rate of t sets marginal revenue
€qual to c+t. If a tax of $1 on the monopolist raises price by less than $1, then
the result is improved home welfare. The loss in consumer surplus due to a
Price increase is more than offset by the monopoly rents shifted away from the
foreign monopolist to the home treasury. The circumstances in which this type
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of policy is feasible are really quite plausible; a sufficient condition is that the
marginal revenue curve rise at a rate faster than the demand curve (the linear
demand curve being the classic example).®

Applying national efficiency criteria this appears to be yet another case
for taxing foreign capital, although in this example it is quite clearly FDI capi-
tal with monopoly power in the home product market. Note, however, if the
policy objective function is employment or output, the opposite conclusion
holds. As in the case of a domestically owned monopolist the aim is to encour-
age output and this requires a subsidy; in the case of employment objectives,
non-discriminatory treatment for foreign-owned firms is called for.

Now consider the case in which both a foreign-owned and domestic firm
compete in the home market. The competition is assumed to be oligopolistic
so there is a resource misallocation due to oligopoly as well as economic profits
accruing to both the foreign and domestic firms.

On grounds of national efficiency the home government will be con-
cerned about both domestic consumer interests and the profits of home-owned
producers. The presence of foreign-owned producers is beneficial to the extent
that they either a) improve competition in the home market through lower
price-cost margins), b) provide superior price-quality package to the home
firm product, or c) supply at lower cost than domestically owned producers.
Achieving an optimal policy based on national efficiency objectives calls for a
balancing of these potential gains against potential losses in the form of trans-
fers of monopoly rent abroad.

To keep the analysis simple, assume that the products of the foreign and
domestic firm are close to perfect substitutes. The foreign-owned firm offers no
particular advantage, therefore, in terms of product variety or quality to the
home country."” First, suppose that both firms supply the product at the same
cost. Policy should provide for rent shifting toward the home firm and lower
prices to benefit consumers. A discriminatory policy is clearly optimal in this
instance: subsidize the home firm and tax the foreign firm. Indeed, it can be
shown that if both firms supply with constant or declining marginal cost, the
foreign firm should be taxed out of existence with all oligopoly rents shifted to
a domestic monopolist. If discriminatory policy is not feasible, the presence of
the oligopoly rents accruing to the foreign-owned firm reduces the incentive to
subsidize production and may imply that a tax on the industry is appropriate.

If a foreign-owned firm has lower costs than a competing domestic firm, the
reason may be that it is a multinational subsidiary and enjoys the cost advantages
which accrue from the public good nature of headquarter services supplied by the
MNE. On the other hand, a foreign-owned firm might have proprietary access to a
process innovation which is the reason for the presence of the subsidiary in the
industry. In any case, the presence of FDi can be thought of as a substitute for the
trade which might otherwise occur, and comparative advantage confers a cost
advantage on the foreign-owned firm. In these circumstances efficiency-oriented
policy objectives must carefully weigh the consequences of displacing low-cost
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foreign production with higher cost domestic-sourced production. Given a suffi-
cient cost difference, it does not make sense to attempt to rent shift toward either
the domestic-owned firm or the home treasury. Indeed, it is possible that the opti-
mal policy will discriminate against the domestic firm, thereby forcing a greater
share of total industry output to be produced by the more efficient foreign firm.

If industry employment is the policy objective, then the ownership of firms
within the industry is really a matter of indifference to policy makers.
Employment in a foreign-owned firm is a perfect substitute for employment in the

Omestic-owned firm. Employment can be stimulated by a variety of policies,
none of which is particularly motivated by imperfect competition in the product
market. However, to the extent that there are entry barriers (and hence econom-
IC profits) in the industry, subsidies to foreign firms which result in increased for-
€ign profitability must be weighted at lower social value than a similar subsidy to
a dOmestically owned firm.

IMPORTS AND FDI IN IMPORT COMPETING INDUSTRIES

WHEN ENTRY BARRIERS EXIST such that home and foreign goods or tech-
nologies are imperfect substitutes, exporting from the source country is
an alternative to FDI for the foreign firm with proprietary access to a product
rand or particular technology. A classic issue in the debate on the costs and
enefits of FDI centres on how policy affects the decisions firms make between
FDI and export, and the efficiency consequence for the host country of the FDI
ﬂOWS that may result from such a policy. In the ongoing discussions of the
Impact of the tariff on the Canadian economy it is often argued that the
inflow of fp; that accompanied the rise in the Canadian tariffs in the 1930s
Was caused by the tariff and imposed real income losses beyond the usual static
welfare costs of the tariff.® This argument is plausible if there are firm-specific
?dVantages which make FDI an attractive alternative to exporting over the tar-
iff wall or to arm’s-length licensing arrangements with domestic producers.

With the signing of the Canada-U.S. Free Trade Agreement (FTA), the
debate on Fpp and import protection of the home market has shifted to an
algument about the possible effects of foreign takeovers of Canadian-owned
firms wich the reduction in tariff and non-tariff barriers. Such takeovers
accompany rationalization in an industry which occurs as a consequence of
reduced trade barriers” and which may also take the form of horizontal merg-
€Is in an attempt to achieve economies of scale. Should Canadian merger poli-
¢y be concerned with the foreign ownership issue in these cases?

The traditional analysis of mergers was undertaken by Williamson
(1968) who identified the tradeoff between efficiency gains due to mergers,
and monopoly pricing resource losses due to greater market power exercised as
a consequence of a merger. It is clear the Williamson trade-off is substantially
modified when the target company is domestic and the acquirer is foreign. The
analysis is depicted in Figure 2.

11
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FIGURE 2
FOREIGN TAKEOVER WITH EFFICIENCY GAINS AND MARKET POWER POST-MERGER

Demand Curve

The conventional tradeoff identifies the cost-saving rectangle ABCD
against the monopoly welfare loss DEF post-merger. Merger is assumed to lower
unit costs from c to c*.

In the case of foreign ownership of the post-merger monopoly, the
Williamson trade-off is not relevant to the home government. If enhanced
market power raises prices and thus monopoly rents, all cost savings are captured
by the foreign-owned monopolist and domestic consumers are actually worse off
because of higher post-merger prices. In such circumstances, foreign takeovers
should be prevented and domestic takeovers should also be subject to the
usual cost-benefit analysis.

This simple analysis must be carefully qualified, however, by the extent
of entry barriers in the industry. If entry barriers are low, such that entry is fea-
sible over the long run, then cost gains will ultimately be incorporated in
lower consumer prices. The argument then shifts to whether discouraging or
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accommodating potential foreign entrants will impede or assist the adjustment
process toward a competitive rationalized industry. But this also begs the question
of whether import competition alone is sufficient to discipline the domestic indus-
try through competition. In the absence of long-run entry barriers which yield
long-run monopoly rents, there is no obvious reason why the government should
discourage foreign entrants, either by direct prohibition or by raising the cost of
entry through screening tests and other bureaucratic delaying mechanisms.
. For a wide variety of reasons, there are significant differences across firms
In absolute efficiency over the short- and medium-term. If rationalization is to
lave positive effects on the economy, low-cost firms should take over high-cost
Ifms in an efficiently functioning takeover market. In some industries the low-
cost firm is bound to be the foreign-owned firm and clearly the takeover should
be allowed. If the low-cost firm is domestic, then it may not be the successful
acquirer for some other reason — possibly a capital market imperfection that
shifts the advantage to foreign-owned acquisitors. There may well be something
to the imperfect capital markets argument, but clearly the solution is not to
Prohibit FpI but to encourage policies under which domestic capital markets
unction efficiently and on terms competitive with other countries. The “cost
of capital” argument of Graham and Krugman (1989) is clearly relevant here.
Temporary increases in the cost of capital to domestic firms during a
Period of transition, such as that accompanying the phase-in of the FTa,
_COUld have permanent effects on the structure of Canadian industry by giv-
Ing foreign firms a temporary entry advantage which subsequently becomes
embedded in higher market shares and firm- and industry-specific sunk costs.
uch barriers to exit become barriers to entry on the part of domestic firms
and may lead to a much longer period of adjustment to reduced trade barri-
ers between Canada and the United States. These “hysteresis effects” in the
transition imply that firms from countries with low interest rates (cost of
€apital) and preferential access to their home capital market are temporarily
advantaged in the market for the acquisition of assets vis-a-vis firms from
COuntries with high interest rates. Attempting to restrict FDI entry or hori-
Zontal merger in such circumstances would be only third best. Second best
Would be to subsidize domestic takeovers by creating a level playing field in
the acquisitions market.

FDI AND MODERN PROTECTIONISM

N THE CURRENT STATE OF INTERNATIONAL TRADE RELATIONS, the industri-

al countries are a long way from practising universal free trade. A substantial
Volume of international trade is “managed” by international bilateral agree-
Ment. The VERs against Japanese auto imports and the quotas in textiles under
the Mpa are two prominent examples. Managed trade tends to be quantity reg-
ulated and it is well documented that the importing countries using these pro-
tectionist policies pay a high price in terms of foregone economic welfare. It is
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ironic that a good deal of FDI has been encouraged by the presence of managed
trade agreements; an example is the decision of Japanese auto producers to
invest in American and Canadian plants. Much of the Canadian-hosted
investment can be attributed to the FTA — on the grounds that foreign pro-
ducers can avoid harassment in-the American market by producing within
Canada. Arguing by analogy to tariff protection it might therefore be suggest-
ed that given the existence of managed trade as the politically-negotiated out-
come in the trade policy arena, it would be a second best policy to restrict foreign
investment. As in the conventional argument,” the inefficient import-compet-
ing sector is artificially expanded by protection; investment inflows merely
expand this sector inflicting further losses on the economy.

The above argument on the costs of FDI in the presence of protection
depends on two assumptions: 1) perfect competition in all product markets
and, 2) the use of tariffs as the means to protect the home market. Relaxing
either of these assumptions will change the second-best optimality of limiting
foreign investment. Assume a monopolist is initially importing into Canada
under a quota, all quota rents accrue to the monopolist supplier. Now suppose
the monopolist decides to shift production to Canada via FDI and produces the
desired quantity subsequent to re-location, then, if the quota was initially
binding, output would expand and prices would fall. Both the monopolist and
domestic consumers would be better off. Now assume the supply side is charac-
terized by some oligopolistic competition with import competing home supply.
Foreign competitors who are quantity constrained under managed trade are
effectively precluded from price competing in the home market. Following the
analysis of Harris (1985) and Krishna (1989), the quotas serve as “facilitating
devices”, raising prices in the industry relative to what equivalent tariff protec-
tion would accomplish. The decision by a foreign firm constrained by import
quotas to undertake FDI would remove the facilitating device and encourage
competition in the domestic market.” Price-cost markups would fall and quota
rents would be transferred from foreign suppliers to home consumers. In these
circumstances FDI is essentially a direct mechanism for increasing competitive-
ness of the domestic industry, given the distorted nature of trade policy.

A different line of argument is relevant in the case of managed trade in
competitive industries. For example, suppose textiles is competitive in the
sense that entry is cost-less, except for administrative interference. The rents
from existing textile quotas accrue to foreign producers holding the quotas. A
decision by a potential foreign entrant to enter the home market and produce
via FDI would increase the domestic supply of low-cost textiles. Given a bind-
ing quota, foreign imports would be unchanged. The lower-cost additional
domestic supply would reduce domestic prices and thus transfer quota rents to
domestic consumers. The simple logic underlying the redistributive-nature of
quotas which are held by producers, means that any mechanism of increasing
lower-cost domestic supply is clearly home welfare improving. If the supply
can be increased by FDI then it would be home welfare improving.
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From these examples, restricting FDI appears to be a “shoot yourself in
the foot” policy — given the nature of managed trade quantitative restric-
tions. If quantitative restrictions on trade are permanent, restricting FDI serves
o useful purpose; it merely contributes to further efficiency losses already
imposed on the country applying the trade restrictions.

THE EXTERNAL CosT/BENEFIT CALCULUS OF FDI

THE CANADIAN POLICY DEBATE on FDI is confusing. One side argues that
when multinationals use FDI to set up Canadian subsidiaries, the country
8ains an important source of technology transfer, while the other side argues
that foreign takeovers of former “Canadian” high-technology companies have
anegative effect on the Canadian capacity to innovate.”

_ The distinction between these cases is rooted in the structural character-
Istics of the market for the development, transfer and sale of new technologies
agd products. The inward FDI associated with foreign subsidiaries of MNEs is
Principally associated with the technology transfer aspect of the process —
that is, firms set up in Canada to produce, distribute and market a product or
teChnology that has been developed by the firm elsewhere in the world. The
~-anadian subsidiary may undertake development in the sense that the product
is changed to suit the Canadian market, but the fundamental innovation,
Nonetheless, was developed elsewhere in the firms’ global operations.

Concern with foreign ownership of Canadian high-technology firms is
more closely connected to the original research stage of technological devel-
Opment and transfer. The issue here is not the inward flow of technology but
father the outward flow of technology and what are perceived to be significant
National spillovers associated with this activity. While.multinational firms may

€ seen by technology importers as efficient vehicles by which technology is
transferred internationally, they can also be seen in a quite different light by
teChHOIOgY exporters. This is not a new debate in economics.
. Beginning with the product cycle model of Vernon (1966), much of the
literaryre on North-South trade has been concerned with the asymmertry
€tween technology exporters and technology importers. There is now a sub-
Stantia] theoretical literature which demonstrates that technology exporters
orth) suffer real income losses from policy or institutional mechanisms
Which speed up technology transfer; this is true even though the technology
”‘}POrters and world efficiency as a whole improve by such mechanisms.?
milar to the situation in the United States and Japan, Canadian policy mak-
®Is are caught between these two opposing views of the multinational firm in
the technology transfer process.

At the heart of this argument is the notion that there are external costs
?nd benefits associated with research, development and trade. As noted in the
Introduction, Canada has a long history of policy-related debate on the costs
of sovereignty versus the benefits of technology transfer brought by foreign
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direct investment. For the most part, economists have supported the notion
that the benefits of technology transfer via FDI are large for a small technology-
importing country such as Canada.* Furthermore, implicit in the notion is
that accompanying these transfers are “external economies” or spillovers for
which no direct compensation is made. Canada is thus considered to be a large
net beneficiary from these spillovers. The literature has always been weak on
the precise nature of the spillovers, but geographic proximity to the use or pro-
duction of new technology is usually thought to be important in the process.
FDI is also thought to facilitate spillovers because workers learn how to make
and use new technologies and this knowledge is transportable at low social
cost to other workers and firms. As such knowledge diffuses through the econ-
omy its benefits are widely felt.

Clearly, if FDI is an important mechanism by which significant social
benefits of foreign origin, including both technological and institutional
knowledge and innovations are transferred, then it is quite possible that the
same mechanism (FDI) is capable of facilitating international transfers of some
“bad” or “dubious goods”. It is this type of resistance to foreign ideas that has
made countries like Japan much less receptive hosts of FDI than Western
economies consider normal. In Canada, given the quantitative importance of
American FDI within Canada, it is American influence which is the usual
source of concern.

The arguments about the external effects of FDI have recently appeared
in a quite different guise with the takeover of a Canadian medical research
enterprise, Connaught Labs, by a French-controlled conglomerate. In this case
concern about the foreign takeover is more closely tied to the perspective of a
technology-exporting country rather than that of a technology importer.
There are two parts to this concern. First, as a technology exporter, the
Canadian firm should be capable of earning innovation rents which con-
tribute to Canadian real income via product cycle type arguments. If such
rents accrue to foreign equity holders, this begs the question has Canada “lost”
something by giving up its ownership claims to an innovation source? Second,
high-technology firms generate substantial external economies on the nation-
al and local economies through a variety of mechanisms; these include
spillovers to workers in the form of general training, facilitating networking
economies among related specialists, and the development of supplier markets
which are available to other related firms. However, multinational firms tend
to exhibit a “headquarters” bias in the location of R&D activities. Thus, a for-
eign takeover of a Canadian R&D-intensive firm can result in the re-location
of that activity elsewhere, with the associated loss of spillovers and a signifi-
cant negative effect on the economy.

These arguments about innovating firms and foreign ownership are now
being aired in the United States, largely because of concern over Japanese direct
investment.? In Canada, however, the recent arguments are somewhat different,
motivated to some extent by the large country/small country asymmetry.
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INNOVATION RENTS AND FOREIGN OWNERSHIP

R&D IS AN INVESTMENT PROCESS under uncertainty which leads ex post to
innovation rents, if the innovation is successful. If unsuccessful, the firm
fails to re-coup its sunk costs in R&D. In a competitive innovation market the
€xpected ex post innovation rents must equal the ex ante investment cost; this
is brought about by sufficient entry at the innovation stage of the industry as
to reduce either the chances of winning the R&D competition or the extent of
Post-innovation monopoly profits. The extent of innovation rents is deter-
Mined by the degree of appropriability in the post-innovation market.
Economists have long disagreed as to the extent of this appropriability.”
In a pure public good world, Arrow (1962) argues that imitation is without
Cost and instantaneous, thereby eliminating all rents and eliminating the ex
dnte incentive to invest in the production of knowledge. Alternatively, if all
T€turns from innovations are privately appropriable, then we are closer to a
POst-innovation pure monopoly world, as in Schumpeter’s description of capi-
talism. However, ex post monopoly can be matched by ex ante competition via
€ntry at the innovation stage of the industry leading over the long run to
average rates of return in the industry on R&D. Significant entry barriers in
R&D-intensive industries can also lead to either above normal private rates of
Teturn or true monopoly profits to the successful innovators. These are long-
Tun rents that are not eliminated, given the presence of entry barriers to the
industry. Innovation tends to be undertaken by the successful firms, with
attempts at innovation by outsiders thwarted by large entry barriers. The real
World contains a number of industries, some of which resemble the competi-
tve innovation market structure, and others which are more like the pure
Monopoly case. The North-South trade literature is predicated on the
aSumption that imitation proceeds slowly but inevitably. There are conse-
quent spillovers in the after market, but the lags in technology transfer
D€tween countries create international real income differences between the
‘MNovating North and the imitating South. Although initially applied to
trade between a developed industrialized North and an undeveloped semi-
Industrialized South, these models now have much wider application and
pend on less dramatic differences between trading regions. To date, they
offer the most coherent explanation available as to the source of internation-
al Productivity and factor price differences.
_ Real income differences emerge from two different sources, but both
}}}Dge on the underlying assumption that it is the North that innovates first.
I1st, income is higher in the North because it has higher absolute productivity
35 a result of using better and newer technology. This is a simple consequence
of the nature of general equilibrium in a world with differences in absolute pro-
fillctivity levels — it does not depend on the presence or absence of long-run
'Nnovation rents. In an advanced innovating country, therefore, all private
MNovating firms can earn ex ante rates of return on R&D that are competitive,
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but the country as a whole will have higher real incomes than the South in
the form of higher wages and returns to other specific factors.

The second potential source of real income differences emerges from
long-run monopoly rents as assumed in the models discussed earlier. The
monopoly rents are a consequence of entry barriers in the product markets,
possibly due to the economies of scale associated with R&D. While the world as
a whole suffers monopoly pricing losses, the profits of the innovating monopo-
list accrue as real income to the North. Note that in both cases, the real
income differences persist because of imperfections in the pace at which tech-
nology is transferred.”

Where does the debate on foreign ownership fit? It begins with the assump-
tion that national innovation leads to higher real incomes via one or both of the
routes outlined above. If the firm in question is foreign-owned, then rents that
accrue to capital owners will be a cause for concern — as would the foreign own-
ership of any monopoly rents.® If all rents accrue to other factors, however —
particularly wages — then the question of ownership should be irrelevant. In a
world of mobile capital among developed countries, assuming a competitive ex
ante R&D market, it is unlikely that persistent income differences across countries
can be explained by the real return to capital. Evidence of persistent differences
in the form of returns to the specific factors® would be needed. The ownership
identity of firms would be of no particular national concern; the concern would
be that the country as a whole have a reasonable share of innovating industries
— that is, that it be in the innovating North and not the imitating South. Many
other policies might affect where a country appears in this spectrum, but policies
directed at ownership per se would seem to have little to do with it.

There is a presumption in the foregoing argument that innovation in a
particular location implies that production, or at least the high value-added
component of production, occurs in the same location. The application of
domestic factors of production to superior technology leads to higher incomes.
In a small country like Canada, there is often concern that the linkage of inno-
vation and production is weakened by foreign ownership. Multinational firms
can use a technology developed in one country in any other country that is
technologically able to assimilate it quickly — in other words, the transfer lag is
reduced to virtually zero. Even though the transfer lag is reduced, it is possible
that imitation by competitors is still slow and costly. Thus, firms can transfer
technology internationally very efficiently, but private appropriability over the
short haul is still substantial. It is this conjunction of assumptions that is most
problematic for economies like Canada’s. In these instances the location deci-
sion a foreign-owned MNE makes to develop a technology is completely separate
from the decision it makes concerning its production location. Canada must
therefore compete separately as a location for both innovation and production.
If this is an accurate description of the world, labour in a given skill category
everywhere competes. Wages of a particular skill category must therefore clear
the world labour market, not just a national labour market, with the result that
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production wages to lower skilled workers in the advanced industrialized coun-
tries decline. In the language of trade theory, unskilled production labour
becomes the abundant factor in all countries and skilled R&D labour becomes
the internationally scarce factor. Wage differences between nations are replaced
by increased wage differentials between skill categories within nations.”

We are still a long way from achieving the level of international eco-
NOmic integration assumed above. However, multinationals have, to some
¢xtent, broken the innovation-production link. To the extent that foreign
takeovers of Canadian innovation-intensive firms further weakens this link, it
is possibly to the detriment of labour involved in the new technology. A for-
eign firm might decide to develop and produce a “Canadian” product in the

Nited States or Europe with the result that wages to workers who might have

¢en employed in that activity are lower than they would otherwise be. In the
short term, therefore, labour groups could charge that foreign takeovers of

anadian high-technology firms mean “exporting jobs”, just as American
multinationals were accused in the 1960s and 1970s. However, a Canadian-
Owned firm has exactly the same incentive as a foreign firm to undertake pro-
duction offshore. The root problem, then, is not one of foreign investment but
rather the globalization of production.

There are two reasons to be extremely wary of carrying this argument too
far. First, at the level of the firm, there are still significant links between inno-
Vation and production, for higher-technology products, particularly at the
more skilled levels. Thus the objective of policy should be to encourage inno-
Vation both to provide high-wage jobs in the innovation-intensive firms, and
35 a means to higher production wages; restrictions on foreign ownership are
not likely to help in this regard. Second, Canadians want the best possible
Price for Canadian-developed technology. Large foreign multinationals are an
obvious market, but by restricting their ability to buy Canadian assets we
effectively forego as a nation the ability to benefit from their firm-specific
assets. Accordingly, the Canadian innovator may sell the technology abroad in
AN arm’s-length transaction on much less favourable terms than could be
Secured through development of the same technology by a foreign multina-
tonal. Finally, as the source country for a number of multinationals, even a
Small country like Canada has a significant interest in seeing that its own firms
are allowed access to the markets for new technology in other countries.

learly, discriminatory treatment of foreign multinationals within Canada
could lead to similar treatment by other countries against Canadian firms.

R&D SPILLOVERS

ONE OF THE MAJOR CONCERNS of many who comment on foreign
takeovers of Canadian high-technology firms is the spillover to the local
and national economy from commercial research and development activity.

hese spillovers are of a wide variety and concern that Canada might not be
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benefiting from such spillovers is motivated by the success of such technologi-
cally-intensive areas as Silicon Valley and Route 128 in the United States.” A
number of empirical studies — ranging from those on the U.S. textile industry
in the 19th century to the computer industry in the last two decades — suggest
that general spillovers accompany the development of new technology and
industries. However, it is difficult to obtain even general estimates of the mag-
nitude of such spillovers.” The worry over the foreign takeovers of domestic
firms intensively engaged in research and development derives from the belief
that large-scale multinationals tend to centralize R&D activities in the source
country or in large markets. This is known as the “headquarters effect”.

The most plausible explanation for a locational concentration bias in
R&D is economy of scale. The notion that R&D should be located near a firm'’s
headquarters is logically related to economies of scope between other manage-
ment activities and R&D. The evidence for centralization is stronger than the
evidence for a headquarters effect. For countries the size of Canada, the evi-
dence” certainly suggests that foreign-owned multinationals tend to do less
R&D in Canada than do similar domestic-owned firms.

As a result of this centralization effect, it is argued that foreign takeover of
Canadian R&D firms will result in the re-location of the R&D activity to a larger
market, or a significant technical downgrading in the nature of the activity. This
would reduce the external benefits to the home country. There is not much for-
mal theory to draw upon in addressing this question. While there is a fairly large
literature on externalities, unfortunately little of it deals with the kind of loca-
tionally mobile external benefits of concern here. Finally, for the centralization
hypothesis to be of practical concern, the quantitative importance of both the
external effects and the internal economies of scale in R&D must be established.

Accepting both external spillovers and economies of scale in R&D, it is
still not clear that there is a problem on theoretical grounds. In terms of par-
tial equilibrium analysis, a particular multinational might well choose to cen-
tralize its R&D activities, but in terms of general equilibrium analysis, not all
firms witt choose to do so. Economies of scale in R&D at the firm level are not
large Tetative to the size of the Canadian economy. In multi-industry general
equitibrium (GE) theory, economies of scale are typically expected to result in
more specialization than in a constant returns framework. The general equilib-
rium argument also applies to R&D; a few large R&D establishments would be
expected rather than many operating at a scale in proportion to the size of the
country. The external benefits from R&D would still exist, although it might be
expected that with less diversification some of the forms of the spillover might
be different.

There is a logical possibility in economic models with increasing returns
to scale that cannot be ruled out on theoretical grounds although its practical
importance is impossible to assess. It has long been known by ifiternational

trade economists that, given an industry exhibits external economies of scdle

(as would be the case under the positive spillovers hypot thesis)arthe tevel of
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general equilibrium in the world economy, there is a distinct possibility,
although not - necessity, of multiple equilibrium.”* In an otherwise symmetric
world, the presence of orig_i'r/ldustry with external économies can lead to multi-
ple asymmetric equilibrium with one country having a much greater share of
the industry exhibiting external scale economies in one of the equilibria than
in the other. Since the country with a higfi’share of the scale-intensive industry
would have lower costs than the other country, it would normally be relatively
better off. In such circumstances, there is a good case for subsidizing the indus-
try exhibiting external economies for the usual Pigovian reasons. However, if
One country subsidizes and the other does not, there is a possibility of switching
Tom one equilibria to another, with large changes in the allocation of activity
and distribution of economic welfare. When appended to an appropriate
Fiynamic theory, this suggests that history matters and policy matters in very
Important ways. The first country to get a foothold in an industry subject to
Internal increasing returns might obtain a permanent cost advantage in that
industry. How would the presence of foreign ownership in the increasing
Feturns industry affect the analysis? Probably not very much, in the absence of a
centralizing force such as internal R&D scale economies. But if the centraliza-
tion hypothesis were correct, then foreign takeovers and a consequent re-loca-
tion of the external economy-generating activity could clearly lead to a switch
'Tom one equilibria to another, with negative consequences for the country los-
Ing the external economy-generating activity — that is, R&D. While these ideas
should not be dismissed as irrelevant, the policy relevance of these multiple
equilibrium models is still unresolved, and possibly unresolvable.

There are also other policy implications that follow from a more basic
€€onomic analysis of this problem, again taking as givens both the presence of
€Xternal economies and the centralization tendency of R&D.

First, the presence of locationally-mobile external effects can give rise to
polices that attempt to shift these externalities strategically. If the sunk cost
€omponent of R&D is high, some countries will seek to pre-empt others by mov-
'ng first in the R&D game. This could conceivably make both countries worse
off. However, if the principal benefits of R&D are the external benefits that
8CCrue to nations rather than the firms undertaking the R&D, then the competi-
tive subsidization of R&D by both countries may well improve both national and
world welfare. Because firms undertake to do too little R& relative to the social

OPtimum, the subsidization of R&D clearly improves the situation relative to no-
INtervention. However, it is also possible that a non-cooperative policy equilib-
um will involve too much subsidy relative to an efficient outcome from a world
Standpoint. Thus, competition between governments may result in overcorrect-
'Ng a basic market failure — because at the national level the incentive is both
tO correct an internal market failure and to pre-empt the other country.
Second, different firms have differing capacities to conduct R&D and its
associated activities. This becomes a problem when a foreign firm is clearly the
€St qualified to carry out a particular type of R&D, and it has a strong reason,
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therefore, for re-location of the activity outside the home country. Attempts
to keep the R&D “at home” by restricting the foreign takeover may mean that
the R&D undertaken has a higher cost under domestic ownership. The poten-
tial benefits of the positive spillovers must be weighed against this cost. That
is, preventing a foreign takeover or imposing foreign investment performance
requirements involves a tradeoff of these two effects even in the absence of
strategic interaction with other governments.

Third, restrictions on foreign takeovers of high-technology firms would
very likely reduce the average acquisition price for firms in such takeovers. In
this connection, a foreign MNE might well have access to firm-specific advan-
tages in foreign distribution and marketing which would make the home inno-
vation worth more to the MNE than to any domestic firm that qualifies as a
potential acquirer. By reducing average acquisition prices, incentives for venture
capitalists to invest in Canadian R&D start-ups would be reduced, and the total
capital available for new R&D ventures would therefore decrease. In the absence
of foreign takeover restrictions, a certain amount of leakage of successful R&D
firms abroad might be expected, along with the accompanying extemal effects.
Restricting foreign investment by reducing the flow of capital to new start-ups
would reduce the total investment in R&D but increase the percentage of that
investment that stays at home. An appropriate policy response to the reduced
aggregate investment in R&D start-ups, therefore, would be to subsidize domestic
takeovers through favourable tax treatment or loan subsidies, thus raising the
average acquisition price and improving the ex ante incentives for investment.

CONCLUSION

Tms PAPER HAS CONSIDERED TWO ASPECTS of the issue of foreign direct
investment in Canada: 1) the strategic trade policy implications of foreign
direct investment with trade policy reasons argued in support of controlling
foreign direct investment and 2) the complex issues surrounding foreign
takeovers of technologically-intensive Canadian-controlled firms. Both sets of
issues were reviewed in light of the literature on strategic trade policy devel-
oped over the past decade.

The overall conclusion of the paper is that strategic trade policy offers
little reason to justify control of foreign direct investment. To the extent that
there is any other conclusion, it is simply that FDI in a domestic industry prob-
ably mitigates national incentives to engage in strategic trade policy. The only
exception to the irrelevance of foreign ownership is the case of a horizontal
merger involving a foreign acquisition in circumstances in which post-merger
monopoly power is enhanced. Even if such a merger improves technical effi-
ciency, it is detrimental from the national point of view because it involves
transfer of rents abroad.

In the context of high-technology industries, the spillovers argument is a
powerful one, although it is difficult to unravel its precise logic. Coupled with the



STRATEGIC TRADE ... AND FDI

centralization argument, it has had a strong influence on the view some have
taken toward R&D — or the lack thereof — in foreign-controlled firms. This
Paper suggests that, potentially, the key problem for a small country like
Canada is with the centralization of R&D by large firms. Restricting foreign
Fakeovers, or imposing significant performance requirements on foreign direct
Investment, is unlikely to correct the “small country” problem. Indeed,
Canada is — and will no doubt continue to be — a large net beneficiary from
inward DI flows. If R&D is a scale-intensive activity, as well as intensive in the
use of capital and skilled labour, the best policies are those that strike at the
root of the problem: 1) keeping foreign markets open, thus mitigating the scale
bias against small countries; 2) ensuring that Canadian firms and entrepreneurs
nave access to capital on internationally competitive terms through low real
Interest rates and efficient capital markets; and 3) ensuring that Canada has
both a labour force compatible with the high-skill requirements of technologi-
cally progressive industries and labour market practices consistent with the
nature of the industry. Sound policies in these areas is far more important than
any attempt to control foreign investment which has fairly obvious costs and
dubious economic benefit.

ENDNOTES

L Surveys of the literature on MNEs include Caves (1982) and Cantwell
(1989). Strategic trade theory is reviewed by Harris (1989) and Helpman
and Krugman (1989).

2. Ed Safarian (1969) has written the classic source on Canadian policy
toward FpI; Steve Globerman (1985) summarizes much of the more recent

Canadian policy literature.

3. This debate is reviewed by Caves (1982) and Kindleberger (1968).

4. Harris (1989a) reviews the evidence for and against the factor endowments

approach to explaining trade flows.

3. Resource trade continues to be well explained by factor endowment theory

and is the least controversial aspect of the modern debate on trade flows.

6. These are reviewed in more detail in Harris (1989b).

Economists who think of policy games as symmetrical Prisoners’ Dilemmas

find this argument counter intuitive. It has long been known in the discus-

sion of tariff wars that one country can be better off in the tariff-ridden
equilibrium than in free trade equilibrium. In Harris (1989b) 1 discuss
some of the reasons the prisoner’s dilemma characterization of policy

8ames may be incorrect. An example would be one in which country A

has a fairly elastic supply of resources to its “strategic” industry while the

competing country, B, has an inelastic supply of resources to the same
industry. A “threat” of subsidy in country A would carry with it much larg-
€r output consequences in the “elastic” country than in the “inelastic”

Country. It is conceivable in this case that the country endowed with the

23




HARRIS

\O o

10.

11.

12.

13.

14.

15.
16.

17.

24

potent threat capacity would choose to carry it out, knowing that retalia-
tion by country B would be inconsequential.

. See Porter (1990) for example.
. There is a body of policy literature and academic literature that argues this

is not the case. For example, a foreign manager may pursue a goal in a
monopolized market to the detriment of a host country. The recent debate
on the efficiency of the takeover market has raised considerable doubt as
to the validity of the profit maximization goal. For the moment, the debate
is inconclusive. See Symposium on Takeovers, Journal of Economic
Perspectives, (1988).

The usual argument cited in the literature for not treating these goals explic-
itly is that they are not consistent with conventional Paretian social welfare
functions as applied in welfare economic analysis. As Corden (1974),
pp-107-12 has long argued, the case for such conservative welfare functions
is really not as strong as some economists would like to believe.

Katz and Summers (1989) argue that in the United States, inter-industry
wage differentials are attributable to economic rent, and so constitute a
potential “carrot” in the international rent-shifting competition. In Harris
(1989b) the plausibility of this argument is reviewed.

It is difficult to ignore the distributional implications of export subsidies to
foreign firms even if employment is an objective of government policy.
The social cost of government expenditure in the case of a foreign-owned
firm can be adjusted to reflect the leakage of government revenues to for-
eign equity holders. This means, all other things being equal, that a
domestic exporter could receive a higher rate of subsidy than a foreign-
owned export firm.

To be precise, the desire to subsidize is independent of the value of the
conjectural variations used by the two firms. This includes the case of
“consistent conjectures” which, in the standard model, leads to the con-
clusion that no intervention is optimal. See Eaton and Grossman (1986).
For the moment, we are assuming no constraint on government expendi-
tures in domestic currency terms.

See Corden (1974), ch. 12.

As was pointed out to me by Tom Ross, this argument is formally identical
to the case of a foreign monopolist exporter facing a tariff in the home
market. Brander and Spencer (1981) looked at this question and came to
the same conclusion regarding the use of tariffs on foreign importing
monopolists as we do regarding the taxation of foreign-owned home
monopolists.

The issue of product differentiation and product quality would take us
down another potential avenue for asymmetric treatment of foreign versus
domestic firms. The analysis by Venables (1982) suggests in the case of
imported foreign goods, it is possible to construct cases where a tariff
should be levied on foreign imports in order to encourage the entry of
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domestic varieties. This argument is examined critically in Harris (1989b).
Most of what is said about tariffs could also be said about using foreign
ownership restrictions as a means to “solve” the product variety problem.
A textbook demonstration of this argument is contained in Markusen and
Melvin (1984), chapter 17.
See Harris (1984).
ee Markusen and Melvin, note 18 above.
If quotas are administratively allocated then the quota rights themselves
are a substantial entry barrier. The inward FDI in the home market may
oceur simply as a consequence of the entry barrier to a potential entrant in
the foreign market. .
Globerman (1990) reviews recent Canadian cases involving foreign
takeovers of “high-technology” firms.
aylor (1990) offers a useful and critical review of this literature. .
ee Globerman (1985) for a review of this debate. See also, update in this
volume, Globerman (1991) on the same issue.
n excellent review of this debate is contained in Graham and Krugman
(1989). N
Caves (1982) reviews the evidence on appropriability. More recent empiri-
cal work is discussed in Levin et al (1987).
e Heckscher-Ohlin model of trade eliminates all such consideratior}s
Y assuming that technology in use is identical in all countries — this
leads to the empirically implausible outcome that all real factor prices are
identical.
e monopoly rent argument should not be carried to the point of recom-
Mending the artificial creation of domestic monopolies for the sake of cre-
ating income. Monopoly power referred to here is a natural consequence of
the barriers to entry in the industry. As a means of securing monopoly
rents from foreigners it may well be to the advantage of the home country.
olicies — such as strategic trade policies that attempt to shift these rents
internationally by means of the selective use of policy — suffer frgm all
the potential problems identified in the section on strategic trade policy.
is presumes the classic description of the efficient world capital market
in which real rates of return are equalized across countries. Recent studies
of international differences in the cost of capital suggest, however, that
Tates of return are substantially different across countries even though cap-
ital mobility appears to be high. This puzzle must remain as a potential
Qualification to the idea that capital does not succeed in capturing some
share of national innovation rents.
is argument assumes that the international distribution of skilled labour
used in R&D is not equal — with some countries having much (the North)
and some very little (the South). In the absence of footloose production,
technology developed in the North must be used with unskilled Northern
abouyr inputs. The argument that “factor returns in the North will widen
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as production tends to become more footloose” is akin to the statement
that “at the world level, unskilled labour is relatively more abundant than
within the North”.

31. A good discussion of the types and sources of these spillovers from a histor-
ical perspective is contained in Rosenberg (1982). Globerman (1990)
briefly reviews the Canadian evidence on spillovers from foreign MNEs.

32. Recent work by Bernstein (1988) offers some new potential econometric
methods for quantification of inter-industry spillovers.

33. See Saunders (1980).

34. See Harris (1989b) for a discussion of this issue and the relevant literature.

35. Krugman (1987) provides an example of one such model.
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DiscussaNT’s COMMENT

DISCUSSANT:
Thomas W. Ross
Bureau of Competition Policy, Carleton University

PROFESSOR HARRIS has herein provided a useful introduction to a set of
issues that are of undisputed relevance to Canadian policy makers today. It
would be a mistake to characterize his paper as a survey, although it does
review the contributions of a substantial number of (other) papers it makes no
attempt to be comprehensive. The real value of this work lies in its attempt to
push existing theory into important new territory.

The Harris study is really two papers — each of which draws on very dif-
ferent literatures. I will discuss them in turn. Though both papers are concerned
with the public policy implications of foreign direct investment (FDI) in imper-
fect markets, they differ in their assumptions regarding the source of the imper-
fection. The first supposes that the output markets are imperfectly competitive,
the second assumes that there are external effects — “spillovers” — associated
with research and development activities and/or production in some industries.

Strategic trade theory literature is built on a foundation laid by another
theory — the theory of the second best. When a market is already distorted
because it is imperfectly competitive (attributable, in part, to the presence of
barriers to entry) it may be possible to raise domestic welfare by imposing a
second distortion. In a context of international trade, this second distortion
can take the form of barriers to trade, such as tariffs, quotas, or export
taxes/subsidies.

This insight has spawned a truly substantial literature that attempts to
derive the conditions under which welfare improvements are possible, and to
determine the instruments needed to effect such gains. I use the term “sub-
stantial” here to refer to the sheer quantity of work in this area; there are
scores of papers in this literature. Harris’ second section offers a nice summary
of criticisms of this work, together with a brief rebuttal.

Researchers have also developed different models of imperfect competi-
tion but almost all of them are about rent and surplus shifting. However, rent
shifting is not at the core of models that study monopolistically competitive
market structures. Here, the concern is with policies that might lead to welfare-
improving changes in the number of brands available to consumers. Domestic
governments may be able to use trade policy instruments to shift rents from
foreign producers and surplus from foreign consumers to domestic firms and
consumers, and the domestic treasury.

After a brief introduction to strategic trade theory, Professor Harris pro-
ceeds to apply the theory, adding two new elements to existing models. First,
he asks how the policy conclusions would change if domestically located firms
were owned by foreigners. Second, he considers the impact of altering the
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objectives of the domestic government: that is, he replaces the familiar domes-
tic surplus maximization objective with objectives related to expanding
domestic employment or improving the balance of payments.

To be sure, Professor Harris does not rework all existing theory. For
example, there is only limited reference to or discussion of collusion models
and models of monopolistic competition, and there is no modelling whatever
of the multistage game played between governments, as found, for example, in
Brander and Spencer (1985). While the reasons for his selectivity are sound as
well as obvious — a complete survey would require a volume of its own — we
must keep in mind that his results are more suggestive than conclusive. While
he finds little support for an activist strategic trade policy in the presence of
FDI, this work is vulnerable to the challenge that he has not considered all the
interesting market structures.

In general, Professor Harris’ most interesting results emerge when he con-
siders FDI in a model in which governments do not maximize domestic surplus.
Instead, he considers FDI as a model in which governments maximize employ-
ment or they work to improve their country’s balance of payments. It is easy to
see why this should be so. When we consider the effects of FDI in a model with
surplus maximizing governments, all we do is change the identity of the firms.
A domestic firm that is 100 percent foreign owned is really just a foreign firm;
knowing this, we can determine the government’s optimal policy simply by
looking it up in our fat catalogue of existing results. Indeed, Professor Harris
recognizes this when he makes the point (in the section titled Foreign
Ownership and Domestic Markets) that the analysis of the case of the foreign-
owned domestic monopoly is formally identical to that of the foreign monopoly
exporting into the domestic market. As Professor Harris recognizes, this is not
quite so straightforward when workers earn rents, or when there are positive
spillovers associated with domestic production. In these ways, domestic produc-
tion can be made to matter, even in a framework of surplus maximization.

At the end of this analysis, it is difficult to disagree with the conclusion
drawn — that the strategic trade literature (as presented and extended here by
Harris) does not appear to include a general case for any particular type of
trade intervention. The appropriate policy (e.g. tariff, export subsidy etc.) is
therefore likely to be very model-specific — suggesting that the design of a
successful activist strategic trade policy would be highly problematic.

One of the best parts of the paper — FDI and Modern Protectionism —
makes a related point. Harris asks the question: whether, in markets already
distorted by tariff or other barriers to trade, might restrictions on foreign direct
investment be (second-best) desirable? Not surprisingly, his answer is, yes,
because restrictions might raise domestic surplus. Nevertheless, there is no gen-
eral case for intervention here; in fact, it is likely that foreign investment will
be undersupplied.

The second part of Professor Harris’ paper has to do with the effects of
market imperfections caused by external benefits associated with invention
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and innovation. The key questions seem to be: does foreign direct investment
bring technology in or ship it out, and, should we care?

Considering the second question first, the answer seems to be that we
should care. There is evidence that the intensity of technology might be one
of the keys to a nation’s success at raising income levels. This relationship can
have several sources. First, working with better technology implies higher
marginal products for workers. Second, the countries that control the best
technologies in an industry should be able to earn rents on that knowledge
from other countries. Finally, local research and development and/or high-
technology production activity might generate external benefits that, to some
extent, are captured locally.

As to the first question, it appears that Canada, as a net importer of
technology, benefits more from FDI than it loses. The more pressing question
is: to what extent does Canada lose when a successful Canadian research-
intensive firm like Connaught Labs is taken over by a foreign firm? If all we
are worrying about are innovation rents lost to the French, surely our concerns
are misplaced — to the extent that these rents are capitalized into the sale
price paid to Canadian shareholders.

More troublesome, perhaps, is the question of what the new owner will do
with this research operation; will it be moved closer to the firm’s other research
facilities? If there are local spillovers associated with this research activity, such a
transfer could be costly to the Canadian economy. What this discussion could
really use is some evidence regarding the tendency of foreign firms actually to
move research facilities in this way. While we have evidence of so-called “cen-
tralization” effects, these data may be dominated by research ventures launched
by the current owner. In my view, there are good reasons to believe that a new
owner will not want to risk breaking up a successful team. Given that the major
assets of a research group are frequently expressed in terms of human capital, an
attempt to move the group to a foreign country could be destructive. (It would
also be interesting to know the extent to which centralization of R&D follows the
takeover of a foreign firm. Some of the other work presented at this conference
might shed light on this, as well other important questions.)

Much of the informal analysis offered in the last three sections of the
paper is founded on the North-South model of international trade. As valuable
as it is in explaining the growth of other countries, I cannot help but wonder
about its relevance for a country like Canada. (I hope Professor Harris and the
reader will forgive me if this simply reflects my lack of understanding of this lit-
erature.) As [ understand it, this model breaks the world into two parts; a
wealthy, technology-exporting North and a poorer, technology-importing
South. How does one use such a model to guide public policy in a wealthy,
technology-importing country like Canada? Even granting that our wealth may
come from factors unrelated to technology intensiveness (e.g. our natural
resource endowments) it is not at all clear to me that what is appropriate policy
for a poor technology-importing country would also be optimal for Canada.
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Finally, Harris concludes that restrictions on FDI would be socially dam-
aging. [ share the author’s concerns regarding the possible results of such an
approach; particularly the reduced access to foreign expertise (which raises the
expected return to domestic R&D) and the possible retaliation by other coun-
tries against Canadian investments abroad. It is also very difficult to envisage
circumstances in which the gains from such a policy would be significant.

While agreeing with his conclusions, I think the point should be made
that little attention has been paid in the paper to the alternative arrangements
that might be made should FDI be restricted. It is as if we expect foreigners just
to walk away from the Canadian market. On the other hand, maybe licensing
arrangements will become a very popular substitute for FDI. Then the question
becomes: does FDI provide more benefits to the Canadian economy than
licensing (or other alternative arrangements)? While it is likely that a strong
case can be made for allowing foreign firms to serve the Canadian market in
the most efficient way possible, that case is not really made here.

In closing, let me say that Professor Harris is to be commended for bring-
ing together so much interesting material and so many ideas into such a read-
able package. He has opened lines of research that are well worth pursuing.
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its Application to International Production

AN OUTLINE OF THE THEORY

MUCH OF THE RECENT THEORISING about the determinants of interna-
tional production has focussed on the mode by which final product mar-
kets are serviced across national boundaries. In this literature, international
production, and its financing through foreign direct investment (FDI) is treated
as an alternative to open market trade between independent agents in differ-
ent countries. Leaving aside the exchange of final products (exporting from
the home country of the company concerned) the alternative to FDI involves
the arm’s-length international exchange of intermediate products (including
intangible assets such as the licensing of technology to host-country firms).
For a given location of production and pattern of international trade, the
extent of home-country exports is fixed, thus the central question becomes the
way in which transactions in intermediate products are organized. The greater
the level of international production, the higher the concentration of owner-
ship of agents linked by flows of intermediate products. The growth of interna-
tional production is therefore to be viewed as the replacement or internaliza-
tion of intermediate product markets.

More recently, other new questions have come to the fore. (For surveys
of the various theories of international production see Dunning, 1988, and
Cantwell, 1990b.) Particular attention is now being paid to the determinants
of international competitiveness, and why some firms grow faster than others.
While these new approaches share a certain amount of common ground with
the internalization theory and other related theories, to address the new issues
the new approaches require some distinctive elements. Most notably, the anal-
ysis of how competitive or ownership advantages are generated across different
firms, and the evolution of these advantages over time, becomes critical.
Central to this is the theory of technological competence as a regulator of
competitive success or failure. It has been derived from recent advances in the
theory of technological innovation as an evolutionary and cumulative process
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(the origins of which can be traced to Nelson and Winter, 1982; and an exten-
sive commentary on which is to be found in Dosi, Freeman, Nelson, Silverberg
and Soete [eds.], 1988).

Technological competence is a relative concept. Basic competence is a
condition for survival, but there are varying degrees and types of competence
among surviving firms. First, the theory proposes that in any international
industry firms with a higher degree of technological competence will grow
faster than others, thereby increasing their market shares. Second, the theory
rests upon a basic proposition about the nature of technological development
— from which a number of associated propositions follow. Third, taken
together, these propositions determine the level of technological competence
of the rival firms, although they also allow for a stochastic component. Each of
these three steps is outlined in turn, before going on to discuss empirical test-
ing, the application of the theory, and its implications for the wider analysis of
competitiveness.

THE EFrFecT OF TECHNOLOGICAL COMPETENCE ON GROWTH

THE LEVEL OF TECHNOLOGICAL COMPETENCE affects market share(s) through its
influence on both unit costs and product quality. Strong technological capa-
bility lowers unit costs, improves product quality or range, and thereby raises
profit margins of advantaged firms relative to others in the same industry, or it
enables them to enter a new market. A firm with comparatively weak capabili-
ty incurs high unit costs relative to others in its industry and may consequent-
ly suffer losses and be compelled to leave markets. This is particularly so when
considering the competition between the largest multinational enterprises
(MNEs) in an international industry (outside the possibly sheltered domestic
market of each) although over the long term, the same is likely to apply to all
firms. Such international competition acts to ensure that a significant propor-
tion of profits are reinvested (or a higher volume of borrowing for investment
is sustained) so that a higher level of technological competence (and hence
profitability) translates into a faster growth rate and thus a rising market share
or new market entry, whether by internal expansion or acquisition. This is
supported on the demand side by an improved product quality and reputation
facilitating a substitution effect among customers away from the more dated
products of less competent firms.

The question of the relative growth rates of firms and changing market
shares can be addressed in two ways. First, by comparing the growth rates
achieved by a cross section of individual firms, and second, by comparing the
performance of groups of firms with certain common characteristics. In the sec-
ond case, a useful grouping can consist of national firms grouped together
according to the origins of the parent company. Another might be by firms with
a similar sectoral profile of technological activity (given that a variety of strate-
gies for technological specialization is possible in any industry). Any stacistical
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comparison, however, must allow for a stochastic element. Even in terms of
purely technological determinants of growth, the outcome cannot be uniquely
predicted as the development of a new line of innovation may have unfore-
seen and unintended effects. The stochastic component is likely to be greater
when comparing individual firms as opposed to wider groups.

There are also other factors that contribute to the success or failure of
companies apart from their degree of technological competence. Among these
are the organizational capabilities of the firm and the entrepreneurial ability of
its managers. However, technological considerations are the most directly
amenable to analysis, and statistical evidence (discussed below) has confirmed
their central role. It should also be noted that the theory of technological
competence is not an alternative to a theory of entrepreneurship or organiza-
tional form; such managerial aspects of company strength or weakness are
clearly interrelated with technological competence. Organizational and tech-
nological capability overlap with one another. In making comparisons of tech-
nological performance it is important to understand the institutional context
in which innovation takes place (as stressed, for example, by Freeman and
Perez, 1988).

The theory of technological competence forms part of a broader
approach to competitive advantage. This broader approach views firms as hav-
ing inherent capabilities for expansion, rather than simply responding to
changing conditions in external markets. The notion of technological compe-
tence, therefore, can be placed in the same tradition as the allied concepts of
the inherited resources of the firm (Penrose, 1959); firm-specific central skills
and resources (Rumelt, 1974); entrepreneurial culture and the leadership of
social groups (Casson, 1988); dynamic organizational capabilities (Chandler,
1990); dynamic capabilities (Teece, Pisano and Shuen, 1990); and core com-
petence (Prahalad and Hamel, 1990). In each case, firms gradually accumulate
internal expertise that lowers their costs and creates new opportunities in the
process of competition with others.

As will become clear, the term “technological competence” is used here
in a broad sense that goes well beyond the output of the research and develop-
ment function. In this context, technological innovation encompasses all
changes to the immediate conditions of production which, over time, raise the
productivity of inputs and provide for new products. Thus, the operating tech-
nology of production is closely interdependent with the organization and man-
agement of production, so technological competence is strictly complementary
with (and overlaps) organizational capacity and managerial skills. It draws on
all aspects of the firm’s activity, including feedbacks from marketing —
although technological competence does not cover advertising, as opposed to
the ability to create new or differentiated products. Hence, the claim that
technological competence is a key determinant of competitive success does
not mean that the research function is necessarily more important than oth-
ers, or that technology (in the narrow sense of codified information and
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patented blueprints) is more important than other influences on production
operations (as the overall conditions of production define technology in the
broad sense).

The strictly economic (external) influences upon growth can be divided
between intra-industry or oligopolistic factors and causes of inter-industry vari-
ation (for a full survey see Cantwell and Sanna Randaccio, 1989). The former
includes the market power or relative size of the firm within its principal sec-
tor, and the extent of international integration it has achieved at a global or
regional level relative to its major world rivals. The latter encompasses the
growth of demand, the absolute size and the age of the firm, all of which vary
across industries. Again, work in these fields is complementary to the theory of
technological competence. There is, for example, a separate and well-estab-
lished literature on the relationship between the size of firm and the intensity
of technological activity (surveyed in Baldwin and Scott, 1987). The major
conclusion of recent studies is that the association between size and innova-
tion depends upon the nature of the industry and the structure of its linkages
between large and small firms; the so-called Schumpeterian hypothesis of a
positive relationship between size and innovation holds, if at all, only at an
inter-industry level among larger firms (Pavitt, Robson and Townsend, 1987a;
Acs and Audretsch, 1987 and 1988).

THE FUNDAMENTAL CHARACTERISTICS OF
TECHNOLOGICAL DEVELOPMENT

THE THEORY OF TECHNOLOGICAL COMPETENCE suggests that variations in inno-
vative capability are a result of the nature of technology and the way in which
it develops. The central proposition on this issue was first articulated clearly
by Nelson and Winter (1982), although its application in an historical con-
text can be traced to the work of Rosenberg (1976 and 1982). It is also consis-
tent with a long tradition of related ideas such as those expressed by Usher
(1929) and Atkinson and Stiglitz (1969). The basic tenet is that technology is
partially tacit, is specific to the context in which it has been created or adapt-
ed (the firm and the location), and is dependent upon the learning and skill of
those who have developed and operate it. Technology in any firm is a product
of a steady search for improvements and a learning process.

The skillful behaviour required for the generation and application of
technology normally becomes embodied in a set of routines that characterise a
specific firm, and changes only gradually. These skills and routines are not
deliberately chosen from alternatives, but are developed through trial and
error and include many elements that are selected automatically. They consist
of an interlinked sequence of steps which require tacit knowledge on the part
of those who perform them, and which cannot be fully communicated to oth-
ers unless they join the firm’s team and undergo the same learning process. An
analogy can be drawn with other individual skills — such as the ability to ski.
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Even the trained ski instructor is not fully conscious of all the steps that com-
prise a skillful performance, and cannot completely articulate them for a
beginner. The novice must instead learn by doing, through practice and criti-
cism, building up and combining a series of actions, many of which are select-
ed automatically rather than through deliberate choice.

The tacit component of skills and routines is greater still where learning
is a collective process, in which an individual contribution is developed
through interaction with others. Many collaborative skills and routines cannot
be reproduced by an individual operating alone, because they are tied to the
team and its current operating environment. Some of the common under-
standings on which they rest are tacit, have evolved through trial and error,
and are difficult to explain to outsiders.

The basic proposition is that technology always consists of two elements:
the codifiable and the non-codifiable. The first element comprises informa-
tion, patented blueprints and other codifiable knowledge. Much of the litera-
ture on the economics of technological change defines technology in a narrow
sense, restricting it to this element and disregarding the second (for a criticism
of which see Dosi, Freeman, Nelson, Silverberg and Soete [eds.], 1988; or
Mowery and Rosenberg, 1989). The second element is tacit, and involves the
non-codifiable elements of the skills, routines and operational practices that
accrue from learning processes.

The basic proposition also implies that the two elements of technology
are strictly complementary; one cannot function without the other. The rela-
tive significance of the two elements may vary between industries or types of
technological activity. To a lesser extent they may also vary over time, and to
an even lesser extent still, across firms in the same sector. However, for a given
sector of activity over reasonably short time periods, the relationship between
codifiable and non-codifiable components required to make technology opera-
tional can be regarded as essentially fixed.

In principle, the first element of technology is tradeable between firms,
although this does not imply that the process of transfer is easy. Even codified
knowledge or information is context-specific and is likely to be set out in
terms of the standards or codes established by the originating firm and which
must be translated into those of the recipient. The ability of the receiving firm
to acquire and process new information and to appreciate its significance —
the firm's “absorptive capacity” (Cohen and Levinthal, 1990) — depends
upon its existing technological capability. In addition, the cost of learning also
includes the creation of the complementary non-codifiable element needed to
make the technology work.

Building a supporting structure of skills and routines must be done essen-
tially in-house because the second tacit element of technology is non-trade-
able by virtue of its non-codifiable nature. Indeed, of the skills, routines and
production experience which it has built up, it may be difficult for the firm
itself to specify which areas are critical to the success of a technology. This
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“causal ambiguity” (Dierickx and Cool, 1989) is closely related to the auto-
matic nature of skills and coordinated routines, of which the various steps do
not each have a consciously planned role. The non-codifiable element of
technology can be imitated by other firms (with or without assistance, where
the first element has been traded) but it can never be exactly copied. The
learning process is never exactly the same if repeated; it depends upon the ini-
tial capabilities with which the firm begins and which it adapts in the devel-
opment of a new technology.

One implication of the necessary inclusion of a tacit element is that firms
do not develop or adopt technology by maximizing some objective over a given
choice set. According to Nelson and Winter (1982), since learning a new tech-
nology involves a series of automatic steps, it cannot be depicted in terms of
any deliberate choice, still less a maximizing choice. Skills and routines are
acquired and exercised with reference to a particular environment, but such an
environment is complex and changing. For this reason a firm that is able to
maximize its operational efficiency at any time does not behave in a dynamical-
ly efficient fashion. The options selected in the development and operation of
technology are not deliberately chosen, and allow for error or mistakes.
However, a firm or species that makes mistakes generally out-competes a per-
fectly reproducing rival, because diversity and variability (and making mis-
takes) are essential elements in successful learning. A firm that searches along
some initially unpromising avenues may, by developing the relevant skills and
routines at an early stage, gain by becoming more adaptable to changes in the
underlying technological opportunities and through an easier appropriability of
returns by being more able to forge areas of technological leadership. This is so
even if certain of these unpredictable avenues must later be abandoned.

To reiterate, the basic proposition is that technology is partially tacit and
context-specific. From this, six allied propositions follow. The first three have
been proposed by Pavitt (1988) as comprising a theory of technological accu-
mulation; the fourth and fifth feature prominently in the work of Arthur
(1989); while the last is associated with Freeman (1979) and Dosi (1983). A
further discussion of certain aspects of these propositions and a somewhat dif-
ferent formulation of them can be found in Dosi (1988).

The first proposition is that technological innovation is a cumulative process,
partly as a consequence of the gradual learning and establishment of locally-
refined skills and routines upon which it depends. Learning is itself cumulative,
inasmuch as the capacity for learning depends on the complexity of what is
already known. The prevailing routines of a firm define the possible paths for
new developments, and the routines only change slowly through careful experi-
mentation. Technology is thus created and installed in production methods
through learning by doing, learning by using, and building on what has already
been achieved. Cumulativeness also results where one advance gives rise to or
inspires others in the same field of activity. Apart from the possibility of
extending the applications of a new technology, further development may be
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required due to the need for critical revision. For example, the construction of
the steam engine led to complementary inventions which ensured a greater
capacity and the creation of rotary motion, and upon which the subsequent
usefulness of the engine itself depended (Usher, 1929). In shipbuilding, the
design of propellers and the material from which they are constructed changed
gradually as technological opportunities evolved. It was these improvements
that made possible the effective introduction and diffusion of screw propulsion
rather than the original invention of the propeller itself (Gilfillan, 1935, cited
in Rosenberg, 1982).

The second proposition is that innovation proceeds incrementally. Firms
therefore tend to move forward gradually between related types of technologi-
cal activity. That is, one advance leads to others in related fields, or each
advance requires the development of supporting technological systems for its
effective implementation. Each firm sets up its own search procedure, which
comprises problem-solving activity arising from existing practices, in which
the solution to one problem raises others and technological development
therefore gains a certain momentum of its own. A breakthrough in one area
becomes a “focussing device” in the search for complementary technologies in
related areas. For example, technological advances in the speed of transport
vehicles gave rise to efforts toward improved braking systems (Rosenberg,
1982). In fields of limited technological opportunity, companies frequently
move backward into related materials or process technology (Pavitt, Robson
and Townsend, 1987b). As a result firms may become more technologically
diversified, or the focus of their specialization may switch. Although the
underlying technology and skills continue to build upon the past, the industri-
al applications may gradually change. In particularly extreme cases this can
result in the formation of new industries. Another kind of incremental change
that is not internally sequential may follow from a shift in technological
opportunities or the availability of inputs; such as the transition of IBM from
mechanical calculators and typewriters to computers, and the development of
synthetic fibres by textile firms. Such transitions are more difficult in terms of
the adaptation of existing skills and routines, but the ability of the firm to
undertake it depends on the extent of the technological connections between
the old and the new activity.

The third proposition is that technology is differentiated between firms and
locations, given that it is specific to the context in which it is created. Even
where there is a convergence or catching up effect, there is never exact repli-
cation or copying. The path of technological innovation followed by a partic-
ular firm or group of firms in a given research centre is distinctive, and is
marked by certain unique and characteristic features, which include and
reflect the tacit element of technology. The skills and routines established by
each firm are not identical, partly because the process of search and learning
requires variety. The composition of technological activity in each firm is also
different, reflecting their separate even if interconnected traditions. One
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aspect of this is a diversity of patterns of technological specialization across
firms. For example, among pharmaceutical companies with similar product
ranges some rely relatively more on techniques derived from industrial chem-
istry while others draw relatively more from biochemistry. National groups of
firms are likely to be more similar to one another in this respect than they are
to other international rivals, due to the common elements in their historical
traditions. The characteristics of innovation in a given location depend upon
the strengths and weaknesses of the local educational system, the linkages
between firms, the nature of business practices, and the local institutional
infrastructure and government policy. The transfer of technology between
countries or firms therefore involves costly adaptation to local skills, routines
and engineering capabilities. Technology transfer is so distinguished from imi-
tation by degree rather than by kind.

The fourth proposition is that technological change is partially irreversible,
in two senses. First, once technology and the accompanying skills and routines
have moved forward, previous or simpler technologies are “forgotten”. To rein-
troduce them would require a new learning process and the adaptation of indi-
vidual skills and organizational practices. Once again, technologies are not
deliberately chosen from a wide range of possibilities, but are locally specific.
However, the previous technological course of each firm or related group con-
strains the current search procedure, even to the point, in some cases, of pre-
venting turning back. Second, technological development is frequently non-
ergodic in the sense that more than one outcome may have been possible but,
at some point, the path or trajectory becomes established and earlier alterna-
tives are excluded; in other words, it is a path-dependent process (Arthur,
1988). This form of irreversibility is potentially inefficient, as for example,
when alternative systems possess genuine technical advantages. This was the
case when the gasoline engine won out over the steam engine and, more
recently, when the VHS video recorder gradually displaced the Sony Betamax
(Arthur, 1989). As well as being “locked in” to a path, firms may also find
themselves “locked out” of fields in which there are strong cumulative gains if
they do not invest sufficiently early (Cohen and Levinthal, 1990).

The fifth proposition is that the specific path of innovation in each firm and
at each location is constrained by a system of technological interrelatedness between
companies and types of activity. This interrelatedness between types of techno-
logical activity is one of the conditions for incremental change (the second
proposition). Interrelatedness between companies is also an influence on the
irreversibility of change (the fourth proposition). Within the firm economies
of scope are achieved by carrying out technologically-related activities (Teece,
1980, 1982), while the firm can draw on the complementary technologies of
others outside the firm and develop an interaction with trading partners or
firms in allied sectors. It should be noted that firms and industries that are
quite unrelated by the nature of their final products or through product trans-
actions can become closely related on a technological basis — firearms, sewing
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machines, bicycles and motor vehicles for example (Rosenberg, 1976).
Interrelatedness between firms is an especially important influence on the
locational specificity of innovation, as it may be costly to change the prevail-
ing methods in an individual firm or sector without complementary changes
elsewhere. Such collective shifts in technology, to some extent lie outside the
control of any particular firm. Another aspect of interrelatedness is the effect
of the decisions of the earliest adopters of alternative technologies on the
direction of firms that come later, through encouraging the development of a
supporting infrastructure of complementary technologies, thus lowering the
costs and increasing the benefits of adopting a type of technology which is
already more widely diffused (Arthur, 1989). Followers gain from the experi-
ence of “learning by using” by established firms, from the network externalities
associated with greater availability and variety, and from increasing returns in
information about the technology as it diffuses.

The sixth proposition is that the direction taken by the search processes of
firms and the rate of innowvation they achieve is governed by the underlying growth of
technological opportunities. This depends upon the prevailing technological
paradigm, however. A technological paradigm is defined as a widespread cluster
of innovations which comprise a response to a related set of technological prob-
lems based on a common set of scientific principles and on similar organizational
methods (Dosi, 1983 and 1984). A technological paradigm is a consequence of
interrelatedness in problem solving activity between firms and industries, and of
complementaries between fields (the fifth proposition). Each major upswing in
innovation across firms tends to be associated with the emergence and consoli-
dation of a distinctive new technological paradigm, which allows for rapid
advances in certain types of technology for a variety of firms (Freeman and
Perez, 1988). However, it also follows that the growth of technological opportu-
nities and the ease of appropriability is greater for some firms than for others.
Firms specializing in areas where technological opportunities are rising faster
achieve higher growth, while firms specializing in other areas find it difficult and
costly to make the necessary adjustments, due to the specificity of technology,
skills and routines. Their ability to adjust in any location will depend, in part, on
government policy and the local institutional infrastructure.

THE DETERMINANTS OF TECHNOLOGICAL COMPETENCE

SINCE TECHNOLOGY 1S DIFFERENTIATED ACROSS FIRMS, the specific elements of
the technology, skills and routines of each firm are what provide it with its
essential competitive or ownership advantages vis-a-vis its major rivals. Each
major firm in an international industry has facets of technological leadership
which are not easily imitated by other firms, given the somewhat different
path of their innovative search activity. This occurs because differentiation is
grounded on the partially tacit and cumulative nature of technology in which
each firm establishes its distinctive area of competence and does not represent

41




CANTWELL

a deliberate choice from a set of technological possibilities available to all
firms. The more cumulative that technological development is and the faster
technological opportunities grow in any sector, the greater the dispersion of
ownership advantages or competence across firms is likely to be.

The spread of competence across firms in an industry also depends upon
the selection environment (Teece, Pisano and Shuen, 1990). A tight selection
environment, made so because of a slow growth of demand, for instance, may
result in few survivors with a narrow range of competence among them.
Selection environments differ in the variety of types of competence which
they are able to sustain (firms with different technological backgrounds or tra-
ditions), and in the ease with which they facilitate new entry. New entry tends
to be easiest when there is a shift in the prevailing technological paradigm,
when new areas open up, and when the rate of growth of technological oppor-
tunities in existing sectors changes. If leading firms consolidate their position
where development is cumulative, the change in the pattern of competence
and growth may become more nearly stochastic during a paradigm shift.
However, windows of opportunity may be open for only a short time before
firms find themselves locked out of a new area, or consigned to a limited role.

To reiterate, technological competence or advantage does not consist
simply of a set of blueprints over which a firm exercises a temporary monopoly.
Technological competence at the firm level comprises all those components of
the methods of production that are differentiated and thus characteristic of
the firm in question. It includes the whole of the tacit element of technology
embodied in the skills and routines of the firm, and the reflection of that ele-
ment in the common codes and standards of the firm and its particular specifi-
cation of tangible assets. The tacit element is by definition specific to the indi-
vidual firm, while there are certain aspects of the codifiable element which are
also unique to any firm. Technological competence is not the sole product of a
firm's research and development division, or any single functional department
whose role varies between firms. Rather, competence or competitive advan-
tage is the result of the common learning process that binds the different
departments together, creating a specific technological tradition within the
firm. Increasingly, technological development relies on the support of a well
integrated team (Freeman, 1990).

Technological competence provides a sustainable competitive advantage
because it is based upon the tacit element of technology which cannot be trad-
ed between firms nor substituted for the codified element that can be traded.
Although this tacit element can be imitated by other firms, it can never be
exactly copied, given their somewhat different technological traditions as rep-
resented by their specific skills and routines. Moreover, imitation takes time
and involves a costly learning process. Skills and routines can be developed
only gradually, over time, and through accumulated experience. Other than
where new fields or industries open up, firms generally need an existing exper-
tise in a related area in order to imitate successfully.
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Technological competence closely overlaps and interacts with other firm-
specific considerations, such as marketing capability and the organization of the
firm as a whole. Technological competence also encompasses the skills and rou-
tines developed in production and research, which are directly associated with
the methods of production (the firm’s technology). This is, in turn, linked to
the management structure of the firm and to the co-specialized assets which
typically lie downstream (Teece, 1986) in marketing, distribution and after-
sales service. The interaction between technological competence (embedded in
the production operations of the firm) and the operation of co-specialized assets
(marketing, etc.) helps to reinforce the features of technological development
outlined above; for example, encouraging incremental change and related
diversification to enhance the value of an existing distribution network.

Indeed, it is possible to treat all firm-specific capabilities as possessing
essentially the same characteristics as technological competence and as an
extension of it. The organizational capabilities of the firm consist mainly of
the routines which contribute to technological competence, but also of the
overall management and coordination of diverse types of activity (with differ-
ent routines). The other capabilities of the firm (in addition to its overlapping
organizational and technological capacity) are associated with the operation of
its co-specialized assets. These dynamic capabilities considered as a whole
have a tacit dimension (Teece, Pisano and Shuen, 1990), which is related to
the tacit element of technology, and provides a non-tradeable competitive
advantage attributable to a process of learning and experience.

Where a firm establishes technological leadership in a field that is impor-
tant to others (particularly when others have previously neglected an innova-
tion as being impractical, or when their earlier search efforts have been unsuc-
cessful), competitors attempt to catch up or to imitate the leader. The ability to
catch up depends on having capability in closely related types of activity.
Given that this exists, imitation is generally more likely than the purchase of
technology from the leader. Imitation tends to be favoured over licensing
because the valuation placed on its own (specific) technology by the leading
firm is typically higher than the value placed on it by a rival. The leader already
has the supporting structure of relevant skills, routines and complementary
technologies required for the effective implementation of the technology, while
other firms must adapt their skills and practices to fit the new technology. If a
rival firm is to remain competitive, it must bear the costs of setting up its own
alternative technological system more akin to its own tradition in any case.
Also, the tacit knowledge thereby acquired serves to reduce the additional costs
of inventing around patent protection. Much of what is common to the exist-
ing technology of the leading firm and the new technology to be created by the
imitator is already in the public domain through the availability of patented
blueprints and informal contacts between scientists and engineers.

As a result, firms tend to develop and operate technologies internally
that are central to their basic competence, to which they attach a very high
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value, but which typically are of only limited value to other firms because
these other firms have their own differentiated areas of expertise. The high
valuation placed on a new technology by the firm that created it applies espe-
cially when that firm can operate in several locations — thereby widening the
differentiated scope of its own technology, skills and routines to fit the require-
ments of producing in a variety of locations and expanding the core of its
technological competence and its capacity for future innovative development.
Particularly in industries in which MNEs can adopt internationally integrated
strategies rather than nationally responsive strategies, what is learned in one
location may be useful in another.

The emergence of new technological opportunities changes the pattern of
technological competence across firms. At the level of individual firms,
increased opportunities in their established fields allow leaders to raise the level
of their technological superiority relative to weaker firms trying to catch up.
Against this, a growing number of opportunities in a related area may under-
mine such leading firms if they have potential competitors with the appropriate
specialization. Because of the cumulative, differentiated and irreversible nature
of technological development, firms become locked in to a particular path of
innovative activity, and may be able to shift only gradually or incrementally
toward fields in which technological opportunities are rising more rapidly.

Former leaders sometimes make a successful transition. Their ability to
do so is greater where their competitors are weaker, potential entrants into
new fields are fewer, and where the areas of new growth in technological
opportunities are closely related to their original source of strength. Former
leaders may also be helped when they are (among) the first to identify and
shift towards a new sector. Alternatively, if the new field is highly experimen-
tal in the early stages, the first movers may suffer disadvantages (Ames and
Rosenberg, 1963), and established leaders in related areas may enter through
the acquisition of an overstretched pioneer whose skills, routines and codified
knowledge can be adapted in line with its own and thereby integrated. During
periods of shift in technological paradigm it is likely to be easier for individual
firms to switch between sectors of activity than it is for countries.

At the level of national groups of firms or locations, the sectoral pattern
of innovation is even more likely to become locked in — irrespective of where
technological opportunities lie — owing to the additional constraint imposed
by interrelatedness between firms and with other institutions. The pattern of
comparative advantage held by each national group of firms in the creation of
technology, and the stability of that pattern over the medium term as the sec-
toral composition of activity becomes locked in to a particular course, influ-
ences the rate of innovation achieved by each national group (Cantwell,
1990a). American firms historically, and Japanese firms today enjoy a compar-
ative advantage in sectors in which technological activity has been growing
fastest. This has helped them to sustain faster growth rates while former tech-
nological leaders have had to meet the heavy costs of moving toward the areas
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in which opportunities have been rising most rapidly. Which industries offer
the greatest technological opportunity is influenced by the prevailing techno-
economic paradigm that characterises innovation and organizational practices
in each historical period (Freeman and Perez, 1988).

For example, prior to 1914 British firms were locked in to innovation in
sectors with few opportunities, such as textiles, shipbuilding and heavy
mechanical engineering (Cantwell, 1990a). British companies were often left
behind in science-based areas, due to the difficulties of institutional adjust-
ment as well as the cumulative technological advances made by leaders else-
where. In the case of industrial chemicals, the deficiencies of the educational
and training systems and their weak links with industry resulted in a shortage
of highly qualified scientists and technicians (Haber, 1958; Liebenau, 1984).
Besides being locked in to innovation in sectors with few opportunities,
British firms also found themselves locked in to dated institutions and organi-
zational practices, associated with outdated routines that affected their perfor-
mance adversely in all sectors. Their inability to adapt quickly especially ham-
pered their capability in the science-based sectors, where technological
opportunities were greatest.

However, changes in international technological leadership are not fre-
quent, usually taking place only during shifts in the dominant technological
paradigm, based on a radical restructuring of the fields of the fastest growth in
technological opportunities. At other times, leading firms are likely to consoli-
date their position cumulatively in their differentiated areas of strength.
National groups of firms that lie behind the technological frontier tend to
catch up fastest, or to fall behind more slowly in those sectors in which they
are comparatively advantaged in innovative activity or, in other words, closest
to the frontier.

Within an international industry, those firms that are specialized in the
areas of most favourable technological opportunities tend to grow faster than
others. The distribution of competence may occasionally shift with the tech-
nological paradigm, however. Consider, for example, the pharmaceutical
industry. As in other industries, during the Victorian period British firms lost
their leadership owing to their concentration on a scientific tradition that lay
outside the mainstream. The British strength emanated from medical and bio-
logical research, as represented by the innovative activities of the Evans
Medical Company, the Lister Institute and the Wellcome Company. This left
them lagging in the area of pharmaceutical research that spun off from the
chemicals revolution led by German firms that began with artificial dyestuffs.
However, this may also help to explain the recent British revival in pharma-
ceuticals innovation, building upon past traditions which were, to some
extent, preserved at a time when opportunities are increasingly emerging from
biotechnology rather than chemicals.

Variations in the growth of technological opportunity across sectors, or
between fields in a given sector, alter the spread of competence over firms and
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locations. Firms that consolidate their differentiated strengths or competitive
advantages, and countries with the appropriate technological specializations,
tend to gain. The remainder of this paper examines the international implica-
tions of firms and countries being locked in to their own specific course of
technological development. It looks at the interaction between the distinct
competitive advantage or technological competence of firms and the special-
ization or pattern of competence of countries.

I begin by by reviewing the application of the theory of technological
competence to empirical studies of international competition, and include a
brief comparison with other approaches to international production. Next, 1
consider the implications for international corporate research strategies of the
technological specialization of locations and of the local interrelatedness
between companies based in the same country. These factors help to determine
whether MNEs require a local research presence in a given country. The next
section extends the analysis to consider the impact of the growth of MNEs on
the competitiveness of countries and the scope for national policies to influ-
ence the local retention of competence. The final section further examines how
international technological development may affect the distribution of research
related production between countries, how it may enhance the distinctive spe-
cialization of locations, and considers how policy makers might react.

THE APPLICATION OF THE THEORY

AS OUTLINED SO FAR, the theory of technological competence is a general
theory of competition and growth and dpes not apply specifically to inter-
national production. Most other recent work on MNEs, likewise, tends to apply
broader theories of the firm or the industry in an international context. In this
case the extension is an obvious one when dealing with competition between
the world’s largest firms, in view of the creation of international industries.
The assessment of competitiveness, which at the level of firms relates to spe-
cific advantages associated with specialized areas of technological competence,
must be judged in relation to the strengths of other world leaders. The compe-
tition between major rivals outside their domestic markets is organized
through international production and exports. Note that the theory applies
equally to firms other than the major MNEs, but in their case the emphasis is
on the growth of domestic production rather than international production —
which is not the subject of discussion here. However, the theory also pertains
to an explanation of how this international dimension has come about for the
leading companies, through its contention that innovation is location-specific
as well as firm-specific.

Given that technological competence is treated as a central regulator of
competitive success, the theory involves each firm organizing its activity not only
to exploit its existing field of competence, but also to enhance the future devel-
opment of its technological capability. The firm-specific nature of technology
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ensures that it is normally more efficient for a firm to extend its own network
with its allied skills and routines than to license its technology to other firms
with different traditions. By doing so it also retains the capacity to generate
new technology more effectively, since the extension of activity allows for a
more diverse search procedure and relies on the development of a broader set
of complementary technologies and skills. This requires the internalization of
at least those research and production facilities that are germane to the firm’s
strategic advantage or its core technologies.

In addition to the need for the direct control of its principal technolo-
gies to ensure their effective operation and the future capability of the firm,
the location chosen for each new facility is important. The location-specific
aspect of technology provides an incentive to the establishment of interna-
tional production across a variety of locations to support the capacity of the
firm for further innovation. Owing in part to the presence of interrelatedness
between firms and other institutions in any location, technological develop-
ment tends to become locked in to or focussed on certain sectors or fields of
activity. The MNE can broaden its technological search procedure by tapping
into the different specializations of several locations. Especially in industries in
which strategies of international integration are feasible, the geographical
composition of the firm’s research-related activity is configured so as to
increase its capacity to generate new technology. Apart from helping to
explain why the international production networks of some firms grow faster
than others, the theory contributes to an understanding of why these networks
have tended to move towards greater affiliate specialization over time.

To test the theory, and make it applicable to quantitative or statistical
studies, technological competence must be measured. The measurement of
competence at a given point in time is an indicator:of the firm’s or country’s
potential for future growth. The measure depends in part on whether the con-
cern is with competition between individual firms or between broader groups
possessing common characteristics. Two measures derived from patent statis-
tics have been proposed to cover each of these cases. In principle, other types
of data, such as those on research and development expenditure or employ-
ment, could be used to construct similar measures. However, the great advan-
tage of patent data is that they permit a detailed sectoral disaggregation of
technological activity, which is critical to the application of the arguments
advanced above. A further discussion of the use of patent data as a measure of
technological activity can be found elsewhere (as surveyed, for example, by
Pavitt, 1987, and Acs and Audretsch, 1989).

Patent or other similar data measure the codifiable element of technology,
not the tacit element, which is very difficult to measure directly. This is legiti-
mate if, as argued earlier, these two elements are strictly complementary and can-
not be substituted for one another. It is true that the relationship between the
codifiable and non-codifiable components of technology varies across sectors, and
the proportion of codifiable elements that are patented also varies across sectors.
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This must be taken into account by only comparing firms within the same sector
of activity. It is also true that it is more difficult to measure technological compe-
tence for service firms. Service firms are typically the users rather than the origi-
nators of the tangible part of technology, so the codifiable elements of their sys-
tems are less likely to be patented and they often rely on information technology
for which patenting is a poor measure. For this reason the measures discussed here
focus on manufacturing and resource-based firms, even though in principle the
theory could be extended to cover competitiveness in services.

Groups of firms can be assessed from the perspective of their comparative
advantage in innovative activity — that is, the sectors in which they have
their greatest potential for growth. The measure of this comparative advantage
is known as revealed technological advantage (RTA). The RTA of a national
group of firms varies across sectors, and is defined as their share of patenting in
any sector relative to their share of total patenting in all sectors (Soete, 1987).
The average value of RTA is approximately unity for large numbers of patents,
with advantaged areas of activity represented by values greater than one, and
disadvantaged areas assuming values léss than one. The comparison requires
data from a country, such as the United States, in which all the national
groups under consideration patent regularly. The RTA measure also has some
relevance when investigating the overall potential of national groups of firms
for growth since, as argued earlier, those that are comparatively advantaged in
the fields of greatest technological opportunity have the capability to expand
more rapidly. To illustrate, the RTA index for national groups of firms in 1972-82
is shown in Table 1. It can be seen here, for example, that Japanese firms have
an advantage in the electrical equipment and, motor vehicle sectors.

A more up-to-date international comparison of potential growth rates
applicable at the level of individual firms can be obtained through a measure
described as technological competitiveness (TC). This is a more direct measure
of technological competence. For a particular firm the value of TC is given by
its share of patenting of the leading world companies in its primary industry,
relative to its share of global sales by the same firms (Cantwell and Sanna
Randaccio, 1989). In this case, an adjustment must be made for the high
propensity of American firms to patent in their home country by dividing
each company’s patent-to-sales ratio by the overall patent-to-sales ratio of the
relevant (American or foreign) group in the total of all industries. This
method applies to competition between the world’s largest firms, measuring
the competence of each firm relative to its major rivals in the same interna-
tional industry. Again, a TC value greater than unity represents an advantaged
position and, therefore, an expectation of faster growth.

Depending upon the objectives of the analysis, the TC measure can also
be applied to groups of firms, and the RTA measure may be useful to the com-
parative study of individual firms. The technological competitiveness of a
group of firms in a selected industry would be measured by their adjusted
patent-to-sales ratio relative to all firms in the same industry. At the level of
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TABLE 1

THE REVEALED TECHNOLOGICAL ADVANTAGE INDEX FOR A 12 SECTOR
DISTRIBUTION, 1972-82

U.S. WEST U.K. FRANCE ITALY JAPAN
GERMANY
1. Food Products 1.09 0.60 1.12 0.83 0.70 0.96
2. Chemicals 091 1.17 1.04 1.04 1.29 0.89
3. Metals 1.08 0.89 1.02 1.08 0.85 0.81
4. Mechanical Engineering 0.97 1.10 0.96 0.96 1.18 0.79
5. Electrical Equipment 1.01 0.85 0.98 1.09 0.82 1.30
6. Motor Vehicles 093 1.19 0.99 1.03 0.82 1.10
1. Other Transport Equipment 1.01 1.07 1.27 1.31 0.85 0.88
8. Textiles 092 1.23 1.24 0.92 0.79 0.94
9. Rubber Products 1.01 1.06 1.09 0.96 1.06 1.11
10. Non-metallic Mineral Products 0.99 0.85 1.42 1.06 0.71 1.00
11. Coal and Petroleum Products 1.32 0.64 1.36 142 0.66 0.72
12. Other Manufacturing 1.05 0.85 0.88 0.85 0.77 1.21

SOURCE: Cantwell (1989)

individual firms the RTA index can be employed to depict the sectoral structure
of their technological activity relative to other firms in the same industry. This
may be a useful adjunct to the overall TC measure as it provides a means of
assessing the future evolution of technological competence (the TC index

itself). Firms specializing in fields in which technological opportunities are ris-

ing most rapidly are likely to see their value of TC increase.

Using such measures, some empirical tests of the basic aspects of the the-
ory of technological competence have been conducted. It has been shown that
among the world’s largest firms, technological competitiveness in 1969-72
contributed significantly to the growth in sales and hence the change in inter-
national market shares achieved between 1972 and 1982 (Cantwell and
Sanna Randaccio, 1989). It has further been shown that as a general rule the
sectoral distribution of technological activity of national groups of firms or
locations becomes locked in to an established pattern over periods of 20 years
or so (Cantwell, 1990a). This in turn helps to regulate variations in the rate of
generation of new technology between national groups or locations, in accor-
dance with the fields in which technological opportunities are rising most
rapidly. In terms of international production, the sectoral composition of
innovative activity of American, British, German and Japanese firms (their
cross-sectoral RTA index) was a significant determinant of the sectoral pattern
of their international economic involvement in 1982 (Cantwell, 1989).
Certain other relevant empirical findings are also discussed below.

The technological competence theory is not necessarily incompatible
with other technology-based theories of the MNE, such as the internalization
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theory of the firm or industrial organization approaches. Differences between
the theories are largely a consequence of the distinctive issues on which they
have chosen to focus. The theory of technological competence is designed to
address the questions of why some firms grow faster than others, and how the
competitiveness of firms interacts with the competitiveness of locations. For
this reason the emphasis is on the analysis of technological competence or
ownership advantages across firms, the influence of international variations in
technological specialization on the geographical strategies of firms, and the
interaction between the growth of firms and the development of locations.
Besides looking at the growth of firms, the theory therefore provides a frame-
work for examining the impact of MNEs on host countries and the evolution of
the international division of labour. This is considered in a later section.

The most obvious overlaps between theories occur over the issues of the
internalization of technology within the firm and the extent of technological
cooperation between firms. By emphasizing the firm-specific characteristics of
technology, the competence theory suggests that there can be no feasible mar-
ket for the core technologies of a competent firm since it places a much higher
value on them than any potential licensee, which would have to bear the costs
of adaptation. There need be no opportunistic behaviour or lack of trust
between the firm and a potential licensee; the technology is simply worth less
to the licensee. The specific or localized features of a firm’s technology are
largely non-codifiable and, in any case, even the codifiable part is of limited
value to other firms which need to develop their own structure of complemen-
tary skills, routines and supporting technologies if they are to introduce their
own equivalent. For this reason the need for secrecy, which is sometimes
stressed by writers on the subject, is unlikely to be an important motive for
internalization of technology in place of licensing or exchange. Those ele-
ments of technology that are codifiable and common to competing firms tend
to enter the public domain through various channels anyway, irrespective of
the number of transactions with other firms. To the degree that secrecy is a
cause for concern, companies attempt to inhibit the flow of information with-
in as well as outside the firm.

Technological competence, then, because it consists of those elements of a
firm’s technology which are distinctive, is never itself transferred through trade or
copied exactly through spillovers to other firms. Trade is at least partially possible
in technology that lies outside the core activities of the originating firm, since the
innovator would have to bear the costs of diversification to realize its full poten-
tial. Such trade involves the transfer of certain of the codifiable elements of the
technology concerned, usually supported by assistance in the development of the
tacit systems required to make it operational. The provision of technical assis-
tance is normally the most important part of the contract to the recipient firm.
The objective is to build up similar skills and routines to those established in the
originating firm, but adapted to its own specific traditions, and reflecting the dif-
ferent nature of its producing activity in a related sector or market.
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Not all the codifiable elements of technology are transferred under such
exchange agreements. Even some of the tangible assets are idiosyncratic or
specific to the firm, linked to its particular capabilities (Williamson, 1975,
1979) or skills and routines. These are of little value to outsiders, and indeed
their presence simply makes it more difficult for other firms to construct simi-
lar systems. In addition, the codifiable elements that are transferred embody
codes and standards specific to the originator, and which must be translated
into the codes and operating systems of the recipient. This, of course, becomes
especially difficult where the transfer takes place between distant locations as
well as between companies. For example, when the British plans for the jet
engine were supplied to American firms during the Second World War, it took
no less than ten months to redraw them to conform to American usage
(Arrow, 1969, cited in Mowery and Rosenberg, 1989).

There can be no trade in technological competence, only its imitation
through gradual learning processes in other firms, with or without assistance.
For this reason, comparisons with a notional market are not relevant to an
understanding of why the tacit elements of a technology are exploited internal-
ly and give rise to the growth or extension of the firm’s own production facili-
ties. The question of why the firm exists as against a set of independent inter-
mediate product markets is of little interest in this context. This major source
of growth is internal to the firm, not external as might be supposed from some
of the internalization literature. The tacit elements of a technology are non-
tradeable because they must be acquired by learning rather than through trade,
and the firm-specific parts of the codifiable elements are not traded because
they are of little value to other firms. The lack of trade in these areas is there-
fore not attributable to the replacement or failure of any external market.

The main reason for the internalization of core technologies is the char-
acteristics of technology itself and the specific or localized features of its devel-
opment, rather than the characteristics of the market or the exchange of tech-
nology as such. In this respect, the technological competence theory is most
closely related to the theory of growth of the firm (Penrose, 1959). The
emphasis in both is on the internal competitive advantages of firms vis-a-vis
their major rivals, which constitute an inherent potential source of growth.
This potential cannot be utilized outside the firm, but is tied to its own partic-
ular path of technological development. Moreover, it cannot be exactly copied
by other firms, only imitated if they have related strengths of their own.

Spillovers of technology to other firms occur where they have the capac-
ity to imitate the tacit elements, having picked up the codifiable elements
partly through informal contacts and the monitoring of public channels.
Spillovers can thus be obtained at a cost, where the extent of the cost depends
upon the firm’s own past experience. The more closely the technological com-
petence of the recipient and originator are related, and the stronger and more
sophisticated the competence of the recipient, the lower the cost. The existing
competence of the firm is therefore a measure of its receptivity to useful and
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complementary technological development elsewhere, both in terms of its
capacity to imitate them and actually to perceive their relevance in the first
place (Cohen and Levinthal, 1989, 1990). Even the ability of a firm to under-
stand the codifiable elements of the technology of another firm is a function of
its own competence (Mowery and Rosenberg, 1989). The investments in basic
research required to be aware of and assimilate opportunities from the envi-
ronment may be heavy (Rosenberg, 1990). If the firms are more distantly
related, it is possible that the research and development costs of imitation may
be greater than the original costs of innovation (Mansfield, Schwartz and
Wagner, 1981).

Success in capturing spillovers is not simply a matter of being better
informed or luckier than rivals (although there may well be a stochastic ele-
ment involved), but rather to a better interpretation of available information
and an ability to imitate skills and routines in accordance with an existing
related competence. Spillovers occur mainly between firms in related fields,
each borrowing from the other in the areas of technological overlap between
them. Firms have an interest in facilitating the informal contacts and mutual
assistance which tends to grow up between companies in any location. The
willingness of firms to exchange information freely in this way is due not only
to the benefits of reciprocal cooperation (Baumol, 1990) but also to the diffi-
culty for any competitor to build up the accompanying non-codifiable skills
and routines outside its own core activities, in a way which impinges more
directly on the operations of the originator. In other words, the use to which
technology is put by firms in a related field tends to be slightly different, and is
in line with their own specific experience.

This helps to explain technological cooperation between firms.
Generally, the concern over appropriability which is emphasized in much of
the literature on the economics of technological change (Arrow, 1962)
becomes much weaker. Spillovers are greater where the appropriability of the
codifiable elements of technology, as measured for example by the effective-
ness of patent protection, is weaker. It has been shown that where appropri-
ability measured in this way is lower, the intensity of innovation actually rises
in the science-based sectors (in which the cost of learning is highest) (Cohen
and Levinthal, 1989). In other words, in sectors in which cumulative learning
and the imitation of the tacit elements of technology are particularly difficult,
spillovers of codifiable information are an incentive (and not a disincentive)
to in-house technological development in the relevant areas. Its own compe-
tence determines the ability of the firm to capture spillovers where they are
potentially available. The greatest inducement to invest in an enhanced com-
petence or absorptive capacity arises where the tacit element of technology is
especially significant and difficult to imitate, but where the codifiable element
is more freely available and therefore more difficult to protect.

By reconciling the accumulation of a largely non-codifiable technological
competence with the exchange or spillover of codifiable elements, the theory
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also allows for the effects of interrelatedness between the trajectories of inno-
vative activity pursued by different firms. It has been argued (Dunning and
Cantwell, 1991) that such interrelatedness is increasing as a shift toward more
complex technologies requires the operation of a broader structure of support-
ing systems even in highly specialized firms. If so, this helps to explain not
only the link between technological competence and internationalization (as
a means of broadening out the diversity of a firm'’s search procedure), but also
an increase in technological cooperation between firms in fields outside the
core strengths of each. The need for cooperation to exploit greater interrelat-
edness is further increased by the constraints placed on the course of techno-
logical development within the firm, which compel it to specialize. In this
respect the technological competence theory overlaps with the analysis of col-
lusion, although from a rather different perspective than some advocates of a
market power approach. Cooperation is frequently associated with oligopolis-
tic rivalry, where the technological base on which firms must draw is very wide
(Chesnais, 1986). If the idea of technological competence is allied to the the-
ory of the growth of the firm, it also suggests a framework of industrial dynam-
ics as opposed to the conventional structure-conduct-performance paradigm
(Carlsson, 1987). Consistent with this perspective, the hypothesis that market
power encourages (or discourages) innovation has been increasingly criticised
from the standpoint of the alternative view that underlying technological
opportunities are a more important determinant of the rate of innovation

(Geroski, 1990).

THE IMPLICATIONS FOR THE INTERNATIONAL
LoCATION OF TECHNOLOGICAL ACTIVITY

HE THEORY OF TECHNOLOGICAL COMPETENCE implies that MNEs will
locate research facilities linked to the more sophisticated types of
research-related production in countries with similar fields of competence.
This is due to the location specificity of technological activity and the difficul-
ty of transferring the most complex elements of a technology (and the systems
developed to support it) between locations, because of local interrelatedness.
To gain full access to a complementary stream of innovations the firm requires
a direct local presence, through a combination of research (necessary for
learning in large MNEs) and related skills and routines in production. By this
means it is better able to integrate its own unique technological characteristics
with local systems, and more effectively to transfer the fruits of this combina-
tion to other parts of its international network. The local presence may be
achieved through acquisition where the acquired firm is sufficiently techno-
logically related and thus feasible to integrate.
Of course, MNEs also establish less sophisticated assembly types of production
elsewhere, and carry out acquisitions for reasons other than the enhancement of
technological competence. However, the growth of the firm as a whole
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depends on the more technologically advanced competence-building parts of
its network. Since assembly plants need not be accompanied by local research
facilities, in what follows a local research presence is sometimes used as a
shorthand for the more technologically sophisticated part of a firm'’s network.
Where research is found elsewhere, it is normally for product adaptation for
local markets with fewer implications for production skills and routines.

The extent to which affiliates contribute a specialized field of techno-
logical competence to their MNE network depends upon the scope for the
international integration of economic activity in an industry. This is influ-
enced by the significance of national regulations, defence contracts, and
other such political and social imperatives, the role of which varies across
industries (Doz, 1986). In sectors such as aircraft and to a lesser degree phar-
maceuticals, the prominent role of government controlled customers places
pressure on each affiliate to be nationally responsive rather than to fulfill a
specialized function in an internationally integrated network. Subject to
such political constraints, from an economic viewpoint integration is facili-
tated the greater are the economies of scale in different stages of production,
the diversity of types of production and the concentration of channels of dis-
tribution; and the lesser are the national differentiation of final products and
the share of transport and communication costs in total value added
(Cantwell, 1990c).

Where production for regional or world markets becomes internationally
specialized in accordance with the conditions for production in each location,
the scope for a distinctive technological learning process in different countries
is increased. The greater the national differentiation of process development,
and the greater the extent of technological opportunities in the sector, the
greater the technological imperatives toward integration, due to the scope for
stronger potential gains from diverse experience. Where international integra-
tion is economically advantageous and politically feasible (due to a lack of reg-
ulatory constraints), the technological competence theory predicts the growth
of intra-industry production between the major centres of innovation for the
industry. The objective of the firms involved is to establish their strategies for
technological development at an international level.

Evidence in favour of this view can be found in the sectoral pattern of
intra-industry production between the United States and Germany, whose
firms have been involved in technological competition with one another over
a series of industries. American firms have been especially attracted to locate
production in Germany in sectors in which German technological activity is
comparatively advantaged, while German firms have been similarly disposed
to set up U.S. production in those fields in which American technological
capability is strongest (Cantwell, 1989). This suggests that the affiliates con-
cerned have a role in technology creation through the adaptation of the skills,
routines and search behaviour of the firm in response to and in order to
exploit the distinctive opportunities of the local environment.
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To take advantage of a local technological competence a firm must
locate its own research and allied production facilities there. This is necessary
because technology is not reducible to codifiable information or blueprints
but, as argued above, is specific to the context in which it is created. A local
base facilitates the imitation of the tacit part of the technology in operation in
other firms in that location, emulating their learning processes in the local
institutional and other environment. Moreover, in a centre of excellence
there are spillover benefits or agglomeration economies due to the local pres-
ence of the innovative activities of other major technologically related firms.
Of course, this does not mean that a firm not producing locally can gain noth-
ing from technological advances in the country in question. The codifiable
aspects of the technology that is created may become public and, where they
do not, the firm may learn of them through other intelligence gathering opera-
tions. It can then attempt to imitate the technology, suitably adapted to its
own profile of skills and routines and the conditions of the country in which
its own efforts are based. However, the cost of such foreign imitation, and
hence its ability to succeed, depends upon the degree of similarity between the
locations in question. The more dissimilar countries are in terms of the com-
position of their technological activity and institutional contexts, the more
costly it is to imitate abroad without a local presence. The extent of similarity
between locations or firms can be assessed through comparisons of the sectoral
distribution of their technological activity, as captured by the patent-based
measures described earlier.

Apart from the degree of similarity between locations, the ease of foreign
imitation is governed by the structure of technological interrelatedness in any
sector. The more closely firms depend upon the complementary efforts of
other firms, on network externalities and on their links with other local insti-
tutions, the more locationally differentiated that technological activity
becomes and the more difficult it is to transfer between locations. A special
case of this is the instance of user-producer interaction, by which the user of a
technological input such as a piece of machinery feeds back the results of its
learning-by-using experience to the producer to encourage appropriate adapta-
tion and the provision of supporting systems. The producers of such techno-
logical inputs may be compelled to disperse their research and production base
in order to service their international customers. Note that although this
appears to the individual firm as a demand side motive for setting up foreign
research facilities (related to local product adaptation), at an industry- or
economy-wide level it is another result of the supply side differences in the
conditions of technology creation and use in alternative locations.

The foregoing suggests that the more important a sector is as a source of
technological inputs to other firms, the more MNEs are obliged to establish
research in centres where the major users are found, since in each of these
locations there is a distinctive structure of interrelatedness between firms. The
implication is that international production tends to be higher relative to
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international trade. It has been shown that for the largest European countries
the ratio of intra-industry production to intra-industry trade across sectors
varies positively and significantly with an index of net technology creation
(Cantwell, 1989). The index of innovation creation relative to use was
derived from a technology input-output matrix. Where firms are required to
establish close linkages with others in a local network designed to foster tech-
nological development in a given location, then each of the leading MNEs in
the industry attempts to disperse its production more widely across the main
sites of innovative activity.

The existence of network externalities in a location may lead to the
establishment of a centre of excellence, to which research related production is
drawn and which therefore grows rapidly. Each firm or research facility gains
spillover benefits from the local presence of others. These spillovers are a func-
tion of technological interrelatedness whereby, as a branch of industrial
research becomes properly established in a location, a supporting infrastructure
of complementary technologies becomes better developed. In addition, firms in
a common vicinity, each employing personnel from similar backgrounds who
have contact with one another, enjoy a greater scope for entering into mutual
agreements and exchanging information. The codifiable elements of techno-
logical spinoffs, which are a by-product of the firm’s principal line of technolog-
ical development and which lie outside its core strategic advantage, may be
traded with other firms to which they have a greater relevance. The existence
of spillovers and spinoffs lowers the costs and increases the benefits of locating
research in a major centre. However, while there may be more skilled labour
and scientific personnel in a research centre than in other locations, the supply
of skilled workers is still constrained, especially in the short term. When a cen-
tre is subject to rapid growth the costs of employing those with the critical skills
rises. Moreover, the very existence of spillover effects may pose an adverse
selection problem in that a multinational that enjoys a substantial technologi-
cal lead over its major rivals may believe that it has more to lose than to gain,
and accordingly stay out. This decision is again likely to rest mainly on the
degree of similarity between locations. Where the composition of technological
activity is similar to that of another centre in which the MNE is already estab-
lished, and the psychic distance between the two is low (in terms of business
practices, local customs, language and so forth), then it is less likely to favour a
local presence if it has not had one traditionally.

In centres in which the pattern of technological specialization is more
clearly differentiated from others, leading MNEs are more inclined to set up
local research facilities. Given these strongly differentiated characteristics of
technology (which cannot be easily imitated by outsiders) in such a location,
competition between firms and the distribution of spillover benefits is more
evenly balanced. This also implies that MNEs, which have a narrower range of
technological specialization open to them in their home centre, have a greater
incentive to locate research facilities in foreign centres to develop the related
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skills they require. This helps to explain why firms from smaller developed
countries such as Sweden, Switzerland, Belgium or the Netherlands have a
greater propensity to rely on foreign research (Patel and Pavitt, 1989;
Cantwell and Hodson, 1990).

The evidence suggests that between 1963 and 1986 there was a weak ten-
dency towards the international agglomeration of technological activity in
roughly three quarters of all sectors (Cantwell, 1990d). The effect of agglomera-
tion economies and local spillovers has been partially offset by competition for
skilled labour and other resources in the main centres for any industry, the deci-
sion of certain MNEs to stay out of some more closely related centres, and the dif-
ficulties confronting international economic integration in a number of sectors.
In any case, it seems that the internationalization of technological activity is
only part of a broader explanation of this locational concentration. A strong
form of the international agglomeration of technological activity, in which the
initially best established centres clearly consolidated their position, was observed
for approximately one-third of all sectors. The most important constraint on the
continuation of such agglomeration in the longer term is the changes in leader-
ship which occur with shifts in the prevailing technological paradigm. In this
case established centres may be locked in to fields of technological development
which have run their course and now offer few new opportunities. At this stage
the local structure of interrelatedness provides external diseconomies, and makes
it costly to switch to new lines of activity.

THE IMPLICATIONS OF THE THEORY FOR THE IMPACT
OF MULTINATIONALS ON LOoCAL DEVELOPMENT

HE THEORY OF TECHNOLOGICAL COMPETENCE implies that host-country
benefits depend upon having the domestic competence to attract spillover
generating activities and to appropriate the spillovers. Given that technology
is location- as well as firm-specific, the degree of technological competence
varies between countries just as it does between firms. Broadly speaking, in the
industrialized countries three stylised cases can be distinguished. First, where
local industry has a high technological capability, foreign MNEs are more dis-
posed to set up research facilities, and by so doing they provide a further help-
ful competitive stimulus to the innovation of local firms. Second, where
indigenous firms are very weak, the entry of foreign MNEs may help them to
upgrade their production even though the local establishment of fundamental
research and development is unlikely. Third, in the intermediate case in
which indigenous firms have active research programmes but are not at the
technological frontier, their position may be undermined by the local expan-
sion of foreign firms relying principally upon research carried out elsewhere.
Citing the motor vehicle industry in Europe by way of illustration, between
the 1960s and 1980s American MNEs had a favourable impact in Germany, where
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local technological competence was strong, and in Belgium and Spain, where
it was weak. By contrast, in the 1960s Britain was a location of intermediate or
middle ranking technological competence, but she lost out badly to greater
regional competition and the restructuring of the operations of American
MNEs in Europe (Cantwell, 1987). While the German share of motor vehicle
patents granted in the United States, and attributable to inventions in the
largest European countries, rose from 43 percent in 1963-69 to 58 percent in
1977-83, the United Kingdom share fell from 29 percent to 19 percent over
the same period.

At one extreme (strength), in a centre of excellence in motor vehicles such
as Germany, foreign MNEs have an incentive to set up fundamental research in
order to gain access to a complementary stream of technological development.
They require a local research presence to learn those aspects of a technology
which are specific to local circumstances, in accordance with domestic scientific
and educational traditions and business practices. In doing so they contribute
directly to the strength and diversity of local technological competence, and indi-
rectly through the impetus they provide to the local innovative activity of indige-
nous (and other foreign) firms by increasing technological competition.

At the other extreme (weakness), employment, if nothing else, may
grow from foreign MNEs setting up assembly plants. This has been the experi-
ence in Belgium and Spain, and is now beginning in the United Kingdom,
which no longer has a general competence in motor vehicle technology but
has been reduced to more limited specialization. It is possible that the gains of
an initially weak location may go beyond this, for two reasons. First, final
product (vehicle) assemblers may be followed by innovative component man-
ufacturers, reestablishing the same contractual network relationship they
enjoy elsewhere. Paradoxically, this may happen in part due to political pres-
sure for local content requirements in competing locations in the same region.
Second, through joint ventures and strategic alliances local firms may improve
their capabilities. This possibility is enhanced if the expansion of foreign MNEs
is sustained, and if what begins as an assembly outpost for them becomes a
regional centre as they draw one another in.

In the intermediate case, the moderate strength of the research and techno-
logically sophisticated skills and routines of indigenous producers may depend on
a protected local market. The local presence of the most internationally competi-
tive MNEs is likely to damage their position, obliging them to switch to simpler
types of production. Foreign MNEs are unlikely to establish fundamental research
facilities unless the local field of technological strength is highly distinctive.
Otherwise they may restrict their local basic research activities to a few special-
ized joint ventures. Subsidies to research may be ineffective where they lead only
to more applied research rather than technologically sophisticated production, as
has been witnessed in the pharmaceuticals sector in France (Burstall and
Dunning, 1985). However, the ability of foreign MNEs to capture market share
through the competence they derive from their other regional and international
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operations may reduce the scale and downgrade the quality of indigenous
research. There was a continuous deterioration in the technological base of
British motor vehicle production between the early 1960s and mid 1980s; even
the absolute value of research spending fell. Associated with this, the British
share of the number of passenger cars produced in the largest European countries
fell from 26 percent in 1960 to nine percent in 1982. During the same period,
British exports dropped by a similar proportion and a substantial trade deficit
developed (Cantwell, 1987). This suggests that there is a limited scope for gov-
ernment policies to encourage local technological development through induce-
ments to foreign firms. In a field in which the local economy is clearly compe-
tent to assimilate spillovers from foreign MNEs it is also an attractive location for
them. If an economy lacks competence in an area, foreign MNEs are reluctant to
invest in local research facilities. Where they do, as in the pharmaceutical sec-
tor, for example,because some governments impose the requirement of a local
research input as a condition for the purchase of goods, the research work under-
taken is likely to be applied rather than basic. It is unlikely to become part of an
international strategy, providing technological inputs to other parts of the firm.
The potential for host-country benefits is further constrained by the lack of abil-
ity in indigenous firms to appropriate any spillovers.

However, in the intermediate case government policies to sustain a local
technological capability may well have a role, and indeed it may be very damag-
ing for a national economy if a government leaves the outcome entirely to the
market. Left entirely to market forces technological activity tends to polarize in
just a few locations. The impact of such a locational polarization of sophisticated
capability may be especially significant in the case of a key sector which provides
core technologies used in other sectors, or is highly integrated with the remain-
der of the economy in other ways. In the British motor vehicle industry, for
example, the decline of one sector spilled over into a much more widespread
contraction of manufacturing production. The question in such cases is to
decide which intermediate sectors should be candidates for managed decline and
which should be targets for an expansion of technological development.

One answer to this question can be found in an assessment of the Japanese
experience. Among the sectors in which a host country has some competence
but is not dominant, technological opportunities rise faster in some industries
than in others. This is partly conditioned by the overall technological paradigm,
but also by the local relationship between the areas of traditional strength. Given
that technological change is incremental, there tends to be a move toward fields
of activity which are becoming more closely related to the existing areas of lead-
ership, and a decline of others. As an objective such incremental change may aim
at an upgrading of the research intensity of production by shifting from the sim-
pler to the more sophisticated. It may thus be possible to distinguish between
“sunrise” and “sunset” sectors. It is feasible to promote local technological activity
successfully in the former group, consistent with the market led course of host-
country development (in the absence of intervention).
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Of course, in the Japanese example foreign MNEs were not until recently
encouraged to establish local research and production directly. Instead, the
selective licensing of foreign technologies in target areas was planned and, to
some extent, centrally organized (Ozawa, 1987). This strategy was largely due
to the fact that in the early post-war period Japan lay some way behind the
technological frontier, and so had to nurture its areas of potential development
carefully. For the same reason foreign MNEs may have been unwilling to estab-
lish local research at this stage. Establishing the tacit element of technology
proved to be very expensive, not least because of the major differences between
Japanese and Western production systems. Once the process was under way,
however, this became a source of independent technological development. The
policy worked because of the intense domestic competition between Japanese
firms, which ensured the same kind of spillover benefits that might otherwise
be associated with foreign entry into a field in which indigenous technological
effort is already notable. Local efforts towards upgrading were concentrated in
areas of comparative technological advantage, in electrical and related engi-
neering products. This led, for instance, to a shift from basic electrical goods to
electronics, and from shipbuilding and heavy engineering to motor vehicles
and consumer durables (Ozawa, 1990), each associated with related but more
sophisticated types of technological activity. South Korea has recently followed
a similar development path, in turn licensing Japanese technology.

In Western Europe and most other industrialized countries, a similar
effect may well depend upon a direct foreign presence. This is suggested by the
post-war experience in which the entry of American firms disturbed a series of
cartel-like agreements between European producers, and provided the catalyst
for a new wave of technological competition (Cantwell, 1989). The effects
then varied across industries and countries essentially in the way predicted by
the theory of technological competence. Where there was a tradition of local
technological capability, the impact tended to be favourable and indigenous
research facilities were extended. However, where competence was greater else-
where in Europe, the combination of MNEs being more drawn to these alterna-
tive centres and greater competition between locations due to regional integra-
tion may have been detrimental. In some of these cases, namely in fields
becoming more closely related to the main areas of domestic technological
competence, governments may have been able to promote a different course.

THE RELEVANCE AND POLICY IMPLICATIONS OF
INTERNATIONAL TECHNOLOGICAL DEVELOPMENT

THE THEORY OF TECHNOLOGICAL COMPETENCE implies that, depending on
the number of countries in which competence resides, technology flows
will be multilateral. Depending also upon the scope for the international inte-
gration of economic activity, MNEs will refine their internal division of labour.
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This may lead to a greater concentration of technological activity than of pro-
duction, as research-related production is drawn to centres of excellence and
locationally separated from assembly. However, the composition of technologi-
cal activity may become more specialized in each of the major centres in which
it is conducted. At the very least it will have location-specific characteristics
and require a distinctive adaptation of the skills and routines of the firm.

The prediction of the theory of technological competence that interna-
tional technological development is dispersed across several major centres,
each with its own specialized areas of competence, can be contrasted with the
product cycle model, in which technology is diffused outwards from a single
central location (Vernon, 1966, 1979). The product cycle model represents a
conventional depiction of international technology flows, which are seen as
running in a single independent sequence from creation (in one location)
through transfer to a firm or affiliate (in another location) to diffusion to a
wider variety of firms in the host country. The theory of technological compe-
tence proposes, instead, that the role of an affiliate is not only to implement
the main capabilities of the firm in another location but also to act as a source
for new technological development through its links with other host country
firms and institutions. The result may be a system of intra-industry technologi-
cal activity between the leading firms of the main centres. (For a further dis-
cussion of this alternative to the product cycle model see Cantwell, 1989.)

The barriers that inhibit cross-border integration are the major constraint
on the emergence of this kind of international specialization of technological
activity. In industries such as aircraft, telecommunications and pharmaceuticals
there is pressure on affiliates to be nationally responsive and to gear their
research to adapting their final products to changing local market require-
ments. This limits their ability to initiate projects which would fully exploit
local research potential and fit the requirements for complementary technolog-
ical inputs in the parent company or other affiliates. In this situation the sim-
pler types of technological activity are likely to be more widely internationally
dispersed with production, and there may be little interaction between research
facilities. It is possible that only applied development work becomes interna-
tionally dispersed, with basic research being concentrated at home.

The barriers to international integration that remain in some sectors
have prevented the reorganization of technological activity by MNEs. [t should
also be noted that such a reorganization does not necessarily imply an
increased internationalization of technological activity. What it does entail is
a changed geographical structure of research, and an increased differentiation
of activity in the principal locations. It is possible, though, that a dispersal of
basic and allied research to the major centres may be offset by a reduction in
the local support facilities available in other locations, at a time when the
centrally funded resources of the firm devoted to basic technological develop-
ment are rising in response to greater international competition. In this event
the expansion of technological activity in selected centres is simply part of the
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rationalization of the overall network of international research in the firm.
The countries most favoured may vary for different firms, even in the same
industry, given that they have their own specific fields of specialization.

Although the investigation of the patterns of geographical and sectoral
specialization of technological activity at a company level is still at an early
stage, there is enough evidence to suggest that this is a useful line of enquiry.
The conventional view that research and development tends to be heavily
concentrated in the home country, as encapsulated in the product cycle
model, seems to have relied mainly on data from American firms. For some
time, European and Canadian firms have made much greater use of interna-
tional research strategies than have their counterparts from the United States
and Japan (Cantwell and Hodson, 1990). More recently, however, it appears
that American MNEs have also begun to appreciate the benefits of a wider dis-
persion of technological activity, and have increasingly made use of foreign
research facilities. Generally, the foreign research undertaken by the world’s
largest firms has been especially attracted to the main centres of excellence for
their primary sector of activity, although this does not hold true in industries
such as aircraft manufacturing in which the scope for integrating facilities
internationally is limited.

A related trend is that countries have tended to become more narrowly
specialized in their technological activity, concentrating more in the fields in
which they enjoy the greatest local competence. This is consistent with com-
panies specializing in each location in accordance with local potential and the
best opportunities for spillovers between firms active in related areas. Between
the early 1960s and early 1980s, 11 out of the 16 major industrialized countries
experienced an increase in their degree of technological specialization
(Cantwell, 1989). The main exception is Japan where, owing to a much faster
overall rate of innovation, the structure of technological activity became more
dispersed, especially early in the period. At the same time, there is evidence to
suggest that individual firms have tended to broaden their technological base,
often to support a narrower range of final products which constitute their core
business. Innovation in the main field depends upon complementary tech-
nologies in related areas, and the uncertainty over which types of technologi-
cal search will yield the greatest rewards also leads to a greater sectoral disper-
sion. For these reasons, the technological diversification of firms tends to be
greater than their degree of output diversification (Pavitt, Robson and
Townsend, 1987b).

The implication of all this is that at least with respect to the research
carried out by firms operating in internationally integrated industries, some
countries may have to accept a more restricted span of technological activity.
Their greatest success is likely to be in attracting research in their fields of tra-
ditional strength, but the types of technological activity most favoured are also
those that are more closely related to others in the same location. If this
means simply a refinement of the international division of labour in research,
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then governments may be encouraged to promote such specialization. For
example, if a local textiles manufacturer concentrates its research on an
important kind of textile machinery abroad, this may enhance its domestic
research on synthetic fibres to a point that more than compensates for its local
loss of expertise in mechanical technology, owing to a local comparative
advantage in chemicals-related technology. However, the extent to which
such specialization proves to be acceptable to national governments depends
on two considerations.

First, smaller countries are more likely to find greater specialization
acceptable than larger countries. Large countries benefit from a presence in all
the major sectors responsible for core technologies that provide technological
inputs for most other parts of the economy. The establishment of local net-
works of user-producer interaction ensures that such technologies can thereby
be developed in the form required for the specific context of the location in
question. In the case of an economically integrated region such as the
European Community, this suggests a role for technology policy at an EC
level, to ensure that the direction of specialization in different member states
is complementary.

Second, the local impact of specialization may be adverse if the sectors of
technological activity which are allowed to run down are the providers of core
inputs to the wider economy, or even just to the branches chosen for expan-
sion. In other words, it is not enough to look only at the local pattern of com-
parative advantage in innovation; the structure of local interrelatedness
between sectors must also be considered. Governments may also wish to pay
special attention to promoting areas of technological activity significant to
industries that account for a large share of local production or that are verti-
cally linked to other such industries. This might still be consistent with per-
mitting a greater specialization of research in the relevant fields.

Overall, while international technological development within the firm
is a consequence of the combination of the specific characteristics of technol-
ogy in different firms and different locations, the distinctive competences of
firms and countries are likely to be reinforced by it. MNEs that are able to inte-
grate research activities internationally increase their technological compe-
tence, although this may also be associated with a greater diversity of related
technological activity. In contrast, countries are liable to become more tech-
nologically specialized, although governments may have some effect on the
precise composition of such specialization. A central issue in determining
which firms or countries benefit from the course they have become locked in
to is the variation in the growth of technological opportunities across sectors,
and the nature of interrelatedness between different types of technological
activity. While some suggestions on these themes have been advanced here,
they clearly warrant further attention.
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DiscUSSANT’S COMMENT

DISCUSSANT:
A. E. Safarian,
Department of Economics, University of Toronto

OHN CANTWELL HAS UNDERTAKEN a large task in this paper — which

develops the theory of technological competence, applies it to international
Corporate research strategies, and derives some implications for public policy. 1
will make a brief comment on the theory, then look at some of the public poli-
cy issues.

The issue posed is what determines international competitiveness and why
some firms in a global industry grow faster than others. Technological innovation
viewed as an evolutionary, cumulative and differentiated process is considered to
be a key to these questions. “The basic tenet is that technology is partialy tacit, is
specific to the context in which it has been created, or adapted (the firm and the
location) and is dependent upon the learning and skill of those that have devel-
oped and operate it. Technology is a product of a steady search for improvements
and a learning process in a particular firm”. Many propositions follow from this,
as Cantwell notes. Some are that the skills and routines involved cannot be fully
communicated to others unless they join the firm’s team and undergo the same
learning process that the leading firm places a higher valuation on its own specif-
ic technology than would a rival; that firms become locked into a particular path
of innovation, shifting only gradually to others; and that international technolog-
ical leadership changes infrequently, in response to changes in the dominant clus-
ter of rapidly growing technological opportunities.

It is important to note that the direction and rate of innovation by firms
depends on the growth of technological opportunities, which depends on the
dominant cluster of innovations.

The first question is how broadly one believes the theory to apply.
Increased technological capability reduces unit costs, improves product quality
or range, hence raises profit margins — results which suggest a wide applica-
tion. In fact, Cantwell explicitly excludes a considerable range of less measurable
factors which can affect the competitiveness of firms. These other factors
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explicitly include the organizational capabilities of the firm and the entrepreneuri-
al ability of its managers, but extend presumably to such skills as marketing and
finance which are not developed in the paper (see, for example, Porter, 1990,
ch. 2). The services sector, where the most rapid growth in foreign direct
investment has occurred in the 1980s, does not fit well into this framework,
since these organizational and marketing skills seem to be far more important
in such sectors than the research and development focus which dominates the
second half of the paper. The measures of technological competence, using
patent data, confirm this impression. Finally, for most of the paper it is the
world’s largest firms which dominate the international analysis. Thus the tech-
nological competence theory as developed in this paper appears to apply to the
largest international manufacturing and, perhaps, raw materials firms.

It should be clear that the technological competence theory as presented
here deals with a narrower range of factors than the eclectic theory by Dunning
and other similar approaches to multinational companies. It also brings a more
convincing perspective to some of the central questions about international
firm strategies. One of these is the prediction about the international location
of R&D and related functions. Most of the earlier studies assumed such R&D
would remain heavily concentrated in the parent firm. This appears to have
been based on American experiences where less than five percent of the multi-
national firms' R&D was in subsidiaries abroad in the early 1970s — a figure
which has risen substantially since. Cantwell notes that very large parts of the
R&D of multinationals from smaller countries was placed abroad. In fact, if one
interprets knowledge to be something broader than R&D, United Kingdom
multinationals in the late 1960s were receiving a significant return from knowl-
edge sharing with affiliates (Reddaway et al, 1968, ch. 25-26).

What emerges from this theory is a picture of multinational firms inter-
nalizing the R&D which is central to them in strategic terms, such as core tech-
nologies. They will also locate R&D in countries with similar areas of techno-
logical competence in order to have the localized capacity needed to tap into
specialized research. Technology flows will be multilateral, reflecting some
international division of labour in technological activity which could be more
concentrated than that in production and assembly. There are two major poli-
cy outcomes of this model for a country such as Canada. First, there appears to
be limited scope for inducements to foreign firms to spur local technological
development. Such inducements will work best where the country already has
significant strengths — this necessarily follows from the evolutionary, cumula-
tive character of the technological competence process as noted above.
Countries that are not already centres of excellence on a broad front are at a
disadvantage, unless technological opportunities now cluster in a way to bene-
fit them and they are ready to take advantage of these.

Second, what about the impact of foreign multinationals on the research
of local firms? Cantwell’s view on what the theory of technological competence
suggests, is that foreign multinationals can provide a competitive stimulus
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where local technological capabilities are high, and help local firms upgrade
their capabilities when they are low — beneficial effects in both cases — but
can have negative effects when such capabilities are intermediate. The argu-
ment in the intermediate case is that the foreign multinationals’ ability to cap-
ture market share, especially if local firms are protected and not international-
ly competitive, will reduce the scale and quality of local research. One should
note this is not a traditional infant industry argument but one directed at a
mature industry which, for whatever reasons, has not become internationally
competitive.

I have difficulty in following this intermediate case for two reasons. One
is the example chosen. Cantwell notes that the advent of American automo-
bile multinationals had a favourable impact in Germany, which had a strong
technology in this area, and in Belgium and Spain, which were weak in this
sector. Britain is described as having intermediate technological competence,
and it certainly lost market and export share. Before accepting the conclusion
reached regarding the role of technological competence in these outcomes,
one would have to demonstrate that the other determinants of competitive-
ness noted above were less significant. One would also have to demonstrate
that the decline in automobiles was not part of a general industrial decline vis
a vis Germany and Spain in particular, reflecting a broader set of macro and
micro variables.

If one grants Cantwell’s point, the requirements for a successful policy
are demanding. It would be necessary to limit or deny entry by foreign multi-
nationals and also limit imports in order to prevent the loss of market share
and thus of research capacity. Governments do this, of course, but usually in
half-hearted ways as they balance different needs — for example, allow the
multinationals to enter but handicap them in various ways such as limiting
access to government procurement. Cantwell points to Japan’s post-war expe-
rience as one answer — a high degree of import protection, very limited access
by foreign multinationals, extensive licensing, sharp domestic competition,
and a gradual and partly managed shift to newer sectors. I agree with his judge-
ment that the key question is which intermediate sectors should be allowed
and assisted to decline and which to expand, but distinguishing these analyti-
cally and implementing the required policies systematically appear to demand
a set of characteristics few other countities possess.

Let me touch on two other issues. Canada has an important set of natu-
ral resource and processing sectors where conventionally measured R&D is low
partly because it gets buried in the production process but partly, also, because
their advantages lie elsewhere, for example, in managerial expertise with
regard to natural resource development and marketing. Most of Canada’s
major multinationals are represented by such firms (Rugman, 1987, ch. 3).
These seem to me to fit only in part the model of technological competence,
unless it is extended to encompass knowledge intensity more broadly and not
just conventional R&D and technological innovation. The second point relates
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to the issue of takeovers of firms by foreign or domestic multinationals. The
technological competence model, as discussed here, seems to rely on new direct
investment. The reaction to a leading firm is imitation. There is scope for coop-
erative activities between specialized firms but, by the very nature of the theory,
a technology is worth more to the originator than to other firms. Yet, the
observable fact is that a very large part of the value of direct foreign investment
is by takeovers of rival firms. One can explain this, again, by appealing to other
factors not in the model, such as marketing complementarities. Or one can note
that, if we stick with a technological competence theory, many of the purchasers
who wander beyond their core or closely complementary technologies in such
purchases, are going to regret it. There is some evidence for this latter view in
studies of the effects of mergers and acquisitions on rates of return and other
company objectives. In a general theory of competitiveness and growth of the
firm some attention to this phenomenon seems warranted.
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The Limited Importance of Large Firms
in Canadian Technological Activities

INTRODUCTION

HE LEVELS AND SECTORAL PATTERNS of technological activities in

Canada are often criticized as being inadequate and unsatisfactory because
of three factors: Canada’s proximity to a large and technologically more pow-
erful neighbour; its undue dependence on indigenous natural resources; and
foreign direct investment (Science Council of Canada, 1981). Other analysts
dismiss these claims, arguing that the geographical proximity and economic
interdependence of the two countries promote the quick and cheap diffusion
of American technology and ensure Canada’s high living standard.

Geographical proximity and economic interdependence are not sufficient
in themselves for an efficient diffusion of technology. Many studies, including
one published by the Economic Council of Canada (de Melto et al, 1980) show
that successful imitators commit substantial resources to the technological and
related activities necessary for learning, adapting and improving. In any case,
there is no reason why Canada’s situation should automatically result in a rela-
tively low level of technological activity. Sweden and Switzerland are among
the most technological-intensive countries in the world, despite (because of?)
their smallness and proximity to technologically powerful Germany. The
newly constituted democratic countries of Central Europe are also eager to
become part of the greater German technological sphere. There is also the
example of Sweden, which has broadened its technological base over time
from technologies related to the exploitation of natural resources to include
most sophisticated machinery.

Meanwhile, a vigourous and inconclusive debate continues in Canada
about the effects of a high proportion of foreign direct investment (FDI) on the
emergence of strong technological activities. Given such a setting, the impor-
tance of large firms in national systems of innovation can be easily exaggerated
and we contend that this is especially the case in Canada.
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First we describe the composition and limitations of our data base. Next,
we show that American patent statistics attribute a smaller proportion of the
world’s technological activities to large firms than R&D statistics would have us
believe. The next section points out that although the technological activities
of large firms in Canada are indeed closely linked to those in the United States,
their relative importance in the national total is smaller than in all the other
major OECD countries. We conclude that exclusive concentration on large firms
and R&D activities overlooks the considerable strengths of other (small and
medium-sized) Canadian firms in technologies with strong upstream and down-
stream linkages with abundant natural resources.

THE DATA SET, ITS ADVANTAGES AND LIMITATIONS
COMPILATION AND COMPOSITION

THE DATA SET HAS BEEN COMPILED from information provided by the U.S.
Patent Office and includes the name of.the company, the technical sector, and
the country of origin of each patent granted in the United States from 1969 to
1986. One difficulty with this source is that the U.S. Patent Office grants
patents only in the name of the applicant. Consequently many patents are reg-
istered in the names of subsidiaries and divisions of companies that are differ-
ent from those of their parent companies.

At present, tracing patents and consolidating patent ownership under
the name(s) of parent companies can only be accomplished manually, drawing
on publications like “Who Owns Whom”. Our earlier consolidations for the
United Kingdom and the Federal Republic of Germany (Patel and Pavitt,
1989) have recently been expanded and now include 686 of the world’s largest
firms. With the help of the Economics Department at the University of
Reading, we have also included in our data set the following information on
each firm: country of origin; sales; employment; and R&D expenditures for
years 1972, 1977, 1982 and 1984. The last two variables are not available for
all the firms for each of the years.

Table 1 shows the top 20 firms that were granted patents in the United
States from 1981 to 1986, showing total patents according to our own consoli-
dated classification, and the original number as reported by the U.S. Patent
Office. The table shows that some firms have similar totals under both classifi-
cations; notably General Electric (U.S.), Hitachi, IBM, Toshiba, RCA,
Canon, Westinghouse, Dow, Nissan and Mobil. However, other firms have
considerably more patents in our consolidated classification, and consequently
higher rankings: specifically, Bayer, Siemens, Philips, AT&T, Du Pont,
Hoechst, Allied, Matsushita and United Technologies. The lowest level of
annual sales in 1984 for the companies listed was about $900 million.

Table 2 shows the distribution of the 686 large firms in our data base,
according to their home country and to their principal sector of activity.
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TABLE 1

Top 20 PATENTING FIRMS IN THE U.S. (1981-86): PATEL AND PAVITT LIST VERSUS
THE U.S. PATENT OFFICE Li1ST

COMPANY NAME PATEL AND PAVITT U.S. PATENT OFFICE
General Electric Company (US) 4587 4527
Hitachi 3710 3416
Bayer 3352 2304
IBM 3207 3207
Siemens 3151 2480
Toshiba 3094 2855
Philips Corporation 2968 2464
AT&T 2732 1980
RCA 2716 2716
E. I. Du Pont 2401 1971
Hoechst 2270 1327
Canon 2266 2266
Westinghouse 2145 2090
Ciba-Geigy 1992 1709
Allied Corporation 1989 1085
Dow Chemical Company 1961 1816
Nissan 1960 1887
Mobil Oil 1907 1749
Matsushita 1895 1276
United Technologies 1889 1028

NOTE: In the Patel and Pavitt classification, firms are ranked in order by the total number of patents granted.

Slightly less than half the total number of firms are American-owned, about
one-fifth are Japanese and nearly one-third are European. The United
Kingdom is the largest European contributor, followed by the Federal Republic
of Germany and then France. In terms of the industrial distribution, firms
whose principal activities are related to mechanical engineering and metal
manufacture account for 21 percent of the sample. Those in chemicals and
pharmaceuticals account for 16 percent, while those in electrical, electronic
and computing machinery account for 12 percent.

ADVANTAGES AND DISADVANTAGES

PATENT STATISTICS have often been used by economists and others as proxy mea-
sures of technological activities.' Their general advantages, compared to other
measures such as R&D expenditures, are: with the advent of modern informa-
tion technology, they are readily available over long time periods; they can
be broken down in great statistical detail, according to firm, technical field
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TABLE 2

THE DISTRIBUTION OF THE 686 LARGE FIRMS IN THE SAMPLE
BY PRINCIPAL ACTIVITY AND COUNTRY

uUs JP CA UK GE FR SE CH NL IT BE NO FI OT TOTAL

Chemicals 35 25 - 2 5 5 - 1 2 2 1 1 - I{AU) 80
Pharmaceuticals 18 4 3 2 - -2 - - . 29
Mining {Coal & Qil etc) 29 10 3 5 4 2 1 I I I 1 . 58
Textiles, Cloth. & Leather 12 5 2 1 1 - - - - - . . R 21
Rubber and Plastics 6 3 1 1 1 1 1 - - . . 14
Paper & Wood products 21 6 4 1 1 - 4 - - - - - 2 1(IE) 40
Food 33 15 2 14 - 4 1 21 - ... . 7
Drink and Tobacco 8 1 4 8 - - - 1 . . - - IAU) 23
Non-metallic Minerals 11 6 1 6 2 - | I P | . 28
Metal Manufacture 22 13 6 2 13 4 1 11 1 2 1 - I(AU) 68
Mechanical Engineering 37 12 2 9 6 1 4 2 2 - . .2 . 7
Electrical/Electronics 31 18 1 4 4 2 1 1 1 - - . 66
Computing Machinery 12 1 1 1 1 - . 18
Instruments 10 6 - - 1 B - -1 - . . 18
Motor Vehicles 12 19 3 6 3 2 - - 1 - - - 1(ES) 47
Aircraft 14 2 1 4 - O - e . 21
Other Transport 3 1 1 - 1 6
Total 314 146 24 64 46 30 15 10 10 8 4 3 7 5 686
NOTES:
1. Country Abbreviations

US = United States CH = Switzerland

JP = Japan NL = Netherlands

CA = Canada IT = laly

UK = United Kingdom BE = Belgium

GE = FR Germany NO = Norway

FR = France FI = Finland

SE = Sweden OT = Others: AU = Austria; IE = Ireland; ES = Spain.
2. The home country is not easily identifiable in two notable cases: Shell, which we classify as Dutch, and Unilever which we

classify as British.

and geographical location; and they capture technological activities undertak-
en outside R&D departments, such as design activities in small firms and pro-
duction engineering in large firms. Their main disadvantage is that, like other
routine measures of technological activities, they do not satisfactorily measure
a major field of technological growth — software. These advantages and disad-
vantages specific to our data base are along three dimensions: the nature of the
technological activities measured, variations in the propensity to patent, and
the interpretation of trends over time.
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Nature of the Technological Activities Measured

Since a patent is normally granted in recognition of a technical novelty, our
data are better able to capture technology creation than technology diffusion-
transfer-imitation. However, given the nature of technology,’ the distinction
between these two sets of activities cannot be rigid. For the diffusion-transfer-
imitation of technology generally requires technological activities by the imita-
tor, which sometimes results in improvements over the original.’ Patenting
reflects such imitation, which is typical of companies competing close to the
world’s technological frontier in advanced countries. However, patenting does
not reflect some other types of imitation and related technological activities
which do not involve originality, such as trade in capital goods and know-how,
on-the-job training, assimilative R&D and production engineering, and the for-
eign education of scientists and engineers. These are particularly important
forms of imitation for developing countries (see Rosenberg and Frischtak, 1985).

Variations in the Propensity to Patent

Patenting is also an imperfect measure of novel technological activity. Its pri-
mary function is to act as a legal barrier against imitation. It should be borne
in mind that there are three kinds of variation in the propensity to patent the
results of tehcnological activities.

First, there are variations among countries. These reflect differences in the
costs (e.g fees) and benefits (e.g. degree of protection, potential market size) of
patenting. Patenting in the United States is a reliable standard of measurement
since screening procedures are homogeneous and rigorous, and a successful patent
provides relatively strong protection in a large market. Thus, a recent survey of
patenting behaviour of multinational firms shows that the United States is the
first foreign country in which they normally seek patent protection (Bertin and
Wyatt, 1988). For this reason, the international distribution of the sources of
patenting in the United States are highly correlated with the international distri-
bution of business enterprise R&D expenditures, in both aggregate and specific
sectors (Soete and Wyatt, 1983; Soete, 1987; Patel and Pavitt, 1987).¢

Second, there are variations in the propensity to patent among technical
fields. These reflect differences in the relative effectiveness of patenting as a
means of protection against imitation, compared to other factors such as secre-
cy, know-how, and first-comer advantages on learning curves.’ For this reason,
it is advisable to use sectoral measures that normalise for the total number of
patents in each sector.

Third, there are variations among firms in the propensity to patent.
These reflect ex ante uncertainties and differing patenting practices over a
wide range of patents with relatively low value.® Nonetheless, statistically
significant correlations have been found between inter-firm differences in
R&D in the United States, and U.S. patenting (Soete, 1978; Pakes and
Grilliches, 1983).
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Interpretation of Time Trends

At present, our compilation of consolidated data for the 686 firms under
review is limited to 1984. Our time-trend analyses of patenting by companies
between 1969 and 1986, therefore, reflect the firms as they were constituted in
1984. They do not take into account any changes resulting from purchases or
sales of divisions before or since then. Thus, the changes measured over time
are comprised of those parts of the firm retained up to 1984, together with
those acquisitions made up to 1984: in other words, what the firm kept and
what it bought, up to 1984.

LARGE FIRMS IN THE PRODUCTION OF THE
WORLD’S TECHNOLOGY

! | 'ABLE 3 SHOWS, in aggregate, across 33 technical fields, the shares of U.S.
patents granted from 1981 to 1986 to the large firms in our sample, to
government agencies, to individuals.” and to other firms with sales of up to

$900m in 1984.

AGGREGATE

IN AGGREGATE, our set of large firms account for just under half the world’s techno-
logical activities, as measured by patenting in the United States, and for about 60
percent of that undertaken by firms (excluding individuals and government agen-
cies). This distribution confirms what we found in an earlier study of the United
Kingdom and the Federal Republic of Germany (Patel and Pavitt, 1989), namely,
a lower concentration of technological activities among large firms when mea-
sured by U.S. patenting rather than by R&D expenditure. Although strict compar-
isons at the world level are not possible, national surveys in OECD countries show
that typically about 80 percent of R&D activity is concentrated in firms with
10,000 or more employees. Given that the cut-off level of employment at the
lower end of our sample is about 8,000 employees, the proportion of total patent-
ing accounted for by our large firms would have to be more than 80 percent to
reach the same level of concentration as R&D expenditure.

DIFFERENCES AMONG SECTORS

TABLE 3 ALSO SHOWS MAJOR DIFFERENCES among sectors in the relative importance
of large firms and other sources of technological activities at the world level.
Government agencies are relatively unimportant in aggregate but account for
more than five percent in aircraft, nuclear reactors, and telecommunications — all
technologies heavily influenced by military programs. As in our earlier analyses,
large firms are relatively important in chemicals (eight sectors with shares between
56 percent and 79 percent), motor vehicles (62 percent), and electrical and elec-
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TABLE 3
SOURCES OF U.S. PATENTING IN 33 TECHNICAL SECTORS: PERCENTAGE SHARES IN
1981-86

LARGE GOVERNMENT PRIVATE OTHER

FIRMS = AGENCIES INDVIDUALS FIRMS
Semiconductors 80.28(138) 3.94 2.69 13.08
Hydrocarbons, mineral oils etc. 79.45(158) 0.82 5.77 13.96
Agricultural chemicals 78.98( 92) 0.96 4.29 15.76
Organic chemicals 77.04(348) 1.73 2.71 18.52
Photography and photocopy 73.40(147) 0.39 5.84 20.36
Calculators, computers, etc. 69.23(281) 1.61 7.14 22.03
Inorganic chemicals 67.37(218) 2.81 5.57 24.24
Bleaching dyeing and disinfecting 65.20(125) 1.94 7.75 25.11
Road vehicles and engines 62.45(179) 0.34 20.49 16.72
Electrical devices and systems 59.62(327) 3.26 11.38 25.74
Drugs and bio-affecting agents 59.48(215) 335 8.08 29.09
Power plants 58.17(153) 2.48 20.79 18.56
Telecommunications 57.41(289) 6.54 13.69 22.36
Image and sound equipment 57.42(207) 1.80 17.61 23.17
Chemical processes 56.36(503) 2.36 1091 30.36
Plastic and rubber products 55.58(327) 1.56 14.01 28.84
Metallurgical and other mineral proc. 53.30(372) 1.75 13.94 31.02
Gen. electrical industrial apparatus 50.30(407) 2.17 15.73 31.80
Food & tobacco (proc. and products) 48.96(175) 1.61 15.50 33.92
Non-metallic minerals, glass etc. 48.50(431) 1.24 20.22 30.04
Mining and wells mach. and processes 47.68(178) 0.89 22.47 28.95
Nuclear reactors and systems 47.45( 38) 6.83 7.60 38.11
Aircraft 43.05( 62) 14.44 23.47 19.04
Instruments and controls 40.93(491) 3.55 22.06 33.46
Gen. non-electrical industrial equip. 39.86(433) 097 25.33 33.84
Appar. for chemicals, food, glass etc. 39.76(516) 0.97 21.42 37.85
Metallurgical and metal working equip. ~ 34.99(379) 0.68 27.18 37.16
Assembling & material handling appar. ~ 29.97(377) 0.87 28.85 40.30
Other transport equip. (exc. aircraft) 28.46(197) 1.39 42.01 28.14
Non-electrical specialized machinery 27.63(481) 0.76 30.39 41.22
Miscellaneous metal products 23.35(444) 0.67 40.28 35.70
Other (not elsewhere classified) 13.49(241) 5.25 65.71 15.55
Textile, clothing, leather, wood prod. 13.08(117) 0.71 52.06 34.15
All Sectors 49.10(660) 2.11 19.68 29.10

NOTES:

1. Table is sorted by the share of large firms.

2. Each row totals 100, (rounding errors).

3. The number of large firms active in technical sector is in parenthesis.

tronic products (five sectors between 57 percent and 80 percent), but unimpor-
tant in capital goods (seven sectors between 23 percent and 40 percent).

Table 4 confirms a significant positive correlation across sectors between
our large firms’ patenting shares, and the shares of the top 20 technically
active firms ranked according to sales. It also confirms a significant negative

77



PATEL & PAVITT

TABLE 4

CORRELATION MATRIX OF VARIOUS MEASURES OF CONCENTRATION OF
TECHNOLOGICAL ACTIVITIES: 33 SECTORS, 1981-86

LFIRMS GOVT. PIND OTHF CRSALE20
Govt. -0.040
Plnd —-0.909* -0.008
OthF -0.625* -0.230 0.273
CRSale20 0.661* 0.266 -0.564* -0.576*
HIPPG 0.606* 0.417 -0.524* ~0.573* 0.806*
NOTES:
For each sector:
LFirms = the share of large firms.
Govt = the share of government agencies.
PInd = the share of private individuals firms.
OthF = the share of firms other than the large firms in our sample.
CRSale20 = the share of top 20 technologically active firms sorted according to sales.
HIPPG = Hirfindah1 Index calculated as the sum of squared shares of the firms active in cach technical sector

aggregated according to their Principal Activity.

* = Correlation Coefficient signficantly different from zero at the percent level.

relationship with shares of patenting of “Private Individuals” and shows that
the sectoral shares of “Other Firms” (from the very small up to those with
$900 million annual sales in 1984) are more similar to those of private indi-
viduals than to those of our large firms.

AN EXPLANATION OF INTERSECTORAL DIFFERENCES

RECENT STUDY HAS SHOWN that intersectoral differences in the concentration of
technological activities can be best understood in the context of dynamic inter-
actions between technological opportunities and their appropriability on the
one hand and the competitive growth of innovative firms, on the other. Briefly
stated, higher technological opportunity and appropriability will result in higher
concentration (Dasgupta and Stiglitz, 1980; Nelson and Winter, 1982; Levin et
al, 1985). Both R&D intensive sectors (particularly chemical and electronic prod-
ucts) and capital goods sectors have abundant technological opportunity. It has
been shown elsewhere that low appropriability and concentration in capital
goods is positively related to a greater spread of technological activities in capital
goods among firms in the United Kingdom with different principal sectors of
activity (Pavitt et al, 1987; see also Malerba and Orsenigo, 1988).

Our data confirm this pattern. Table 3 shows relatively low concentra-
tion of capital goods technology activities in large firms, together with a rela-
tively high proportion of these firms producing some capital goods technology,
albeit at a relatively low level. This is reflected in the significant and positive
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correlations shown in Table 4 between sectoral levels of concentration of
technological activity and the Herfindahl index of concentration (aggregated
according to the sectors of large firms’ principal activity). This is because capi-
tal goods technology remains largely mechanical. Important mechanical inven-
tions and innovations can be made without the specialized equipment and
range of formal skills required in chemical and electronic technologies
(Freeman, 1982). The spatial and design skills of individuals and small groups
remain important sources of technology, as do users with experience in operat-
ing capital goods. Such competences are spread widely across industries and
firms. They provide multiple possibilities of entry into promising areas of capi-
tal goods technology, thereby reducing the possibility of appropriation by first-
comers. We hope to consider this explanation in greater econometric depth in
future. In the next section, we shall see that the measurement of the technolog-
ical activities of small firms through patent data in capital goods puts a different
perspective on Canada’s strengths and weaknesses.

THE IMPORTANCE OF LARGE FIRMS IN CANADA’S
TECHNOLOGICAL ACTIVITIES

IN EARLIER WORK, we showed that international differences in the volume,
trends and sectoral patterns of technological activity correlate significantly
with those of large nationally-based firms, and that the technological perfor-
mance of a country determines the domestic performance of these large firms
— rather than the reverse (Patel and Pavitt, 1991). One reason for this is that
the extent of internationalization of large firms’ technological activities tends
to be exaggerated. (Using a population of large firms similar to our own,
Cantwell and Hodson [1990] estimated that only about 10 percent of the tech-
nological activities were undertaken outside their home countries in the mid-
1980s, with no significant change over the previous 20 years.) In addition, the
relative importance of large firms with respect to total national technological
activities is often exaggerated. We contend that this is the case for Canada.
The differing structures of national systems of technological activity are
shown in Table 5 — which compares the 11 countries that account for more
than 95 percent of total OECD R&D funded by business enterprises, and of total
U.S. patenting. The first two columns show the shares of total national patenting
in the United States granted to the nationally-controlled large firms in our data-
base; the third column shows the combined share for the other national sources
(i.e. firms, government agencies, individuals). Assuming that U.S. patenting
reflects national technological activities, Table 5 shows, therefore, that 11 per-
cent of technological activity in Canada was performed by Canadian large firms,
16.9 percent by non-Canadian large firms, and the remaining 72.1 percent by
other sources in Canada. Column four shows U.S. patenting by nationally-con-
trolled firms from outside their home country, expressed (as in the other three
columns) as a percentage of total national patenting in the United States. Again,
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TABLE 5

THE IMPORTANCE OF LARGE FIRMS IN NATIONAL TECHNOLOGICAL ACTIVITIES:
1981-86

NATIONAL SOURCES PATENTING IN U.S. BY
OF PATENTING IN U.S. NATIONALLY CONTROLLED
FIRMS FROM OUTSIDE
HOME COUNTRY

(3 COLUMNS TOTAL 100%)

LARGE FIRMS

COUNTRY NATIONALLY FOREIGN OTHER (% OF NATIONAL TOTAL)
CONTROLLED CONTROLLED

Belgium 8.8 39.7 5L.5 14.7
France 36.8 10.0 53.2 3.4
FR Germany 448 10.5 44.2 6.9
Italy 24.1 11.6 64.3 2.2
N’lands 51.9 8.7 394 82.0
Sweden 27.5 39 68.6 113
Switz'land 40.1 6.0 53.9 28.0
UK. 32.0 19.1 49.0 16.7
W. Europe 44.1 6.2 49.7 8.1
Canada 11.0 16.9 72.1 8.0
Japan 62.5 1.2 36.3 0.6
U.sS. 42.8 31 54.1 3.2
NoOTE:

All columns as percentage of total national patenting in the United States from 1981 to 1986.

by way of illustration, the technological activities of Canadian-controlled large
firms outside Canada amounted to 8.1 percent of total technological activities
inside Canada. The corresponding proportion for Dutch-controlled large firms
was a massive 82 percent, and a miniscule 0.6 percent for Japanese-controlled
large firms. Several important points emerge from this Table.

CANADIAN-CONTROLLED LARGE FIRMS

THE FIRST IS THAT NATIONALLY-CONTROLLED large firms account for a relatively
small share of Canadian technological activities: 11 percent compared to more
than 40 percent in the United States and Western Europe (combined), and more
than 60 percent in Japan. The names of these Canadian firms, and numbers of
U.S. patents granted, are listed in Table 6. In addition, in the first column of
Table 7 we identify the sectors of technical specialization of these Canadian
firms. We define “revealed technology advantage” (RTA) as the share of a firm (or
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TABLE 6
CANADIAN LARGE FIRMS AND THEIR PATENTING IN THE UNITED STATES !

FORTUNE COMPANY SALES? EMPLOY PRINCIPAL U.S. PAT.
RANK MENT? ACTIVITY (1981-86)
232 Northern Telecom 3380.8 32577 Electronics 471
245 Canadian Development Corp 3228.1 18000 Rubber 170
051 Canadian Pacific 11300.0 120000 Metal 136
126 Alcan Aluminum 5467.0 70000 Metal 119
486 Inco 1468.0 22239 Metal 106
269 NOVA 2929.0 7800 Mining 45
286 Noranda 2614.9 26000 Metal 36
469 Massey-Ferguson 1535.0 23751 Mechanical 54
453 Domtar 1578.4 15408 Paper 28
443 MacMillan Bloedel 1642.8 14994 Paper 27
656 Ivaco 921.9 8200 Mechanical 24
555 Molson 1215.4 11000 Drink 15
430 John Labatt 1715.3 10500 Food 12
243 Petro-Canada 3262.5 6697 Mining 11
374 Stelco 1963.1 20612 Metal 10
291 Canada Packers 2562.2 13600 Food 8
382 Dome Petroleum 1889.8 6000 Mining 8
396 Seagram 1831.5 14000 Drink 7
411 Imasco 1779.2 55000 Drink 7
482 Dofasco 1487.2 13316 Metal 5
483 Genstar 1484.6 18000 NMinerals 5
442 Abitbi-Price 1650.1 14793 Paper 4
285 Hiram Walker Resources 2615.4 10300 Drink 3
542 Consolidated Bathurst 1253.1 14400 Paper 2
NOTEs:

1. Table sorted by the number of U.S. patents granted between 1981 and 1986.
2. Worldwide sales, miltions of $ U.S. in 1984.
3. Average worldwide employment in 1984.

group of firms, or a country) in total patenting in the United States in a given
sector, divided by the share of that firm (or group of firms, or country) in total
patenting in the United States in all sectors. Some readers will note the similarity
to the measure of “revealed comparative advantage” used in international trade.
In both cases, an index above unity in a sector indicates relative strength,
while an index below unity indicates relative weakness.

Table 6 shows that, apart from Northern Telecom, the principal activity
of most of the large Canadian firms listed is based on the exploitation of abun-
dant natural resources — metals, food, oil/gas and lumber. Their induced
strength in the underlying technologies is required for the exploitation and
processing of those natural resources and are reflected in Table 7. Canadian-
controlled large firms had an RTA index of more than 1.5 during the period

81




PATEL & PAVITT

TABLE 7

SECTORAL SPECIALIZATIONS IN CANADIAN TECHNOLOGICAL ACTIVITY:
RTA INDICIES' IN 1981-86

1. See text for a definition of the RTA Index.
2. Other firms includes government agencies and private individuals.
3. Includes all U.S. patents of Canadian origin.

LARGE OTHER COUNTRY?
FIRMS FIRMS:
HOME FOREIGN
01 Inorganic chemicals 1.94 3.79 2.00 1.94
02 Organic chemicals 0.45 0.73 0.42 0.41
03 Agricultural chemicals 0.35 0.25 0.21 0.19
04 Chemical processes 1.34 0.74 0.78 0.80
05 Hydrocarbons, minerals oils etc. 0.75 4.54 1.61 1.32
06 Bleaching dyeing and disinfecting 0.00 0.14 0.17 0.12
07 Drugs and bio-affecting agents 0.22 1.00 0.57 0.71
08 Plastic and rubber products 1.18 1.34 0.90 0.98
09 Non-metallic minerals, glass etc. 0.79 1.03 1.36 1.23
10 Food & tobacco (processes and products) 1.70 2.24 0.94 1.55
11 Metallurgical and other mineral processes 2.14 0.95 0.98 1.05
12 Apparatus for chemicals, food, glass etc. 1.03 1.33 1.16 1.25
13 Gen. non-electrical industrial equipment 0.25 1.00 1.04 1.03
14 Gen. electrical industrial apparatus 0.79 1.10 0.89 0.85
15 Non-electrical specialized machinery 2.24 1.02 1.18 1.48
16 Metallurgical and metal working equipment 1.13 0.91 1.02 1.16
17 Assembling & material handling apparatus 1.47 1.39 1.12 1.38
18 Nuclear reactors and systems 0.00 0.51 0.22 0.21
19 Power plants 0.00 1.81 0.72 0.63
20 Road vehicles and engines 0.04 0.92 1.21 0.74
21 Other transport equip. (exc. aircraft) 0.55 0.79 1.63 1.78
22 Aircraft 0.00 222 1.08 0.97
23 Mining and wells machinery and processes 0.99 1.60 1.21 1.29
24 Telecommunications 3.67 1.09 1.15 1.40
25 Semiconductors 0.74 0.60 0.41 0.39
26 Electrical devices and systems 1.61 0.99 0.75 0.83
27 Calculators, computers, etc. 0.45 0.77 0.49 0.41
28 Image and sound equipment 1.20 0.39 0.89 0.76
29 Photography and photocopy 0.96 1.08 0.26 0.45
30 Instruments and controls 0.86 0.48 0.84 0.85
31 Miscellaneous metal products 0.78 0.90 1.29 1.52
32 Textile, clothing, leather, wood products 0.56 0.25 1.21 1.51
33 Other (not elsewhere classified) 0.55 3.30 1.13 1.59
NOTES:
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from 1981 to 1986 in telecommunications, specialized industrial equipment,
metallurgical and other mineral processes, inorganic chemicals, food and
tobacco, and electrical devices and systems.

In addition, columns one and four of Table 5 show that about 42 percent
(i.e. 8/11+8) of the technological activities of these Canadian firms was per-
formed outside Canada. More detailed data show that 31 percent was per-
formed in the United States, five percent in the United Kingdom, and
between one percent and two percent in both France and the Federal
Republic of Germany. These strong linkages with the United States are not
unique to Canada; our data show also that large firms from Belgium, the
Netherlands and the United Kingdom also performed more than 25 percent of
their technological activities in the United States.

Our data also show considerable variation across technologies in the
extent to which Canadian large firms perform R&D abroad. Thus, among tech-
nologies of relative Canadian advantage, just over 20 percent of telecommuni-
cations is developed abroad, compared to just over 50 percent in metallurgical
and other mineral processes. Generally, there is no significant correlation
across technologies between the proportion developed by Canadian firms at
home and their relative technological advantage.® Moreover, the sectors in
which Canadian large firms tend to perform a higher proportion of their R&D
abroad are not similar to those found among the world’s largest firms. In aggre-
gate these (world) firms tend to perform about 10 percent of their activity
abroad, with a high of just under 20 percent in pharmaceuticals, and a low of
about three percent in aircraft. For Canadian large firms, the high is 100 per-
cent in power plant and the low is five percent in image and sound equipment.
Overall, there is no significant correlation between the proportion of techno-
logical activities of all the world’s largest firms undertaken abroad across sec-
tors and the proportion for Canadian firms.’

FOREIGN-CONTROLLED LARGE FIRMS IN CANADA

CANADA'S TECHNOLOGICAL INTERDEPENDENCE with the United States is also
reflected in the activities of American-controlled firms in Canada. Of the 16.9
percent of Canadian technological activities undertaken by foreign-controlled
firms (see Table 5), 14.2 percent were from the United States and 2.6 percent
from the United Kingdom. The major foreign-controlled firms patenting in
the United States from Canada are listed in Table 8. Column two of Table 7
shows that, compared to their counterparts in other countries, foreign-con-
trolled large firms were relatively stronger in hydrocarbons, mining and oil-
drilling equipment, aircraft and power plant. The sectoral strengths of foreign
large firms are also different from those of their Canadian counterparts. The
correlation between their sectoral indicies of revealed technology advantage,
as shown in columns one and two of Table 7, is 0.12 — which is not signifi-
cantly different from zero at the five percent level.
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NON-GIANT FIRMS IN CANADA: THE SILENT
(TECHNOLOGICAL) MAJORITY

OUR ONE, POSSIBLY ORIGINAL, empirical result now emerges. Table 5 shows
Canada as having a very high share of technological activities undertaken by
the “Other” category (i.e. non-giant firms, government agencies and individu-
als). Only Italy and Sweden have similarly high proportions, and this remains
the case even if patents granted to main government agencies are excluded.
More than half of the patents in this “Other” category (representing 37 per-
cent of total Canadian patenting) are granted to Canadian individuals. The
recent survey by Amesse et al. (1990) shows clearly that a high proportion of
these individuals are, in fact, self-employed entrepreneurs whose inventions do
become commercialised.

The sectoral patterns of specialization for these non-giant firms, as mea-
sured by revealed technology advantage, are shown in column three of Table 7
and compared to those of Canada as a whole in column four. The two are very
similar, with a correlation coefficient of 0.94; while the sectoral RTas of large
national firms (0.58) and large foreign firms (0.54) are less closely correlated
with the national pattern. The following sectors emerge as fields of Canadian
strength, as a result of the particular contribution of firms in this category:
materials, other transport, metal products, and textile and wood products. In
addition, there is above average performance over a range of capital goods’
technologies.

ASSESSMENT

WO CONCLUSIONS EMERGE from our analysis that strongly confirm earlier
results.

First, sectoral patterns of Canadian technological advantage tend to
reflect Canada’s natural endowments: in particular, the extraction and process-
ing of oil, gas, metals, lumber and other raw materials. This is seen in Table 7.
A further, more detailed breakdown into nearly 100 technical sectors shows
Canadian strength in related areas, including specialized machinery (paper,
wood, other materials), aquatic devices, plant and animal husbandry, and a
range of civil engineering technologies. Together with the already observed
Canadian strength in telecommunications, these patterns confirm those
reported in earlier studies by De Bresson (1989) and McFetridge (1990).

Second, the technological activities of large firms in Canada are heavily
dependent on the United States. A high proportion of large-firm technology
in Canada comes from American-controlled firms. A high proportion of
Canadian large firms’ R&D is performed in the United States.

We also found a high proportion (more than 70 percent) of Canada’s
technological activities take place outside very large firms, whether they are
national or foreign-controlled. Furthermore, Canada’s technological strength is
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TABLE 8
Top 10 NON-CANADIAN FIRMS PATENTING IN THE UNITED STATES FROM CANADA:
1981-86

COMPANY NUMBER OF
U.S. PATENTS

American Home Products Corporation 83
Exxon Corporation 80
Imperial Chemical Industries Plc 56
NCR Corporation 53
Allied Corporation 48
General Electric Compnay (U.S.) 40

E. L. Du Pont de Nemours and Company 41
Xerox Corporation 35
GTE Corporation 31
Merck 30
NOTE:

These 10 firms together account for 42 percent of the total patenting of non-Canadian firms from Canada.

TABLE 9

RELATIONSHIP BETWEEN CANADIAN REVEALED TECHNOLOGY ADVANTAGE AND
IMPORTANCE OF NON-LARGE FIRMS AND RESOURCE-BASED TECHNOLOGIES

RTA (Canada) = 0.222 + 0.016* NonL + 0.389* Resource
(0.175) (0.003) (0.196)

RSq(Adj) =042  F2,30=12.72

NOTES:

1. For a definition of RTA see text. NonL refers to the share of private individuals and other firms for the sample as
whole (i.e. sum of columns 3 and 4 in Table 3); Resource refers to a dummy variable equal to unity for those sectors
that are closely related to the exploitation of natural resources and zero elsewhere.

2. The number in parenthesis is the standard error.

3. * = Coefficient is sigificantly different from O at the five percent level.

in sectors where large firms generally do not predominate and which have
strong linkages to natural resources. These results are confirmed in Table 9.
Here, we regress the revealed technology advantage index for Canada as a
whole (Table 7, column 4,) against the share of the non-large firms for the
entire sample (Table 3, columns 3 and 4), together with a dummy variable rep-
resenting the natural resource-based sectors. Both explanatory variables have
the expected (positive) sign and are significantly different from zero at the five
percent level.

The question remains, however, as to whether the above pattern reflects
the Canadian strength in smaller firms or weakness in the very large ones.
Table 10 suggests a bit of both and (more important) that the preoccupation
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TABLE 10
INDICATORS OF NATIONAL INNOVATIVE PERFORMANCE

LARGE OTHER COUNTRY IFRDGDP
FIRMS FIRMS
1 2 3 4

Belgium 13.82 14.69 28.51 1.01
Canada 15.51 40.09 55.60 0.51
France 22.11 25.09 47.20 0.89
FR Germany 66.02 53.40 119.42 1.47
[taly 6.23 11.20 17.43 0.49
Japan 66.34 37.99 104.25 1.59
Netherlands 34.48 22.38 56.86 0.91
Sweden 33.77 73.89 107.66 1.46
Switzerland 89.37 116.02 215.39 1.63
United Kingdom 24.64 23.65 48.30 0.87

NoOTES:

1. Columns 1 to 3 refer to U.S. patents per million population granted (1981-86) to large firms, other firms (including
individuals and government agencies) and total country, respectively.

2. Column 4 is industry-financed R&D performed in industry as a percentage of GDP in 1983.

with large firms, and their R&D activities leads to serious under-estimation of
Canada’s technological performance. Table 10 compares technological perfor-
mance in ten” countries as measured by per capita U.S. patenting (in aggre-
gate, and segregated between very large and other firms), and by industry-
financed R&D as a percentage of GDP. Two important conclusions emerge:

First, R&D performance so defined correlates more closely with the
patenting performance of national large firms than with that of the non-large
firms," thereby confirming our earlier observation that R&D is an imperfect
measure of innovative activity in firms with fewer than 10,000 employees.

Second, Canada’s comparative technological performance among large
firms (8th of 10) and industry-financed R&D (9th of 10) is considerably
worse than its patenting performance among the other firms (4th of 10),
where it is behind Switzerland, Sweden and Germany, but ahead of Japan, the
Netherlands, France and the United Kingdom. Even allowing for advantages
of geographic and linguistic proximity, this is an impressive — and unexpected
— performance.

The standard explanation for the technological weakness of Canada’s
large firms is the dominance of inducements related to Canada’s abundant nat-
ural resources. Through simple correlations of sectoral RTAs, we have identified
other countries with strengths and weaknesses similar to Canada’s: Australia,
Sweden, and the United States are all countries well endowed with natural
resources. Australia has an even weaker performance — as measured in terms
of R&D and large-firm patenting — than Canada, but Sweden and the United
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States perform much better. This suggests that abundant natural resources do
not automatically preclude high levels of technological activities in large
firms. Whether this weakness matters given Canada’s proximity to, and inter-
dependence with, the American R&D system brings us back to the old debate.
Suffice to say that it did not work out that way between Sweden and
Germany.

ENDNOTES

L.

2.
3.

4.

8.

9.

10.

11.

For a more detailed discussion of the uses and abuses of patenting statistics
as a measure of technological activities, see Pavitt (1988).

For a detailed discussion see Dosi (1988).

For an analysis of the conditions under which this is likely to occur, see
Teece (1986).

U.S. patenting slightly overestimates technological activities undertaken in
the United States, compared to those in other countries, since firms have a
higher propensity to patent at home than in foreign markets. It also severe-
ly underestimates the considerable volume of R&D undertaken in the USSR
and other (former?) centrally-planned economies, the efficiency of which
is low in innovation and diffusion, compared to market-driven economies

(see Hanson and Pavitt, 1987).

. For systematic evidence on intersectoral variations in the relative impor-

tance of these barriers, see Levin et al (1987) and Bertin and Wyatt
(1988).

. For a discussion of the varying patent practices of firms, see Bertin and

Wyatt (1988). On the skew distribution of the value of patents, see Pakes
and Shankerman (1983).

. Government agencies are granted patents principally in government-fund-

ed R&D programs in defence, aerospace, energy and basic science. Recent
studies in Canada and Italy show that, within the category “Individuals”
are a significant proportion of commercially active small firms (Amesse et
al, 1990; Malerba and Orsenigo, 1990).

Correlation coefficient is 0.13, which is not significantly different from O at
the five percent level.

Correlation coefficient is 0.072 which is not significantly different from 0
at the five percent level.

We exclude the United States from these comparsions as the propensity of
American firms to patent in their home country is higher than that of firms
from other countries.

Correlation coefficents for the 10 countries listed in Table 10 are as follows
(all significantly different from 0):

R&D/GDP vs Large Firms = 0.85
R&D/GDP vs Other Firms = 0.70
R&D/GDP Vs Country = 0.81
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DiscussaNT’S COMMENT

DISCUSSANT:
Fernand Amesse, Centre d'études en administration internationale de L’Ecole des hautes études
commerciales & Montréal.

How IMPORTANT ARE LARGE CANADIAN FIRMS in terms of Canadian tech-
nological production activities? This is one of the major issues addressed
in the text by Patel and Pavitt. To some extent, the question revives the old
debate as to the weaknesses of technological activities in Canada, but from an
interesting angle.

The authors’ analysis is based on a study of patents taken out in the
United States from 1981 to 1986, by foreign nationals from various OECD coun-
tries and, in particular, by 686 very large firms based in those countries. In
Canada’s case, 24 Canadian firms are included in this select group of large
firms. The second half of the study focusses specifically on Canada and its large
firms, then it goes on to show that in relative terms, the technological produc-
tion of large Canadian firms ranks lowest among 11 industrialized countries.

Using patents taken out in the United States as their basis of measure-
ment, the authors show that large firms in Canada control only 27.9 percent
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of total production. This figure is broken out in Table 5, which shows that large
firms under Canadian control account for 11.0 percent, while large firms under
foreign control (subsidiaries) account for 16.9 percent of total production.

Accordingly, 72.1 percent of Canadian technological production is the
work of “others” — notably private individuals and government agencies. In
the context of Canadian production, other smaller companies account for 28.6
percent and government for 6.5 percent.

This result largely confirms what has already been observed in my own
work from patents issued in Canada to Canadians between 1978 and 1980.
Using this data, individual inventors accounted for 41.6 percent of technolog-
ical production, governments for 10.5 percent and businesses for 47.9 percent.
The 20 Canadian firms that obtained the most patents accounted for only
18.7 percent of patents issued to Canadian organizations. These firms are
included in the list of 24 identified by Patel and Pavitt.

As can be seen, our results appear to run in parallel. Moreover, it should
be noted that the weights of Canadian firms are probably inflated by the fact
that the comparisons are based on patent data taken out in the United States.
The bias occurs because there is a lower propensity among private individuals,
governments and small businesses to secure patents abroad.

Canada is not unique in its pattern of technological production. Table 5
shows that the weight of large companies in Italy and Switzerland is no more
than 35.7 percent and 31.4 percent of the total technological production of
these countries, compared to the United States. The assumption that individ-
uals and smaller firms from these countries tend to patent less’ in the United
States than do Canadians, places these countries and Canada in an analagous
position.

However, Canada is distinguished by its relative technological advantages
compared to other countries. Without exception, Canada’s large firms do not
operate in areas characterized by high technological opportunities. The relative
technological advantages are determined primarily by the activity of smaller
firms and private investors. Moreover, these relative technological advantages
complement the long-recognized strengths that Canada has in natural resoures.

As the authors underline well, it remains an open question whether
these distinguishing features reveal a fundamental weakness or strength.

Certainly, the study helps to explain the relative technological weakness
observed by several authors. Canada’s large firms do not have a strong pres-
ence in the latest technological fields. Should the vitality of Canada’s small
firms and inventor-entrepreneurs be considered a strength? Again, I am not
sure. I do, however, feel that this characteristic of Canadian technological
activity underlines the fragile nature of the stakeholders and the related diffi-
culties in identifying the scattered elements which form our advantages.

Many analysts have pointed with pride to the ongoing creation of new
high-tech firms in Canada, particularly since the early 1970s. Yet, nearly 50
percent of all such companies have fewer than 20 employees.
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In addition, in a survey of the high-tech sector in Canada for the period
1989-90 (Directions 89/90), Ernst & Young determined that 41 percent of respon-
dents had made strategic alliances with Canadian and foreign firms. Fifty-six per-
cent (of the 41 percent) of these alliances were with foreign firms; 215 with
Canadian firms and 21 percent with both foreign and Canadian firms. Is this one
of the effects of the absence of large Canadian firms in these advanced sectors?
Small firms seek alliances and Canadian partners of significant size are scarce.

It would be appropriate at this point to cite the concept proposed by
Cantwell of the growth through emerging interrelationships between dynamic
and conventional technologies as key elements of technological capability.

Consistent with this concept, while Canada has a relative technological
edge in the conventional resources sector in which most of its large firms are
active, future developments in biotechnology (particularly in non-pharmaceu-
tical areas) may serve us better. Such developments can create opportunities
for building interrelationships between our conventional resource capability
and dynamic technological fields. These interrelationships could also better
serve small firms and entrepreneurs in Canada by promoting significant
alliances with other domestic firms.
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20 percent of private inventors in ltaly apply for patents abroad.
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Host Country Benefits of Foreign Investment

INTRODUCTION

most important reason why countries try to attract foreign investment. By
inviting multinational enterprises (MNEs) to invest within their national
boundaries, host countries hope to gain access to technologies they cannot
produce themselves. Foreign direct investment (FDI) can also lead to indirect
productivity gains for host country firms through the realization of external
economies. Generally such benefits are referred to as “spillovers” — which
fairly describes the way the influence is transmitted.

There are several ways technology spillovers can occur. Multinational
firms may, for instance, increase the degree of comperition in host country
markets thereby forcing existing inefficient firms to become more productive
by investing in physical or human capital. MNEs may also undertake training of
labor and management which may then become available to the economy in
general. Another possible channel for spillovers is the upgrading of local facili-
ties and suppliers of services to meet the higher standards of quality control,
reliability and speed of delivery required by the technology and operating
methods of the foreign-owned company.

The purpose of this paper is to discuss the very different conclusions
that can be drawn about productivity spillovers from foreign investment.
Since the technology transferred abroad by multinationals constitutes the
potential for spillovers to local firms, I begin by considering MNEs as carriers
of technology and examining the determinants of their technology transfer
activities. I go on to explain the concept of host country spillover benefits
and describe the various forms these benefits can take, both within and
between industries. | then summarize the evidence regarding the relative
magnitudes of the various forms of spillovers. Next, | discuss host country
policy measures which can accelerate both the MNE affiliates’ technology
imports and the diffusion of their technology in the host economies. Finally, |
summarize the paper and offer my conclusions.
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INTERNATIONAL TECHNOLOGY TRANSFER AND THE MNE

THE ATTENTION DIRECTED to the role of multinationals in the internation-
al transfer of technology is not surprising for at least two reasons. First,
multinational corporations own, produce and control most of the world’s
advanced production technology and are responsible for a major part of the
world’s research and development effort. R&D is crucial for MNEs, since such
effort creates ownership-specific advantages that enable firms to operate in
foreign countries (see Caves, 1982). Second, MNEs and their host countries
often have different objectives with respect to technology transfers. The tech-
nology recipients are interested in obtaining technology at as low a price as
possible. The MNEs, on the other hand, want to protect their intangible assets
and other similar advantages that enable them to make foreign investments.

The characteristics of the technology brought overseas by multinationals
depend on several factors — one of which is the form of engagement by the
multinationals. There is substantial evidence to support the claim that the
more modern and complex the technology, the less willing a multinational is
to accept any arrangement other than a wholly-owned subsidiary in order to
avoid leakage. For example, Mansfield and Romeo (1980) found that tech-
nologies transferred to affiliates were consistently of a later vintage than those
sold to outsiders. The average age of a sample group of technologies at the
time of their first transfer to subsidiaries in developed countries was 5.8 years
(9.8 years for those transferred to developing countries) whereas the corre-
sponding figure for outside licensing and joint ventures was 13.1 years. Results
reported for Canada by McFetridge (1987) are consistent with these findings,
confirming that the type of technology influences the mode of transfer and
that transfer lags tend to be shorter for intra-firm (internal) transfers than for
other transfer types.

Also, Behrman and Wallender (1976), in a detailed study of technology
transfers, emphasized the qualitative differences between technology transfers
within multinationals and transactions between independent parties. More
advanced technologies were transferred on an intra-firm basis. Behrman and
Wallender also stressed the continuous character of intra-firm technology
flows and identified five general mechanisms of technology transfer, that are
more-or-less intensively used throughout the lifetime of an affiliate. Namely:

- documentation, in the form of manuals and technical publications, |

- instruction, education, and training of employees, |

- visits and exchanges of technical personnel,

- development and transfer of specialized equipment, and

- trouble shooting, i.e. continuing oral and written communication to solve |
problems.

i

Furthermore, various characteristics of the transferring companies seem to
influence the cost of technology transfer and, thus, the type of technology |
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brought overseas by multinationals. For example, Teece (1976) demonstrated
learning by doing in international technology transfers, in the sense that the
transfer costs decreased with the number of transfers. Moreover, Davidson
(1980) suggested that transfer costs decline as firms become more familiar with
international operations in general, and with their individual markets in par-
‘ ticular (see also Blomstrom and Zejan, 1991). Thus, a firm’s experience in for-
eign operations is likely to accelerate the technology transfer process to affili-
ates, other things being equal.

Host country characteristics also influence the level of technology
exports. To a large extent, the host country’s technological capability, in terms
of a well-educated work force for example, determines what sort of technology
is transferred. As Teece (1976) finds, the cost of transferring specific technolo-
gies decreases with increasing capabilities in the host economies: Behrman
and Wallender (1976) and Cortes and Bocock (1984) provide illustrative
examples for certain industries. Kokko (1990) in a study of technology imports
by American affiliates in 32 countries, also concludes that the amount of tech-
nology transferred increases with the host country’s technological capability
(see also Mansfield and Romeo, 1980; Chen, 1983; and Dahlman, et al, 1987).
It seems safe to conclude, therefore, that the more technology is transferred,
the more advanced is the recipient country or firm.

The willingness of multinationals to bring technology is also influenced
by host country policies. Many countries apply various technology transfer
requirements that can require MNEs to employ a minimum of local labor, make
technologies available for local firms, restrict imports, or use local suppliers.
These requirements increase the cost of certain types of technology transfer
| and should, therefore, depress the affiliates’ technology imports (see
| McFetridge, 1987 and Grosse, 1989 for evidence).

FOREIGN INVESTMENT AND SPILLOVERS

IT CAN BE ARGUED that the imports of technology by MNE affiliates lead only
to a geographical diffusion of technology, but not to transfers to new users,
because the ownership and control of technologies are largely kept in the
MNEs’ possession. However, since technology is to some extent a public good,
foreign investment can also result in indirect gains for host countries through
the realization of external economies or spillovers. I shall now examine both
the influence of foreign firms on the efficiency of their host country competi-
tors (“intra-industry spillovers”) and the influence of foreign firms on their
local suppliers and customers (“inter-industry spillovers”).

INTRA-INDUSTRY SPILLOVERS

THERE ARE SEVERAL WAYS in which intra-industry spillovers may occur.
Competition is one possible mechanism. Although multinationals may suffer
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from some disadvantages vis-a-vis the domestic entrants — for example,
knowledge of consumer and factor markets and the favour of local govern-
ments — it is likely that they enjoy other and more important advantages in
overcoming barriers to entry such as capital requirements, risks, and research
and development intensity. MNEs might therefore find it easier to enter mar-
kets where barriers to entry for new firms are high (see Gorecki, 1976, for affir-
mative evidence). Further, foreign entry might be expected to increase compe-
tition in host country markets and force inefficient domestic firms to adopt
more efficient methods..Also, existing inefficient local firms may be forced by
the competition of foreigners to become more productive by investing in phys-
ical or human capital, or simply by raising productivity. Moreover, the least
efficient local firms may be driven out of business, thus making the resources
they had controlled available to more productive companies.

Another source of gain to the host economy is the training of labor and
management which takes place in the multinationals and may then become
available to the economy in general. The local employees who are trained in
the multinationals may find it advantageous to exploit their gains by moving to
locally-owned firms or by becoming entrepreneurs on their own. An employee
trained and educated by, or with a certain level of experience in, a multination-
al corporation may add much more to the profitability of a locally-owned firm
with no such employees than to that of the multinational that provided the
training because, in the foreign-owned firm, the trained employee is only one
of a large number of similar employees. Since managerial talent, scientists and
skilled workers are in short supply in developing countries, this type of spillover
efficiency may be more important there than in developed countries.

A third possible source of intra-industry spillover efficiency benefit is
that MNCs may speed up the transfer of technology. For both process and prod-
uct technology, such a transfer is a central activity of MNEs and this may stimu-
late domestic firms to hasten their access to a specific technology, since they
would not otherwise have been aware of the technology’s existence, or they
would not have considered it profitable to try to obtain the technology.

Several of the early studies of foreign investment provided anecdotal evi-
dence on indirect productivity gains for host countries from the presence of
multinationals (see Dunning, 1958; Brash, 1966; Safarian, 1966; and Deane,
1970). More direct (although rough) tests of foreign investment and spillovers
were undertaken in a study for Australia by Caves (1974), for Canada by
Globerman (1979), for Hong Kong by Chen (1983), and for Mexico by
Blomstrém and Persson (1983) and Blomstrom (1989). Although none of
these studies undertook to analyze the nature of spillover efficiency in any
depth, they all found evidence to support the spillover benefit hypothesis.
Productivity levels of domestic firms increased with the foreign subsidiaries’
share of the market.

The fact of technology leakage from multinationals to host country com-
petitors was also confirmed by Mansfield and Romeo (1980) in a detailed
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study of technology exports by American firms (see also Mansfield, 1982).
They found that in about one-third of the cases studied, the introduction of
MNE technology abroad increased the speed at which competing products or
processes appeared by at least 2.5 years. Moreover, they used information from
a sample of British firms to examine whether these had been affected by tech-
nology transfers by U.S.-based firms to: their subsidiaries in the United
Kingdom. Over half of them believed that at least some of their products and
processes had been introduced, or were introduced more quickly, because of
the transfer of new products or processes by American multinationals.

Also Blomstrém and Wolff (1989), in a study of Mexican manufacturing
industries, found that there were notable productnvnty spillovers within indus-
tries. Furthermore, they tried to measure the size of these spillovers by asking if
they were large enough to generate international productivity catch-up. They
found strong evidence that the presence of multinationals acted as a catalyst
to the productivity growth in Mexico and that foreign direct investment (FDI)
accelerated the process of productivity convergence between Mexico and the
United States.

There is also some evidence confirming the relationship between
spillover efficiency benefits and industrial and national characteristics. A
recent study by Cantwell (1989) analyzes the impact of American investment
in Europe on the competitiveness of European industries and firms. He found
that the effects vary widely between countries and industries. According to
Cantwell, countries are likely to enjoy spillovers only in the areas in which
their firms have been successful in the past. Hence, the competitive stimulus
of the entry of American firms into Europe helped to spur an indigenous
revival in areas of traditional technological strength.'

Also, Blomstrém (1986) in a study of the effects of foreign investment
on the productive efficiency of the industrial structure in Mexico, points to
the competitive stimulus of multinational participation as an important chan-
nel for spillovers. In fact, these findings suggest that the competitive pressure
induced by the foreign firms is the most important source of spillover efficien-
cy. Although there is no (other) statistical investigation to support this con-
clusion, there is considerable indirect support for it in the literature. A number
of earlier studies also confirmed that the rate of entry of multinationals is neg-
atively related to the changes in market concentration (see Rosenbluth, 1970;
Dunning, 1974; and Knickerbocker, 1976). Thus, it seems that foreign invest-
ment tends to reduce the level of concentration and increase competition in
host country industries, which in turn may promote greater efficiency in
domestic firms.

The available evidence on spillovers from the training of employees by
multinationals is more sketchy and comes mainly from developing countries.
Katz (1987) points out that many managerial people in locally-owned firms in
Latin America started their careers in foreign companies. He goes on to claim
that the host countries have recieved important spillovers in this way. A study
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of recent development in Southeast Asia by Yoshihara (1988) points up the
importance to Chinese-owned firms of both training in foreign companies and
education in foreign schools. Gerschenberg (1987), using career data from 72
top and middle level managers employed in 41 firms in Kenya, concludes that
multinationals have played an important role in the dissemination of manage-
rial know-how in that country. Wasow (in Shelp et al, 1984) describes the loss
of trained employees to other firms as one of the main ways in which insur-
ance industry technology is transferred outside the company he studied (AIG)
— “in the Philippines, AIG is known as the ‘training ground’ for the insurance
industry” (p. 45). Behrman and Wallender (1976) found not only that man-
agers trained by multinationals move on to join other firms, but also that |
multinational companies transfer management technology through assistance !
to their local suppliers (see also Gabriel, 1967; Balasubramanyam, 1973; Lall,
1980; Buckley and Artisien, 1987; and Lipsey, 1990). Thus, the available evi-
dence from developing countries seems to suggest that there are spillovers !
from the training of employees by multinationals. |
Even if technology leaks out from multinationals to host country firms, |
such leakages do not occur automatically; they generally require major invest- l
ment by the recipient. Mastering a technology is an active process. Searching |
for information, reverse engineering, personnel training for new production |
methods, are only some of the factors that make the learning process costly i
and time consuming. Thus, it is through the investment mechanism that new |
technologies are diffused. This point will be expanded below.

INTER-INDUSTRY SPILLOVERS |

THE IMPACT MADE by foreign subsidiaries on their local suppliers and customers |
is another potential source of spillover efficiency benefit. New technology |
brought in by multinationals may stimulate local suppliers of intermediate |
products to improve product quality and lower cost in order to compete for the
MNE market. New products introduced by the foreign firms may also stimulate
improved productivity in the local firms purchasing these products.

There are @c analyses of the effects of foreign participation
on industries ots it own, although this presumably is an important
source of technology transfer. Some studies have shown that local purchases of
inputs tend to increase as the multinationals’ subsidiaries mature (see Safarian, {
1966; Forsyth, 1972; and McAleese and McDonald, 1978) but none of these
investigations deals specifically with spillover effects. However, some case
studies have touched on the spillover issue. In his study of American invest-
ment in Britain, for example, Dunning (1958) found that foreign firms were
generally engaged in the training of local suppliers and suggested that inter-
industry spillovers were significant. Another suggestive study, by Brash (1966),
discussed the impact made by General Motors in Australia on its local suppli-
ers by insisting that they meet GM standards of quality control. Lim and Pang
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(1982), who surveyed the electronic industry in Singapore, found that multi-
nationals were willing to assist in the establishment of local supplier firms by
suggesting entrepreneurial possibilities and providing technical assistance,
financial aid, managerial advice, guaranteed business and marketing informa-
tion. Also Reuber, er al (1973), Behrman and Wallender (1976), Germidis
(1977), and Lall (1980) provided some empirical evidence on spillover effects
of foreign investment on industries outside their own, but no one has followed
up this line of research with statistical analyses.’

More research is needed before drawing strong conclusions about inter-
industry spillovers. Nonetheless, there is limited evidence to suggest that tech-
nology is leaking out to the multinationals’ suppliers and customers. Some
recent developments also seem to suggest that this kind of spillover might
become more important in the future. Data show, for instance, that Swedish
multinationals are using independent subcontractors to an increasing extent,
both at home and abroad (see Eliasson, 1985), which would increase the
potential for “backward” spillovers.

Because of the rapid technological change that is currently taking place, 1
also believe that spillovers to the multinationals’ customers in the host
economies will become much more important in the future. The reason for this
is that the newly emerging rechnologies, like microelectronics and the new
generation of computer-based automation and information technologies, are
generally so knowledge- and research-intensive, and therefore so expensive to
develop, that only a few large firms (MNEs) can afford such efforts. Thus, small
countries facing the technological revolution must accept a certain degree of
dependence on the MNEs' technology. For them, it is more important to have
the capability to use advanced technologies than to produce them — this is
clearly exhibited in the historical experience of the smaller European countries
(see Blomstrom and Meller, 1991). Small countries should, therefore, put less
emphasis on developing entirely new, cutting-edge technologies, than on pro-
moting the widespread dissemination of technological capabilities throughout
the economy.

In discussing these new technologies, it is essential to recognize that
their main influence on the behaviour of the economic aggregates is indirect
rather than direct. For example, while the computer industry by itself makes
only slight contributions to the output and employment in the countries
where production takes place, the computer has applications everywhere. In
all countries, computers are now used in every conceivable service, but they
also have different functions within individual enterprises (administration,
production, design, marketing and research). Thus, access to these new high-
technology fields will become increasingly essential if firms are to sustain
competitiveness.

Moreover, it has been shown that while thresholds in some advanced
technology areas are high for both R&D and investment, there are relatively
low threshold costs in a number of software applications and in many special-
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ized areas of instrumentation and machinery (OECD, 1989). This suggests that
the recently emerging technologies open up many new possibilities and oppor-
tunities for small countries. The fact, for instance, that Sweden today produces
advanced technologies does not mean that it has become independent of for-
eign technology. On the contrary, Sweden is more dependent on foreign tech-
nology today than ever before. For example, the Swedish success in high-tech
areas, such as telecommunication equipment, is based partly on American
technology (see Blomstrom, Lipsey and Ohlsson, 1989). Thus, by importing
technology and high-tech components from the United States (and other
countries) Swedish firms can stay competitive in world markets as well as in
various high-tech niches.

This also suggests important implications for trade policies. Since tech-
nology has become so complex and expensive to develop, access to foreign
products and technology via imports is now more important than ever for
firms in all countries, including the United States. Import restrictions may
have devastating effects on economic growth as shown, for example, by the
recent experience of Brazil. In 1984, the Brazilian Congress voted overwhelm-
ingly to reserve the market for micro- and mini-computers for national manu-
facturers for a period of eight years. As a result, after six years of limited access
to the world computer revolution, the cost of Brazilian personal computers is
generally twice that of their foreign equivalents on the international market; a
facsimile machine costs seven times more than a foreign equivalent (New York
Times, July 9, 1990). This policy has become too costly to retain and Brazil has
therefore decided to abandon it.

How TO INFLUENCE THE SIZE OF SPILLOVERS

THE POLICY MEASURES that should be adopted by countries hosting multi-
nationals to encourage these firms to transfer more technology, thus
increasing the potential for spillovers, have been widely discussed over the
years. Generally, it has been thought that in order to increase benefits from an
MNE project, governments should use different types of proscriptions.
Accordingly, many countries have begun to frame the environment within
which multinational firms will operate and have introduced various perfor-
mance requirements. Special attention has been given to policies regarding
technology transfer, and a number of measures intended to encourage multina-
tional firms to increase their technology transfer, including requirements for
local content and local R&D, have been introduced.

A different view on how to influence the potential and the size of spillovers
has recently been suggested by Wang and Blomstrom (forthcoming). They devel-
op a model in which international technology transfer through foreign direct
investment emerges as an endogenized equilibrium phenomenon, resulting from
the strategic interaction between subsidiaries of multinational corporations and
host country firms. This model highlights the essential role played by competing
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host country firms in increasing the rate at which the multinationals transfer
technology and suggests that host countries of multinationals should concentrate
on supporting their domestic firms in their efforts to learn from the. foreigners,
rather than stipulating performance requirements for the multinationals, if they
want to increase the technology transfer from the multinationals.

Empirical evidence from American majority-owned foreign affiliates in
some 32 countries largely confirms this theoretical hypothesis (see Kokko,
1990). Kokko’s findings suggest that technology imports by MNE affiliates
increase with the income level of the host country and (proxies for) the com-
petitive pressure in the host economy, and decrease with the level of distor-
tions and various host country performance requirements. The negative
impact of different performance requirements on the multinationals’ technolo-
gy transfer activities is also confirmed by McFetridge (1987), while Lake
(1979) demonstrates the positive effect of competition. In his study of the
semi-conductor industry in the United States and the United Kingdom, Lake
found that technology diffusion was faster the more competitive was the
industry in which it occurred.

These findings have important policy implications. If the MNE affiliates
actually adapt their conduct to local conditions (for example, local competi-
tion and supply of educated labor), then the set of instruments for the host-
countries’ technology policy increases notably. Rather than relying on controls
and direct supervision of MNEs to secure some benefits from their operations,
local governments have the option to create an environment that fosters
spillovers and continuing technology transfer. Supporting competition in the
industry where a MNE enters, through subsidies to education and training in
local firms, for example, or by inviting another competing MNE, has dual bene-
fits. First, the MNE is forced to adjust to competition by upgrading its produc-
tion processes and importing technology, in step with the competitiors’ pro-
ductivity improvements. Second, the continuous inflow of technology
increases the spillover potential while the support to local firms increases the
likelihood of actual spillovers. In other words, a ‘virtuous circle’ of productivi-
ty and technology growth is possible, in contrast to the ‘vicious circle’ that
occurs when the MNE is allowed to operate without competition, and risks
falling further and further behind global standards.

Recently there has also been concern, both in home countries and in

’ host countries, over the research and development activities of the multina-
tionals. Home country governments are mainly worried about the negative
effects of R&D investment overseas and emphasize the risk of facilitating (for

l actual or potential competitors) the access to technology on which the home

country’s competitive position relies (see Zejan, 1990). In the host countries,

there is generally a positive attitude towards the development of R&D activities

in the foreign subsidiaries. Such activities are expected to contribute in differ-

| ent ways to local technological capability and have come to be identified as
vital to industrial competitiveness.
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FIGURE 1

R&D EXPENDITURE IN THE BUSINESS ENTERPRISE SECTOR
AS A PERCENT OF VALUE ADDED
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Research alone, however, does not guarantee that the economic benefits
of research investment will be realized by the nation making the investment.
As we have shown in other studies, the competitiveness of countries can
behave very differently from the competitiveness of the firms located there, if
these firms produce abroad as well (see Lipsey and Kravis, 1985 and Blomstrom
and Lipsey, 1989). National policies aimed at improving the competitiveness of
a country may therefore fail if they create or subsidize assets that improve the
competitiveness of firms that can exploit these assets in other countries. Let me
give one example.

For many years the Swedish government has supported firms undertaking
research and development in Sweden. The idea behind this policy is that an
increase in research and development will upgrade Swedish production over
time and raise Sweden’s competitiveness with respect to high-tech products.
As can be seen from Figure 1, in the 1980s Sweden became the OECD country
with the highest ratio of business enterprise R&D to industry output.
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FIGURE 2
GLOBAL REVEALED COMPARATIVE ADVANTAGES OF SWEDEN' 1970-85
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SOURCE: Blomstréim, Lipsey and Ohlsson, 1989

So far, however, this policy has had little impact if we look at the types
of products Sweden is exporting. Dividing Swedish exports into three cate-
gories, high-, medium-, and low-tech, it can be seen (from Figure 2) that there
has been no shift toward exports of high-tech products in Sweden since 1970.
On the contrary, the large devaluation in 1982 increased the competitiveness
of low-tech industries.

There are several possible explanations as to why Swedish exports have
not shifted toward high-tech products, despite the increased R&D activities of
Swedish firms. One is that research and development is a long-term invest-
ment and the effects have not yet appeared in Swedish exports. If this is cor-
rect, a shift to high-tech export may still be expected. However, given that
Swedish firms have spent more on R&D (as a percentage of value added) than
their main competitors since the mid-1970s, and substantially more than even
American firms since the end of the 1970s, this is not very likely.

A second possibility is that research and development has been misdirect-
ed in Sweden, and that the output from it will never appear in the trade statis-
tics. According to OECD (1986), there may be some truth in this explanation.
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In general, OECD suggests that Swedish R&D is inefficient in generating the
production and export of new products.

Third, it is argued that Swedish R&D has been directed mainly toward
rationalizing techniques for the production of low-tech products, such as pulp
and paper. This has certainly been the case, but the weighted impact of these ‘
improvements has not been large enough to prevent Sweden from falling |
behind many of its competitors in terms of per capita income. |

The fourth and final possibility is that Swedish multinationals base
their R&D for the entire organization in Sweden, while carrying out a large
portion of high-tech production abroad. In other words, Swedish firms’ R&D
efforts in Sweden might raise their competitiveness in high-tech products,
but the firms do not find Sweden the most suitable location for high-tech
production. Since the results of R&D are transferable across international bor-
ders within firms, Swedish multinationals might choose to do their high-tech
exporting from countries other than Sweden. At least two observations sup-
port this explanation for why Swedish R&D does not generate production and
export of Swedish high-tech products. One is that more than 85 percent of
the R&D undertaken by Swedish MNEs is based in Sweden (Swedenborg,
1988); the other is that the competitiveness of Swedish multinationals
(defined as their share of world or developed country exports) has increased
since the mid-1960s, while that of Sweden, generally, has decreased
(Blomstrém and Lipsey, 1989).

CONCLUSION

THE SPECIFIC CONCERN of this paper has been to review the evidence on

the very different conclusions that can be drawn from productivity
spillover of foreign direct investment. The general picture that emerges from

the empirical literature on spillovers is that such effects exist, and that they

may be substantial both within and between industries, but there is no strong
evidence on their exact nature. Moreover, recent research suggests that
spillovers vary between countries and industries and are likely to increase with |
the level of local capability and competition.

The perception of spillovers as endogenous phenomena complicates the
discussion of what policy measures can accelerate the MNE affiliates’ technology
imports and the diffusion of their technology in the host economies. Evidence
suggests that various technology transfer requirements may not always produce
the intended results. At best, requirements may secure diffusion of a large share
of a smaller technology stock. Alternative policies, such as support to education
and competition in the domestic markets may, on the other hand, increase both ‘
the inflow of technology and the absorptive capacity of domestic firms. Thus, ]
from an investment policy perspective, prescriptions seem more effective than \
proscriptions. The reason is not only that individual host countries have limited
possibilities to influence the multinationals in their choice of production location,
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but also that technology transfer via MNEs depends, to a large extent, on the
performance of the host country firms.

Foreign technologies may, of course, be acquired in other ways than
through foreign direct investment. Multinationals may transfer technologies
through several other arrangements; joint ventures, licensing, and technical

| service contracts for example. Technology may also cross international borders
through trade. Empirical evidence suggests, however, that these different
avenues of technology transfer should be seen as complements rather than
substitutes. The type of technology seems to influence the mode of transfer
and certain advanced technologies are simply not available through means
other than foreign direct investment. Thus, keeping the doors open for the
acquisition of technical information through several different channels will
eventually lead to more technology transfer and higher productivity growth.

Another issue, which is indirectly related to the spillover question, has to do
with the economic benefits of R&D. Several studies have shown that the fruits of
R&D are transferable across international borders within firms and that they can be
realized in geographic locations other than where the R&D activity was originally
undertaken. Thus, subsidising research and development in multinational firms
(foreign or domestic) does not guarantee benefit to the nation providing the sub-
sidy if the economic environment in the country at large is not favourable.

In summary, there is strong evidence that multinational firms have con-
tributed to a geographical diffusion of technology and that active host coun-
tries can obtain access to modern technology via foreign direct investment.
With the increasing global interdependence in the economic and technologi-
cal spheres it can also be expected that multinationals will remain an impor-
tant vehicle in the international diffusion of technology.

ENDNOTES

1. Cantwell’s model is interesting in the sense that it stresses the importance
of the relative technological capacity of the sector in the host country in
| analyzing the effects of foreign investment. I find it troublesome, however,
that this technological competence is, in a way, given from the beginning
| in his analysis, because that makes his model rather “deterministic”. How
can his static model, for instance, explain the success of Japanese firms on
the world market? Or the emergence and success of Newly Industrializing
Countries? An alternative, dynamic approach is given in Wang and
Blomstrom (1989), discussed below.
2. Although there are no statistical analyses of foreign investment and inter-
‘ industry spillovers, there are several studies of technological or R&D
1 spillovers between industries. The work of Bernstein is particularly rele-
| vant (see e.g. Bernstein 1988, 1989, and his chapter in this volume). See
also Terleckyj (1980), Scherer (1982), Jaffe (1986), Wolff and Nadiri
(1987), Bernstein and Nadiri (1989), and Mohnen (1990),
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DiscussaANT’S COMMENT

DISCUSSANT:
Theodore H. Moran,
Georgetown University, School of Foreign Service

MAGNUS BLOMSTROM addresses an issue of importance to many of the
authors in this volume and provides a line of analysis in offering recom-
mendations which, in some circles, would be considered iconoclastic. The
issue is: where will future multinational enterprises conduct their R&D, and
will the result have adverse consequences for Canada? He suggests, as do oth-
ers, that MNEs are likely to centralize their R&D in each of the major market
areas — the U.S., Europe and Japan — but probably not in Canada. He con-
cludes, however, that the absence of R&D conducted in Canada by foreign
firms should not really matter all that much to Canadian authorities.

This conclusion emerges because MNEs have largely broken the link
between R&D and production, and because a large portion of the rents generat-
ed by MNE activity is captured in higher wages, there is also the consideration
that the largest contribution MNEs make to a host economy comes in the form
of spillovers which enhance the performance of other sectors of that economy.

This leads Blomstrém to suggest that the focus of Canadian policy
should be on attracting MNE production, not R&D activities, and on stimulating
the dissemination of their technological spillovers. The principal tools to
accomplish these goals are the granting of sole foreign ownership (rather than
promoting joint-ventures) and the enhancement of competition in the local
market. The promotion of Canadian national interests, he argues, would best
be served by avoiding R&D performance requirements and restrictions on high-
tech acquisitions. Such a recommendation is sure to generate controversy,
both within this volume and outside it.
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R&D Capital, Spillovers and
- Foreign Affiliates in Canada

| INTRODUCTION

i THE PURPOSE OF THIS PAPER is to investigate the determinants of and returns

to research and development (R&D) activities for firms operating in Canada.
| Particular focus is placed on a comparison between Canadian-owned firms and
foreign affiliates. An analysis of the determinants of R&D activities highlights
whether the conditions governing R&D growth differ between Canadian-owned
firms and foreign affiliates. Throughout the paper these are frequently referred to
as the “two groups”. An important aspect of the comparison relates to the issue
of underinvestment or overinvestment in R&D. The calculation of the rates of
return to R&D for both Canadian-owned firms and foreign affiliates provides
insight into the adequacy of R&D expenditure in Canada.

Current R&D expenditures lead to a stream of ‘future benefits. As with
other forms of capital expenditure, R&D expenditures lead to the accumulation
of a stock of capital, in this case R&D capital. Thus, the benefits to R&D activities
must be measured and evaluated in terms of the rate of return to R&D capital
stock. This type of evaluation is superior to analyses of ratios of R&D expenditure
to gross national product (GNP). Since the latter ratios merely indicate average
propensities to spend on R&D without reflecting under- or overinvestment in
R&D capital stock. (Indeed, owing to inherent weaknesses within the latter
methodology, gross inaccuracies can arise from such comparisons.) As an exam-
ple, let us look at health-care services. The fact that Canada spends eight per-
cent of GNP on health care compared with 12 percent spent by the United States
does not imply that Canadians underspend on health services; nor for that mat-
ter do the ratios show that Americans are healthier than Canadians. The ade-
quacy of health-care services must be evaluated in terms of rates of return.

A distinctive feature of R&D investment relates to the issue of appropriabili-
ty of the benefits accruing to R&D performers. Firms undertaking R&D investment
are not able to exclude others from freely obtaining the benefits of new products
and processes. There is a “public good” aspect to R&D capital accumulation. The
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benefits from R&D cannot be completely appropriated and, inevitably, there are
spillovers, which create a wedge between the private and social returns to R&D.
R&D spillovers are ideas freely borrowed by one firm from the knowledge of
another firm. Private rates of return to R&D capital are the returns to the R&D per-
formers, and social rates of return are the returns to the R&D users.

In this paper, private and social rates of return are evaluated for Canadian-
owned firms and foreign affiliates. The difference between these returns indi-
cates the adequacy of R&D investment. If the social rate of return exceeds the
private rate, then the benefits to the users in society exceed the benefits accru-
ing to the performers; hence, there is underinvestment in R&D capital. The con-
verse situation arises if the social rate of return is less than the private rate.

Since the knowledge base for production activities expands free of
charge, spillovers will generate cost reductions for the receiving firms.
Meanwhile, the demand for R&D capital on the part of recipients will not nec-
essarily grow. Receivers may substitute the spillovers for their own R&D capital.
In this paper the effects of spillovers on the demand for R&D capital by
Canadian-owned firms and foreign affiliates are analyzed in an effort to deter-
mine whether R&D capital is a substitute for or complement to R&D spillovers.
A policy implication of this result pertains to the relative efficacy of stimulat-
ing R&D expenditures between Canadian-owned and foreign-affiliate firms.

An analysis of spillovers and thereby of the social rates of return leads to
the emergence of the concept of “strategic industry”. In the context of R&D
capital accumulation, strategic industries are those that have social rates of
return exceeding their private returns. Thus, a strategic industry bestows bene-
fits to R&D users beyond itself. Moreover, since the concept of strategic indus-
try is tied to social rates of return, it is possible to rank strategic industries.

This paper is organized into several sections. First, the concept of R&D
capital is discussed along with the determinants and the private rates of return
to R&D capital in the United States, for Canadian-owned firms, and for foreign
affiliates in Canada. The definition of R&D spillover is presented next, along
with a discussion of the alternative ways in which this spillover has been mea-
sured and a summary of the findings on social rates of return. A specific exami-
nation of the spillover network estimated for Canadian industries follows, with
a focus on the social rates of return for these industries and an analysis of
returns, sources, and receivers of spillovers in the context of Canadian-owned
firms and foreign affiliates. The final section is a conclusion.

DETERMINANTS AND PRIVATE RETURNS

RMS OPERATING IN DIVERSE INDUSTRIES hire factors of production and

invest in new capital to develop new products and production processes.
The development of new products and processes is part of a company’s produc-
tion activity. These activities involve inputs relating to various types of labour,
physical capital and materials that are transformed into outputs.
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‘ Firms have an existing production set in which inputs are transformed
! into outputs. Some of the outputs relate to product and process development.
l These outputs are created from inputs that may be used simultaneously to pro-
‘ duce many different outputs. (Such outputs do not necessarily pertain to prod-
uct and process development.) In addition, some factors of production may be
dedicated solely to the development of new products and processes. Hence,
one need not think of product and process development as being carried out
independently or separately from other production activities.

Multiple inputs are used in the creation of new products and processes.
1 A feature of these inputs is that they do not become fully depreciated in a sin-
gle period of production. In other words, these inputs are capital assets: scien-
tists, engineers, technicians, laboratories, scientific equipment and materials
and so forth. Essentially, the inputs relate to forms of human capital and physi-
cal capital used in the production of new products and processes. Indeed, the
depreciation of these inputs relates to the depreciation of both human and
physical capital stocks. These types of capital inputs are used in combination
to alter product characteristics and production processes. Collectively, these
inputs are referred to as R&D capital.

There are a number of issues associated with the accumulation of the R&D
" inputs. First, there are the costs of hiring the scientists, engineers and techni-
cians, and the costs of building or renting laboratories. In addition, there are
training costs of the labour inputs and the installation and development costs
of the physical capital inputs — all required for developing new products and
processes. Generally, these adjustment costs increase with the accumulation of
the R&D inputs. In a sense, diminishing returns to the adjustment process arise
from the introduction of new products and production processes.

Second, R&D capital accumulation causes firms to alter output and input
proportions in existing production processes. Certain factors of production
! may be substituted, at least in part, for other inputs used in the more expen-
sive and superseded process. There are many examples of unskilled labour
being replaced by capital equipment. In addition, since firms generally pro-
duce multiple outputs, R&D capital expansion causes relative marginal costs to
change. Firms increase the outputs that, as a result of R&D capital formation,
have become relatively cheaper to produce and they decrease those that have
become more expensive.

Third, R&D capital accumulation affects the product-demand conditions
facing firms. Let us suppose that products deliver characteristics to consumers.
For example, we demand mobility, reliability and style from automobiles.
Automobiles are the products; mobility, reliability and style are the character-
istics. If R&D capital expansion by a firm enhances the characteristics valued
by customers (for example, through the use of microprocessors in cars), then
demand will shift towards the product supplied by this firm.

These adjustment, expansion, substitution and differentiation effects
associated with R&D capital are not specific to R&D capital accumulation but
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are associated with all forms of capital accumulation. Indeed, R&D inputs are
capital inputs: they respond to changes in product and factor market conditions
in a manner that is qualitatively similar to other capital factors of production.

The literature on the determinants of R&D capital has investigated the
manner in which output supply, factor prices (e.g., those pertaining to labour)
physical capital, intermediate inputs and R&D capital itself affect the demand
for R&D capital. Bernstein and Nadiri (1989a) estimate models for four indus-
tries in the United States over the period 1959 - 1966 relating to output pro-
duction using labour, physical, and R&D capital inputs. The last two factors of
production are distinguished from labour because investment in both these
stocks is subject to adjustment costs. Physical and R&D capital accumulation
necessitate that producers incur purchase and adjustment (e.g., installation or
development) costs. Adjustment costs imply that the capital stocks are less
variable in the short run relative to the labour input.

Bernstein and Nadiri (1989a) find that, in the short run, when the capi-
tal stocks are inflexible a one percent increase in output growth causes labour
demand to grow by 1.4 percent to 1.8 percent. However, as R&D and physical
capital-adjustment costs are absorbed, the growth rates of output and labour
become equalized. In the long run, as output grows, producers substitute R&D
capital and physical capital for labour demand. This result is also obtained by
Mohnen, Nadiri and Prucha (1986) for American, Japanese and German
manufacturing sectors.

The effects of factor prices on the input demands provide further evi-
dence of the relative inflexibility of R&D capital and the nature of factor sub-
stitution. Bernstein and Nadiri (1989a) estimate that a one percent increase
in the wage rate decreases labour demand by 0.55 percent to 0.80 percent;
increases by one percent in the factor prices of physical and R&D capital
decrease their respective demands by 0.40 percent to 0.50 percent. Like other
factors of production, R&D capital responds not only to its own price but also
to changes in the prices of labour and physical capital. A one percent increase
in the wage rate causes the demand for R&D capital to increase by 0.60 percent
to 0.80 percent, while the same increase in the factor price of physical capital
generates a decline in R&D capital demand by 0.10 percent to 0.35 percent. In
sum, R&D capital is positively correlated with physical capital and negatively
correlated with labour. In this sense, the capital stocks are complements of
labour, and R&D capital is a substitute for it. (These results are similar to those
obtained for the U.S. manufacturing sector by Mohnen, Nadiri and Prucha.)

Having established that the demand for R&D capital responds to output
and factor price changes, we can turn to the next issue: how Canadian-owned
firms behave relative to foreign affiliates. Bernstein (1984) investigates the
determinants of the demand for R&D capital for 14 Canadian-owned firms and
15 foreign affiliates, and also analyses the parent firms, thus affording us a
three-way comparison. The sample period is 1974 - 81. In Table 1 we see the
R&D investment, R&D capital stock, and the R&D capital-to-output ratio for the
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; TABLE 1

R&D INVESTMENT, R&D CAPITAL, R&D CAPITAL-TO-OUTPUT RATIO FOR
‘ MAJOR R&D PERFORMERS
\ COUNTRY OF VARIABLE MEAN STANDARD MIN. MAX.
| CONTROL DEVIATION
\ Canadian R&D Investment* 3.963 4.520 0.187 21.346
i R&D Capital* 56.051 119.810 1.942 464.930

R&D Capital/Output 0.106 0.067 0.021 0.299

i Foreign R&D Investment 9.392 17.397 0.400 79.506
’ R&D Capital 79.277 134.170 1.304 488.250
| R&D Capital/Output 0.191 0.228 0.011 0.831
\

*Millions of 1972 dollars

SOURCE: Bernstein, 1984

Canadian-owned and foreign-affiliate major R&D performers. The mean R&D
investment for affiliates is 2.5 times greater than for Canadian-owned firms,
and the R&D capital stock for affiliates is 1.5 times the stock for Canadian-
owned firms. Thus, in terms of R&D activity by major performers, affiliates are
not less involved than their Canadian-owned counterparts. In fact, with
respect to R&D intensity, affiliates have an R&D capital-to-output ratio twice
i the magnitude of Canadian-owned firms.
| In the short run, a one percent increase in output causes the demand for
R&D capital to increase by about 0.40 percent for Canadian-owned firms and
by only 0.25 percent for the foreign affiliates. The demand for R&D capital by
Canadian-owned firms is 50 percent relatively more responsive to output
growth, and in this regard, the American parents behave very much like the
Canadian-owned firms. The situation is quite different, however, with respect
to physical capital. Here the foreign affiliates exhibit a demand in the short
run that is four times more responsive to output growth than that found for
Canadian-owned firms. Indeed, the demand for R&D capital by Canadian-
‘ owned firms is five times more sensitive to output growth relative to their own
demand for physical capital. As output grows, the affiliates tend to vary their
i capital stocks in equal proportions. This result is also found for the parents,
| although they are somewhat more responsive than their affiliates.
|
|

In the long run, when adjustment costs have been fully absorbed all
three classes of firms behave in the same manner and increase each input
(including labour) in equal proportions to output growth. Even in the short
run, each group treats labour demand in the same fashion. Thus, firms differ in
their short-run behaviour with respect to the capital inputs.

Factor price changes affect the demand for R&D capital of Canadian-
owned firms, foreign affiliates, and the parents. In the short run, a one percent
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increase in the factor price of R&D capital decreases the demand for R&D capi-
tal by 0.13 percent for Canadian-owned firms and by 0.21 percent for the for-
eign affiliates. Thus, with respect to the demand for R&D capital, Canadian-
owned firms are significantly less price responsive relative to affiliates. Parent
firms operating in the United States with a price effect of 0.28 percent, are
even more responsive than their subsidiaries. In the long run, the degree of
price responsiveness approximately doubles compared with the short run for
each group of firms; their relative positions, however, do not change.

Changes in the wage rate and factor price of physical capital also affect
the demand for R&D capital. Canadian-owned firms and foreign affiliates treat
R&D and physical capital as complements, although the cross-price effects are
very small. In addition, each class of firm substitutes R&D capital for labour.
Moreover, as the wage rate rises, affiliates increase their demand for R&D capi-
tal by 33 percent more than Canadian-owned firms increase theirs. These
qualitative results do not differ significantly between the short and long runs,
although, in absolute value, the long-run price effects are twice the short-run
magnitudes.

Differences between short- and long-run effects associated with output
supply and factor price changes for foreign affiliates and Canadian-owned
firms are partly attributable to the adjustment process for each group of
firms. Adjustment costs are associated with the accumulation of physical and
R&D capital and, as noted, they cause short-run inflexibilities in the demands
for the capital inputs; these in turn also affect the magnitude of labour
demand. An important aspect of an adjustment process is the speed by
which the short-run magnitudes adjust to the long run. A result found in
Bernstein (1984) is that 17.5 percent of R&D capital adjusts to its long-run
magnitude within one year for both Canadian-owned firms and foreign affili-
ates. An imprecise translation of this finding is that it takes 5.7 years for
each class of firms to adjust to its long-run R&D capital stocks. The parent
firms take only 3.1 years to adjust. Thus, with respect to the R&D capital-
adjustment process, there is no significant difference between Canadian-
owned firms and foreign affiliates.

With respect to physical capital, affiliates take almost three years to
adjust to their long-run magnitude, while Canadian-owned firms take almost
five and one-half years to adjust. U.S. parents take almost three years to
adjust. Hence, in terms of physical capital adjustment, affiliates and their par-
ents behave in a similar fashion and also adjust faster than do Canadian-
owned firms. Canadian-owned firms accumulate each of their capital stocks
with the same adjustment speeds as do U.S. parents, although the latter exhib-
it relatively faster speeds of adjustment. Affiliates adjust their physical capital
stock more quickly than they adjust their stock of R&D capital.

Adjustment costs, as well as influencing the manner in which factor
prices and output supplies affect both the demand for R&D capital and the
speed of R&D capital accumulation, help to determine the (marginal private)
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rate of return to R&D capital. The rate of return to R&D capital at the margin is
defined as the profitability of an additional unit of R&D capital stock.

Marginal profit is often expressed as the cost reduction associated with
] additional R&D capital per dollar of R&D expenditure, and firms set their
l demand for R&D capital to the point where the marginal profit of R&D capital
equals its respective marginal cost. Marginal cost consists of two components:
the opportunity cost of funds and the marginal-adjustment cost per dollar of
| R&D expenditure. The opportunity cost of funds can be considered the cost of
‘ financing per dollar of R&D expenditure. Thus, the rate of return to R&D capital

equals the opportunity cost of funds plus the marginal-adjustment cost per dol-
lar of expenditure. It is often assumed that firms face a common opportunity
cost of funds. (In a context with uncertainty, the opportunity cost of funds is
replaced by the expected opportunity cost, so the assumption holds in expecta-
tion terms.) However, marginal-adjustment costs can differ across firms. In the
long run, it is often assumed that marginal-adjustment cost is zero; therefore,
\ rates of return to R&D capital are equalized across firms and, in turn, are equal
| to the (expected) opportunity cost of funds. In the short run, however, rates of
return can differ among firms because marginal-adjustment costs differ.
Bernstein (1984) finds that for affiliates the rate of return on R&D capital is
" 17.4 percent compared with the return on physical capital of 13.7 percent. (The
calculated rates of return, before tax and net of depreciation, are nominal.) The
; returns on capital stocks for Canadian-owned firms are not significantly different
| from one another: 18.1 percent for R&D capital and 17.8 percent for physical
| capital. Canadian-owned firms do, however, earn returns on physical capital
that exceed those obtained by affiliates. In addition, the rates of return earned
1 by U.S. parents are less than the rates found in Canada: the return on R&D capi-
i tal is 13.9 percent; on physical capital the rate is 12.5 percent.
’ A significant policy implication associated with the determinants of the
demand for R&D capital, along with its adjustment process, concerns the effica-
cy of tax policy. The Canadian government has a long history of using tax
incentives to try to alleviate the problem of R&D underinvestment (see
Bernstein, 1986). Tax credits increase the demand for R&D capital for two rea-
sons. First, they reduce the factor price of R&D capital relative to other factors
of production; thus, at given output levels, firms substitute R&D capital for
other inputs. Second, tax credits reduce unit production costs; the reduction
results in an increase in output supply and, to expand output, firms increase
their demand for R&D capital. Clearly, in order to determine the magnitude of
these two tax effects, it is necessary to know how the demand for R&D capital
responds to changes in factor prices and output supply.

Bernstein (1984) looks at the effects of changes in tax policy on the
demand for R&D capital by foreign affiliates and Canadian-owned firms. In the
mid-1980s, for most firms the tax credit on R&D expenditures doubled, from 10
percent to 20 percent. In the short run, foreign affiliates increase their demand
for R&D capital by 1.4 percent to 1.6 percent, and Canadian-owned firms
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increase theirs by 1.0 percent to 1.3 percent. In the long run, the percentage
increase in the demand for R&D capital by the two firm groups are, respective-
ly, 3.4 percent to 5.8 percent and 2.7 percent to 5.9 percent. In the short run,
affiliates increase their demand only slightly more than do Canadian-owned
firms, and in the long run any differences are negligible; although affiliates are
significantly more factor price responsive, Canadian-owned firms are signifi-
cantly more responsive to output-supply changes. Consequently, the two
groups of firms are affected to a similar degree by changes in tax credits.

R&D SPILLOVERS AND RATES OF RETURN TO R&D

ADISTINCTIVE FEATURE OF R&D capital stock relates to the issue of appro-
priability. Firms that undertake R&D capital expansion may not be able to
exclude other firms from freely obtaining the benefits of the R&D capital
investment. Thus, the incentive to undertake R&D investment may be dimin-
ished because R&D-investing firms cannot prevent free riding and thereby can-
not receive a sufficient return on investment. In this case, society will
encounter an inadequate level of R&D capital stock.

As defined earlier, R&D spillovers are ideas freely borrowed by one firm
from the knowledge of another. Spillovers can occur through input-output
linkages in the economy. If an R&D-undertaking industry is an input supplier
to a downstream industry, then spillovers can be generated by the upstream
industry. If the price at which the input is purchased does not fully reflect the
value of the additional R&D capital undertaken by the upstream industry, then
a spillover exists.

Spillovers do not have to be related to input purchases; for example,
developments in computer software occurred as a result of technological
changes in hardware and network facilities. Spillovers can arise through vari-
ous market and non-market transactions. They can occur by the use of inno-
vations through cross-licensing agreements, and they can arise through the use
of patents, since the royalty may not reflect the social value of the patent. The
mobility of scientists and engineers generates spillovers to the extent that the
knowledge held by these individuals is not firm-specific and the wage rate does
not completely reflect the social value of these individuals. Revelations of
trade secrets, of mergers and acquisitions, and of joint ventures also cause
spillovers.

Spillovers are externalities. They exist only to the extent that market
prices do not completely reflect the benefits from R&D capital formation. For
example, when a firm purchases a machine, embodied in that machine is the
R&D investment accumulated by the selling firm. Thus, R&D capital is part of
the input requirements of the purchasing firm and is reflected in the market
price of the machine. If the price fully reflects the benefits of the R&D capital,
then no spillover has occurred. Conversely, if the price does not completely
reflect the accumulated R&D investment, then spillovers exist.
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Spillovers define the means by which firms can obtain the benefits of
R&D capital accumulation undertaken by other firms in the economy.
Consequently, spillovers create a wedge between the social and private rates of
return to R&D capital. Private rates of return are those earned by the firms
undertaking R&D capital formation. Social returns are defined as the private
returns plus the benefits obtained by the free-riding firms using the R&D capi-
tal. Social returns relate to all the firms using the R&D capital, which could be
an industry or a cluster of industries within a nation or group of nations.

In the investigation of the extent and effects of R&D spillovers, the pool
of R&D spillovers or the pool of borrowed r&D has been defined in a number of
ways. First, it has been defined as the sum of R&D expenditures of firms or of
industries (see Griliches, 1964; Evenson and Kislev, 1973; Levin and Reiss,
1984, 1988). This approach implies that firms or industries are of equal impor-
tance in the generation of spillovers to other firms or industries in the econo-
my. In addition, it assumes that spillovers are a contemporaneous phe-
nomenon. In this approach past R&D expenditures do not generate spillovers.

As a second approach, the sum of R&D capital stocks of firms or industries
is used to measure the spillover pool. This approach alleviates the criticism that
spillovers arise only through contemporaneous investment. Nevertheless, firms
or industries are still treated as equally important in the generation of spillovers
(see Bernstein, 1988, and Bernstein and Nadiri, 1989b).

A third approach aggregates R&D expenditures or R&D capital stocks in
some fashion. One weighting scheme relates to the proportion of the interme-
diate input or physical capital stock purchases from other industries (see
Terleckyj 1974, 1980). In this case, it is assumed that the more one industry
purchases from another, the more it can borrow its knowledge. Another
weighting scheme uses patents to construct the pool of borrowed R&D. The
patent weights have been classified by industry of origin and industries of use to
form an inter-industry technology-flows matrix (see Scherer 1982, 1984;
Griliches and Lichtenberg, 1984). Patent weights have been constructed
according to a clustering technique to form a technology space (see Jaffe,
1986). Using patents to weigh R&D investment or capital assumes that firms are
spillover sources only to the extent that new products or processes are patented.

A common feature of these alternative approaches is that the pool of
borrowed R&D is defined as a single variable. Each spillover source is aggregat-
ed into a single pool. As an alternative to the aggregation of spillovers,
Bernstein and Nadiri have introduced a fourth approach to the treatment of
spillovers. They disaggregate borrowed R&D (see Bernstein and Nadiri, 1988;
Bernstein, 1989; Bernstein and Nadiri, 1990) such that each producer is treat-
ed as a distinct potential spillover source. The spillovers arise from the R&D
capital stocks of producers from anywhere in the economy (or, for that matter,
from other economies). Producers do not have to be vertically linked through
input purchases, horizontally linked by producing the same output, or even
linked through patent uses.
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A number of studies have measured the returns to R&D capital in the
context of R&D spillovers. The majority of these have looked at inter-industry
spillovers. Terleckyj (1974, 1980) evaluates R&D spillovers by using the input-
output linkages in the economy. The pool of borrowed R&D of industry i is
obtained by aggregating the R&D investment of all other industries in propor-
tion to i’s purchase of intermediate inputs from those industries. The rationale
for this approach is based on the assumption that the more intermediate
inputs i buys from j, the more i borrows R&D investment from industry j.
Terleckyj (1974) investigates the effects of borrowed R&D investment-to-out-
put ratios on total factor productivity growth. He estimates for 20 manufactur-
ing industries in the United States over the period 1948 - 66 that the rate of
return on borrowed R&D is 45 percent, while the return on own R&D capital is
12 percent. Thus, the social rate of return on R&D capital is 57 percent.
Terleckyj (1980) in this more recent study finds results similar to those esti-
mated in his earlier work.

In the Canadian context, Postner and Wesa (1983) investigate the effects
of R&D spillovers using weights based on the direct and indirect intermediate
input requirements. They estimate how own and borrowed intramural (in-
house) and extramural (purchased) R&D capital growth rates affect labour pro-
ductivity growth. They estimate the effects for 13 Canadian industries for the
periods 1966 - 71 and 1971 - 76. Borrowed R&D capital is defined as indirect
R&D capital, which is calculated as the total R&D capital minus direct R&D capi-
tal. Their results show that only indirect intramural R&D capital affects labour
productivity growth, generating an 18 percent rate of return. (This percentage
is also the social rate of return to R&D capital.) The difficulty with the Postner-
Wesa study is that it evaluates the return on borrowed R&D capital only in
terms of labour productivity and not with respect to total factor productivity.
Moreover, in constructing their R&D capital stocks, in order to deflate R&D
expenditures the authors use the price index for equipment and structures.
Capital expenditures make up only 15 percent of total R&D expenditures, and
so the price index for equipment and structures is an inappropriate deflator.

The first difficulty with using the input-output framework to evaluate
the effects of R&D spillovers is that only forward linkages are captured in the
analysis; spillovers from downstream to upstream industries are ruled out by
the analysis. The second difficulty is that purchasing intermediate inputs may
not be the way knowledge is dispersed in the economy. For example, computer-
and telecommunication-manufacturing firms are not vertically linked, yet R&D
capital investment in one can surely benefit the other.

Another way of evaluating inter-industry spillovers is to construct a
technology-flow matrix based on patent data. Scherer (1982, 1984) constructs
a matrix in which each patent is attributed to an origin industry and a few user
industries that are likely to use the patent. This matrix transforms R&D invest-
ment by industry of origin to the various user industries. The approach
assumes that the patent flow in the economy is the same as the benefits from
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the flow of R&D investment. Scherer uses 15 112 patents to form an 87 by 87
technology-flow matrix for U.S. firms in the year 1974. He finds, for 1964 -
78, that the combined effect on total factor productivity growth of own-pro-
cess and borrowed R&D (which is product R&D) investment implies a rate of
return of between 70 percent and 100 percent. The rate of return on own-
product R&D investment is between zero percent and 40 percent. Thus, the
social rate of return to R&D capital varies between 70 percent and 140 percent.

Griliches and Lichtenberg (1984) apply Scherer’s procedure to 193 man-
ufacturing industries in the United States over the period 1959 - 78. They
estimate the effects of own-product, own-process, and borrowed R&D invest-
ment to sales ratios on total factor productivity growth. They find that own-
process and borrowed R&D investment have the same effect on productivity
growth. Together, these two elements generate a 40 percent to 65 percent rate
of return on R&D capital, and the direct effect generates a 20 percent to 75
percent return. Thus, the social rate of return to R&D varies between 60 per-
cent and 140 percent.

Rather than assign patents to use industries in order to develop a tech-
nology-flow matrix, Jaffe (1986) constructs a technology space, defined as a
49-dimensional space of patents. The pool of borrowed knowledge is a weight-
ed sum of all firms’ R&D expenditures. The weights are proportional to the
firms’ proximity in the technology space, and the proximity is measured as a
correlation of firm positions in the space. Thus, Jaffe captures both intra-
industry and inter-industry spillovers. He estimates that the social rate of
return to R&D capital is 40 percent.

Using patent data to link the R&D investment of firms has limitations.
First, not all firms patent the output from their R&D investment. Trade secrets
are a substitute for patenting. Thus, using patents as a set of weights underesti-
mates the quantity of new products and production processes. Second, R&D
investment does not necessarily lead to successful inventions and thereby to
patents. Third, patents cannot be used as weights without knowing the value
of each patent. To use the number of patents as weights in constructing tech-
nology matrices or spaces implies that all patents are of equal value. Fourth, in
building technology matrices or spaces there are arbitrary assignments of
patents among industries. Patents are often assigned solely to the first, or
immediate, user of the patent. Finally, since all the patents issued during the
same year are used to form the current spillover pool, the accumulated effects
of all the patents that were issued prior to the year in question are not includ-
ed in the pool or otherwise taken into account in determining the weighting
scheme to measure spillovers.

As has been discussed, one way to measure the pool of borrowed R&D is
to evaluate each industry as a distinct R&D spillover source. Bernstein-Nadiri
(1988) estimate R&D spillovers for five U.S. manufacturing industries over the
period 1958 - 81. All potential spillovers are parameterized in the estimation
model. Their results show that each industry is a receiver and most are senders
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of spillovers. The social rate of return varies from 11 percent to 111 percent
and exceeds the private rate of return on R&D capital, which varies from 10
percent to 27 percent. The results show that the spillover network is such that
spillover receivers are influenced by only a few sources and each source influ-
ences only a few industries.

Up to this point, the discussion has centred on the empirical results con-
cerning inter-industry spillovers. Bernstein and Nadiri (1989) also estimate a
model in which there are intra-industry spillovers associated with the R&D
capital stocks. Firm level data are used, and the firms are grouped into four
separate industries. The model is estimated for each group of firms over the
period 1958 - 78. In each case there are significant spillovers, and the intra-
industry social rates of return (net of depreciation) to R&D capital vary from
nine petcent to 16 percent, while the private rate of return is seven percent.
Thus, in all the studies for both Canadian and American industries, the social
rates of return exceed the private returns.

FirM CONTROL AND R&D SPILLOVERS

THE FIRST ISSUE IN THIS SECTION concerns the effects of spillovers on
receiving firms and industries; included in the discussion are the responses
to spillovers by Canadian-owned firms and foreign affiliates.

The only paper that looks at the differential effects from R&D spillovers
between the two groups of firms is Bernstein (1988). That study uses the sum of
R&D capital stocks as the pool of borrowed R&D. Both intra-industry and inter-
industry spillovers are analyzed; the data pertain to firms operating in seven
two-digit Standard Industrial Classification Canadian industries over the peri-
od 1978 - 81: food and beverage; metal fabricating; aircraft and parts; electrical
products; chemical products; pulp and paper; and non-electrical machinery.

The intra-industry spillover is found to be significant and leads to cost
reductions. In the first five industries, Canadian-owned firms react differently
to intra-industry R&D spillovers compared with foreign affiliates. In four of
these industries, unit cost declines relatively more for affiliates than for
Canadian-owned firms, with the unit cost reductions two and one-half to
eight and one-half times greater for the affiliates. The food and beverage
industry is the exception. Here, unit costs for Canadian-owned firms decrease
by two and one-half times the magnitude for the affiliates. Thus, in four of the
five industries where affiliates and Canadian-owned firms react differently to
spillovers, affiliates benefit relatively more from intra-industry spillovers.

Intra-industry spillovers affect the demand for R&D capital of the receiv-
ing firms. Although spillovers transmit the benefits of R&D capital so that dif-
fusion occurs, receivers can still substitute spillovers for their own R&D capital.
In the majority of industries where affiliates benefit relatively more than their
Canadian-owned counterparts, the demand for R&D capital increases as a
result of the intra-industry spillovers. In aircraft and parts, electrical products,
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and chemical products, R&D capital is a complement to the intra-industry
spillover. In the remaining four industries, firms substitute the freely obtained
R&D capital for their own R&D capital. In the three industries that exhibit a
complementary relationship a one percent increase in the intra-industry
spillover generates a 0.40 percent to 0.55 percent increase in the demand for
R&D capital. In the other four industries, the decrease in demand is 0.35 per-
cent to 1.30 percent.

In fact, firms with relatively small propensities to spend on R&D (i.e.,
where R&D capital cost-to-total production cost ratios are small) tend to sub-
stitute intra-industry R&D spillovers for their own R&D capital. Firms with rela-
tively larger R&D propensities treat intra-industry spillovers as complementary
to their own demand for R&D capital. Moreover, it appears to be the case that
firms with larger spending propensities operate in industries where foreign
affiliates receive greater cost reductions (i.e., greater benefits) from intra-
industry spillovers relative to Canadian-owned firms.

A policy implication from the results on intra-industry spillovers is
that attempts to stimulate R&D spending can create greater dispersion among
industries with respect to their R&D propensities. The reason is that relative-
ly high R&D-spending industries will increase their R&D expenditures because
of the direct effect of the government policy and the complementary effect
from the ensuing growth in intra-industry spillovers. Relatively lower R&D-
spending industries obtain the direct effect, but intra-industry spillover
growth generated by government policy will dampen R&D spending because
of the substitution effect. Moreover, given the intra-industry spillovers and
the fact that Canadian-owned firms generally do not benefit from these
spillovers by as much as affiliates do, it may be implied that policies aimed at
increasing the R&D propensity of Canadian-owned relative to affiliates will,
in general, fail.

Inter-industry spillovers generate larger cost reductions than do intra-
industry spillovers. There are also no differences in cost reductions resulting
from inter-industry spillovers between affiliates and Canadian-owned firms. The
range of cost reductions is 0.50 percent to 1.10 percent. Firms also substitute
inter-industry spillovers for their own demand for R&D capital. This result occurs
irrespective of either firm control characteristics or R&D spending propensities.

The importance of the unit cost reductions arises from the fact that they
are the productivity gains associated with the R&D spillovers. Consequently,
these cost reductions represent the wedges between the private and social rates
of return to R&D capital. The social rate of return to the R&D capital of firm i
equals the private return plus the cost reductions bestowed on all other firms
within the same industry as firm i plus the cost reductions on all other firms in
the economy but not in the same industry as firm i. It is important to note that
the social returns to R&D capital measure the benefit of an additional unit of
an industry’s R&D capital to the economy as a whole. There is no limitation on
the calculation of the social return that firms be in the same industry; firms do
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TABLE 2
CURRENT INTRAMURAL R&D EXPENDITURES AS A PERCENT
OF SALES FOR 1987

INDUSTRY COUNTRY OF CONTROL
CANADIAN FOREIGN

Food, Beverage and Tobacco 0.1 0.7
Rubber and Plastic Products 1.4 0.3
Textiles 0.5 1.5
Wood 0.6 0.1
Pulp and Paper 0.3 0.1
Primary Metals (Ferrous) 0.3 0.3
Primary Metals (Non-ferrous) 1.3 0.6
Metal Fabricating 1.8 0.7
Machinery 4.0 1.6
Aircraft and Parts 13.1 19.1
Other Transportation Equipment 1.7 02
Telecommunication Equipment 17.1 15.5
Electronic Parts and Components 7.3 34
Other Electronic Equipment 25.1 8.4
Business Machines 12.9 29
Other Electrical Products 2.1 1.3
Non-metallic Mineral Products 0.3 0.5
Refined Petroleum and Coal Products 0.4 0.5
Drugs and Medicines 10.7 2.6
Other Chemical Products 1.6 1.1
Scientific and Professional Equipment 11.0 0.9
Other Manufacturing Industries 2.8 1.1
Gas and Oil Wells 0.6 0.4

SOURCE: Statistics Canada, Industrial Research and Development Statistics, 1987

not have to be vertically related through intermediate or physical capital input
purchases, and they do not have to be related through patent uses.

The social rates of return equal the private rate plus the marginal-cost
reductions due to the intra- and inter-industry spillovers. The net-of-deprecia-
tion social rates of return vary between 20 percent and 25 percent. The pri-
vate rate of return is 11.5 percent and the majority of the wedge between the
social and private returns consists of the cost reductions due to the intra-
industry spillovers. The rates of return due to the intra-industry spillovers vary
between 5.5 percent and 12.5 percent, while the returns due to the inter-
industry spillovers vary between 1.7 percent and 2.3 percent. The significance
of intra-industry spillovers in causing the social rates of return to exceed the
private returns highlights the importance of foreign affiliates as receivers of
intra-industry spillovers. With respect to intra-industry spillovers in metal fab-
ricating, aircraft and parts, electrical products, or chemical products industries,
the fact that the overall social return to R&D capital exceeds the private return
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TABLE 3
NUMBER OF R&D PERFORMERS, 1987
INDUSTRY COUNTRY OF CONTROL
CANADIAN FOREIGN
Food, Beverage and Tobacco ' 130 26
Rubber and Plastic Products 62 12
Textiles 19 14
Wood 34 1
Pulp and Paper 24 9
Primary Metals (Ferrous) 11 3
Primary Metals (Non-ferrous) 11 2
Metal Fabricating 131 25
Machinery 224 30
Aircraft and Parts 10 7
Other Transportation Equipment 50 22
Telecommunication Equipment 16 8
Electronic Parts and Components 48 10
Other Electronic Equipment 78 15
Business Machines 62 9
Other Electrical Products 82 21
Non-metallic Mineral Products 28 6
Refined Petroleum and Coal Products 14 6
Drugs and Medicines 29 28
Other Chemical Products 103 64
Scientific and Professional Equipment 95 13
Other Manufacturing Industries 141 12
Gas and Qil Wells 15 9
SOURCE: Statistics Canada, Industrial Research and Development Statistics, 1987

owes more to foreign affiliates than to Canadian-owned firms. The converse
result occurs for firms in the food and beverage industry. There are no differ-
ences between the two groups of firms operating in the pulp and paper and
non-electrical machinery industry.

Up to this point in the section, the focus is on Canadian-owned firms
and foreign affiliates as receivers of R&D spillovers. There are only two types of
spillover sources: intra-industry and inter-industry; all firms in the economy
are grouped into one of the two categories. In Bernstein (1989), industries are
investigated as senders and receivers of spillovers, with each industry treated
as a distinct spillover receiver and sender. Bernstein estimates a spillover net-
wotk (an independently derived set of links in the economy) that character-
izes a matrix of inter-industry spillover senders and receivers. This matrix is
not constrained to input-output linkages, nor is it limited to links between
patent sources and uses.

The inter-industry spillover network for nine Canadian industries is esti-
mated over the period 1963 - 83. Industries are not distinguished by control
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TABLE 4

DECOMPOSITION OF SOCIAL RATES OF RETURN

RECEIVING INDUSTRY SOCIAL
R OFR

SOURCE INDUSTRY PM MF OM TR EP RP PP CP GO
Primary Metals 0.160 0.42
Metal Fabricating 0.29
Non-electrical 0.39 0.073  0.227 0.006 0.94
Machinery
Transportation 0.002 0.010 029
Equipment
Electrical 0.38
Products
Rubber and 0.422 0.002 0.89
Plastics
Petroleum 0.025 0.100 0.341 0.87
Products
Chemical 0.031 0.526 0.81
Products
Gas and Oil 0.040 037
Wells -

SOURCE: Bernstein, 1989

characteristics of their firms, since the data consist only of industry time series.
Nevertheless, from Tables 2 and 3 it is possible to determine whether or not
industries are foreign-affiliate intensive. (The definition of affiliate intensity is
based on two features: a comparison of R&D expenditure-to-sales ratio between
Canadian-owned and foreign-affiliate firms in an industry, and the number of
affiliates relative to the total number of R&D performers in an industry.) If the
relevant industries in Tables 2 and 3 are aggregated into the nine groups (used
in the Bernstein study) listed in Table 4, then four of the nine industries are
affiliate-intensive: transportation equipment, petroleum products, chemical
products, and gas and oil wells.

The estimated spillover network in Table 4 shows that each of the nine
industries is affected by inter-industry spillovers. Moreover, four of the nine
industries are recipients of spillover-generated cost reductions from two or
more industries. Seven of the nine industries are senders, with each source
affecting a few industries and each recipient affected by a few industries. There
are not more than three industries affecting any one recipient and not more
than four industries affected by any one source. Thus, for any one sender or
receiver the spillover network is relatively narrow. However, the collection of
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senders and receivers is not symmetrical, so the complete network involves
most industries.

The social rate of return to R&D capital for any one industry consists of
the private rate plus the cost reductions throughout the economy due to the
spillovers generated by the industry’s R&D capital. There are two components
to the wedge between the social and private returns. The first component is
the cost reduction bestowed on any one industry, and the second is the num-
ber of recipient industries. The combination of these two elements causes the
social rates to exceed the private rates. For example, from Table 4, petroleum
products generates cost reductions on three industries while rubber and plas-
tics affects only two; yet the social rate of return is greater for rubber and plas-
tics. It is therefore important to look at the social rate of return as a summary
statistic depicting the significance of an industry in generating spillovers.

Within the context of R&D activities, a strategic industry can be defined
as an industry whose social rate of return to R&D capital is relatively greater
than the social rates from other industries. The phrase “relatively greater” is
vague, but such imprecision is of no consequence because the social rates of
return actually provide a ranking of industries. It is not necessary to cluster
industries into strategic and nonstrategic categories. What is more appropriate
is to think of industries in terms of a strategic ranking. From Table 4, the mag-
nitudes of the social rates of return to R&D capital point out that non-electrical
machinery, rubber and plastics, petroleum products, and chemical products are
strategic industries. The social rates of return to R&D capital vary between 81
percent and 94 percent and exceed the private rates — which range between
24 percent and 47 percent (see Bernstein, 1989) — by 200 percent to 400
percent. Two of the strategic industries, petroleum products and chemical
products, are affiliate intensive. The other two affiliate-intensive industries
(transportation equipment, and gas and oil wells) have low social rates of
return. Thus, in comparing affiliate-intensive industries with Canadian-owned
industries, we have no reason to conclude that the former have relatively
higher social returns to their R&D capital.

CONCLUSION

ANUMBER OF CONCLUSIONS are forthcoming from the analysis in this
paper. First, R&D capital is the relevant input embedded in a general pro-
duction process used to develop new products and processes. The determinants
of R&D capital are similar to the determinants of other capital inputs: factor
prices and output supplies affect the demand for it. The demand for R&D capi-
tal by Canadian-owned firms is less price responsive than is the demand for it
by foreign affiliates. However, of the two groups, output growth triggers greater
R&D capital expansion for Canadian-owned firms. This set of results implies
that, of the two groups, Canadian-owned firms are more sensitive to business-
cycle considerations in determining their R&D capital demands. Simultaneously,
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foreign affiliates are more influenced by changes in relative factor prices, such
as the decline in computer prices. Tax policy operates through changes in fac-
tor-prices and output supplies. The offsetting price and output responses of the
demand for R&D capital cause the two groups of firms to react in the same
manner to tax incentives designed to encourage R&D capital formation.

Second, in order for firms to accumulate R&D capital, adjustment costs must
be incurred. Canadian-owned firms take approximately five and one-half years to
adjust their stocks of R&D and physical capital to the long-run magnitudes.
Foreign affiliates take five and one-half years to adjust their R&D capital stock but
take only three years to adjust their stocks of physical capital. Differences in
adjustment processes between the two groups of firms is reflected in physical capi-
tal and not in R&D capital. The implication for the adjustment process associated
with incorporating new products and processes into production is that there are
no differences between Canadian-owned firms and foreign affiliates.

Third, a distinctive feature of R&D capital accumulation is that R&D per-
formers are unable to appropriate completely the returns from their R&D
investment. Thus, firms are able to free ride and use R&D capital that they
have obtained free of charge. This public-good aspect of R&D capital accumu-
lation is referred to as R&D spillovers: a source of technology diffusion that is
not necessarily linked to input-output flows or to sources and uses of patents.
(R&D capital reflects the means by which spillovers are transmitted.) Spillover
networks, which must be developed in their own right, show that receiving
industries are influenced by only a few industries, and that sending industries
influence only a few industries. However, because the networks are not sym-
metrical between senders and receivers, many industries are involved in the
network. In order for us to evaluate the significance of R&D spillovers, we must
compute the social rates of return to R&D capital. (The social rate is the rate of
return to the use of R&D capital in society; the private rate is the return to the
performance of R&D capital accumulation.) Studies dealing with American
and Canadian firms and industries all show that the social rate of return is two
to four times greater than the private rate. Therefore, there are significant
spillovers associated with R&D capital formation.

Fourth, there are differences between Canadian-owned firms and affili-
ates as receivers of intra-industry spillovers. Spillover benefits evaluated in.
industries with relatively greater propensities to spend on R&D show that affili-
ates receive from two and one-half to eight and one-half times the benefits
from intra-industry spillovers than their Canadian counterparts receive. In
these industries, intra-industry spillovers cause the demand for R&D capital to
expand. A complementary relationship exists between intra-industry spillovers
and R&D capital, occurring in both Canadian-owned firms and foreign affili-
ates. However, in industries with relatively smaller spending propensities on
R&D, intra-industry spillovers and R&D capital are substitutes. Thus, spillovers
are not only a means of technology diffusion, but they also influence the
demand for R&D capital.
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Fifth, strategic industries are defined according to the social rates of
returns to their R&D capital stocks. The reason is that the difference between
the social and private returns to R&D capital signify under- or overinvestment
in R&D. If the social return from an industry’s R&D capital exceeds the private
return, then one sees underinvestment in R&D and potential gains to society
from increasing R&D investment in that industry. In Canada, preliminary anal-
ysis shows that there are four strategic industries: non-electrical machinery,
rubber and plastics, chemical products, and petroleum products. The social
rates of return vary between 81 percent and 94 percent and are two to four
times greater than the private rates of return. Although two of the four indus-
tries — chemical products and petroleum products — are foreign affiliate-
intensive, strategic industries can arise from those that are relatively intensive
in either Canadian-owned firms or foreign affiliates.
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R&D CAPITAL, ... SPILLOVERS IN CANADA

D1SCUSSANT’S COMMENT

DISCUSSANT:
Pierre Mohnen,
Université du Québec & Montréal

THIS PAPER REVIEWS the valuable research undertaken by Jeffrey Bernstein
in the area of R&D and science policy in Canada, with a special focus on
the role of foreign affiliates.

Given my own affinity with his research methods I have little to quarrel
with in this paper. There is, however, one point on which the author and I are
a bit at odds — his view on the use of supporting matrices, especially the
patent flows matrix to aggregate outside R&D. Various supporting matrices are
available to measure the proximity between R&D performers. One can use
intermediate input flows, patent flows, correlations of position vectors in a
technology space, and, I would add in passing, innovation flows as employed
recently in an econometric study by Sterlacchini (1989).! Each of these mea-
sures has its drawbacks and 1 fully agree with the author as to the weakness of
patent data as R&D outputs. | want to point out, however, that the vectoriza-
tion method he proposes is not flawless either. For instance, the argument of
the correct lag between R&D performances and effects does apply equally here.
I would therefore argue that each approach is worth exploring, and that it
would be beneficial to compare the results of different approaches rather than
to pick one outright and reject the others. For the remainder, I would like to
mention three generalizing extensions that could be pursued within this rich
framework.

First, to estimate the rate of return, both the cost and the demand effects
could be taken into consideration. Not only does R&D shift the average cost
curve downwards, it also shifts the demand curve to the right. I know Professor
Bernstein is now engaged in this attempt.

Second, most of the present work on inter-industry spillovers is restricted
to the manyfacturing sectors. Consequently, the social rates of return on R&D
in the paper are underestimated as there are more than nine sectors in the
economy and, hence, additional receiving sectors. In this regard, it would be
worth looking into the spillovers emanating from the service sectors (e.g. the
software services).

Third, little work has been done on the subject of international R&D
spillovers. This links with Magnus Blomstrém’s paper. In a recent work for the
Economic Council of Canada, | estimate that the Canadian manufacturing
sector as a whole earns an immediate rate of return from foreign R&D that is
three times as large as the rate of return on domestic R&D.

Professor Bernstein and [ are planning to examine this issue at a more
disaggregate level of 2-digit industries or firm data: by how much do Canadian
firms benefit from foreign R&D and vice versa? This also calls for some more
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theoretical thinking about how to define an international social rate of return
on R&D. The benefits from domestic R&D might leak out as foreign firms see
the costs go down. This, however, might not be altogether bad for the
Canadian economy, as other Canadian firms might, as a result, buy their
inputs from abroad at a lower price. R&D is more and more conducted at a
global level. This aspect calls for more modelling of the international flows of
externalities, and estimating of their magnitudes, and their incorporation into
the elaboration of science policies.

Endnote

1. Sterlacchini. “R&D, Innovations and Total Factor Productivity Growth in
British Manufacturing”, Applied Economics, 1990.
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Multinational Responses to Trade and
Technology Changes: Implications for Canada

INTRODUCTION

HE 1980s HAVE BEEN CHARACTERIZED by enormous changes in the eco-
nomic, social and political environments, both national and internation-

al, facing multinational enterprises (MNEs) in North America. How have MNEs
responded, and how are they likely to respond in the 1990s?

This paper focusses on four major changes in the business environment
— two in technology and two related to trade policy — that are, in turn,
changing the way MNEs make their organizational and location decisions. The
technological changes are in information technology (IT) and process technol-
ogy, specifically, the development of just-in-time (JIT) manufacturing. The
changes in the trade policy environment derive from the 1989 Canada-U.S.
Free Trade Agreement (FTA), and the prospect of a North American Free
Trade Agreement (NAFTA) among Mexico, Canada and the United States.!

Technology is changing the playing field on which firms compete; trade
policy is changing the rules of the game.? In examining the effects of these
changes we are interested in the likely responses of American multinationals
with Canadian subsidiaries, given current MNE locational patterns and organi-
zational structures. The changing locational and organizational structures of
Canadian manufacturing affiliates are of particular interest in manufacturing
since this is where the technological changes are advancing most rapidly.
Much has been written on the subject of strategic management of multina-
tionals, technological change, globalization, and economic integration, yet
few researchers have considered these together with a view to analyzing the
likely impacts of technological and economic integration changes on MNE
locational and organizational decisions within North America.’ This paper is
intended to provide such a conceptual framework and offer some predictions
based on that framework concerning multinational responses to change.

The paper has four parts. Following the introduction, above, I develop a
framework for the discussion based on the value chain, which determines the
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organizational and locational patterns of MNEs. This framework is then applied
to American multinationals operating in North America in the 1970s. I then
outline four changes — two in technology and two in trade policy — currently
affecting MNEs. There follows an analysis of the organizational and locational
responses of American MNEs in the 1980s and their likely responses in the
1990s, focussing particularly on the implications of these responses for their
Canadian affiliates. Finally, } offer my conclusions.

MNE ORGANIZATIONAL AND LOCATIONAL PATTERNS
A FRAMEWORK FOR UNDERSTANDING MNE RESPONSES TO CHANGE

MULTINATIONAL ENTERPRISES are firms that control and organize production
establishments (plants) located in two or more countries. For over a century
the basic method of MNE expansion into overseas markets has been through
foreign direct investment (FDI).* In order to explain the organizational struc-
ture of MNEs and the locational patterns of MNE production and intra-firm
trade flows, it is necessary to have a conceptual framework that explains the
existence and growth of multinationals. Dunning’s (1981, 1988) eclectic or
Ownership-Location-Intemalization (OL1) model of FDI is appropriate in this
connection. | also assume that MNEs form and grow because of three factors;
each involves simultaneous decisions for the parent firm *

1) Ownership advantages: MNEs have intangible ownership or firm-specific
advantages (FSAs) from which they can earn rents in foreign locations and
which allow them to overcome the cost disadvantage of producing in foreign
markets. Such ownership advantages or core competencies are usually knowl-
edge- or oligopoly-based, and can be transferred within the MNE at relatively |
lictle cost. Knowledge-based advantages include product and process innova- '
tions; oligopoly-based advantages include economies of scale and scope, and
privileged access to raw materials or financing. FSAs are not fixed for the firm; {
core competencies require identification and continuous investment to pre- [
vent their dissipation and/or obsolescence.®

2) Internalization advantages: These depend on the relative costs and I
benefits of alternative contractual methods for supplying foreign markets. It is
normally more profitable for MNEs to earn rents on their FSAs and to service for-
eign markets through subsidiaries than by exporting or by other contractual
arrangements because of exogenous market imperfections confronting these |
MNEs along with the oligopolistic motives MNEs have for internalizing external
markets. Exogenous market imperfections include both natural imperfections,
such as transactions costs which impede trade, and government-imposed imper-
fections, such as tariffs, exchange controls, and subsidies. Endogenous or 1
oligopolistic imperfections include exertion of monopoly power, cross-subsidization
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of markets and opportunistic exploitation of suppliers or buyers. Internalization
helps prevent the dissipation of, and increases the rents from, the core compe-
tencies of the MNE.

3) Locational advantages: FSAs must be used in combination with immo-
bile factors in foreign countries to induce FDI. Country-specific advantages
(csas) determine which countries will host MNE foreign production. CSAs can
be broken into three categories: economic, social and political (the ESP fac-
tors), which change over time. Economic CSAs are based on a country's factor
endowments of labour, capital, technology, management skills and natural
resources. In addition, market size, transportation and communications can
make a host location more or less economically attractive. Noneconomic or
social Ccsas include the psychic distance between countries in terms of lan-
guage, culture, ethnicity, and business customs. Political CSAs include general
host-government attitudes towards foreign MNEs and specific policies that
affect FDI and foreign production, such as trade barriers and investment regula-
tions. FDI is therefore likely to be attracted to those countries that are geo-
graphically close and have similar incomes and tastes to the home country,
and have good factor endowments and low factor costs.

These OLI advantages determine the organizational structure and loca-
tional patterns of MNEs in the following manner. As in Porter (1986, 1987), we
assume multinationals are engaged in a range of activities, the “value chain”,
consisting of primary activities (functions involving the physical creation of
the product) and support activities (functions that provide the intangible
assets and infrastructure necessary to support the primary activities).” Figure 1
shows a hypothetical value chain of a manufacturing MNE. Six primary activi-
? ties are identified which are part of the firm’s value chain: upstream activities
| including extraction of raw materials, processing, and sub-assembly, and down-
' stream activities including final assembly, distribution and sales, and service.

We focus on two support activities: firm infrastructure, and product and pro-
[ cess technology development.
! The MNE’s range of activities determines its competitive scope. Competitive
scope is important because it determines the degree of horizontal and vertical
] integration practised by the MNE, and these influence the MNE's organizational
‘ and locational structures. Porter (1986, p.22) defines four types of competitive
scope: segment scope (number of product varieties, customer types), industry
scope (range of industries in which the MNE competes), vertical scope (which
primary activities are part of the firm's value chain as opposed to being pro-
| duced by other firms), and geographic scope (number and types of countries in
which the MNE is active).
A horizontally integrated MNE produces the same product in two or more
plants located in different countries; i.e. one of the primary activities, such as
j the processing of raw materials, occurs in two or more locations. The degree of
horizontal integration is roughly represented in Figure 1 by the number of
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FIGURE 1
THE VALUE CHAIN
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countries in which the MNE is active in any one primary activity. The motiva-
tion for horizontal integration is the additional rents in the foreign location ‘
that can be earned by the MNE'’s firm-specific assets (Caves, 1982; Eden,
1989b, Grimwade, 1989). Assuming that a technology, once produced, can be :
transferred at minimal cost within an MNE, that MNE can increase its global |
profitability by applying technological advantages with respect to its products |
and processes in new locations. Horizontal integration usually occurs at the
final assembly and sales stages with market-driven manufacturing MNEs i
because governments encourage foreign firms to produce locally and to be ‘
nationally responsive. However, resource-based multinationals may have one i
or several raw material plants depending on plant economies of scale relative
to the size of the MNE’s global market. (For example, one chemicals plant can
supply the world market for a drug MNE, whereas an aluminum firm is likely to
have several bauxite plants).

A vertically integrated MNE controls and coordinates two or more prima- |
ry activities. The degree of vertical integration is determined by the number of i
primary activities in the firm’s value chain in Figure 1. The motivation for ver- |
tical integration is to avoid transactions and governmental costs associated
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with external markets. Uncertainty and incomplete futures markets combine
to raise barriers to contract-making between unrelated firms, particularly in
natural resource industries and industries where quality control is essential
(Casson, 1982, 1986; Porter, 1986; Grimwade, 1989). Government barriers
can be avoided through techniques such as transfer pricing of intra-firm trade,
and leading and lagging financial flows (Eden, 1990b, 1985).

MNE Locational Strategies

In the general OLI framework, the FSAs of a multinational enterprise give the
MNE advantages over domestic firms when it goes abroad. The advantages of
internalization imply that the MNE can best profit from its FSAs through a hier-
archy of vertical and horizontal intra-firm linkages. However, neither of these
factors determines where the MNE invests.

Location tends to follow strategy; i.e. the particular location selected by
an MNE depends on the strategic role its affiliate is expected to play within the
value chain. MNEs go abroad to access low-cost foreign inputs (including natu-
ral resources and technology), to be close to foreign markets, to earn rents on
their technological Fsas, and to pre-empt competition. Of these, the most
important reasons for FDI probably are sourcing natural resources, reducing
costs, and accessing foreign markets. Thus the primary purpose of FDI is foreign
production, and the locational decisions about production will determine FDI
flows (Cantwell, 1988). Both horizontal and vertical FDI have generated sub-
stantial growth in intra-firm trade flows in the post-war period (Grimwade,
1989, pp. 143-215; McCulloch, 1985; Rugman, 1985).

Locational or country-specific advantages (CSAs) are the key to deter-
mining which countries will become host countries for an MNE, depending on
whether the motivation behind its investment is resource seeking, cost reduc-
tion, or market access. In the light of these three locational strategies for FDI, |
contend that multinationals build their overall production structure by choos-
ing from among the following factory types for their foreign affiliates:®

1) Resource-based FDI

Extractors access natural resources that are essential to the production process. The
key factor driving location with respect to such activity is the need to be close to
the source of raw materials. Depending on resource stocks and economies of scale,
one extractor plant may or may not be sufficient to supply the entire MNE.

Processors process raw materials and turn them into fabricated materials. The
processing stage can in turn be further divided into refineries, smelters and
fabricators. Extracting and processing may occur in the same plant when the
weight-value ratio is high, economies of scale at the two stages are similar, and
foreign tariffs on processed imports are not high.

137




EDEN

2) Cost-reducing FDI

Offshore factories tend to use cheap local inputs, particularly labour, to produce
components or to assemble products for the parent company. Many American
MNE investments in the newly industrializing economies (NIEs) in Asia and the
Mexican maquiladoras are of this type. As wage rates rise in the NIEs, such offshore
factories move from country to country in search of sites with low wage rates,

Source factories are a step up from offshore factories. Source plants provide
access to low-cost inputs, but they also carry responsibility for the develop-
ment and production of specific components for the MNE. Source factories are
globally rationalized plants where the rationalization is vertical; i.e. the factory
produces one segment of the value chain. Source factories contribute to the
MNEs by producing subcomponents for final assembly and sale elsewhere.
Depending on economies of scale, there may be one or several plants produc-
ing the same components. The source factory is tightly integrated into the
MNE network since its production is intended wholly for intra-firm sale.’

3) Market-driven FDI

Importers or distributors provide marketing, sales, service and warehousing
facilities. Usually, when a firm establishes a subsidiary abroad, its first step is to
set up as an importer plant to facilitate exports from the parent firm.

Local Servers are import-competing factories designed to service local markets.
They often assemble subcomponents for domestic sale (e.g. bottling plants,
drug packaging). Such assembly is often driven by government regulations
requiring a local presence; local production may also increase domestic sales.

Focussed factories are globally rationalized subsidiaries in a horizontal sense: i.e.
they produce one or two product lines in mass production runs for final sale in
both local and foreign markets; the remaining product lines are supplied from
other affiliates. Thus, within the final assembly and sales stage of the value
chain, the MNE may rationalize production by allocating product lines to spe-
cific affiliates and encouraging horizontal intra-firm trade of these product
lines. Such affiliates are relatively autonomous and are often nationally
responsive units with some R&D facility, mostly in process technology.

Miniature replicas are plants, protected by high tariff barriers, that assemble and
sell a full line of products, similar to that of the parent, in the local market.
Such affiliates are likely to be high cost if domestic markets are small. In such
circumstances it is difficult for them to exploit economies of scale. Miniature
replicas were the most common form of market-driven affiliate in the
Canadian manufacturing sector prior to the reduction of tariff barriers under
the Tokyo Round and the introduction of the Auto Pact in 1965.
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World product mandates (WPMs) are plants with full responsibility for the tech-
nological development, production and global sales of a single product line
within the MNE. The WPM represents a specific strategy quite distinct from the
focussed factory. Although both manufacture product lines for global sale, the
WPM is responsible for product design/redesign for its own output. In the case
of the focussed factory, comparable responsjbility rests with the parent. WPMs
entail close cooperation between parent and affiliate, and require larger prod-
uct innovation capabilities than focussed factories."

Lead factories are equal partners with the parent firm and within the frame-
work of an MNE are often treated as a separate division. Lead factories occupy
strategic locations within each Triad bloc (North America, Europe and Asia)
and are responsible for both technology and product creation and distribution.
Lead factories also have true insider status in each of their major locations.

Outposts are R&D-intensive plants set up in foreign markets primarily to collect
information for the MNE. The purpose of these plants is to source knowledge
worldwide and to act as a window on technology developments in other coun-
tries. Usually these are brownfield acquisitions or joint ventures with estab-
lished firms or universities."!

The taxonomy for the above is illustrated in Figure 2, which shows each facto-
1y type in its relevant part of the value chain. The higher the placement of the
factory, the greater the amount of technological innovation expected from the
subsidiary. Each MNE, depending on the length of its value chain and the
nature of its industry, consists of a head office and a set of foreign affiliates,
each strategically located according to its underlying resource, cost or market
function. For example, automotive MNEs typically consist of offshore and
source factories in the NIEs (which produce parts and component assemblies),
local servers (which assemble completely knocked down kits in LDCs), and
focussed factories in OECD countries (which assemble and distribute certain
product lines while importing others).

Figure 2 implies that every subsidiary has a primary role. It should also be
clear, however, that an affiliate can occupy more than one strategic position
within an MNE at the same time (e.g. a world product mandate along with a con-
tributor role). Depending on the nature of the industry (globalized, government-
controlled or mixed-structure) MNEs are more-or-less likely to choose particular
locational strategies. As Doz (1986) shows, in mature, global industries such as
automobile manufacturing, multinationals tend to use integrative, cost-driven
strategies using offshores and local server factories to divide the production pro-
cess among their affiliates and subcontractors, then assemble locally to meet
domestic content requirements. Conversely, government-controlled industries
such as telecommunications and aircraft manufacturing tend to adopt more
nationally responsive strategies such as miniature replicas and focussed factories.

139




EDEN

FIGURE 2
AFFILIATE ROLES WITHIN THE MNE
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The strategy adopted in choosing a new location also depends on the age
of the affiliate. I contend, following Ferdows (1989), that new factories are usu-
ally extractors, offshores or importers, depending on their strategic function
within the MNE (resource-, cost-, or market-based). The strategic function of a
plant may change over time; as it grows and matures it may develop the capabil-
ities to undertake new functions. If the subsidiary is allowed relative autonomy
to develop within the MNE, such growth in function(s) is more likely. Therefore,
as the foreign affiliates mature, extractors may take on processing functions, off-
shores may become source factories, and importers may become local servers.

Whether such upgrading of affiliates occurs depends on the economic,
social and political factors outlined earlier. For example, a high effective rate of
protection in the home country deters local processing and encourages exports to
the parent firm for processing (e.g. Canadian logs exported to the United States
for processing into lumber). As wage rates rise over time in the NiEs there may be
an incentive to shut down offshore plants and move the footloose production to
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cheaper labour sites rather than upgrade the plant to a source factory. The growth
pattern of demand-driven factories may be the most interesting, in view of the
number of opportunities that are open to them (e.g. importer, focussed factory,
world product mandate, lead factory). Clearly, the relative size and strength of
the local market, the level of trade barriers, capital and labour costs, and govern-
ment regulations and incentives for R&D can all affect the choice made by the
MNE. Given the simple cost-reduction function of offshores and sources, I suggest
that these types of factories are unlikely to become lead factories. Processors and
focussed factories, however, may take on the functions of full lead factories if they
occupy a strategic location within one of the Triads.

MNE Organizational Strategies

The organizational structure of MNEs encompasses two components: legal orga-
nization and managerial organization (Robock and Simmonds, 1989, p. 253).
The legal organization defines the ownership arrangements between the par-
ent company and its affiliates (e.g. branch, subsidiary, joint venture, strategic
partnership, etc.). The traditional foreign affiliate is a wholly-owned subsidiary
within which contractual and other trading arrangements are carried out at
non-arm’s-length. However, MNEs also use other devices, such as subcontract-
ing, joint ventures and licensing arrangements, to organize production, partic-
ularly if host country regulations require local participation. The wholly-
owned subsidiary is generally preferred as an organizational form in order to
protect the MNE’s firm-specific advantages (Eden, 1989b).

The managerial organization determines executive lines of authority and
responsibility, lines of communication, information flows and how they are
channelled and processed. Business International (1988, pp. 113-19) identifies
seven types of MNE international managerial structures: international, regional,
national subsidiary, product, functional, matrix and mixed. Each is described
briefly below:

1) International Division One unit within an MNE with responsibility for all
international operations. This is a common structure for new MNEs, and is used
widely by Japanese and Asian multinationals.

2) Worldwide Regional Each affiliate is responsible for a specific territory or
regional division; the home market may be a division like the others. This
structure is used by American MNEs with mature, standardized products where
marketing and service are important; e.g. beverages, cosmetics, petroleum,
with the affiliate being responsible for a region such as South America or Asia.

3) National Subsidiary This format is similar to the regional structure but is

more decentralized since each country constitutes a division. European MNEs
typically used this structure, the so-called “mother-daughter” structure.
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4) Worldwide Product The MNE is organized into several domestic businesses each
of which is responsible for its own worldwide operations. This structure is used by
MNEs that need to coordinate upstream activities centrally and to integrate tech-
nological development, production and markets for each product horizontally.

5) Worldwide Functional Divisions are determined by the MNE’s major func-
tions, e.g. administration, manufacturing, R&D. This structure is not employed
as much as others, but can be found in mining and steel and in small, interna-
tional companies with an integrated product line.

6) Matrix and Matrix Overlay In a matrix structure, the MNE focusses on two
characteristics (product, function, region), giving a dual chain of command
and encouraging cooperation across characteristics. The most common is dual
reporting to the head office by the product and regional divisions. Given the
complexity of managing a matrix structure, most MNEs have moved to a Matrix
Overlay structure where one element (e.g. region) is emphasized and the other
two are monitored.

7) Mixed This organizational structure combines two or more of the above
structures (e.g. an international division, a few worldwide product divisions
and some national subsidiaries). This structure is useful for large MNEs where
individual affiliates require different structures.

The choice among these managerial structures depends partly on corporate
strategy. As the need for global strategic planning increases, MNEs adopt more
global organizational structures to facilitate the integration of national and
international planning. The more integrated the structure, the less the local
autonomy of the affiliate and the greater the centralization and coordination
functions of the parent firm.

Managerial structure also reflects the degree of internalization of the
MNE; i.e. the MNE's relative shares of international versus domestic sales
(Robock and Simmonds, 1989, p. 255; OECD, 1987, pp. 43-6). Assuming that
the purpose of moving outside the domestic situation is market-driven, a firm
may first set up an importer unit abroad; as exports increase, it may then set up
a managerial export department within the head office to organize interna-
tional sales. Sales, service and warehousing operations go abroad next. Once
foreign production has been established, the MNE may set up largely
autonomous miniature replicas. An international division within the hierar-
chy is usually established once the degree of internationalization reaches some
acceptable minimum. At the global stage, the organizational structure is usual-
ly re-defined along functional, regional or product lines.

These organizational stages can be grouped into two basic groups: domes-
tic structures (organized along functional or divisional lines) and international
structures (e.g. autonomous subsidiary, international division); these corre-
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FIGURE 3
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spond roughly to the degree of maturity of the multinational. Firms generally
progress from domestic to global structures as the percentage of foreign sales in
relation to total sales rises."

In the following section, I briefly review the history of American MNE
development and identify the changing strategic functions of American affili-
ates, using the locational and organizational frameworks developed above.

A Brief History of MNE Locational and Organizational Strategies

Production processes in manufacturing firms can be classified under four head-
ings: continuous flow, assembly line, batch, and jobbing to project. According
to this progression, jobbing to project is the most flexible, and continuous flow
is the least flexible (Easton and Rothschild, 1987, p. 303). The choice of pro-
duction process is determined partly by the product life cycle. The traditional
manufacturing process is based on the concept of products moving from intro-
duction to maturity to obsolescence. New products require frequent design and
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process changes, the production process is unstandardized and most likely to
be project- or job-based. As products become more mature the increase in vol-
ume requires a standardization of product design and a shift from labour-inten-
sive to capital-intensive operations. Eventually, assembly lines and continuous
flows generate significant economies of scale (EOS) from the mass production
of standardized products. Flexibility is, consequently, reduced and response
time is slowed but the average cost per unit falls.

As Figure 3 shows, when a new product is introduced it is normally pro-
duced in small batches with flexible technologies. As the product moves
through its life cycle, product innovation is replaced by process innovation.
Once economies of scale have been exploited domestically, the product is not-
mally moved abroad to be produced by affiliates of the MNE. Cost competition
through mass production becomes increasingly important such that mature
products are often produced in low-wage countries.

In the early 1900s manufacturing firms in the United States began to
mass produce consumer durables for their domestic markets. MNEs expanded by
exploiting economies of scale and scope in extraction, production and distribu-
tion first at home and then abroad (Chandler, 1986, 1990a,b). Mass production
industries developed which were capital-intensive, permitting large economies
of scale at the plant level. Capital-intensive plants normally used either contin-
uous-flow or assembly-line technologies, allowing production at substantially
lower cost than labour-intensive, batch or job processes in small plants.
However, the cost advantage of mass production, as Chandler (1986, 1990a,b)
stresses, depended on throughput. Throughput required coordination of inputs
and outputs and thus a managerial hierarchy. Economies of scale at the plant
level, therefore, depended on both technological and organizational inputs.

In the post-1945 period, globalization, defined as high interdependence
between national markets, proceeded rapidly with domestic firms facing new
competitors at home and abroad. American multinationals set up miniature
replicas in Canada and in Europe, designed to supply local markets behind rel-
atively high tariff walls. New products were produced first in the United
States, then moved abroad as the American market became saturated and
international demand increased. Major natural-resource-seeking investments
were made to set up extraction plants, particularly in Canada in the mining
and petroleum sectors. Some of these plants did their own refining (e.g.
petroleum); others exported raw materials for processing in the United States
(iron ore to steel plants).

Post-war expansion, based on global investments by MNEs in the automo-
tive and petrochemical sectors and government investments in infrastructure,
had run its course by the late 1960s (Van Tulder and Junne, 1988). Globalization
was encouraged by technological advances in transportation and communica-
tions, liberalization of exchange rate and credit policies, tariff reductions
under GATT rounds, and the increasing integration of capital markets. By 1970,
western European firms had emerged as strong competitors and Japanese firms
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were starting to export high-tech manufactured goods. During the 1970s,
European MNEs began to invest in the United States and intra-industry FDI
began to replace the inter-industry FDI characteristic of the pre-1970 period.
Intra-industry trade and horizontally integrated intra-firm trade between OECD
countries increased rapidly (Grimwade, 1989). The 1970s energy squeeze, lag-
ging productivity, stagflation, and the rise of the newly industrialized
economies increased the competitive pressures placed on American firms.

From the late 1960s through the 1980s, American multinationals
responded to this new competition with four organizational and locational
strategies. The first strategy was to extend the value chain through mergers and
acquisitions. A wave of mergers forming conglomerates able to control forward
and backward linkages, reduce risk and cartelize local markets occurred during
the late 1960s (many of which subsequently collapsed, see Chandler 1990a).

The second strategy was to automate production, increase plant size and
rationalize plants (creating focussed factories under horizontal rationalization,
and source factories under vertical rationalization) to achieve greater economies
of scale. The automotive industry is a good example of an industry that global-
ized and rationalized during this period. Specifically, the signing of the 1965
Auto Pact encouraged the phasing out of miniature replicas in the auto industry
and their replacement by focussed factories. In the late 1970s the Ford Motor
Company attempted to build a world car, locating world-scale source plants in
low-cost locations. However, the necessary economies of scale were not
achieved and the attempt was aborted.

The third strategy was to move production offshore to the NIEs and to
the Mexican maquiladoras. These offshore plants were designed to lower over-
all costs to the MNEs by shifting production and subassembly to developing
countries with lower unit labour costs. U.S. tariff legislation (sections 806 and
807) encouraged the move to offshore assembly factories by making the rele-
vant U.S. tariffs applicable only to the foreign value added. Intra-industry
trade in intermediate products between affiliates of vertically integrated multi-
nationals became a major part of world trade flows (Casson, 1986; Grimwade
1989).7 MNE total costs were reduced by shifting labour-intensive stages of pro-
duction to countries with low unit labour costs. Two kinds of manufacturing
production were pulled offshore. The first consisted of light, labour-intensive
assembly operations, such as in the textiles and electronics industries. The sec-
ond was basic industrial manufacturing of standardized mass-production prod-
ucts, such as stages in the automotive and steel manufacturing industries
(UNCTC, 1988). These two moves in the 1970s introduced the so-called “new
international division of labour” (NIDL) based on worldwide sourcing of cheap
components and assembly (Mytelka, 1987).

In the fourth strategy, as firms increased global operations as a percentage
of total operations, most American MNEs tightened their organizational struc-
tures to assert more control over their affiliates. Structures changed from simple
international divisions and autonomous profit centres in the 1950s and 1960s
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to either functional divisions (where product diversity was low) or product
divisions (where product diversity was high) in the 1970s (OECD, 1987, pp. 44-5).
American MNEs now tend to adopt more globalized structures and exercise
tighter control over their subsidiaries than European MNEs (OECD, 1987).

By the early 1980s the problems inherent in a strategy of plant rational-
ization and worldwide sourcing had become apparent. The distribution net-
work was complex, flexibility of response to customer demands was low, and
the link between innovation and production was stretched (Goldhar, 1989).
These problems were aggravated by two technological developments (informa-
tion technology and just-in-time manufacturing) and two major trade policy
changes (the Canada-U.S. Free Trade Agreement and the prospect of a North
American Free Trade Arrangement). I now turn to an analysis of these four
changes, following which, I address the question of how the current technolo-
gy and trade policy changes are likely to affect MNE organizational and loca-
tional structures in the 1990s.

TECHNOLOGY AND TRADE PoLicY CHANGES IN THE 1980s
TECHNOLOGY CHANGES
The Information Technology Revolution

Van Tulder and Junne (1988, p. 6) define a core technology as one that leads
to many products, has a strong impact on production processes, is applicable in
many sectors of the economy, and eases obstacles to further investment. They
identify two core technology clusters, which developed during the 1980s:
information technology. (IT), and biotechnology.

A recent study of MNEs by the United Nations Centre for Transnational
Corporations (UNCTC) states that the “rapid spread of micro-electronics-based
information technologies into production processes for goods and services has
been one of the outstanding features of world development in the 1980s”
(UNCTC, 1988, p. 42). Semiconductors, robots, computers, telecommunica-
tions hardware and software, and Computer Aided Design (CAD) equipment
are the largest sectors in the IT cluster (Van Tulder and Junne, 1988, p. 8).
Semiconductors are the basic component (the so-called “crude oil of the
1980s”) of all microelectronic products; they raise product reliability and lower
energy and materials requirements. IT is a generic or core technology in that it
is highly flexible and can be introduced almost anywhere in the value chain.
Within the manufacturing stage, four key ITs are: computer numerically con-
trolled (CNC) tools, industrial robots, automated transfer systems and process-
control systems (UNCTC, 1988, p. 42). These new ITs are linked in computer
integrated manufacturing (CIM). CIM factories are “smarter, faster, close-cou-
pled, integrated, optimized and flexible” (Goldhar, 1989, p. 261).

The key features of IT are integration and flexibility, both of which
reduce average costs and generate system-wide gains in efficiency. IT lowers
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costs of labour, capital, energy and raw materials, reduces pollution, and
increases the flexibility of production processes (Van Tulder and Junne, 1988,
19-27). 1T is labour-saving, both as a product (substituting a single chip for
number of moving parts) and as a means of production (e.g. word processors,
robots). Labour productivity is increased through faster communications,
shorter waiting and transport time, and higher quality control. IT saves on cap-
ital by making capital equipment reprogrammable, promoting the develop-
ment and introduction of lights-out factories, reducing factory space, and cut-
ting downtime. Raw material and energy needs are reduced by miniaturization
and the use of telecommunications to adjust production to demand fluctua-
tions. Pollution is reduced through waste reduction.

Flexibility of production processes is increased through the combination
of microelectronics and reprogrammable machine equipment. Easton and
Rothschild (1987) identify five areas in which flexibility can be improved
through the use of IT: product, product mix, quality level, output volume and
delivery time. Computer assisted design (CAD) equipment and computer
numerically controlled (CNC) tools can reduce development and production
time. Flexible automation together with computer-directed machining opera-
tions (CAD/CAM) allow firms to offer a broader range of products in small
batches at low cost. Economies of scale at the plant level can be offset by
increased economies of scope. It becomes easier to reconfigure products
according to post-purchase customer requirements thus increasing product
flexibility.

Just-In-Time (J1T) Manufacturing

The UNCTC (1988, pp. 42-7) claims that the second major force affecting MNEs
in the 1980s is organizational innovation based on the concept of just-in-time
(J1T) manufacturing. These new organizational innovations were developed in
three areas: management of materials, human resources, and supplier relations.
The main elements of JIT manufacturing are demand-driven production, mini-
mization of downtime, pull-through work flow, inventory reduction, zero defect
components, and total quality control. First adopted in Japan (where it is called
the Toyota Production System), JIT manufacturing has spread in North
America as American multinationals have been forced to adopt these tech-
niques in order to compete with the more efficient Japanese multinationals,
and as Japanese MNEs have adopted these process technologies in their new
North American plants.'* This is well documented in the new Womack et al
(1990) study of the automotive industry.

Two key components of JIT manufacturing are reduced inventory and
machine set-up time at each step in the production process. Both types of
reduction can expose defects, which encourages the firm to introduce quality
control systems designed to eliminate downtime which, in turn, reduces trans-
action costs in the form of manufacturing overheads within the firm. The
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multi-skilling and multi-tasking of workers necessary in JIT manufacturing
encourage learning-by-doing and process innovations. JIT manufacturing is
especially suited to complex, high-volume fabrication and assembly activities
such as occur in the automobile, electronics and machinery industries
(Lieberman, 1989, p. 221; Hoffman and Kaplinsky, 1988).

However, the JIT system also imposes certain requirements on supplier-
MNE linkages. Proximity is very important, in order to maintain tight invento-
ry schedules. MNEs must also collaborate with suppliers in order to schedule
production. Components must be zero defective, which means that stringent
quality controls also apply to suppliers. The expanding science base of manu-
facturing, because of its more specialized and complicated components, also
requires closer coordination with suppliers. The result is that firms are signing
longer run contracts with single contractors and many of those contractors are
adopting JIT methods themselves."

FMS: Linking IT and JIT Manufacturing

The JIT and IT revolutions together are creating a flexible manufacturing system
(PMS). Hoffman and Kaplinsky (1988, p. 49) refer to the shift from traditional
mass-production methods to a FMS as the shift from “machinofacture to syste-
mofacture”. This reflects the systemic integration necessary in FMS. Womack et
al (1990, p. 13) call the new system “lean production” because a FMS uses less of
everything: manufacturing space, inventories, labour hours, investment in
tools, etc. Both teams of authors agree that the move toward flexible manufac-
turing systems will revolutionize manufacturing on a global basis.

The new factory of the future will be characterized by “decentralization,
disaggregation, flexibility, rapid conversion of product lines, . . . surge and
ramp-up and ‘turnaroundability’, responsiveness to innovation, production
tied to demand, multiple functions, and close-coupled systems” (Goldhar,
1989, p. 262). This changes the definition of productivity from a cost base to a
profitability base. It also shifts the focus of the core business from manufactur-
ing to service. FMS reduces the economic advantages of large-scale factories,
allowing a greater variety of low-volume, low-cost manufacturing to be con-
centrated in one location.'® Goldhar notes, however, that since FMS is charac-
terized by almost 100 percent fixed cost, the firm must increase its competitive
segment scope and keep the factory working continually to reap the benefits
from JIT manufacturing.'” ,

The introduction of FMS affects the economies of location through its
impact on economies of scale at the levels of the product, the plant and the firm
(Hoffman and Kaplinsky, 1988, p. 346). During this century, there has been a
tendency for all three types of scale economies to increase in the manufacturing
sector. For example, in the automobile industry during the 1970s and ‘80s, prod-
uct economies of scale provided an incentive for the world car, plant economies
contributed to the emergence of the world factory, and firm economies generated
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MNEs. Hoffman and Kaplinsky argue that new developments are still affecting
scale economies through: the increasing importance of product innovation
and quality relative to price; changing managerial perspectives in response to
more discriminating consumers; and the use of FMS to reduce downtime and
improve accuracy. On the other hand, the economies of massed resources,
growth in indirect costs such as R&D, and the scale economies inherent in pro-
cess industries all remain. In mass production industries, the net impact of
these developments may well be to reduce plant and product scale economies;
while scale economies rise in traditional small-batch sectors (Hoffman and
Kaplinsky, 1988, p. 66, pp.347-53, p.362). For example, in core manufacturing
industries such as automobiles, new engine and assembly plants are smaller size
and designed to produce fewer units per year (1988, pp. 104-106). Thus, in
Figure 3 both Hoffman and Kaplinsky and Womack et al (1990) predict that
increasingly, the mature product stage will be characterized by flexible manu-
facturing systems. When coupled with the major trade policy changes outlined
below, North American multinationals now face an environment far different

from that of the 1970s.

TRADE PoLicY CHANGES

BY THE END OF 1989 almost all major industries were operating in the context
of global markets, competition, customers and suppliers (Hax, 1989). Ohmae
(1985, 1989) argues that the Triad is the critical framework for MNEs engaged
in global competition. To be a “true insider” in the world market, each multi-
national should occupy a position as a lead factory in each of the three leading
blocs (North America, Europe, Asia). At the same time, each firm should
develop “lead country models” (i.e. products tailored to the dominant mar-
kets) which can be minimally tailored for smaller markets. Globalization of
markets is forcing multinationals to juggle simultaneously their goals of eco-
nomic efficiency, national responsiveness and world-wide learning (Bartlett
and Ghoshal, 1987a, b, 1989; Doz, 1986).

Globalization of markets was encouraged during the 1980s by state poli-
cies such as deregulation, the liberalization of trade and the integration of
financial and capital markets through the G-7 and the European Monetary
System (Investment Canada, 1990b). The perception that technology is the
key to good trade performance and economic competitiveness has led govern-
ments to subsidize and protect their high-tech industries, and to encourage the
production of highly-skilled labour (Van Tulder and Junne, 1989). These neo-
protectionist policies are driving MNEs to make defensive intra-industry foreign
direct investments in each Triadic bloc in order to protect their long-run mar-
ket shares (Ostry, 1990).

The perception of trading blocs has mobilized governments in two ways.
First, states are trying to slow down the breakup of the world trading system
into blocs through the multilateral approach of the GATT Uruguay Round
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which is supposed to reduce tariffs, agricultural subsidies and textile restraints.
It is also intended to contain non-tariff barriers (NTBs), and extend the
umbrella of the GATT to include services, trade-related investment measures
and intellectual property rights (UNCTAD, 1989, 1990). Second, states are
simultaneously moving to position themselves within these blocs through
regional treaties: the United States by signing a Free Trade Agreement (FTA)
with Canada and by moving toward a North American Free Trade Agreement
with Canada and Mexico; Europe by reducing its border controls and harmo-
j nizing national legislation(s); Japan by setting up subsidiaries in the Asian NiEs
and within the other two blocs to protect its exports.

The Canada-US Free Trade Agreement

The 1989 Canada-U.S. Free Trade Agreement (FTA) is a preferential trading
arrangement between Canada and the United States that is being phased in
over a ten-year period. The FTA is broader than a simple preferential arrange-
ment because it not only eliminates tariffs and sets up a framework for identi-
fying and reducing NTBs between the two countries, but also liberalizes invest-
ment and professional labour flows between the two countries and promotes
harmonization in certain areas.'

According to standard international trade theory, Canada, as the smaller
country going into a free trade agreement, is expected to bear a larger share of
the adjustment burden and reap a larger share of the trade gains. Adjustment
pressures are created by static and dynamic effects. The static effects are of two
types: trade creation and trade diversion (Hefferman and Sinclair, 1990, pp.
134-45). Trade creation occurs when high cost trade before the union is
replaced by lower cost trade with a member country after the union. Trade
diversion occurs when low cost trade before the union is replaced by higher
cost trade with a member after the union. Dynamic effects include FDI flows in
response to the trade creation and diversion effects, economies of scale and
scope from the larger market, and terms of trade effects.

Several econometric studies have been undertaken that estimate the
impact of the FTA on the Canadian economy.® The general conclusion drawn
from these studies is that Canada would bear most of the adjustment pressures,
) facing relatively large employment losses in sectors including: textiles, paper
; products, petroleum products, glass products and electrical machinery. Sectors
\ with relatively large projected employment gains are chemicals, iron and steel
: and nonferrous metals. On an overall basis, total employment should grow slight-
ly and real income should increase. Both losses and gains are small for the United
States, basically because the American market is expanded by only ten percent
whereas the potential Canadian market is enlarged by ten times its original size.

The investment changes introduced in the FTA are also important for
i this analysis of MNE locational strategies. The Agreement puts an asymmetrical
i investment regime in place since the United States is bound to exempt Canada
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from any future inward FDI screening, while Canada retains the right to screen
acquisitions of its financial intermediaries and largest corporations.
Performance requirements are prohibited. Each country gives the industrial
and service firms from the other country the right of establishment and
national treatment, except in a few sensitive sectors. National treatment
means that foreign firms must be treated no less favourably than domestic
firms within a country’s borders (i.e. the host country’s rules apply).”

A North American Free Trade Arrangement?

Given the moves towards the development of a Triadic market consisting of
three relatively autonomous trading blocs, it is perhaps not surprising that
countries are positioning themselves to protect their export markets. Mexico,
as one example, has served as a host country for U.S. multinationals since the
1800s. In the early 1900s the Mexican government restricted foreign owner-
ship of many of its industrial sectors and has remained suspicious of American
multinationals ever since (Weintraub, 1990). For many years the Mexican
government followed an import substitution strategy designed to encourage
domestic manufacturing and the growth of local capital. Foreign MNEs were
forced to enter into joint ventures with Mexican partners and the percentage
of foreign ownership was restricted. Non-tariff barriers (such as import licens-
es) were extremely high.

The one form of opening to the global economy occurred when the
magquiladoras or in-bond plants were set up in 1965 (the same year Canada
and the United States signed the Auto Pact). The maquiladoras constitute an
export processing zone set up to attract FDI and encourage local assembly by
taking advantage of low Mexican wage rates and reduced taxes (Dillman,
1983). With the American 806 and 807 tariff regulations levying duties only
on the difference between the value of goods imported from Mexico net of
American inputs, American MNEs were directly encouraged to set up offshore
factories in Mexico and shift sub-assembly functions to these Mexican off-
shores. In the face of increasing competition from European and Japanese
MNEs, American multinationals have made heavy use of maquiladora factories
as a cost-driven method of responding to foreign competition (Dillman, 1983;
Weintraub, 1987, 1990).2

During the 1970s, Mexico was an oil exporter and a heavy borrower. With
the drop in world oil prices in 1981, Mexico suddenly found itself with a severe
debe crisis by 1982. As a result, President de la Madrid began opening the gener-
al Mexican economy to international trade and foreign investment in the mid-
1980s. Foreign investment rules were relaxed and Mexico joined the GATT in
1986. By 1987, 64 percent of all Mexican exports and 80 percent of manufac-
tured exports were going to the United States (Weintraub, 1990, p. 106).

The signing of the FTA, however, meant that Mexican exporters (other
than maquiladora exports) would be at a disadvantage, relative to Canada, once
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the FTA was completely phased in, in accessing their major market, the United
States. Canada went into the FTA to protect its access to its largest market;
however, Canada’s entry diverted trade from Mexico. This trade diversion
effect is particularly noticeable in those sectors where both Mexico and
Canada export similar products to the United States and Mexico had been the
more efficient supplier. Weintraub (1990, p. 111) suggests that trade diversion
is likely in the following product lines: automobiles, petrochemicals, iron and
steel and other metals, paper products, textiles and apparel, and machinery.
Since exports of Mexican manufactured goods to the United States have been
growing faster than other exports, Weintraub argues that this list probably
understates the trade diversion in the manufacturing sector.

The triangular trade between the three North American countries is
noticeably unbalanced. In 1987, the United States sold 18 percent of its total
exports to Canada and six percent to Mexico; it imported 18 percent of its
total imports from Canada and five percent from Mexico. Canada sold 76 per-
cent of its exports to the United States but negligible amounts to Mexico, and
imported 66 percent of its imports from the United States with similar negligi-
ble imports from Mexico. The U.S.-Canada trade link is therefore much larger
and stronger than either of the two other sides of the triangle (Hart, 1990).

In 1988, 68 percent of Mexico's total exports were to the United States.
Considering this, the trade diversionary impact of the FTA on Mexico is clear.
This effect might be offset if Canada and the United States buy more Mexican
products because of high income gains produced by the FTA. However, the
effect on income in the United States is expected to be small (since the
United States is the larger partner) and Canada buys very little from Mexico.
In addition, Canadian exporters are to some extent now sheltered under the
FTA from future U.S. protectionist legislation. If Canada, but not Mexico, were
to be exempted from the American NTBs (such as countervailing duties), an
additional trade diversion effect would occur.

As a result of both the realities of a Triadic global economy and the trade
diversion effects of the FTA, when Salinas succeeded de la Madrid as president
of Mexico in December 1988, he approached the U.S. government about
negotiating a U.S.-Mexico free trade agreement. The U.S. government and
Mexico have now agreed to start joint talks on such an agreement.

Canadians are now debating whether to join the talks as an observer or
as a full participant in the spring of 1991 (see Molot, 1990). Two separate
trade agreements — one with Canada, the other with Mexico — would put
the United States into a hub-and-spoke arrangement (with the U.S. as the
hub and Canada and Mexico as spokes) which would give relatively more ben-
efit to the United States (Lipsey, 1989).2 A separate U.S.-Mexico agreement
would also adversely affect Canadian trade preferences negotiated under the
FTA. However, a full triangular arrangement with all three countries as equal
partners will clearly be difficult to negotiate given the substantially lower level
of economic development and wages, the much more rural and agricultural
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nature of the Mexican economy, and the traditional Mexican suspicion of
American multinationals (Hart, 1990).

ORGANIZATIONAL AND LOCATIONAL
RESPONSES OF MULTINATIONALS

MNE Locational Responses

Responses to Technology Changes Many economists and scientists are
now suggesting that the global economy is going through a third technological
revolution, based on the new core technologies — information technology (IT)
and biotechnology (Van Tulder and Junne, 1988).? Information technology is
revolutionizing the world economy through a closer linking between buyers and
sellers. IT is also changing the concept of a “market” — from a geographic loca-
tion to a network of computers linked by telephone lines. As the railroad revolu-
tionized transportation of goods within and between national markets by lower-
ing transportation costs to its downstream industries, IT is revolutionizing access
to services by making them available virtually anywhere in the world by tele-
phone or computer hook-up. Just as lower transport costs overcame tariff barriers,
brought markets closer together and increased trade generally, so also are lower
communications costs overcoming non-tariff barriers, thereby making previously
untraded goods and services tradeable.*

The technological revolution is transforming society; new technologies are
replacing traditional methods and precipitating large structural changes in indus-
tries. In the industrialized countries production is splitting into three distinct
types based on the combination of IT and just-in-time manufacturing: 1) materi-
als-based, standardized, mass production, and low value-added operations where
cost minimization is important; 2) flexible, specialized batch production opera-
tions that are customized and high value-added; and 3) the new information-
based, high value-added industries such as engineering consulting, data process-
ing, advertising and financial services.

Computer-integrated manufacturing (CIM) and flexible manufacturing
systems (FMS) are “levelling the playing field” by virtually eliminating unskilled
labour costs as a source of competitive advantage. However, the need for highly
skilled workers such as systems and industrial engineers, product designers, sci-
entists and technicians will increase. Given the global mobility of capital, the
competitive edge shifts to areas suitable to knowledge-based production, i.e.
cities in the industrialized countries close to universities and research institutes.
The NIEs may therefore have difficulty retaining their current share of MNE
manufacturing activity unless they increase their country-specific advantages as
a location for knowledge-based manufacturing (Junne, 1987).

The worldwide sourcing strategy of using offshores to reduce MNE costs
which was practiced widely during the ‘70s and ‘80s, may decline in the 1990s.
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Markides and Berg (1988) argue that offshore manufacturing has harmful
long-run effects on American multinationals. The practice may produce short-
run cost savings, but it causes other problems for the firm. Although labour
costs are reduced, other costs (inventories, transportation) go up. Low wages
often mean low productivity, so unit labour costs may actually be close to
home country levels. Also, rising wage rates in offshore locations may force
exits and a continual search for lower cost sites — an activity that, in itself, is
not without cost. The MNE may create a “hollow corporation” as it shifts key
production processes outside the firm. This can happen if the product develop-
ment and manufacturing components are separated with a resulting reduction
of innovation rates. Collaborators and subcontractors may become competi-
tors once the sharing of trade secrets, learning-by-doing and reverse engineer-
ing increase host country expertise. In addition (as the obsolescing bargain
predicts) states may raise their expectations of plant contributions to the local
economy, and so demand more nationally responsive foreign subsidiaries.

In view of the importance of the IT-JIT revolution to the global effective-
ness of MNEs in the 1990s it is appropriate to ask to what extent American
multinationals have already made this adjustment. According to Wheelwright
(1987), the IT-JIT revolution is making its way into the American manufactur-
ing environment only slowly. Wheelwright (1987, pp. 96-8) notes that a 1984
McKinsey and Company study found that most adopters of CAD/CAM were
using it either as a productivity tool for existing workers (for cost reduction) or
within a single department (cost reduction plus enhanced product features);
few firms were using it in a systematic manner across multiple functions and
levels (to realize the full CAD/CAM potential). Wheelwright contends that
American manufacturing firms are stuck with a static optimization view of
technology that emphasizes the vertical division of tasks in the value chain.
Increased specialization of function, finer divisions of labour, and economies of
scale through mass production are treated as key cost-reduction strategies. He
argues that a dynamic evolution view of manufacturing is required to restore
the competitiveness of American firms. This calls for ongoing training of life-
time employees, product development as a team effort, in-house technology
capabilities, and horizontal integration across tasks.

Both the Canadian and American governments are now keeping statis-
tics on the introduction of IT into manufacturing — the so-called advanced
manufacturing technologies (see Statistics Canada, 1989; U.S. Department of
Commerce, 1989). McFetridge (1990) analyzed recent data to determine the
factors that affect relative adoption rates. He found that establishment scale,
and the percentage of establishments in an industry already using IT are signifi-
cant determinants of IT adoption rates. Proxies for domestic and international
multiplant economies of scale were not significant, nor was establishment age.
He concludes that most of these technologies are now available on an “off the
shelf” basis to Canadian firms, and are being adopted in Canada as quickly as
in the United States.
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What does the IT-JIT revolution mean for possible locational decisions of
U.S. multinationals in the 1990s? If knowledge is displacing labour and capital
as the underlying factor determining the global allocation of production, new
strategies are needed to cope with this change. As the knowledge-intensity
requirements for production increase, firm-level scale economies should
increase. Catalogue shopping and franchising, the two major ways that
American multinationals accessed lower cost labour and materials in the 1980s,
will increasingly be replaced by strategies based on the Triad and lead products,
where innovators and producers work closely together in lead factories (Flarety,
p. 1088). The need to access market information and achieve an insider status
within at least two of the three Triad blocs is likely to mean (particularly in the
light of the difficulty American multinationals are having trying to set up with-
in Japan) that American multinationals will establish their lead factories in
Europe, rather than in Canada. A key function of these lead subsidiaries will be
to access new technology. Considering the short product life cycles that the IT
revolution has partly generated, it may become increasingly important for MNEs
to have access to the latest technology. Often that technology will not be in-
house. Just as in the 1970s the MNEs set up offshore factories to source cheap
labour worldwide, in the 1990s MNEs may set up outpost factories to access
cheaper and newer knowledge (Chesnais, 1988). Instead of the parent firm
exporting technology to its subsidiaries, the subsidiaries may be expected to
play a new role — to access and export the newest technology to the parent
and other technologically advanced affiliates of the MNE. Qutpost factories,
both as ‘windows on foreign science’ and as strategic partnering initiatives
(where two or more MNEs pool highly skilled and financial resources to perform
basic research, then develop their own independent product lines based on that
research) may become even more common in the 1990s. Outposts, however,
may be located near demand-driven factories such as contributors or lead plants
in order to link research more closely with production. In a knowledge-inten-
sive production system, worldwide access to knowledge is expected to replace
the search for cheap labour sites as the driving force behind FDI in the 1990s.

One important issue is whether R&D will be decentralized. Kay (1988)
argues that R&D activity is characterized by non-specificities, lags, uncertainty
and high cost, with the first three falling and the fourth rising as a new project
moves downstream towards “final launch”. Centralization of R&D activity is
encouraged by all four factors. However, there are good reasons to devolve
some R&D to subsidiaries: the allocation of R&D costs across divisions is diffi-
cult, and the need to understand users requires close contact between
researchers, producers and sellers. Kay argues that organic structures with lat-
eral relations, which encourage networking, are more likely to encourage
innovation than traditional hierarchical control models. Such lateral relation-
ships are normally part of flexible manufacturing systems (Masahiko, 1990).

In the 1980s flexible manufacturing systems were used by Japanese auto
firms to capture economies of scope that could offset the economies of plant
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scale available to auto MNEs engaged in traditional mass production. Now,
American auto MNEs are increasingly adopting FMS techniques, with varying
results (see Womack et al, 1990, Chs. 9 and 10). The IT-JIT revolution is
expected to spread throughout the industrial and service sectors during the
1990s. FMs factories are smaller, utilize floor space more effectively, and have
fewer inventories on hand. Economies of scope are also easier to achieve since
downtime required to switch product lines is substantially reduced. In effect,
the long-run average cost curve may flatten, so that firms of different sizes can
operate with comparable efficiency.

In Canada, the introduction of flexible manufacturing systems is likely
to have mixed effects. Canadian affiliates of American multinationals tradi-
tionally have performed both resource-based and demand-driven strategic
functions (see Figure 2). So far, the IT-JIT revolution has had its strongest influ-
ence on manufacturing firms, although it is also reducing resource-intensity at
all production stages. IT-JIT may mean that our small market can eventually be
served as efficiently by a small flexible manufacturing system as by a large
rationalized factory.””

However, economies of scale at the level of the firm are likely to become
more important as FMS spreads throughout the manufacturing sector. As pri-
mary activities become a smaller and smaller part of total costs, the need to
spread support activities (see Figure 1) over larger markets increases. Thus, the
demand-driven plants such as servers can more easily upgrade to higher tech-
nological levels. In industries with a stock of well-trained scientists and tech-
nicians, Canadian subsidiaries may well be able to convince their American
parents that they have the capability to become focussed factories and/or
achieve world product mandate status, perhaps in certain regional or global
product niches. However, because of the relative homogeneity of the
American and Canadian markets, it is unlikely that Canadian affiliates will be
given the opportunity to become lead factories.

In addition, the IT-JIT revolution requires close proximity and contact
between MNEs and their suppliers; this is essential in order to run a smooth
flexible manufacturing and/or assembly system. Thus, many manufacturing
firms are adopting sole-source supplier linkages (in effect, creating “satellite”
plants), requiring suppliers to be located close to the final assembly stage
plants. Offshore plants in the NIEs may well become more footloose and relo-
cate back to the OECD countries (see Figure 3). Canada may be able to capture
some of this production, depending on its domestic adoption rates of the new
technologies. (Mexico in particular is likely to benefit from this trend, espe-
cially if a North American Free Trade Agreement [NAFTA] is negotiated.)
However, as Milne (1990) notes, not all industries will have this distance-
reducing effect — depending on the relative sizes of the subcontractors and
buyer firms, and the ability and willingness of all firms in the vertical chain to
adopt JIT methods. If the manufacturing buyer is smaller than the supplier and
cannot absorb all of the subcontractor’s output, then the supplier must be
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responsive to the demands of two or more manufacturers.”® Where distances
are not too large, MNEs may well locate new but separate in-house upstream
plants (to manufacture components) close to assembly plants. This means that
rapid adoption and diffusion of IT-JIT methods may be essential for Canadian
firms in the 1990s if they expect to retain their share of American operations
and upgrade their technological functions.

Responses to Trade Policy Changes

The signing of the FTA marks a new relationship between American multina-
tionals and their Canadian affiliates. With the eventual elimination of tariffs
in both countries, one of the key factors of Canadian economic life since 1897
will disappear (or will be at least reduced, depending on NTBs). Most of the
miniature replica plants of the 1960s and 1970s are already gone largely

‘ because of the influence of tariff reductions under the Tokyo Round (Bishop
and Crookell, 1985). To the extent that inefficient plants still remain, these
subsidiaries must find new functions in the 1990s. They must upgrade, ratio-
nalize or exit. MNEs are likely to be better placed than domestic firms to make
these adjustments due to their larger size, the oligopolistic market structures in
which they operate, and the volume of intra-firm linkages they can use to
cushion change (Bishop and Crookell, 1985; Grimwade, 1989, pp. 384-91;
Richardson, 1990).

Rugman (1990, pp. 118-46) argues that there are three categories of
American branch plants: (1) tariff factories that cannot survive after the FTA;
(2) branches that can survive after the FTA due either to their parent’s FSAs or
to high Canadian exit barriers; and (3) branches set up for reasons other than
tariffs and NTBs and which keep their competitive advantages after the FTA. He
contends that most of the larger Canadian subsidiaries are in category 3 and
are already internationally competitive. The other affiliates may need either to
exit or be integrated into a global network. He therefore expects globally
rationalized plants to substitute for miniature replicas, particularly in the long
run, although some miniature replicas will persist in industries where scale
economies are small and entry barriers high.

Given the IT-IT changes discussed earlier, I contend that it may be easier
in the 1990s for the remaining miniature replica plants to choose a strategic
direction that increases their technological contribution and divisional autono-
my within the MNE. These factories can either move downward (see Figure 2)
to become focussed factories or upward to become world product mandates.
They may even move backward to become source factories by taking on sub-
assembly functions if the MNEs bring offshores back from the Asian NiEs. Bishop
and Crookell (1985) expect that the choice will lie between global rationaliza-
tion along product lines or world product mandating (strategies 7 or 9 in Figure
2). They conclude that both strategies integrate the subsidiary more closely
into the MNE’s overall organizational and location structures. They argue that
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without Canadian inducements by both the state and the subsidiary, the MNE
is more likely to respond by rationalization than world product mandates.

However, economic integration via trade policy changes is unlikely to
encourage Canadian affiliates to become lead factories or major innovation
centres. Cantwell (1988, this volume) argues that preferential trading blocs
encourage a regionally integrated strategy by multinationals that, in turn,
encourages a virtuous-vicious circle outcome. Centres of technological innova-
tion tend to become more so, promoting a virtuous circle; however, stagnant
sectors tend to atrophy more quickly, generating a vicious circle. To the extent
that this occurs under the FTA, areas such as Southern Ontario, California and
parts of Texas should benefit most in innovative activity, while peripheral areas
should grow more slowly.

The impact of the FTA on Canadian subsidiaries cannot be considered
alone however. | have argued in this paper that the essence of multinationality
is foreign production and that FDI and intra-firm trade are joint manifestations
of the MNE’s globalized demand-cost-supply perspective. Most analyses of free
trade focus specifically on trade without incorporating the key factor that most
of it is intra-firm and related to FDI and foreign production decisions.?

American multinationals are already integrating Mexico into their value
chains (see the Automotive Parts Manufacturers’ Association, 1990) and can
be expected to increase this integration if a NAFTA is negotiated. These
Mexican affiliates may be complementary factories to Canadian ones (i.e. if
they produce at different stages in the value chain) or they may be competitive
(i.e. if they produce at the same stage). The impact of a NAFTA on the
Canadian affiliates is likely to be very different, depending on this relationship.

When Mexico and Canada can perform similar stages of production with-
in the MNE, they act as competitors. Thus, the FTA now protects the Canadian
affiliate at the expense of the Mexican affiliate since U.S. tariffs have been low-
ered for Canadian exports but not for Mexican exports. Conversely, should a
NAFTA be introduced, the Canadian affiliate would suffer unless it could become
more competitive through restructuring. Note that the difference between the
FTA and NAFTA here assumes that transfer price manipulation is not used to offset
the U.S. tariff; Sections 806 and 807 do not apply (otherwise the tariff would be
minimal); and that government taxes and subsidies do not offset the tariffs.®

In the case where Canada and Mexico perform different stages in the
value chain, the comparison of a NAFTA with the FTA leads to quite different
results. Here, the two affiliates should be complementary, and a tariff at one
stage hurts all stages of the MNE. Thus, the introduction of the FTA benefits
both the Canadian and Mexican affiliates through increased American
demand for their intra-firm products; a NAFTA would have a similar effect.

It is therefore crucial to know the respective roles of the two subsidiaries
before predicting that Canadian jobs will be lost to Mexican workers after the
introduction of a NAFTA. There has been little research to date on this ques-
tion. This is not just a simple matter of examining the current locational roles
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of Canadian and Mexican affiliates within American multinationals. The
reduction of tariff and non-tariff barriers should force MNEs to re-evaluate their
locational strategies. As we saw in Figure 2, depending on the primary motiva-
tion for the FDI (resource, cost or market), free trade could cause either an
upscaling or downscaling of foreign factories. Some argue that the natural
response will be a cascade effect, shifting low-wage activities to Mexico, and
knowledge-intensive activities to the United States and Europe (Fleck and
D'Cruz, 1987). Canadian subsidiaries may therefore be left with either globally
rationalized plants or a more innovative but narrower role based on world prod-
uct mandates. Alternatively, Canadian affiliates may be reduced to servers and
importers. A move backward in the value chain whereby Canadian affiliates
act as source factories is unlikely if a NAFTA were negotiated, since cost-driven
source factories are more likely to be located in Mexico than in Canada.

Also key in this regard is the impact of the IT-IT changes on firm cost
structures. Flexible manufacturing systems may reduce economies of scale at
the plant and product level for mass production industries. It may therefore be
possible for Canadian branch plants to offset the attraction of low unit labour
costs in Mexico (and other NiEs) if automation proceeds rapidly enough. The
net result could be fewer but more highly skilled jobs in manufacturing,
resource industries and business services, and would likely depend on the core
competencies of the Canadian affiliates and their ability to identify and use
these FsAs in a Canadian context (see also Crookell, 1990a, pp. 22-30;
Johnston, 1990).%

MNE ORGANIZATIONAL RESPONSES

As discussed earlier, several organizational structures are available to MNEs,
ranging from the simple international division to complicated matrix struc-
tures. Business International (1988, pp.6-7) argues that three of the current
structures contain flaws which may make these structures obsolete in the
1990s. The global product structure is expensive and does not encourage shar-
ing resources across divisions or transferring resources or products internation-
ally. The matrix structure is too complicated. The international division struc-
ture is designed for MNEs with a small international business, not for today’s
global players. Business International concludes that the mixed and matrix
overlay structures, due to their synergistic properties, are likely to predominate
among MNEs in the 1990s. We can explain this argument by examining the
impact that technology and trade policy changes are likely to have on MNE
organizational structures.

In the 1970s MNEs had to choose between a centralized and decentralized
organizational structure. Centralized structures allowed for high control but
had high (organizational) cost structures; decentralized structures were low
control but had low organizational cost. Most MNEs adopted “command-and-
control” systems that emphasized decentralized subsidiaries, central service
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staffs, personnel management, and the separation of policy making from oper-
ations (Drucker, 1988).

The 1T revolution, however, means that telecommunications networks
can be used world-wide to link MNE affiliates and provide centralized corporate
data bases for use by both headquarters and affiliates. This improves central-
ized control by the parent firm and creates new information channels within
the organization. Information technology allows the parent firm to monitor
and control large operations more effectively with fewer middle managers to
analyze and relay information. IT can therefore create an information-based
organizational structure that is downsized and flattened compared to 1970s
corporations, by providing diagnostic tools for capital budgeting decisions,
reducing the need for service staff, and substituting horizontal task forces for
the vertical sequencing of value activities. IT has already been used in the
1980s to downsize and restructure the MNE. American organizations have shed -
more than one million managers and staff professionals since 1979 (Applegate
et al, 1988, p. 128), substituting expert and executive information systems.”

The JIT manufacturing revolution is also affecting the organizational
structure of multinationals in other ways. First, the adoption of JIT process tech-
nologies requires the introduction of new labour management techniques with
less hierarchical control (Womack et al, 1990). Thus, more control over pro-
duction is ceded to the plant floor in order to ensure overall quality control.

Second, previously loose relationships with supplier firms are changing as
JIT induces MNEs to adopt tighter supplier-buyer linkages, in effect extending the
value chain by bringing suppliers into the chain as satellites. Individual suppliers
are given more responsibility for research and product development, but are also
drawn more closely into the control structure of their downstream MNE buyer.

Third, the wholly owned subsidiary has been the dominant mode of
entry into foreign markets for decades. Recently, however, MNEs have been
engaged in minority equity ventures, subcontracting arrangements, and strate-
gic partnerships. The variety of legal contractual arrangements is significantly
higher now than it was 10 years ago (Eden, 1989c). MNEs are turning to part-
nerships, joint ventures and other co-operative arrangements as a way of
spreading the high overhead costs of technological innovation, linking with
firms of complementary skills and resources, and achieving “insider” status
(uNcTc, 1988). Firm-level economies can be captured either through the
value chain, continuing to make global MNEs the dominant organizational firm
structure in the 1990s, or through technology-sharing joint ventures, spread-
ing high R&D costs over several firms (Hoffman and Kaplinsky, 1988).
Whether strategic alliances will come to dominate global industries in the
1990s is not yet clear. Mytelka (1987) believes that such alliances are the
“wave of the future” arguing that new MNE strategies will involve decentraliz-
ing R&D operations from the home country to OECD host countries, engaging
in strategic partnerships to share R&D costs, and sharing knowledge production
with universities and research institutes.
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From this I conclude that Canadian affiliates are likely to be more close-
ly integrated into their parent’s organizational structures in the 1990s, and
that subcontracting firms are likely to face similar pressures. Such organiza-
tional integration is already being encouraged by both technological and trade
policy changes that are creating new information channels within the MNE.
These integrative pressures should be strongest for globally rationalized sub-
sidiaries where nationally responsive strategies have a low priority. Even if
Canadian affiliates are successful in obtaining world product mandates, as
Bishop and Crookell (1985) have shown, such WPMs also involve tighter links
with the parent firm. Thus, I believe that Canadian affiliates are likely to be
drawn more closely into the global locational and organizational structures of
their American multinational parents in the 1990s.

CONCLUSIONS

"I“HE PURPOSE OF THIS PAPER was to show how changing technological and
trade policies affect multinational organizational and locational strategies,
and in particular how Canadian affiliates of American multinationals are likely to
be affected by these changes. I contend that both MNE organizational and loca-
tional changes can be expected as a result of information technology and just-in-
time manufacturing and as a result of the introduction of the Canada-U.S. Free
Trade Agreement and a possible North American Free Trade Agreement.
Technological changes have altered the playing field on which MNEs compete;
simultaneously, trade policy changes have altered the rules of the game.

I have argued here that both technological and trade policy changes are
likely to increase the economic integration between American multinationals
and their Canadian affiliates. Technology changes reduce transportation and
communications costs, allowing closer monitoring of distant affiliates, and
encouraging global strategic planning and production. Trade policy changes
encourage MNEs to gear up for global competition by rationalizing production
within the North American bloc. MNEs are likely to replace their old location-
al strategies (searching for natural resource sites in the 1950s and for low-cost
labour sites in the 1970s and 1980s) with a new strategy in the 1990s of world-
wide sourcing of new product and process technologies. The competitive edge
should go to MNEs that source technology, rather than labour or resources, on a
worldwide basis.

Canada is in a mixed position with respect to these changes. With the
exception of automobiles, its major exports are still resource-based. Its domes-
tic firms are not major producers of technology; rather, they are “fast follow-
ers” (Niosi, 1985) that rely on marketing advantages (Rugman, 1990). Many
Canadian foreign-owned subsidiaries are either resource-based, designed to
service the local (and small) market, or already integrated into North
American production and assembly (e.g. the Auto Pact). These affiliates face
opportunities for new strategic roles within their MNEs; however, these roles

161




EDEN

may contribute less to the Canadian economy in terms of skilled jobs and
technology transfer. Much depends on the abilities of individual affiliates to
identify and exploit their core competencies, based on their Canadian loca-
tional advantages, within their parent’s organizational and locational struc-
tures. The identification of and investment in these FSAs are crucial steps in
maintaining Canada’s share of high-tech factories with lead products.
Canadian affiliates will have more freedom to define their strategic roles with-
in MNEs in the 1990s; however, they will have to plan their moves strategically,
based on rational assessments of their core competencies and how they can be
exploited in a world of global competition.

ENDNOTES

1. Eden (1990) looks at the implications of other political and market forces
that affect Canadian firms, including the international diffusion of eco-
nomic power, globalization, 1992, the Uruguay Round and the rise of U.S.
protectionism. For a review of the 1980-89 period see Eden (1989a).

. I 'am indebted to Maureen Molot for this analogy.

. Most authors have focussed on American multinationals and their respons-
es to either technological change and/or globalization. See Porter (1986),
Doz (1986), Ohmae (1985, 1989, 1990) and Barlett and Ghoshal
(1987a,b, 1989). On the strategic management of MNEs in Canada in
response to globalization and the FTA see Rugman (1988, 1990), Rugman
and D’Cruz (1990) and Investment Canada (1990). For an earlier view see
Bishop and Crookell (1985).

4. In 1983 Canada was a home country for 4.9 percent and a host country for
11.1 percent of the world FDI stock. Between 1975 and 1983 the outward
stock of FDI grew at an average annual rate of 13.6 percent, while the
inward Canadian stock grew at an average annual rate of 6.3 percent.
Clearly, the traditional picture of Canada as a host country is changing as
the net stock position appeats to be reversing. Statistics are from Dunning
and Pearce (1988).

5. See Eden (1989b) for an application of this model to the international
pharmaceutical industry.

6. For a more detailed discussion of core competencies see Prahalad and
Hamel (1990) who argue that core competencies (1) provide potential
access to a wide variety of markets, (2) contribute significantly to customer
satisfaction, and (3) are difficult to imitate. They argue that core compe-
tencies can be lost if firms do not understand and invest sufficiently and
effectively in their areas of competency. This is an interesting and impor-
tant argument since most work on the firm-specific advantages of MNEs
assumes that firms know what their competencies are, how to exploit them
and that the FSas are fixed. See also Cantwell (1987), who takes a dynam-
ic approach, allowing for investment in FSAs.

W N
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7. One factor that is important in our analysis is the growing tendency to
source technology worldwide; i.e. rather than the MNE using FDI to earn
rents on its own technology, multinationals are now moving abroad to
access technology and share R&D costs with strategic partners — such as
universities, governments and rival firms.

8. This list has been developed from the following taxonomies. Ferdows
(1989) identified six generic strategic roles for foreign factories: offshore,
source, server, contributor, outpost, and lead. D’Cruz (1986) provided a list
of six strategic types which he calls “the subsidiary mission grid”: importer,
satellite, globally rationalized, local service, branch plant, and world prod-
uct mandate. D’Cruz argues that the first three have little decision-making
autonomy and are progressively more globalized; the second three have
high autonomy and are also progressively more globalized. Bishop and
Crookell (1985) compare three strategies: miniature replicas, rationalized
factories and world product mandates, and argue that the FTA is eliminat-
ing the miniature replica as a viable long run strategy in Canada. See also
Crookell (1990, pp. 15-22). The Premier’s Council report, Competing in the
Global Economy, Vol. 1 (1988), distinguishes between resource-based, low-
wage and high-wage businesses where the third category includes mature,
high-growth and emerging businesses. My taxonomy builds on and extends
this list to encompass the three types of factories: resource-based, cost-
driven and market-seeking, and to distinguish among these by their level
of technological sophistication.

9. Rising wage rates in the NIEs are now forcing countries such as South Korea
and Taiwan to upgrade the technical and educational skills of their labour
force in order to encourage existing foreign investors from turning their
plants from offshores into source factories.

10. See Etemad and Dulude (1986) and Pearce (1988) for further analyses of
world product mandating in Canada. The definition of a WPM used here is
broad and includes all production, design and marketing functions.

11. Ferdows (1989) found no stand-alone R&D outposts; information collection
was usually assigned to a lead factory. However, I argue that strategic part-
nering between high-tech firms in Europe under the ESPRIT program can be
considered as outposts. Recent FDI by European and Japanese firms into
Silicon Valley also appears to be partly driven by outpost considerations.
(See the Teece paper in this volume.)

12. Not all firms pass through all stages. Ninety percent.of American MNEs
passed through the international division phase while most European MNEs
skipped it entirely (OECD, 1987, p. 46). Japanese sogo shosha or trading com-
panies have assumed the export department role for many Japanese MNEs.

13. This type of intra-industry trade should more properly be considered as
inter-industry trade since it takes place at different stages of production.
Trade statistics normally include semifinished and finished goods in the
same category. However, the offshore processing and final assembly package
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14.

15.

16.

17.

18.

19.

20.

typical of, for example, the auto industry, is not the same type of intra-indus-
try, two-way trade in finished goods, and does not have the same effects.
The key components of JIT manufacturing are (1) Demand-Driven
Production: the philosophy of shifts from producing to stock to producing
to order so that production is in smaller batches with greater variety. (2)
Minimization of Downtime: quick changeovers and setups are essential
and production workers must be trained to work on a variety of machines.
(3) Pull-Through Work Flow: factory layouts must be changed to encour-
age smooth flow-through of batch production. (4) Inventory Reduction:
firms must switch from “just-in-case” storage of inventories to “just-in-
time” inventory control. (5) Zero Defect Components: components must
be perfect quality in order to maintain pull-through work flow. (6) Total
Quality Control (TQC): preventive maintenance and quality control
responsibility shift to production workers. TQC includes prevention costs
(including quality circles), appraisal or monitoring costs, costs of internal
failure (costs of fixing bad quality before it leaves the factory), and costs of
external failure (warranty claims, customer illwill, etc). See Shank (1990)
for a discussion of the impact of JIT on cost management techniques. (7)
Knowledge-Intensive Production: workers are multi-skilled and are paid
according to skill level and output quality. See UNCTC (1988, pp. 42-7).
Milne (1990) notes that all links in the contracting chain must adopt JIT
methods if the strategy is to produce inventory and cost savings. If the sec-
ondary manufacturers adopt JIT but the subcontractors do not, then inven-
tory holdings are merely shifted upstream to the subcontractors. These
inventory costs will be passed on to manufactures.

See also Drucker (1990) on the postmodern factory.

Detailed studies of the introduction of flexible manufacturing systems can
be found in Schonberger (1986, 1987). See also Wolf and Taylor in this
volume on employee and supplier learning in the Canadian automotive
industry.

Good studies of the FTa include Lipsey and York (1988), McRae and Steger
(1988), Dearden, Hart and Steger (1989) and Morici (1990, forthcoming).
The best known of these studies are Harris and Cox (1983), Brown and
Stern (1988) and the Economic Council of Canada (1988). See Morici
(1990, forthcoming) for reviews.

Rugman and Verbeke (1990) have argued that the national treatment
principle embedded in the FTA is a significant gain for Canada. This prin-
ciple allows the host country’s tax and FDI rules to be the standard for both
domestic and foreign firms operating within domestic borders. Thus
American rules apply to firms working in the United States and Canadian
rules to firms working in Canada. Europe under 1992, on the other hand,
is moving to mutual recognition of each other EC member’s rules so that
home country rules apply. This forced harmonization — either indirectly
through mutual recognition or directly through the many harmonization
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21.

22.

23.

24.

25.

26.

directives with respect to standards currently being made by the EC
Commission — means that the relative strength of home countries within
the European Community will lead to the strongest home country’s rules
predominating in the long run (e.g. German banking rules). No such forced
harmonization of investment rules occurs under the FTA (although there is
provision for future harmonization of some standards and social areas).
Rugman and Verbeke therefore conclude that Canada is better protected
under national treatment than under the mutual recognition approach.
Weintraub (1990, p. 107) notes that the figures are actually higher since
maquiladora exports are not recorded in trade figures, but in “transforma-
tion services” (transforming goods into a more processed form).

However, I argue that in the automotive industry there already exists a
hub-and-spoke model. The Canada-U.S. spoke is regulated by the 1965
Auto Pact and the 1989 FTA; the Mexico-U.S. spoke is regulated by the
1977, 1983 and 1989 Mexican directives to the auto industry, and the
combined effects of the maquiladoras and 806/807 U.S. tariff rebate pro-
grams. In each case, the host country (Mexico or Canada) appears to have
negotiated the spoke clauses without explicitly taking the other spoke
agreements into account. To what extent this has benefited the hub — the
United States (government, country or MNEs) — or the spokes has not
been investigated. The various regulations are briefly outlined in
Automotive Parts Manufacturers’ Association (1990).

The first technological revolution occurred two hundred years ago with the
advent of the steam engine and capital goods production in factories
(Mytelka, 1987). What is now called the “old intemnational division of
labour” was created whereby European manufacturing countries bought raw
materials and primary products from their colonies and other less developed
economies. The second technological revolution began in the late 1880s
with the appearance of cheap electrical power, synthetics and plastics.
Technology affects not only the globalization of trade in services, but also
the overall volume of trade, since many goods have a high service content.
GATT (1989, 3) concludes that “the greater the availability and the lower
the costs of the needed services, the faster the pace of globalization of mar-
kets” and that access to competitively priced producer services is a key
determinant of a firm’s ability to compete. Rugman and D’Cruz (1990)
have argued that services need to be increasingly competitive for manufac-
turing to compete in the Triad.

Thus, the plant economies of scale argument that drove economic predic-
tions of the benefits from the FTA (see Harris and Cox, 1983) may
become less important in the future.

Milne (1990) notes that in the United Kingdom the relatively small size of
the electronics plants in the consumer electronics industry does not justify
subcontractors moving closer to these buyers. In autos, however, large plants
can gain control over suppliers because of their different relative sizes.
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27. See, however, Yannopoulos (1987) on the investment impacts of trade
diversion and trade creation on European MNEs in response to tariff prefer-
ence schemes. He argues that the size and direction of DI flows depend
upon (1) the trade diversion and creation effects, (2) previous patterns of
servicing donor markets, and (3) the relative FsAs of donor and beneficiary
firms. My analysis follows the same pattern but for a free trade area (the
FTA), rather than unilateral tariff reductions.

28. When tariffs are levied on an ad valorem basis, MNEs can underinvoice
intra-firm trade flows to reduce the tariff. The impacts of changing
Canadian and U.S. tariffs, corporate income tax and transfer pricing poli-
cies on horizontally integrated MNEs are analyzed in Eden (1990b). See
also Eden, 1988a.

29. For industry-specific responses to trade and technological changes, a use-
ful reference is the Ontario Premier’s Council report and background stud-
ies (1988) which use the Porter value chain approach to examine selected
Ontario industries in the resource, low-wage, and high-wage sectors. The
studies argue that knowledge is replacing resources and labour as the key
factor of production and that Ontario must introduce new policies to help
firms introduce FMS.

30. For example, Applegate et al (1988, p. 132) argue that the 1T revolution
will affect MNEs in the 1990s in the following ways: both small and large
scale MNEs will benefit simultaneously, and will adopt more flexible and
dynamic organizational structures; the distinctions between centralized
and decentralized control will blur; and the MNE focus will shift to projects
and processes from tasks and standard procedures.
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Di1SCUSSANT’S COMMENTS

DISCUSSANT:
Theodore H. Moran,
Georgetown University, School of Foreign Service

N HER PAPER, Lorraine Eden argues that the revolution in information tech-

nology may enhance the capacity for centralized control within multina-
tional enterprises but that, simultaneously, it also encourages the dispersal of
production sites. Just-in-time arrangements suggest that those production sites
may become clusters of activity as suppliers situate themselves nearby. She
then focusses on the key question, where will these clusters of production be
located? She demonstrates how a North American Free Trade Area, which
includes Mexico, could alter multinational corporate decision-making, com-
pared to the U.S.-Canada Free Trade Area, which excludes Mexico.

My own research adds a further complicating factor, which may strongly
affect the location of multinational production in “footloose” industries such
as automotives, computers, and petrochemicals.' In the course of conducting
my research, | found that performance requirements (local content, export, or
trade balancing requirements) play a substantial role in fixing the location of
world-scale facilities in these sectors, and that Mexico is a sophisticated user of
such measures.

One might think that the prohibition of TRIMs in the Uruguay Round
would be an appropriate means to create a level playing field for the location
of production. However, the research showed that developed countries utilize
fiscal incentives with much the same effect as performance requirements. (For
example, cash grants of 60 percent of the cost of a project for facilities far larg-
er than needed, were used to supply a local market like Ireland.) Such fiscal
incentives occur at the sub-federal as well as the federal level. (American
states have granted $100-$300 million or $50,000-$100,000 per job to attract
large automobile investment.)

Thus, to create a level playing field for investment, more is needed than
simple constraining performance requirements. It will also be necessary to
limit investment incentives, perhaps as part of an enlarged Subsidies Code.
The alternative is to have the world slip steadily in the direction of “invest-
ment wars” over the location of multinational corporate production.

Endnote

1. Moran Theodore H. “The Impact of Trade-Related Investment Measures
(TRIMs) on Trade and Development: Theory, Evidence, and Policy
Implications”, A Study prepared for the United Nations Centre on
Transnational Corporations, August 1990.
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Business and Labour Market Analysis Group, 7
Statistics Canada and Economic Council of Canada

Foreign High-Technology Acquisitions in
Canada’s Manufacturing Sector

INTRODUCTION

HIGH—TECHNOLOGY INDUSTRIES, requiring a skilled, educated workforce,
are generally acknowledged as a means to a vibrant, competitive econo-
my,' providing high-paying jobs and rapid growth in employment.? Other sec-
tors of the economy are threatened with increasing competition from the
newly industrialized countries such as Singapore, Taiwan, Hong Kong and
Korea. Together, the attractiveness of high-technology industries and the
problems that other sectors face explain why recommendations are made for
the transfer of resources from unskilled labour-intensive products and process-
es to more knowledge-based high-technology activities.’

Governments in Canada employ a variety of instruments that directly!
support and encourage high-technology industries. Outright grants and tax
holidays are examples of such instruments. Other instruments have a more
indirect impact. The screening of inward foreign investment is one of these.
For the purposes of this discussion, inward foreign investment is defined as the
acquisition of companies presently operating in Canada or the building of new
plant that brings new foreign-owned firms into an industry.

Canada has been actively screening inward investment since the mid-
1970s, when the Foreign Investment Review Act (FIRA) was proclaimed. FIRA
was subsequently repealed and replaced by the Investment Canada Act in
1985. The latter gives the regulatory body less supervisory authority but still
leaves it with responsibility to oversee foreign acquisitions.

If the review of foreign investment is to be used effectively as an instru-
ment of government policy, the motivation behind foreign investment should
be understood. Several theories have been used to explain the high level of
foreign ownership (particularly by U.S. interests) in Canada.* Determining
factors in these theories include tariffs, control of scarce resources, and the
exertion of monopoly power. Of particular relevance for this paper is the view
that foreign firms invest in Canada because they own a technology-based
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asset, such as a particular technology, that gives them a competitive advantage
in Canada. The advantage derives from the fact that the asset is a public good
within the firm, since the costs of creating and marketing the asset have
already been incurred by the foreign firm elsewhere. As such, exploitation of
the asset in Canada requires only the costs of local adaptation.

When the transaction costs of transferring technology from one country
to another are sufficiently high, the favoured method of maximizing the value
of an asset, usually, is through direct investment abroad rather than through
an arm’s-length transaction such as a license agreement or sale. Transfer costs
are likely to be high where an asset resides in an individual or a team and is
not easily transferred from the team to another organization. Appropriability
problems may also exist if the asset cannot be easily protected — from imita-
tion, for example — by means of a patent or trademark.

Transfer is perceived to be particularly difficult in a high-technology
industry. When the asset is on the leading edge of a technology, problems of
appropriability frequently arise. Greater variance in the perceived value of the
asset is also likely. This makes it difficult to reach an agreement on the terms
and conditions for sale or license. Consistent with this view, recent studies
have concluded that the mean age of new technology transferred abroad within
a corporation is lower than that transferred under an arm’s-length agreement —
six to seven years compared to nine to 13 years, depending on the study.®

The impact of foreign direct investment in Canada has been the subject
of much debate.” While there is general agreement that such investment has
benefitted Canada, there is also concern that foreign investment, particularly
through acquisition, may lead to the “underdevelopment” of the R&D function
in Canada. The Task Force on the Structure of Canadian Industry (1968, p. 20)
voiced a concern that has subsequently been taken up by other groups:*

“While the ease with which foreign capital could be imported via portfolio
and direct investment, skilled manpower via immigration, and technology and
entrepreneurship via direct investment has expanded the size and complexity
of the economic base and increased opportunities for Canadians, it has, at the
same time, diminished the pressures for Canada to develop these skills
amongst Canadians to their fullest extent.”

According to this view, although foreign direct investment provides Canada
with access to a new technology, the R&D function in Canada with respect to
that technology is undily suppressed since it tends to reside in the foreign
firm’s home country. The Canadian subsidiary is therefore seen to be truncated
because this function is absent from its operations.

The screening of inward foreign direct investment is often advocated as
an effective way to increase R&D in Canada.’ Some experts have argued that
the review agency should concentrate on providing encouragement to R&D by
forcing foreign firms to exploit their technology-based assets through licensing
and joint ventures with Canadian-owned firms, rather than through foreign
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direct investment.”® Others have argued that the agency is the appropriate
instrument to direct the transfer of R&D functions to Canada from the home
country of the foreign-owned firm. It has even been suggested that the agency
should ensure that the Canadian subsidiary is given a world mandate for a par-
ticular product, whereby all the functions associated with the production, mar-
keting and R&D of a particular product would reside in Canada."

Few of these interventionist policies are at present part of the agenda of
the existing foreign investment review agency. The role of the agency has
changed in the last 20 years. It has been modified from that of a policing body
to that of “an investment promotion agency”.!? Nevertheless, it still has the
responsibility for overseeing and approving foreign takeovers. Moreover, as the
strategic importance of high-technology industries has increased, so too has
the pressure for monitoring the effect of foreign acquisitions in the high-tech-
nology sector.

Screening of foreign acquisitions in high-technology industries is a form
of regulation. Government regulation is appropriate when a perceived problem
can be shown to exist and when regulation can be effectively applied. This
study attempts to determine whether or not there is a problem. We provide a
broad overview of the high-technology sector and of the foreign acquisitions in
that sector which is intended to determine whether there is an overriding need
for regulation. This paper addresses the following questions.

- Are high-technology industries different from other industries? Do they have
characteristics that are considered desirable?

- Would foreign direct investment be expected to be particularly important in
such industries? Is it important? What have the trends in foreign direct
investment been?

- How important is the acquisition process in bringing foreign firms into
Canada and into the high-technology sector in particular? How important is
it in relation to other forms of firm entry such as greenfield entry — those
that involve the construction of new plant.

- What is the impact of the acquisition process on firms that are acquired? How
does it affect productivity, specialization, wages and salaries? Is there any evi-
dence that the impact of foreign direct investment via acquisition is deleterious’

A QUESTION OF DEFINITION: WHAT IS A
IGH-TECHNOLOGY INDUSTRY?

HIGH—TECHNOLOGY MANUFACTURING INDUSTRIES produce goods and/or

processes involving the application of science and R&D which are on the

frontier of man’s knowledge. In some instances, an industry generates the knowl-

edge itself; in others, it incorporates such knowledge in a new product.
» » 4§

Descriptions such as “advanced technology”, “core technology”, “strategic tech-
nology” and “leading-edge technology” are all consistent with this general view.
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High-technology industries are most often defined in terms of their use
of R&D" — that is, those industries that use R&D as an input in the production
process. R&D use' or intensity can be measured in several ways, including the
ratio of R&D personnel to employment and R&D expenditures to sales. Such
ratios are meant to capture the quantity of technology embodied in the indus-
try’s sales. They are also used by governments to set national R&D targets at the
level of the economy"® and the industry.'

Despite the widespread use of R&D intensity criteria, there are several
practical and conceptual difficulties associated with their application.

- First, there is more than one way to measure R&D intensity. This means that
there are several possible indicators to choose from; it also means indicators
may be combined as well as used separately.'” Some of these indicators are
not always available at a sufficiently disaggregated industry level to suit the
analysis at hand.”

Second, the dividing line between high-technology and “other” industries is
not always clear cut.” Irrespective of the measuring criteria, industries typi-
cally contain a mix of high-technology and other producers.?

- Third, for any given set of criteria, the number and identity of high-technol-
ogy industries may vary through time, thereby complicating inter-temporal
study.?

Fourth, high-technology industries can be defined by reference to either
national or international R&D intensities. The advantage of international
intensities is that they are more likely to reflect the magnitude of the tech-
nology embodied in an industry’s output. If the R&D function in Canada is
truncated, its R&D ratios are not likely to reflect that magnitude.

Y

Y

An OECD study (1986, Table 2.11, p. 59) has defined a set of high-technology
industries that overcome some, but not all, of these difficulties. High-technol-
ogy industries were defined to be those where the R&D expenditure-to-produc-
tion ratio, across 11 reference countries? exceeds four percent. The ten
Canadian industries listed in Table 1 were identified as those corresponding
most closely to the OECD list. They are used in this study to represent
Canadian high-technology industries.”

WHAT MAKES HIGH-TECHNOLOGY INDUSTRIES DIFFERENT?

MUCH OF THE INTEREST IN HIGH-TECHNOLOGY INDUSTRIES stems from
the appeal of their perceived advantages. They are seen by many as
rapid-growth industries and as commanding a high proportion of “good” jobs
— two attributes that attract government interest and support. At issue here is
the extent to which this is true.

Other characteristics of high-technology industries are also relevant to
the debate over the policy problems that are specific to high-technology
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TABLE 1
THE HiGH-TECHNOLOGY INDUSTRIES!

4.DIGIT INDUSTRY TITLE

SIC CODE

3210 Aircraft & aircraft parts manufacturers

3180 Office & store machinery manufacturers

3340 Manufacturers of household radio & television receivers
3350 Communications equipment manufacturers
3740 Manufacturers of pharmaceuticals and medicines
3911 Instrument & related products manufacturers
3912 Clock & watch manufacturers

3913 Orthopaedic & surgical appliance manufacturers
3914 Ophthalmic goods manufacturers

3360 Manufacturers of electrical industrial equipment

'This set is based upon OECD (1986, Table 2.11, p.59) which lists six International
Standard Industrial Classification (1SIC) industries as high-technology: aerospace;
office machines, computets; electronics and components; drugs; instruments; and
electronic machinery. These are defined in more detail in OECD (1984, Table 4, p.
361). These industries are then matched to the 1970 Canadian 4-digit SIC using
Dominion Bureau of Statistics (1970) and Baldwin and Gorecki (1986, Table A-2,
pp. 210-215).

SOURCE: Baldwin and Gorecki (1986, Table A-2, pp. 210-215); Dominion Bureau of
Statistics (1970); OECD (1984, Table 4, p. 361; 1986, Table 2.11, p. 59) and Special
Tabulations, Business and Labour Market Analysis, Statistics Canada

industries. Foreign ownership is particularly important because foreign firms
often have special advantages in high-technology industries. Frequently, these
industries are also highly concentrated. In some quarters, foreign ownership is
seen to bolster the anti-competitive effects of a concentrated market.* This
suggests the possibility that foreign investment might have adverse conse-
Quences for competition. Hence, the degree of foreign investment and concen-
tration of firms in high-technology and other industries warrants examination.

_ Another indicator of the openness to competition is the importance of
Imports in relation to the size of the Canadian market and exports in relation to
Canadian production. Since the OECD has identified trade variables to be impor-
tant in distinguishing high-technology industries from other industries, both mea-
Sures of export and import intensity are relevant. To the extent that high-technol-
gy industries are more open to international trade than other industries, concerns
about competition relating to domestic market structure are less justified.

Five sets of characteristics are employed to contrast high-technology
industries with other Canadian manufacturing industries: R&D; foreign owner-
ship; trade and tariffs; the size distribution of firms; and growth and jobs. Table

contains summary statistics for each of these characteristics and tests the
null hypothesis that the mean for each characteristic, across the two groups of
industries, is the same.”
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TABLE 2

STRUCTURAL CHARACTERISTICS OF HIGH-TECHNOLOGY AND OTHER INDUSTRIES IN

THE CANADIAN MANUFACTURING SECTOR FROM 1970 TO 1979

INDUSTRY GROUPING!
STRUCTURAL HIGH-TECHNOLOGY OTHER HYPOTHESIS:
CHARACTERISTICS THE MEANS
ARE EQUAL"Y
Mean
(Standard Error of Mean}
R&D characteristics’
1. R&D to sales ratio’® 2.7 0.21 rejected
(%) (0.95) (0.03) (0.05)
2. Technology 1.67 0.05 not rejected
payments to sales (0.95) (0.01)
ratio* (%)
Foreign Ounership Characteristics
3. Proportion of
industry shipments
accounted for by
foreign controlled®
firms (%)
1970 82.74 42.76 rejected
(4.23) (2.36) (o1
1979 70.20 39.70 rejected
(6.43) (2.32) (.on)
Trade and Tariff Characteristics®
4. Imports as a
proportion of
domestic
disappearance (%) .
1970 42.35 18.84 rejected
(6.53) (1.54) (.on
1979 59.22 26.84 rejected
(7.51) (7.42) (.on
5. Exports as a propor-
tion of domestic
production (%)
1970 18.41 13.67 not rejected
(4.97) (L.77)
1979 34.16 17.90 not rejected
(8.25) (2.59)
6. Nominal tariff
protection (%)
1970 741 11.97 rejected
(1.02) (1.18) (o1
1978 6.30 10.36 rejected
(8.33) (0.68) (o1
Firm Size Distribution Characteristics
7. The Herfindahl
Index of
concentration’
1970 0.1693 0.1119 rejected
(0.0288) (0.0076) (.10)
1979 0.1575 0.1120 not rejected
(0.0216) (0.0091)
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TABLE 2 (continued)

INDUSTRY GROUPING!
STRUCTURAL HIGH-TECHNOLOGY OTHER _HYPOTHESIS:
CHARACTERISTICS THE MEANS
ARE EQUAL"
Growth and Job Characteristics
8. Annual industry
growth rate (%)
I) unweighted,
annual, 1970-79° 423 239 rejected
2) weighted, (1.48) (0.26) (.10)
cumulative 1970-79° 37.0 45.0 not tested
9. Average Annual
Income ($000's)™
a) Production worker
1970 5.861 5.832 not rejected
(0.278) (0.112)
1979 13.354 13.915 not rejected
(0.544) (0.262)
b) Salaried worker
1970 8.944 8.474 not rejected
(0.296) (0.081)
1979 19.072 19.061 not rejected
(0.391) (0.195)
<) All workers
1970 6.998 6.389 not rejected
(0.334) (0.108)
1979 15.162 14.897 not rejected
(0.591) (0.251)
10. White-collar jobs
as a proportion of
industry employment'
%)
1970 36.18 22.96 rejected
(3.26) (0.78) (01)
1979 31.92 21.03 rejected
. (3.15) (0.73) (.o1)
1. See Table 1 for the identity of the high-technology industries. The other industries are the 167 4-digit industries into which the manufac-

turing sector is divided, less the ten high-technology industries. Since one variable could not be calculated, the total number for the set of
other industries was generally 156, not 157. However, in some instances, slightly different sample sizes are used. See notes for details.

2. Technology characteristics are the mean of the given ratio for 1975 and 1979. The RaD ratios were available at the 3-digit level and
then spread to the 4-digit level — the level of aggregation at which acquisition and other industry characteristics are available. Full
details of how these RaD data are constructed may be found in Statistics Canada (1984), while Baldwin and Gorecki (1986, Table A-
2, pp. 210-215) contains the 3- and 4-digit industry classification systems used herein.

3. R&D is measured as current intramural expenditures on R&D.

4. Payments made outside of Canada for RaD and other technology (net of withholding taxes).

5. A firm is defined as foreign-controlled if there is effective foreign control, although the foreign corporation may own less than 50 percent
of the stock. O the high-technology set of industries, no published data is availablé for SIC = 3194 for 1970 due to confidentiality require-

ments of the Suatistics Act. Hence, for both 1970 and 1979, the imp of foreign hip is estimated across nine, ot all ten, of
the high-technology industries. The impact of this omission is to bias upward the imp of foreign hip. In 1979, for example,
with all ten high-technology industries included, the i of foreign hip declines from 70.20 percent to 66.06 t.

1p percen
6. For more details of the procedure used to define the tariff and trade variables, sce Baldwin and Gorecki (1986, Appendix A, pp. 172-182).
7. The Herfindshl index of concentration is defined as the sum of squares of the market share held by each firm. It will vary between 1
(the industry contains a single firm) and 1/N, where N is the number of firms, all of which are of equal size.
8. Annual growth rate of value of shipments in real terms, 1970- 1979. For derivation, see Baldwin and Gorecki, 1986.
9. The rates of 1979 shipments divided by 1970 shipments (both measured in 1979 dollars) minus | and weighted by 1970 value of ship-
ments when the weighted mean is calculated.

. Income refers to gross eamings of workers from salaries and wages before deductions of any kind, such as income tax, unemployment
insurance and pension benefits, Note that workers are defined in person-year equivalents. For further details see Statistics Canada
(1979, p.26) and the next note.

- The percentage of total industry employment (production plus salaried workers) accounted for by salaried workers. The latter are
sometimes referred to as non-production workers. For details of this distinction between production and salaried workers, see Statistics
Canada (1979, pp. 23-24).

12. The procedure employed computed t- statistics for the hypothesis that the means of the high-technology and other industties were
equal. Account was taken of whether or not the variances were equal.

SOURCE: Special Tabulations, Business and Labour Market Analysis, Statistics Canada
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As expected, the mean of R&D intensity is greater for the high-technolo-
gy industries (2.7 percent of sales) than for other industries (0.2 percent).
Nevertheless, the level of R&D in high-technology industries is below the four
percent cut-off point used by the OECD. It can be argued, therefore, that
Canada does not have a high-technology sector that makes much use of the
results of R&D. That would be incorrect.

A more complete picture would take into account technological pay-
ments made outside Canada for R&D and other technology in measuring the
amount of technology embodied in an industry’s output. Foreign ownership of
Canadian manufacturing industries — particularly high-technology industries
— is important and foreign firms are more likely to import technology. Table 2
is consistent with this view. If payments for technology made outside Canada
are added to the cost of R&D conducted in Canada, then the mean R&D level
rises to 4.4 percent of sales in high-technology industries and 0.3 percent in
other industries.”

Also as expected, the mean level of foreign ownership is significantly high-
er for high-technology industries than in other industries. In 1970, foreign-con-
trolled firms accounted for about 80 percent of the products shipped by high-
technology industries, but only 42 percent in other industries. During the 1970s
foreign ownership declined by more than 10 percentage points in the high-tech-
nology group; the decline was only three percentage points in other industries.
This pattern continued into the eighties. By 1986 the level for the high-technol-
ogy set had fallen to 65 percent; for other industries the level reached 36 percent.

In summary, during the period 1970 - 86, foreign ownership in Canada’s
manufacturing sector declined irrespective of the technological intensity of the
industry. However, the rate of decline was highest in the high-technology sector.

The panel of trade and tariff characteristics shown in Table 2 is consis-
tent with the OECD (1986) results. Trade was found to be more important in
high-technology industries than in other manufacturing industries. In 1979,
the average import and export intensity ratios for high-technology industries
were twice those of low-technology industries. The import and export intensi-
ties in 1979 reflected, in part, the much larger increase in intra-industry trade
over the decade in high-technology industries. Consistent with this pattern
were the substantially lower tariffs in high-technology industries.

The characteristics of the size distribution of firms in Table 2 show that
high-technology industries are more concentrated than other industries. The
degree to which industry output is controlled by a small number of producers is
indicated by the Herfindahl index — which shows that the level of control by
a small number of producers is much higher in high-technology industries
than in other industries.”

The final set of industry characteristics refers to growth rates and the nature
of the jobs created, since high-technology industries are frequently thought of as
providing good jobs and having high growth rates. The results shown in Table 2
do not support this characterization of high-technology industries.
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The evidence as to growth rates suggests that high-technology industries
in Canada are not the engines of change, even though they may be so else-
where. If growth is calculated on the basis of annual change(s) over the
decade, the simple mean growth rate of the high-technology industries (4.23)
is higher than that of other industries (2.39). However, annual averages
include large swings in growth rates and annual growth rates in the high-tech-
nology sector show much greater variance than in other industries. Moreover,
growth was not spread evenly over all high-technology industries. The largest
high-technology industries experienced lower growth rates than smaller high-
technology industries. As a result, the cumulative effect of change over the
1970s on the high-technology sector was less than in other industries. When
growth rates in the real value of product shipments are weighted by size of
industry,” the mean cumulative growth rate in the high-technology sector was
only 37 percent; it was 45 percent for all other industries.

Two indicators of job quality are shown in Table 2 — the share of white-
collar workers in industry employment, and the annual incomes of production
and salaried workers. High-technology industries recorded a higher percentage
of total jobs in the white-collar category compared to other industries.
However, the incomes of production and salaried workers in high-technology
industries were similar to those in other industries.” In 1979, for example, the
average annual income of a salaried employee in a high-technology industry
exceeded that of comparable employees in other industries by (only) $11, but
was $561 lower for a production worker.®

Unless high-technology jobs are somehow themselves inherently more
Pleasant or have greater security, this suggests that the benefits which are
sometimes assumed to be associated with high-technology industries are not
captured by labour.”

In summary, high-technology industries do exhibit several of the charac-
teristics that have caused them to receive special attention compared to other
manufacturing industries: R&D intensity is higher; foreign ownership is greater;
Openness to foreign competition is more marked; white-collar jobs are more
Prevalent; and concentration is somewhat higher. However, not all of the a priori
eXpectations were confirmed. Growth rates were not generally higher and
Incomes of production and salaried workers were not noticeably different in
high-technology than in other industries. High-technology industries in Canada
would appear, therefore, not to be the engine of high income jobs, although a
higher percentage of employment therein was in the white-collar category.

CHARACTERISTICS OF FOREIGN AND DOMESTIC FIRMS

HILE THE CHARACTERISTICS of high- and low-technology industries dif-
_ fer in some important respects, those differences by themselves do not
Justify restricting the focus of a regulatory review process to the performance of
foreign acquisitions in this sector compared to other sectors. This requires
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TABLE 3

THE RATIO OF SELECTED CHARACTERISTICS OF FOREIGN TO CANADIAN-OWNED
PLANTS, ACROSS HIGH-TECHNOLOGY AND OTHER INDUSTRIES' CANADIAN
MANUFACTURING SECTOR FROM 1970 TO 1979

INDUSTRY GROUPING
CHARACTERISTICS HIGH-TECHNOLOGY OTHER
Mean Ratio of Foreign to Canadian-Owned Plants?
(Standard Error of Mean)
Firm Specialization®
1970 0.81 0.79
(.031) (.025)
1979 0.83 0.80
(.027) (.020)
Plant Specialization*
1970 1.36 1.17
(.161) (.037)
1979 1.27 1.17
(.112) (.032)
Labour Productivity
a) Value Added per Employee®
1970 1.27 1.31
(.110) (.032)
1979 1.27 1.42
(.071) (.040)
b) Shipments per Employee’
1970 1.54 1.32
(.253) (.039)
1979 1.26 1.44
(.093) (.071)
Annual Average Income®
a) Production Worker
1970 1.04 1.11
(.044) (.012)
1979 0.99 1.08
(.051) (.012)
b) Salaried Worker
1970 1.05 1.10
(.042) (.011)
1979 1.02 1.00
(.032) (.017)
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—
TABLE 3 continued

INDUSTRY GROUPING
CHARACTERISTICS HIGH-TECHNOLOGY OTHER
White-collar jobs as a
proportion of industry
employment’
1970 1.17 1.18
(.162) (.029)
1979 1.07 1.20
(.110) (.033)

'The definition of the industry groups is found in note 1, Table 2.

"The ratios were calculated by taking the mean value of a characteristic for foreign and domestic
plants in each 4-digit industry and dividing the former by the latter, then taking the average across
all 4-digit industries in the particular industry grouping.

*Firm specialization is the Herfindahl Index of the parent organization’s specialization actoss all 4-
digit industries in manufacturing, mining and logging.

*Plant specialization is the Herfindahl Index of plant shipments at the 4-digit ICC commodity level.
There are 2,336 4-digit ICC commodities. Details of the calculation of the Herfindahl Index at the
plant level are found in Baldwin and Gorecki (1986, p. 179).

*Total employment is defined as all production and salaried workers.

‘See note 10 to Table 2.

"See note 11 to Table 2.

SOURCE: Special Tabulations, Business and Labour Market Analysis, Statistics Canada

information on how foreign firms differ from domestic firms in the high-tech-
nology sector and whether these differences are the same as in other sectors.
To this end, certain characteristics of foreign and domestic firms are compared
in high-technology and other industries.

The characteristics considered here are: the degree of firm and plant spe-
cialization; labour productivity; incomes of production and salaried workers;
and the share of white-collar jobs in industry employment.

For each industry, the ratio of the mean value of each characteristic for
all foreign-owned plants was divided by the mean for all Canadian-owned
Plants. Table 3 shows the mean value of this ratio, calculated separately across
all the high-technology and other industries for which there were observa-
tions. The standard error of each mean value appears in brackets.

For the industries studied, the parent organizations of foreign-owned plants®
were more diversified across industries than the parent organizations of domesti-
_callY owned plants. Within each industry, foreign-owned plants were more special-
ized. Foreign-owned plants were more productive, but their employees (both pro-
duction and salaried workers) earned much the same as those employed by
domestically owned firms. Finally, foreign-owned plants tended to have a higher
Proportion of their total workforce classified as white-collar workers.
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TABLE 4

RESULTS OF THE REGRESSION! OF PLANT CHARACTERTERICS ON INDUSTRY AND
OWNERSHIP DUMMY VARIABLES, CANADIAN MANUFACTURING SECTOR, 1979

CHARACTERISTIC*

ANNUAL AVERAGE INCOME
DUMMY FIRM PLANT LABOUR PRODUCTION SALARIED
VARIABLES SPECIALIZATION  SPECIALIZATION  PRODUCTIVITY  WORKER WORKER
DOM +¥ Lk ¥ * %
HITECH +% ¥ X -k
DOM HITECH X +* +* +* +
NET 4% +* ¥ 0 +

'A separate regression was estimated for each plant characteristic. The independent variables were: DOM = I, when the
plant is domestically owned, zero otherwise; HITECH = 1, when the industry to which the plant is classified is high-
technology, zero otherwise; and the product of DOM and HITECH. NET is the net effect of being a domestic plant in a
high-technology industry (i.e., DOM + DOM. HITECH). The regression was estimated across all plants for 1979 in the
Canadian manufacturing sector.

The characteristics are defined in Table 3. Labour productivity is measured as value added per worker.

* Significant at the I percent level.

SOURCE: Special Tabulations, Business and Labour Market Analysis Group, Statistics Canada

The difference between foreign- and Canadian-owned plants in the high-
technology sector compared to all other industries depicted in Table 3 is not
large. In order to provide a more precise test and to distinguish both industry
and ownership effects simultaneously, the characteristics of all plants were,
separately, regressed on binary variables representing: the domestic ownership
of the plant (DOM) and whether it was in a high-technology industry (HITECH).
An interactive variable (DOM.HITECH) was used to capture the additional
advantage/disadvantage experienced by domestic plants in high*technology
industries. The signs and significance of the resulting coefficient estimates are
shown in Table 4, along with the net effect of being a domestic firm in a high-
technology industry (NET).

In general, domestically owned plants compared to foreign-owned plants
were part of a parent organization that was itself more specialized in terms of
the industries in which they owned plants, but were less specialized in terms of
the products they produced, had lower productivity, and paid lower production
wages and salaries. On the other hand, domestically owned plants in high-
technology industries were more specialized and belonged to parent organiza-
tions that were more diversified than their domestic counterparts in other
industries. They experienced a lower productivity disadvantage, though on net
they were still significantly less productive than foreign plants. The annual
production worker income differential between domestic and foreign plants

184



HIGH-TECH ACQUISITIONS ... IN MANUFACTURING

was also lower in high-technology industries and not significantly different
from zero. There was no significant differential in salary income.”

The conclusion to be drawn from this data is that there is less difference
between foreign and domestic plants in high-technology industries in Canada
than there is in other industries.

DIVESTITURES AND ACQUISITIONS IN
Hi1GH-TECHNOLOGY INDUSTRIES

THE ROLE OF THE AGENCY RESPONSIBLE for screening acquisitions in high-
technology industries depends not only on the importance of acquisitions
in this area, but also on the incidence of other forms of firm turnover — the
change in the identity and market share of firms in an industry — that lead to
industry renewal and growth. Foreign firms can enter an industry not only by
acquisition but also by building new plant (greenfield entry). If acquisition
and divestiture by foreign interests are the dominant methods of firm turnover
in high-technology industries, then the role for the screening agency will be
substantial because the potential effect (beneficial or otherwise) will be large.
On the other hand, if plant acquisition is relatively unimportant because the
incidence of foreign acquisition is low compared to other methods of firm
turnover, then the role for a screening agency that concentrates on acquisi-
tions will be more limited. Other, more appropriate, policy instruments will be
Tequired to control foreign ownership in high-technology industries.

An understanding of the importance of the various components of the
turnover process is required for an even more fundamental reason. Firm
turnover implies change. Change means that plans are often not realized.

here this is prevalent, it is difficult for governments to extract concessions
from firms — for several reasons. First, when a firm changes hands, the associ-
ated administrative costs of monitoring, notification, negotiation and approval
of the original agreement are usually high. Second, in industries where it is
normal for firms to gain or to lose large amounts of market share, it is difficult
to predict success and, therefore, to forecast the profit potential or rent that
can be extracted from an entrant by a monitoring agency. This means that
agreements between the regulatory agency and acquiring firms must be subse-
quently modified, thereby increasing administrative costs even further.

The process of firm turnover in Canada’s manufacturing sector during
the 1970s can be readily quantified by using a database created at Statistics
Canada that draws on information supplied by the Census of Manufactures.*
By means of unique identifiers, individual firms and plants can be tracked
through time.

Several categories of firm turnover were chosen for analysis here:

1) acquisitions and divestitures that bring new firms into an industry (acquisition
entries) or are associated with firms leaving an industry (divestiture exits);
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2) entries via plant openings (greenfield entrants) and firms that exit because
of plant closings (closedown exits);
3) plant openings and closings by continuing or incumbent firms.

Acquisitions and divestitures include plants that existed in both 1970 and
1979, but which experienced a change in ownership or corporate control dur-
ing the period resulting in the entry or exit of a firm.” Openings and closures
include new plant openings and those shut down, in particular 4-digit SIC
industries. Closures include plants that existed in 1970, but not in 1979; open-
ings include plants that existed in 1979, but not in 1970. Closures, therefore,
include all plants from the 1970 population that exited during any one of the
next nine years; openings include all plants in the 1979 population that were
established during any one of the previous nine years. It is the cumulative
impact of entry and exit over the 1970s, not the transitory or short-term
impact, that is measured here.*

While there are other aspects of firm turnover, such as horizontal merg-
ers and growth and decline in the incumbent sector, it is the entry process
(particularly through acquisition) that is the focal point for intervention by
the foreign investment review agency and, therefore, the focus of this study.

THE IMPORTANCE OF HIGH-TECHNOLOGY INDUSTRIES
IN THE FIRM TURNOVER PROCESS

IN CHARACTERIZING THE FIRM TURNOVER PROCESS, the first issue is the extent
to which high-technology industries account for a significant proportion of all
acquisitions and divestitures, and openings and closings in the manufacturing
sector. The relative importance of acquisitions (or openings, or divestitures, or
closings) in the high-technology sector is measured by calculating the ratio of
the output of all plants falling in one of these categories in the high-technolo-
gy sector to the output of all plants affected the same category (acquisitions, or
openings, or divestitures, or closings) in all industries. Output here is measured
in terms of value added — sales less intermediate inputs such as raw materials
and energy. The distribution of value added for each turnover category across
the high-technology and other industry groupings as well as the distribution of
manufacturing sector value added is shown in Table 5.

The extent to which high-technology industries account for plant acquisi-
tions and divestitures, and openings and closings, is about what might be expected
on the basis of their share of manufacturing sector value added. It is generally
somewhat less in the case of firm entry and exit; somewhat more for continuing
firms.”” For example, in 1979 high-technology industries accounted for 7.8 percent
of manufacturing sector value added, but 6.7 percent and 10.9 percent of the value
added involved in plant openings by entering and continuing firms, respectively.

From this data we conclude that turnover is neither inordinately high
nor low in high-technology industries relative to other industries.®
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TABLE 5

THE DISTRIBUTION BY VALUE ADDED OF PLANT DIVESTITURES, ACQUISITIONS,
CLOSURES AND OPENINGS IN HIGH-TECHNOLOGY AND OTHER INDUSTRIES,
CANADIAN MANUFACTURING SECTOR FrROM 1970 TO 1979

INDUSTRY GROUPING
PLANT/FIRM HIGH- OTHER? TOTAL
CATEGORY TECHNOLOGY!
Distribution of Value Added in Each Category’

Plant Diestitures*

Exiting Firms 8.28 91.72 100

Continuing Firms 1397 86.03 100
Plant Closures*

Exiting Firms 7.08 92.92 100

Continuing Firms 14.01 85.99 100
Industry Value Added

1970 9.29 90.71 100
Plant Acquisitions®

Entering Firms 10.81 89.19 100

Continuing Firms L.75 98.25 100
Plant Openings’

Entering Firms 6.66 93.34 100

Continuing Firms 10.93 89.07 100
Industry Value Added

1979 7.84 92.16 100

1. See Table 1 for a list of the 10 high-technology industries.

2. The other industries are the 167 4-digit industries into which the manufacturing sector is divided less the high-tech-
nology industries. Since one of the characteristics in Table 2 could not be calculated for this set of industries the set
is 156 rather than 157.

3. Divestitures and closures refer to the distribution of value added as of 1970; acquisitions and openings as of 1979.

4. Divestitures refer to plants that were classified to the industry in both 1970 and 1979, but owned by a different firm
in 1970 and 1979. In some instances, the owning firm no longer existed in 1979, (exiting firms); in others, it still
existed in 1979 (continuing firms).

5. Closures refer to plants that were classified to the industry in 1970 but not 1979. In some instances, the owning firm
no longer existed in 1979 (exiting firm); in others, it continued to exist in 1979 (continuing firms).

6. Acquisitions refer to plants that were classified as part of the industry in 1970 and 1979, but were owned in 1979 by
a new firm (entering firms); in others, a firm that existed in 1970 and 1979 in the industry (a continuing firm).

7. Openings refer to plants that were classified as part of the industry in 1979, but not in 1970. In some circumstances,
the owning firm did not exist in the industry in 1970, but did in 1979 (entering firms); in others, it existed in both
years (continuing firms).

@ Special Tabulations, Business and Labour Markets Analysis Group, Statistics Canada

The role of foreign firms in the turnover process is further explored in
Table 6. The percentage of value added accounted for by foreign firms in each
turnover category is shown along with the percentage of overall industry value
added in each industry group (also accounted for by foreign firms). Thus, of
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TABLE 6

THE DISTRIBUTION OF PLANT DIVESTITURES, ACQUISTIONS, CLOSURES AND OPENINGS
ACCOUNTED FOR BY FOREIGN-CONTROLLED FIRMS, ACROSS HIGH-TECHNOLOGY AND
OTHER INDUSTRIES, BY VALUE ADDED' IN THE CANADIAN MANUFACTURING SECTOR
FROM 1970 1O 1979*

INDUSTRY GROUPING
PLANT/FIRM CATEGORY HIGH- OTHER
TECHNOLOGY

Proportion Foreign-controlled (%)

Plant Divestitures

Exiting Firms 78.74 37.54

Continuing Firms 100.0 63.99
Plant Closures

Exiting Firms 75.61 29.30

Continuing Firms 47.88 62.08
Industry Value Added

1970 81.64 49.03
Plant Acquisitions

Entering Firms 50.09 42.02

Continuing Firms 91.84 27.96
Plant Openings

Entering Firms 46.58 28.14

Continuing Firms 56.73 56.43
Industry Value Added

1979 69.85 45.65

1. The industry value added ratios are weighted averages taken across all industries in a group.
2. The industry groupings and plant/firm categories are defined in the notes to Table 5.

SOURCE: Special Tabulations, Business and Labour Markets Analysis Group, Statistics Canada

the value added of plant acquisitions by entering firms in high-technology
industries, 50.1 percent was accounted for by foreign entering firms while for-
eign firms in total accounted for 69.9 percent of total value added in high-
technology industries.

The firm turnover process in high-technology industries is dominated by
foreign-owned firms. Their activities are not confined simply to plant acquisi-
tions and divestitures; they also play an important role with respect to plant
openings and closings. However, foreign-owned firms tend to be less important
with respect to plant acquisitions and openings by entering firms (compared to
plant divestitures and closures by exiting firms) reflecting the decline in the
importance of foreign ownership in high-technology industries in the 1970s.
By contrast, in other industries, foreign firms play a much less important role.
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These results are not altogether surprising, in view of the difference in the
importance of foreign and domestic firms across these two groups of industries.

THE INTENSITY OF THE FIRM TURNOVER PROCESS
IN HiGH-TECHNOLOGY INDUSTRIES

THE ANALYSIS OF THE DISTRIBUTION of the turnover process to this point does not
reveal the intensity of the different components of the turnover process. In this
section, we consider intensity (of turnover) by asking the following questions:

- what percentage of industry shipments are accounted for by acquisitions and
divestitures, plant openings and closings?

- are there important differences in the intensity of turnover between high-
technology and other industries?

- do foreign firms play different roles in the various plant/firm categories mea-
suring the intensity of turnover and/or between high-technology and other
industries?

Table 7 provides a broad overview of the components of the turnover process.

s a summary measure, the average share gained and lost for firms in each of
three categories is given. There are two entry and exit categories. Greenfield
entry and closedown exit is covered in row 1. Acquisition entry and divesti-
ture exit is presented in row 3. For these categories, the summary measure of
turnover is calculated as one-half the sum of the market share of entries in
1979 plus the market share of exits in 1970. It provides an approximation to
the amount of market share being shifted by that particular component in the
turnover process. In addition, the average share transferred among continuing
firms as a result of market share gain and decline is given in row 2.* This is
one-half of the market share gains plus market share losses between 1970 and
1979 of continuing firms. Once more, it approximates the turnover caused by
this category.®

Previous research has determined that a considerable portion of total
market share was transferred as a result of both entry and exit, as well as
growth and decline in incumbents in the Canadian manufacturing sector
between 1970 and 1979. These results are mirrored for the “other” industry
category, which covers most of the manufacturing sector. Together, greenfield
entry and closedown exit, and growth and decline in the continuing sector
(rows 1 and 2) transferred 36 percent of market share from losers to gainers.
1his is not much different from the high-technology industries, where approx-
Imately 35 percent of market share was transferred.

Most examinations of entry and exit consider only greenfield entry or
closedown exit. However, the merger process that brings firms into and takes
them out of an industry has been shown elsewhere to be important t0o.* This is
confirmed in Table 7 for both industry groupings (row 3). The amount of market
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TABLE 7

FirM TURNOVER MEASURES ACROSS HIGH-TECHNOLOGY AND OTHER INDUSTRIES IN
THE CANADIAN MANUFACTURING SECTOR FROM 1970 To 1979!

INDUSTRY GROUPING

PLANT/FIRM HIGH- OTHER
CATEGORY TECHNOLOGY

Average Market Share Transferred

(Standard Error of Mean)

1) Plant Opening and 19.6 20.1
Closing by Entering 4.7) (1.1)
and Exiting Firms?

2) Growth and Decline 154 16.1
of Continuing Firms’ (2.0) (0.4)

3) Plant Acquisitions and 8.1 10.3
Divestitures by Entrants* (2.9) (1.1)
and Exiting Firms

4) Total turnover’® 418 44.3

(4.0) (1.3)

'Industry groupings and the plant/firm categories are defined in the notes to Table 5.

*Firm turnover due to entry and exit is one-half the sum of the absolute value of share change due greenfield entry plus
closedown exit.

*Firm turnover in the continuing sector is one-half the sum of the absolute value of share change between 1970 and
1979 of incumbents. For this calculation, firms that were acquired by entrants or divested by exits were considered as
ongoing entities.

‘Firm turnover due to the merger process is one-half the sum of the absolute value of the market share due to acquisi-
tion entry plus divestiture exit.

*Total tumover is one-half the sum of the absolute value of all share change, where acquisition entrants and divesti-
ture exits are included as entry and exits rather than as ongoing entities.

SOURCE: Special Tabulations, Business and Labour Market Analysis Group, Statistics Canada

share being transferred as a result of acquisition entry and divestiture exit in
high-technology industries is 8.1 percent; 10.3 percent in other industries. This
is only about half as much as the results shown for the other two components.

Together, the three categories in Table 7 show that turnover transferred
a substantial amount of market share over the decade from one group of firms
to another. The three rows, however, cannot be combined to provide a single
overall measure of turnover because that would involve some double counting.
The market share turnover in plants acquired and divested is already included
in row 2 since, for these calculations, these plants are considered as ongoing
entities. The final row of Table 7 provides a summary of the total share being
shifted without double-counting acquisitions and divestitures.” In total, 44.3
percent of market share was transferred in other industries and 41.8 percent
was transferred in high-technology industries. The differences between the
two do not appear to be meaningful in economic terms.
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TABLE 8
THE SHARE OF INDUSTRY SHIPMENTS ACCOUNTED FOR BY DIVERTITURES,
AcQUIsITIONS, CLOSURES AND OPENINGS, HIGH-TECHNOLOGY AND OTHER
INDUSTRIES IN THE CANADIAN MANUFACTURING SECTOR FROM 1970 T0 1979
INDUSTRY GROUPING
SHARE OF INDUSTRY HIGH- OTHER
SHIPMENTS ACCOUNTED TECHNOLOGY
FOR BY VARIOUS PLANT/
FIRM CATEGORIES
Mean Market Share?
(Standard Error of Mean)
Plan¢ Divestitures
Exiting Firms 8.7 13.0
(29) (1.0)
Plan¢ Closures
Exiting Firms 17.8 18.2
(6.6) (1.2)
Continuing Firms 4.8 4.6
(24) (0.5)
Total
22.6 22.8
(6.2) (1.2)
Plant Acquisitions
Entering Firms 9.4 10.8
(2.8) (1.0)
Pi lant Openings
Entering Firms 17.6 16.1
(3.8) (12)
Continuing Firms 5.8 5.2
(1.8) (0.5)
Total 23.3 21.2
(3.6) (1.2)
1. The industry groupings and plant/firm categories are defined in the notes to Table 5.
2. The mean of the share of each plant/firm category for each industry grouping.
Source: Special Tabulations, Business and Labour Market Analysis, Statistics Canada.

Table 8 draws a more disaggregated picture of the firm turnover process by
showing rates of entry and exit for various plant/firm categories for high-technol-
ogy and other industries. The data show considerable similarity in the pattern
and importance of entry and exit rates across high-technology and other indus-
tries. The plant closure rate and the plant opening rate for entrants and exits
across the two industry groupings varied only between 16.1 percent and 18.2 per-
Cent. There were differences, however, with respect to entries via acquisitions
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TABLE 9

CHANGES IN MARKET SHARE IN THE FOREIGN AND DOMESTIC SECTORS FROM ENTRY
AND ExiT, HIGH-TECHNOLOGY INDUSTRIES IN THE CANADIAN MANUFACTURING
SECTOR FROM 1970 TO 1979

PLANT/FIRM MEAN PLANT/FIRM MEAN NET CHANGE IN

CATEGORY MARKET SHARE, CATEGORY MARKET SHARE, MARKET SHARE,

SHARE, 197¢* 1979 1979-1970 1979-1970
(%) (%)

Panel A: Foreign Sector

Plant Closures Plant Openings
Exiting Firms 14.4 Entering Firms 7.3 -6.6
Continuing Firms 32 Continuing Firms 3.7

Plant Divestitures by Plant Acquisitions

Exiting Firms by Entering Firms
To Domestic Firms 1.93 From Domestic Firms ~ 1.14 -0.79
To Foreign Firms 4.83 From Foreign Firms 4.99

Panel B: Domestic Sector

Plant Closures Plant Openings
Exiting Firms 35 Entering Firms 10.3 +7.3
Continuing Firms 1.6 Continuing Firms 21
Plant Divestitures by Plant Acquisitions by
Exiting Firms Entering Firms
To Domestic Firms 0.95 From Domestic Firms  0.89
To Foreign Firms 0.94 From Foreign Firms 2.40 +1.46

1. The plant/firm categories are defined in the notes to Table 5, the high-technology industries in Table 1.
2. The mean of the share for each plant/firm category. Market share is measured in shipments.

SOURCE: Special Tabulations, Business Market and Labour Analysis Group, Statistics Canada

and exits via divestitures. These rates were lower (particularly for divestitures) in
high-technology than in other industries. Thus, where foreign ownership
declined most dramatically, entries and exits via plant openings and closings were
more intense relative to entries and exits via plant acquisitions and divestitures.

THE EFFECT OF THE FIRM TURNOVER PROCESS
ON FOREIGN AND DOMESTIC OWNERSHIP
IN HiGH-TECHNOLOGY INDUSTRIES

THE CHANGES IN THE MARKET SHARE of foreign- and domestically owned firms in
high-technology industries due to various firm turnover categories are summa-
rized in Table 9. The categories of market share turnover are those identified
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earlier. Plant closures and divestitures refer to market shares as of 1970; plant
openings and acquisitions to 1979. The net effect of plant turnover on foreign
and domestic market share is shown in the last column of Table 9.

Plant openings and closings in the foreign sector contributed, on bal-
ance, to lower foreign ownership. The market share of plants created by new
and continuing foreign firms was 6.6 percent less than the market share of
plants closed by exiting and continuing foreign firms. On the other hand, the
effect of plant entry and exit in the domestic sector was to increase its market
share. There the market share of new plants was 7.3 percent more than the
market share of plants closed.

The net contribution of the divestiture of foreign plant to domestic firms
and the acquisition of plants by foreign firms from domestic firms was a
decline of 0.8 percent in the market share of the foreign sector. Acquisition
and divestiture between the domestic and foreign sectors contributed an
increase in market share of 1.5 percent to the domestic sector. As previously
noted, in high-technology industries the share of foreign ownership fell by
about 10 percent in the 1970s. It is evident that most of the decline in the for-
eign sector and the growth in the domestic sector was the result of a difference
between plant closures and openings. The remainder was due to foreign firms
losing market share to domestic firms.

THE IMPACT OF ACQUISITIONS AND DIVESTITURES

HE HIGH LEVEL OF TURNOVER IN BOTH HIGH-TECHNOLOGY and other

industries attests to the pervasiveness of competition in the Canadian
Mmanufacturing sector. Although some of the components of turnover vary
across industries,” high-technology industries are not, on average, appreciably
different from other industries in terms of the intensity of market share
turnover. While foreign ownership and, to a lesser extent, concentration are
8reater in high-technology than other industries, differences in the volume of
turnover do not suggest that the combination of concentration and foreign
Ownership has led to any significant reduction in the effects of the competitive
Process — at least not if competition is measured (as it is here) in terms of the
Outcome of the battle for market share, rather than against a structural charac-
teristic such as concentration.*

The merger process must, however, be considered in a broader context
because there is a substantial body of literature (drawn largely from American
Sources) arguing that mergers involve a churning of resources which, at best,

as inconsequential effects and, at worst, is detrimental to the allocation of
resources. Many such studies conclude that mergers are failures.*” Some
Canadian studies associated with the Royal Commission on Corporate
Concentration (1978) found similar results for Canada. It should be noted,
owever, that not all studies have found these negative results. A number of
event studies that are based on stock market data have found positive effects
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of mergers — for the shareholders of acquired firms in the United States and
for shareholders of both acquired and acquiring firms in Canada.*

The desirability of a regulatory poli