## DEPARTMENT OF MATHEMATICS

Final Report to the Ministry of State for
Science and Technology
on
THE QUEEN ${ }^{\prime}$ S MATHEMATICS DEPARTMENT POPULATION MODEL
by
J.H. Davis and J.H. Verner

Queen's University, Kingston, Ontario Queen's Mathematical Preprints No. 1975-33

V OLUME I


# Queen's University 

## AT KINGSTON

 ONTARIO, CANADAFinal Report to the Ministry of State for Science and Technology
on
THE QUEEN'S MATHEMATICS DEPARTMENT POPULATION MODEL
by
J.H. Davis and J.H. Verner Queen's University, Kingston, Ontario

## VOLUME I

```
MNISTRY OF STATE
MN STĖRE D'ETAT
BID IOTHĖQuE
MAR 31976
SCIFNCE LIERARY
SCIENCES EI TECHNOLOGY
SCIENCES ET TECHNOLOGG
```


## Contents

Page No.
Letter of Transmittal ..... ii
Abstract ..... iii
Acknowledgements ..... iv
Surface Plots ..... v
I. Introduction ..... 1
T1. Fertility Estimation ..... 5
III. Estimation of Economic Mobility ..... 34
IV. Input-Output Models ..... 108
Appendices
A. Model Invariance and Inflating Income Scales ..... 152
B. Mathematical Description - Linear Model ..... 160
Estimation Algorithms
C. Remarks on Long-Term Sequential Estimation ..... 186
D. Interim Report ..... 188
E. Program Listings and Comments ..... 298
Bibliography ..... 700

Dr. A.R. Demirdache,
Director,
'rechnological Forceasting
and Technology Assessment Division, Ministry of State for Science
and Technology, 270 Nlbert Strect, Ottawa, Canada, K1A 1^1.

Dear Dr. Demirdache:
I have pleasure in forwarding to you the final report prepared by Dr. Jon Davis and Dr. James Verner of the Department of Mathematics, Queen's University of the Population Model which was commissioned by the Ministry.

Since the general philosophy of the Model was set forth in our Interim Report of April 15, 1974, it was felt unnecessary to repeat that in the introduction to the Final Report, but rather to append the Interim Report as Appendix D.

I believe that you will agree with my judgement that the present work opens up a new and potentially extremely important approach to modelling the growth of populations. This task is an indispensable step in any serious attempt to model national, socioeconomic problems.

I believe that you will wish to bring this Report to the attention of the statistical services of the Government, with a view to studying its implications for the form in which population statistics should be collected and encoded, in order that there be available the data necessary for realistic modelling of the population of Canada as a whole or of any of its regions.

I would remind you that according to the contract between us, the right of publication of the details of the procedures outlined in this Report in scientific journals has been reserved to Professors Davis and Vorner. This, of course, does not prectude the Ministry from distributing the whole Report in any way it wishes. In particular, you may consider that it would be of interest to the International Institute for Applied Systems Analysis and to various organs of the United Nations concerned with oconomic development as related to population growth.
$\Lambda J C: m h$
Yours faithfully,
Department of Mathematics,
Qucen's University.

## Abstract

This report discusses final development of the Queen's Mathematics Department Population Model. The basic models and techniques presented in the authors' interim report on this work have been extended, and the algorithms have been tested on the available real data. Also reported here is the development of methodology and software for the estimation of linear inputoutput models which includes a provision for the modelling of an unknown exogenous component in the observed output records.
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## Surface Plots

Certain results in this report are displayed in the form of computer-drawn plots of surfaces in threedimensions. The variables involved increase in the directions schematically indicated below:


The ranges of the "base variables" involved are mentioned in the body of the text; the range of the "height variable" appears beside each drawing.

This report considers further aspects of the general problems of the construction of dynamical population models using methods described in the authors' Interim Report [3].

The basic structure of the models considered is described at length in [3], and the various reasons for adopting that structure are explained in that document as well. Our subsequent experience has not led us to modify our basic models, and the general numerical methods for estimation proposed in [3] have required only minor modification for use in practice. For these reasons, a lengthy review of the material in [3] has been omitted in this report.

The main purpose in undertaking this project was to attempt to produce a basic framework, and a set of adaptable, useable numerical algorithms for use in simulation studies involving population. A basic framework is presented in the Interim Report; this report is largely devoted to the task of making the work carried out more useful.

The models which have been considered in this work are of a relatively ambitious nature. Simulations with these models would allow study of detailed population distribution problems. These potential benefits are not without cost, however, as the methods used in this project may not be
familiar to all possible users of these results. Further, as much as one might hope that the algorithms and associated computer software developed in this project would be entirely foolproof, this is not the case. From our experience using the algorithms reported here in connection with real data, it appears that a certain amount of judgement is required on the part of the user of these methods. The user must be aware of the underlying assumptions of the model, and of the limitations of the numerical methods employed in the software in order to successfully interpret the results of computations. It is our hope that this report will provide some insight in this area, as well as serve as a "user's manual" for the software included in the Appendix.

Chapter II of this report is devoted to the problem of estimating the coefficients $a_{i}(t), d_{i}(x)$ and $b(t)$ in the model

$$
\frac{\partial f}{\partial t}(x, t)=-\frac{\partial}{\partial x}\left(\sum_{i=1}^{q} a_{i}(t) d_{i}(x) f(x, t)\right)-b(t) f(x, t)
$$

adopted (See [3] and Chapter II) to describe the evolution of the fertility curve over time. Data supplied by Statistics Canada was utilized, and the numerical results obtained support the utility of the model and associated estimation method.

In Chapter III we discuss problems arising in the estimation of the coefficients in the partial differential equation

$$
\frac{\partial p}{\partial t}=-\frac{\partial p}{\partial x}-\frac{\partial}{\partial s}\left(\sum_{i=1}^{N} a_{i}(t) d_{i}(x, s) p\right)-r(x, t) p+i
$$

governing the evolution of the age and income dependent population distribution.

In the case of this estimation problem, the data which we were able to obtain is much less extensive than would be desirable. Problems arise both because of the limited number of years for which data is available, and because of the level of aggregation in the published data.

The results of numerical experiments on the effect of aggregation on the accuracy of the estimation algorithm are displayed, together with the results of computations using data obtained from Revenue Canada publications.

As pointed out in [3], the next step after the coefficients of the partial differential equation have been estimated is to attempt to develop a model for the dynamical behaviour of these coefficients. Chapter IV consists of one effort in this direction; we have attempted to model the dynamical relationship between the fertility coefficients and various economic time series.

It was anticipated in [3] that it would be possible to apply more or less conventional time series identification techniques (or at worst, perhaps non-linear regression methods) to this problem. The available fertility data, unfortunately, is such that it has been possible to compute estimates for the fertility parameters only for a relatively short period of time. The amount of available data simply appears too small to allow conventional statistical analysis. The situation is further complicated by the fact that one suspects at least the possibility of a large exogenous component (not "driven" by the economic factors) in the fertility parameters. This might well make use of standard approaches difficult even if a longer data run were available. The approach that we have taken is to make an adaptation and extension of certain techniques developed for input-output identification of control systems to the present problem. While the results of numerical experiments on the available data may be described as inconclusive, it is hoped that the method developed will prove useful in modelling studies.

Finally, copies of the computer programs developed are included in the Appendix, together with some comments relevant to use of the programs. Considerable effort has been made to provide clear documentation in the programs.
II.

Fertility Estimation

A General Observations

As mentioned above, for the purposes of this final report, we assume that the reader is familiar with the authors' interim report [3].

We recall the suggestion made in [3] that the dynam-. ical behaviour of the fertility curve could be adequately modelled by the relatively simple partial differential equation

$$
\frac{\partial f(x, t)}{\partial t}=-\frac{\partial}{\partial x}(a(t) d(x) f(x, t))-b(t) f(x, t)
$$

It is more useful to hypothesize a slightly more general model of the form
$\frac{\partial f}{\partial t}(x, t)=-\frac{\partial}{\partial x}\left(\sum_{i=1}^{q} a_{i}(t) d_{i}(x) f(x, t)\right)-b(t) f(x, t)$,
in order to include the possibility of more than two time functions affecting the fertility curve behaviour. (Calculations on the actual data, however, suggest that the original simplified representation is adequate.)

Introduction of an integrating factor and relatively simple manipulations lead to an expression of the form

$$
\sum_{i=1}^{q} a_{i}(t) d_{i}(x)=-\frac{1}{\bar{f}(x, t)} \int_{x}^{x} \frac{\partial \bar{f}}{\partial t}(\zeta, t) d \zeta
$$

from which $a_{i}(t), d_{i}(x)$ are determined. (See the attached Appendix for more details.)

With real data, the expression on the right hand side of the above must be evaluated by numerical means. The spline routines utilized are described in the Appendix and the interim report [3].

In connection with the use of the methods proposed, two major issues arise. The first, and perhaps more philosophical problem, is that of validation of the model proposed above. As pointed out in [3], the function $b(t)$ is defined in such a way that the presence of the $b(t)$ term in the governing equation is essentially valid by the definition of $b(t)$ - The question of the term involving $a_{i}(t)$ and $d_{i}(x)$ is quite a different matter, however, since the argument for this is essentially that the observed behaviour suggests a governing partial differential equation of the above form [12].

It is, of course, impossible to supply "proof" of the correctness of any hypothesized model. Essentially the only criterion which may be applied is that of consistency with the observed data.

One form of consistency, perhaps that which comes first to mind, is the requirement that a simulation of the fertility curve should reproduce the historical data to an acceptable degree of accuracy. While this is a necessary condition, one must demand more from the results of an estimation in order to have confidence in the results.

A second form of consistency is the requirement that the estimates be consistent not just "in the large" (as a trial simulation shows), but that they be consistent with subsets of the available data. Consistent results returned from repeated calculations of this sort strongly suggest that the results obtained "actually are present in the data". Needless to say, reinforcement of this sort is not available from a one-shot estimation procedure.

In the present situation, it is most natural to make a sequence of estimates based essentially on data years $j$ to $j+L$, for varying starting date $j$ ( $L$ here is the data length required in the computational procedure). For the problem of estimating

$$
\sum_{i=1}^{q} a_{i}(t) d_{i}(x)
$$

one ideally hopes to obtain "overlapping sections" of the smooth time functions $a_{i}(t)$ from this procedure, and con-
sistent smooth age functions $d_{i}(x)$ : The extent to which this occurs in the actual data runs may be taken as an indication of the validity of the model.

The second major issue that arises in connection with use of the estimation procedure suggested in [3] is that of use with real data. The algorithm has a firm theoretical basis, and the numerical experiments with artifically generated data reported in [3] show that the numerical procedures have reasonable behaviour. The real data, however, is subject to various (unknown) errors; this compounds the problems arising from the likelihood that the model will not provide an exact fit for the physical situation.

Looking at the estimation formula above, one may anticipate two major sources of trouble. The first is in the differentiation with respect to time, a procedure bound to accentuate errors. In fact, the integration serves in practice to smooth these accentuated errors considerably. The major errors seem to occur at the ends of the time interval; this is expected from the behaviour of the spline routine. The second large source of error occurs at the ends of the age interval. This is caused by the fact that $\bar{f}(x, t)$ approaches zero at the ends of the interval of interest, so that errors in

$$
\int_{\underline{x}}^{x} \frac{\partial \bar{f}}{\partial t}(\zeta, t) d \zeta
$$

are magnified considerably.
If we let $M(x, t)$ represent the numerically calcu-
lated values of

$$
-\frac{1}{\bar{f}(x, t)} \quad \int_{\underline{x}}^{x} \frac{\partial \bar{f}}{\partial t}(\zeta, t) d \zeta
$$

Then the situation may be summaried by writing

$$
M(x, t)=\sum_{i=1}^{q} a_{i}(t) d_{i}(x)+B(x, t)+N(x, t)
$$

In the above, $B(x, t)$ represents the error due to the two effects mentioned above; this implies that $B(x, t)=0$, except in the immediate neighbourhood of the edges of the region of interest. $N(x, t)$ represents a (hopefully small) modelling and numerical error, and is not restricted in location and extent. In order to remove the error term $B(x, t)$, we may simply multiply the above equation by a function

$$
x_{1}(t) x_{2}(x)
$$

(a product of characteristic functions) which is identically equal to unity on the interior of the region of interest, but equal to zero near the boundary of the region. This results in

$$
\begin{aligned}
M(x, t) \cdot x_{1}(t) x_{2}(x)= & \sum_{i=1}^{q}\left(x _ { 1 } ( t ) a _ { i } ( t ) \left(x_{2}(x) d_{i}(x)+\right.\right. \\
& x_{1}(t) x_{2}(x) N(x, t) \quad
\end{aligned}
$$

This procedure is easily implemented numerically simply by setting the "borders" of the matrix representing the function $M(x, t)$ to zero. The estimation procedure described in [3] (based on eigenvalue procedures) may then be applied to the bordered array to produce estimates of $\left(x_{1}(t) a_{i}(t)\right)$ and $\left(x_{2}(x) d_{i}(x)\right) \quad$ -

The need for this technique is easily seen by an attempt to run the estimation algorithm without the bordering procedure. The algorithm is essentially based on calculation of the eigenvalues and eigenvectors of the matrix

$$
M^{T} M^{T}
$$

where $M$ is the array of (sample values of) the function $M(x, t)$ above. The eigenvalue package employed'returns results
ordered in magnitude; it is also easily seen that, if the representation

$$
M(x, t)=\sum_{i=1}^{q} a_{i}(t) d_{i}(x)
$$

is exact, then the eigenvalue associated with the eigenvector $a_{i}(t)$ is simply $d_{i}^{T} d_{i}$. (See the Appendix below.)

This means that running the algorithm on the "sliding window" of data should automatically return the $a_{i}(t)$, $d_{i}(x)$ functions in consistent order, namely in order of decreasing norm of $d_{i}(x)$. This makes consistency of repeated estimations very easy to see in plots of the calculated results.

The presence of large errors in the calculated value of $M(x, t)$, namely the error $B(x, t)$, has a disastrous effect on the above situation. $B(x, t)$ may (and in practice certainly does) contribute fairly large eigenvalues to the symmetric matrix $M^{T}$. This destroys the consistent ordering of the returned eigenvectors, as well as producing considerable (and variable) distortion in the calculated values of the "real" $a_{i}(t), d_{i}(x)$. In fact, it is the presence of calculated eigenvectors supported at the interval borders in preliminary calculations which has suggested the bordering procedure described above.

Use of the bordering procedure essentially introduces enough regularity to make computations possible. The price to be paid for this is that the calculations return estimates only for the "bordered" functions $X_{1}(t) a_{i}(t)$ and $X_{2}(x) d_{i}(x)$ - This leaves the coefficients unknown on the border areas of the region. The lack of knowledge at the borders of the age interval causes little difficulty; since the fertility here is essentially zero, these values have little effect on simulations.

Loss of the borders in the time direction is somewhat more serious from the point of view of subsequent use of the estimates. With the limited amount of data available and the bordering losses, we obtain only a twelve year run of data for the $a_{i}(t)$. This small number of samples has made substantial difficulty in the problem of estimating a dynamical model for the evolution of these coefficients. (See Chapter IV below.)

There are other numerical problems (of smaller importance) associated with these calculations. These are described in the Appendix and on comment cards in the attached programs.

The sources and treatment of the data used for these computations are described in the Appendix. The complete computer programs and samples of the resulting output are also included in the appendix. We reproduce below the graphical summary of the computational results.

With use of the "sliding data window" and bordering procedure described above, the available data is sufficient to allow eight computations of estimated values of $a_{i}(t)$ and $d_{i}(x)$ - Computations were made based on a $10 \times 10$ matrix. Greater or lesser consistency was obtained in the first four eigenvectors from each calculation, so that results from lower eigenvalues are suppressed in the output. The contribution from these components is small, and the eigenvectors show wide scatter. We attribute these to numerical and data error, and model inaccuracy.

In the plots below, only the highest run number is printed in case of coincident values. It is readily seen that the estimated values for the function $a_{1}(t)$ show a high degree of consistency, and that the variation in results appears relatively small. (In these plots, "9" represents the numerical average of the available runs. This is taken as the final estimate of the algorithm.)

The similar plots for $a_{2}(t), a_{3}(t)$, and $a_{4}(t)$ show increasing scatter in the computed results. The plots do seem to indicate, however, the systematic presence of these higher order terms.

The computed results for the corresponding $d_{i}(x)$ show a similar degree of consistency, although a higher degree of scatter seems to be present. This is probably attributable to the fact that the estimation algorithm "back calculates" $\mathrm{d}_{\mathrm{i}}(\mathrm{x})$ according to

$$
d_{i}=M a_{i}
$$

While the eigenvector method used for calculating $a_{i}$ apparently filters out errors in the calculated matrix $M$ to some extent, no such effect is operating in the above computation. One may therefore expect greater error in the calculation of $d_{i}$.

One might attempt to work with the adjoint of the matrix $M$, in which case a parallel method should return estimates of the $d_{i}$ as eigenvectors. The resulting symmetric matrix is of the same dimension as the age interval in this case. As a result, the eigenvalue calculation is much more difficult computationally, and more subject to illconditioning problems.









The results of the above computations were checked by simulation of the evolution of the fertility curve over the years for which parameter esimates were calculated. Simulations were run using

$$
\begin{array}{cc}
\text { (i) } & a_{1}(t) d_{1}(x) \\
\text { (ii) } & a_{1}(t) d_{1}(x)+a_{2}(t) d_{2}(x) \\
\text { (iii) } & a_{1}(t) d_{1}(x)+a_{2}(t) d_{2}(x)+a_{3}(t) d_{3}(x) \\
\text { (iv) } & a_{1}(t) d_{1}(x)+a_{2}(t) d_{2}(x)+a_{3}(t) d_{3}(x)+ \\
& a_{4}(t) d_{4}(x)
\end{array}
$$

as coefficients in the model. Complete numerical results are presented in the Appendix, but a graphical presentation of the result is given below. Also included are plots of (i), (ii), (iii) and (iv) (labelled "fertility parameters" in the following plots).









SIMULATED FERTILITY - AGES 14-42 - YEARS 1958-1970-3 COMPONENTS


It appears from the simulations that the model provides a good fit for the observed data. It also appears that no significant improvement in the results is gained by using more than one component. This suggests that in fact

$$
\frac{\partial f}{\partial t}(x, t)=-\frac{\partial}{\partial x}\left(a_{1}(t) d_{1}(x) f(x, t)\right)-b(t) f(x, t)
$$

provides an adequate model for the behaviour of the fertility curve.

## A General Remarks

It seems likely that results relating to the estimation of economic mobility would be of more interest than the results on fertility modelling reported in the previous chapter. For this reason, it is unfortunate that the numerical results we have obtained using available data are in a sense less satisfactory than those of the previous case.

Since the modelling of the income distribution requires use of a distribution over both age and income variables, it is to be expected that the numerical problems associated with the estimation procedure would be somewhat more delicate than in the previous case involving distribution only over age. One may expect the resulting algorithms to be somewhat more sensitive to inaccurate data, and so to require a relatively better data base for a comparable degree of estimation accuracy.

Fairly detailed age-income distribution data seems to be available for recent census years. However, in order to estimate and model the evolution of income distribution over time, data on an annual basis is required. The only annual data we have been able to obtain is that of reported income, as available from the annual reports on taxation provided by Revenue Canada.

Aside from difficulties arising from changes in tax law and reporting procedures, there are other problems associated with this data.

The first problem is that this information has apparently only been collected since 1963. This short length of available data has two effects. One is that the procedure mentioned above involving making sequential estimates on the basis of subsets of the available data is severely hampered, as the length of the available data is sufficient to support only one, or at most two estimates. (Sufficient data was available for eight estimates of the fertility parameters.) The length and uncertainty of the resulting estimates in turn make the prospect of estimating a dynamical model for the mobility parameters very dim indeed.

A second problem bearing on the use of the available data is that of the level of aggregation in the reported data. The data is essentially in histogram form, grouped into five year age brackets, and income brackets of various lengths. This data must be disaggregated on some basis in order to obtain a smooth distribution to which the estimation algorithm may be applied.

Initial runs using the real data produced evidence of distortions arising as a result of the aggregation of the data. This evidence includes an apparent oscillation of period
ten years present in some intermediate computed results. This may well be due to the five year age aggregations in the data. In an attempt to gauge the effect of the aggregation level on the computed results, experiments were run using differing levels of aggregation on simulated distribution data. As reported below, the experimental results indicate that the level of aggregation in the available data is likely to cause severe distortion in the computed estimates; the level of aggregation may well be so high that it is impossible to extract useful information regarding economic mobility from the published data records.

## B Aggregation Experiments

In order to study the effects of data aggregation on the estimation procedure, a numerical integration of the model equation

$$
\frac{\partial p}{\partial t}=-\frac{\partial p}{\partial x}-\frac{\partial}{\partial s}\left(\sum_{i=1}^{3} a_{i}(t) \operatorname{di}\left(x_{1} s\right) p\right)-r(x, t) p
$$

was carried out (See Appendix E).

> It is easy to show using the representation of economic mobility in the form

$$
\mu(x, s, t)=\sum_{i=1}^{q} a_{i}(t) d_{i}(x, s)
$$

that if both the time functions $\left\{a_{i}(t)\right\}$ and age-income functions $\left\{d_{i}(x, s)\right\}$ are orthogonal sets over their respective domains then (assuming $\left\{\mathrm{a}_{\mathrm{i}}(\mathrm{t})\right\}$ orthonormal) the eigenvalues of the symmetric matrix $M^{T} M$ occurring in the estimation algorithm are just $\left\{\left\|\mathrm{d}_{\mathrm{i}}(\mathrm{x}, \mathrm{s})\right\|^{2}\right\}$, with $\left\{\mathrm{a}_{\mathrm{i}}(\mathrm{t})\right\}$ being the corresponding eigenvector set. Conversely, if one starts with an arbitrary representation

$$
\mu(x, s, t) \sum_{i=1}^{q} \tilde{a}_{i}(t) \tilde{a}_{i}(x, s)
$$

(with no orthogonality conditions), then the result of the estimation algorithm is to produce the orthonormal basis $\left\{a_{i}(t)\right\}$ for the subspace consisting of the span of $\left\{\tilde{a}_{i}(t)\right\}$ which has the property that the resulting $\left\{d_{i}(x, s)\right\}$ in the above representation are also orthogonal. These remarks follow from Appendix $C$ of the interim report [3], together with a bit of elementary linear algebra.

The above facts are mentioned for the reason that they must be kept in mind in the construction of simulation examples. In effect, if one wishes to be able to recognize the components $\left\{a_{i}(t)\right\}$ and $\left\{d_{i}(x, s)\right\}$ in the computed
estimates generated from simulation data, these components must be chosen a-priori to be orthogonal. If this is not done, then the estimation algorithm will return the "orthogonalized versions" of the functions involved. (As a matter of computational tactics, one may construct

$$
\mu(x, s, t)=\sum_{i=1}^{q} \tilde{a}_{i}(t) \tilde{a}_{i}(x, s)
$$

and use program 3.4 of Appendix $E$ as a means of numerically generating the orthogonal components.)

For the simulation used here, $a_{1}(t)$ was chosen as a parabolic curve, $a_{2}(t)$ as a sine function of period ten years, and $a_{3}(t)$ as a sine function of period five years. The $\left\{d_{i}(x, s)\right\}$ were chosen orthogonal, and such that a "reasonable" economic mobility function was produced. It should be noted that the mobility function selected for these experiments is considerably more realistic than the example included as an algorithm test in the interim report [3]. Magnitudes of the mobility in this experiment are considerably larger, and were selected on the basis of preliminary computations utilizing the available real data.

Below are reproduced plots of the time components and age-income components as reproduced from program 3.4

Also shown is a copy of the program output page giving numerical values of the eigenvalues of $M^{T} M$, and numerical values of the $\left\{a_{i}(t)\right\}$. It is easily seen from this output that the "parabolic" component is by far the dominant effect in the simulated economic mobility.



COMPONENTS OF SIMULATED MU : AGES 17 - 56 INCOMES $\$ 2,000-11,000$ COMPONENT 1


COMPONENTS OF SIMULATED MU: AGES 17 〒 56 INCOMES $\$ 2,000-11.000$ COMPONENT 2



EIGFNFAIKS RF MTM(11.11) BURDFKING O ROWS ANO CILUMNS

$$
\text { FIritNVAIUF }=169.19884
$$

EVT(1, 1)

| 0.250058 | 0.280041 | 0.303361 | 0.320029 | 0.330047 |
| :---: | :---: | :---: | :---: | :---: |
| 0.333411 | 0.330107 | 0.320121 | 0.303447 | 0.280090 |
| 0.250058 |  |  |  |  |
| FIGHVAIU1 $=$ | 0.06203 |  |  |  |

EVT(I, 2)

$$
\begin{array}{rrrrr}
-0.000034 & -0.263045 & -0.425531 & -0.425219 & -0.202099 \\
=0.000033 & 0.267634 & 0.425169 & 0.425414 & 0.203033 \\
-0.000034 & & & &
\end{array}
$$

EVT(1, 3)

$$
\begin{array}{ccccc}
-0.000009 & 0.475118 & 0.262000 & -0.263042 & =0.425332 \\
=0.000081 & 0.475686 & 0.762993 & -0.262781 & -0.425194 \\
-0.000009 & & 0.00000 &
\end{array}
$$

## EVT(1, 4)

| 0.000007 | -0.630746 | 0.738538 | -0.229051 | -0.031331 |
| :---: | :---: | :---: | :---: | :---: |
| 0.000171 | 0.072794 | 0.036240 | 0.036075 | 0.027370 |
| 0.000107 | 1 IVYNVAIUF $=0.00000$ |  |  |  |

EVT(I, b)

$$
\begin{array}{lllll}
=0.000006 & -0.175354 & -0.110943 & 0.100144 & 0.106436 \\
-0.303490 & 0.768610 & -0.485839 & -0.003315 & -0.002060 \\
=0.000006 & & & &
\end{array}
$$

Using the economic mobility function, the equation was integrated numerically. The grid used was fairly coarse (see below), and the result of the computation was values of the simulated population density at one year time intervals, one year age increments, and one thousand dollar income increments.

This simulated data was aggregated to three different levels, referred to as low, intermediate and high. Low aggregation is essentially at the level of the integration grid, while high aggregation corresponds to the age and income brackets used in the real data on reported income obtained from the Revenue Canada publications. The brackets are presented in the chart below. Note that while the density and low aggregation appear to have essentially the same age and income brackets, the data is treated differently. Low aggregation data is generated by integrating the splined simulated density, and then disaggregating using fourth order splines as described in the Appendix to generate a density estimate.

## Aggregation Ag'e Income Brackets

Leve1

Density (unaggregated)

Low Aggregation
17, 18, 19,...
0, 1, 2, 3, ...18, 20

Intermediate Aggregation

High Aggregation
17, 25, 30, 35,
$0,2,3,4, \ldots$ ....70, 78

10, 15, 20

The estimation procedure was run on the simulated data at the four levels of aggregation described in the chart above.

Since the algorithm used is basically similar to that utilized for the estimation of the fertility curve dynamics (Chapter III above), entirely similar considerations arise. In particular, problems arising from errors and inaccuracies on the borders of the regions involved require the use of a
"bordering technique" parallel to the one adopted above. In all runs, the data is bordered in the age and income directions so that only data from ages 26 to 48 , and incomes $\$ 3000$ to $\$ 11,000$ are utilized in the estimation. The data in the time direction was bordered by 0,1 , and 2 years (on each end), producing three estimates of the $\left\{a_{i}(t)\right\}$ for each level of aggregation. In addition, surface plots of the agem income components $\left\{d_{i}(x, s)\right\}$ corresponding to the zero bordering $\left\{\mathrm{a}_{\mathrm{i}}(\mathrm{t})\right\}$ were produced for each level of aggregation.

The estimation algorithm returns (estimates of) the time components $\left\{a_{i}(t)\right\} \quad$ in order of decreasing eigenvalue magnitude. This should correspond to decreasing $\left\|d_{i}(x, s)\right\|^{2}$ in the simulated mobility. The following summary charts give the "position of appearance" of the parabolic and single frequency sine functions as a function of aggregation level and time-bordering.

## Position of Parabolic Mode

| Aggregation | Bordering Years |  |  |
| :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 |
| density | 1 | 1 | 1 |
| 1ow | 1 | 1 | 1 |
| intermediate | 1 | 1 | 1 |
| high | $2 *$ | $?$ | ? |

Position of Sinusoidal Mode


The following plots consist of the estimated $\left\{a_{i}(t)\right\}$ for each aggregation level, and the corresponding age-income components $\left\{d_{i}(x, s)\right\}$ as computed from the estimation algorithm. These plots should be compared with the original components of the economic mobility used in the simulation.










COMPONENTS OF MU FROM DENSITY WITH NO AGGREGATION - COMPONENT 4







COMPONENTS OF MU FROM LOW RGGREGATION - AGES 17 - 56 COMPONENT 1










COMPONENTS OF MU FROM INTERMEDIATE AGGREGATION - COMPONENT 2 = SPURIOUS MODE


COMPONENTS OF MU FROM INTERMEDIATE AGGREGATION - COMPONENT 3 = SPURIOUS MODE

components of mu from intermediate aggregation - component 4 = SECOND mode







COMPONENTS OF MU FROM HIGH AGGREGATION - COMPONENT 1 = SPURIOUS MODE


COMPONENTS OF MU FROM HIGH AGGREGATION - COMPONENT 2 = FIRST MODE


COMPONENTS OF MU FROM HIGH AGGREGATION - COMPONENT 3 = SECOND MOOE?


COMPONENTS OF MU FROM HIGH AGGREGATION - COMPONENT 4

The above plots contain a large amount of information; we confine our remarks to the most significant aspects of the computed results.

One effect clearly visible in the plots is the presence of a "saw tooth" component in the calculated ageincome components. This effect is essentially due to the coarseness of the grid used for integrating the simulated density function. This could be cut down by use of smaller grid increments, with a corresponding increase in computing time and cost. The problem is not helped, and is probably aggravated by the fact that the initial distribution used for the simulation is not a "natural" initial condition for the mobility function moved. This could be overcome by running the simulation for a long enough period to ensure that the initial. distribution disappears.

The presence of these errors is not entirely harmful, as it can simulate the inevitable data errors and modelling inaccuracies of the real situation. Also, it is evident that the integration process in the intermediate aggregation has had a smoothing effect on these errors.

Given the relatively small component of sinusoidal nature which is present in the mobility chosen for the simulation (See the eigenvalue calculations above), what is perhaps somewhat surprising is that the algorithm is able to
extract a sinusoid at all from the simulated data: Note that with two year borderings, the sine function appears as second component in the density, low and intermediate aggregation cases. The density calculation seems to be the only one which returns a reasonable $d(x, s)$ for the sinusoid (but with noticeable sawtooth component):

Of much more practical interest is the fate of the dominant, or parabolic component in the simulated mobility at various levels of aggregation. As the results clearly show, this parabolic component is present with all degrees of bordering for the cases of the density, and low and intermediate aggregation. In all three cases, a reasonable representation of the age-income component is returned (essentially marred only by the integration error sawtooth disturbance).

When the aggregation is increased to the level of that present in the available data, however, the results are drastically altered. There is a dominant time component which persists through all levels of bordering, and which seems entirely spurious. We attribute its presence entirely to the level of aggregation. The "true" parabolic component seems to occur as the second component, only at the zerobordering level, and there in a form distorted by the spurious component. With some imagination, it is possible to see the
corresponding age-income component as a distorted form of the "true" age-income component.

We regard the above computational results as strongly suggesting that the aggregation level of the ageincome data published in the annual reports of Revenue Canada is too high to allow determination of economic mobility by use of the estimation methods developed in this report.

C Real Data Computations

As mentioned above, the on 1 y annual income distribution data which we were able to obtain consists of the reported income figures from the annual reports of Revenue Canada.

A potential problem which arises from the use of this data is the fact that these reported income figures include the effects of inflation on wage and salary rates. While it was shown in the interim report that the form of the governing equations for the age-income distribution was invariant under an arbitrary monotone change of income scale, the possible effect of inflation on an income measure was not explicitly considered. In fact, derivation of the governing equation in [3] was originally carried out on the
basis of an implicit assumption of an income measure constant over time.

However, one may consider the effect of using an inflating income scale in a manner analogous to the derivation in [3] regarding changes of income measure.

The simplest such change is given by defining

$$
\sigma=c(t) s
$$

where $s$ represents the original income measure (constant dollars), $c(t)$ represents the current consumer price index (cumulative inflation factor), and so that $\sigma$ represents income in "current" dollars.

One objection to the use of the above in connection with the reported income statistics is that reported income is made up of various components, all of which are unevenly affected by inflation; moreover, the proportion of these components in reported income varies across income brackets. To take account of this possibility, we consider the effect of a time-varying income scale change of the general form

$$
\sigma=\Sigma(s, t)
$$

This formulation allows the possibility of uneven inflationary effects across income levels, and should be sufficient to allow a transition from reported income to virtually any fixed income measure. It is shown in Appendix A that the governing equation of the distribution is not changed in form by the introduction of such a change in income measure, that is, that there exists a well-defined economic mobility function defined in terms of the income level $\sigma$. This exercise shows that reported income data may be used with no change in the model formulation; estimates of economic mobility computed from this data simply refer to the income measure $\sigma$ •

The above considerations effectively settle the question of the usability of the type of data available for the purposes of use in models of the sort considered; the next issue is whether or not the form of the available data is such that one may expect to extract useful model estimates.

The work reported in Section $B$ above was undertaken to test the effects of data aggregation procedures on the validity of the computed estimates. The experiments run with simulated data indicates, for that example, that fairly reliable estimates may be extracted from data which is aggregated to about one half of the extent to which the available data has been aggregated. The results of the
experimental run at high aggregation level do nothing to encourage confidence in results from data at this level of aggregation. In fact, the results indicate that spurious results are possible in such a situation.

In spite of the above situation, the fact remains that the highly aggregated real data is the only data available to us; natural curiosity has forced us to run the aggregated real data through the estimation algorithm. The results are reproduced below in a format parallel to that used for the aggregation experiments.











COMPONENTS OF MU FROM DATA - ELEVEN YEARS AGES 27 - 56 COMPONENT 1



| 3.46 | 2.95 |
| :---: | :---: |
| 3.00 | 2.04 |
| 2.50 | 1.06 |
| 2.00 | 0.08 |
| 1.50 | -0.91 |
| 1.00 | -1.89 |
| 0.50 | - -2.87 |
| 0.00 | -3.85 |

COMPONENTS OF MU FROM DRTA - ELEVEN YEARS AGES 27 - 56 COMPONENT 3


COMPONENTS OF MU FROM OATA - ELEVEN YEARS AGES 27 - 56 COMPONENT 4

The computed results show the first two time components persistent under the bordering procedure. The plots of the age-income components also show extremely rough results on the low end of the age span. (Plots start at age 17, normally, even though the estimation data is bordered to exclude the tails of the distribution.) Since these high spikes dominate the scaling of the plot routine, the section from ages 27 to 56 was replotted to bring out greater detail. In view of the high data aggregation, it is difficult to draw valid conclusions from the above results. The results suggest the presence of systematic components in the data; the results of our numerical experiments suggest that the results computed above may not be an accurate representation of what systematic terms are present. The only way to resolve the question is to process a less highly aggregated version of the data; we were not able to find a source of such data and have no knowledge of whether or not such data may be obtained (at an acceptable cost).

Finally, the estimation program included in the appendix is constructed to process sequential segments of the data in a manner analogous to the fertility parameter estimation package. The data we have obtained is of too short a duration to permit much work in this direction. With eleven years of data available, we have made two consecutive ten year runs; the results were inconclusive.
IV. Dynamic Interaction Models

A General Discussion

Once the coefficients of the partial differential equations in the case of the model have been estimated, the problem of determining a dynamical model for the evolution of these coefficients must be considered.

As mentioned in our interim report [3], it is clear that the evolution of these coefficients is affected by both economic levels and less easily quantifiable factors which might be described as sociological effects. Since it is evident that trying to model the latter must be a process subject to a wide range of possible approaches, it is of interest to seek some possible means of separating the two effects. The approach that has been adopted here is to attempt this separation on the basis of "time scales". In view of the often-noted inertia in social attitudes, it may be hoped that the dependence of the coefficient time functions on these factors is on a "much slower" time scale than the dependence on the more variable economic levels.

The use of this distinction is suggested by two sources. One is the use of the "method of multiple time scales", which has found success in numerous areas of applied mathematics. Another source is the widespread practice in econometric time-series work of "subtracting a trend line"
from the available data. The usual interpretation of this procedure is that the trend represents an exogenous effect not included in the model. As will be seen below, the method proposed in a sense represents an alternative to this procedure usable in the case of relatively short data runs. In fact, it was the scarcity of the available data which has led us to attempt the approach below rather than to use conventional time-series fitting programs.

It is of course difficult to define precisely the meaning of the phrase "much slower" in the above, and one may no doubt cite instances of "rapid change" in social attitudes. In the practical use of the method described below, the allowable rate of change from exogenous effects is in effect specified by the user of the package. Whether or not the time scales are widely separated is evident in the results of the computation. One also expects that a model must be estimated by use of a "sliding subset" of the available data (in a manner analogous to the estimation procedures of sections II and III above). Periods of "rapid change" affecting the variables being modelled would probably appear as rapid variation in the estimated model coefficients.

The model and estimation procedure described in detail in Appendix $B$ below is based on a linear model (state variable model) of the general form

$$
\begin{aligned}
x_{k+1} & =F x_{k}+G u_{k} \\
y_{k} & =H x_{k}
\end{aligned}
$$

In the above, the input sequence $\left\{u_{k}\right\}$ represents the economic time series driving the model, while the output sequence $\left\{y_{k}\right\}$ represents the variable coefficient functions of the partial differential equations in the model core. In the usual control theory literature, it is assumed that the above system represents a so-called minimal realization of the system being modelled. This assumption means roughly that there is no component of the output sequence which is unaffected by the inputs. In the present case this assumption would rule out the presence of any exogenous component in the observed values of $\left\{y_{k}\right\}$, and in effect would preclude the inclusion of other than economic effects on the core model coefficients.

As shown below, it has been found possible to include the possibility of exogenous effects in the model above, and to weaken the requirement of minimality of the model. This modification makes it possible to fit models (based on the idea of a time scale difference in the essential dynamics) without resort to the necessity of introducing an ad-hoc subtraction of a trend to account for exogenous effects. The structure of the estimation algorithm described below is
such that the exogenous component is implicitly determined by the algorithm at the same time that the model parameters are estimated.

The problem as formulated is that of finding an appropriate linear time-invariant model. One may either regard a linear model as appropriate for relatively small values of the variables involved, or alternatively, one may regard the fitting of a succession of linear models as a first step in the process of determining a possibly more realistic non-linear model. One may always hope that a relatively simple linear (or quasi-linear) model will turn out to be appropriate in the situation under study. Common sense dictates that the simplest possibilities be explored first, and this is the approach which has been taken.

A detailed description of the model formulation, and derivation of the estimation procedures is somewhat technical and is given below in Appendix B.

A serious issue in modelling the interaction effects is the treatment of the stochastic elements of the data. The presence of stochastic elements in the available economic indicator data is quite evident; in addition, the time functions produced by the estimation algorithms described above must contain errors as well. While it is felt that the algorithms used for coefficient estimation have a "smoothing
effect", and that the level of noise on the final estimates (for the fertility data processing) is not excessive, it appears very difficult to produce quantitative estimates of its magnitude. The small amount of available data (relative to the estimates being made) makes it virtually impossible to formulate and estimate a statistical model of the disturbances. While it is possible to formulate statistical estimation procedures in connection with models of the general type described below, these procedures fall basically into two types [19], [16]. The first are "correlation based" techniques, which are essentially based on "large sample" averaging procedures. The second type is a Bayesian or maximum likelihood estimator, the use of which requires a reliable statistical model for the sampling distribution.

Both of these procedures seem inapplicable in the present circumstance; the first because of the lack of a "large sample" over which to average, and the second because of the lack of sufficient data to estimate a useful sampling distribution.

The only remaining alternative appears to be the formulation of the problem in a deterministic manner, and this is what has been done below. Since a certain amount of noise in the actual data is inevitable, it is essential that the users of the package have a certain amount of appreciation for
the effects of noise on the performance of the deterministic estimator developed below. It is probably only with a reasonable amount of numerical experience with the package that an ability to "see a reasonable fit" in the results can be developed. We expect that successful use of this package will require considerable experimentation, and that the results obtained will depend upon the experience and judgement of the user of the programs.

One may hope that the data runs are relatively noise free, although our experience indicates that this is not the case in connection with the economic data.

As a means of combatting the noise, one may suppose that the model to be fitted is of sufficiently large dimension to provide "internal filtering" of the noise in the economic indicator inputs. However, increasing the dimension of the model increases the data requirement for each parameter estimation. This decreases the number of estimates possible from the limited available data; the smaller number of estimates severely limits the user's ability to see consistency in fits produced from successive subsets of the data. Given the amount of presently available data, this does not appear to be a useable alternative.

One may also attempt to reduce the noise in the data by more or less ad-hoc methods. One such method is to replace
the economic series with "moving averages". This has an interpretation similar to the large dimensional model mentioned above. The essential difference is that the filtering dynamics would in this case be supplied by the user of the program, while in the former case the filtering dynamics would be estimated from the data. Since the data requirement for the latter case is smaller, a larger number of estimates can be made from the available data in this case. This method may provide a way around the problem of a limited data base, but would require considerable numerical experimentation. There is no guarantee that a useful result could be obtained; even if consistent fits were obtained, there is a danger of lack of confidence in the results on the basis that nearly anything may be fit with enough free parameters available. Another possible approach is to make an attempt to "remove the noise" from the economic time series before their use in an estimation algorithm. One possible rationale of such a procedure is to assume the existence of smooth "true" economic fluctuations, and to regard the observed series as consisting of the time series plus an additive noise term. If it is supposed that the "true" smooth series are the appropriate driving terms for this section of the model, then the smooth series are the appropriate ones to use in the identification procedure.

A problem with this approach, obviously, is that of extracting the "true" series from the noisy observations. It is conceivable that a Kalman-Bucy algorithm might be useful for this purpose; it is unclear, however, that the available data is sufficient to determine the required statistical parameters for this approach. Several runs (see below) have been made with data smoothed using the ad-hoc device of a least-squares polynomial fit based on a visual display of the data involved. Needless to say, this device is somewhat difficult to justify on a systematic basis. It also seems difficult to support use of an alternative in the case of the limited amount of available data.

A somewhat more mathematical treatment of the approach adopted is given in Appendix B. It is probably the case that the ability to successfully use the algorithms developed is dependent on understanding the material in Appendix B. The problems involved are not entirely elementary, and require a fair grasp of linear algebra and the theory of difference equations on the part of the reader.

The problem of fitting linear models from inputoutput data must be regarded as a process subject to the use of a certain amount of judgement on the part of the individuals attempting the task. Using real data there will never be an exact fit, and one must recognize both the uncertainties in the estimation algorithm as well as the proposed subsequent uses of the model in evaluating the results of computations using real data.

At the heart of the estimation algorithms described in Appendix B below (and, indeed, essentially all algorithms for estimation of linear models) lies the numerical problem of solving a system of linear equations. As is well known, such a process may turn out to be numerically ill conditioned, in the sense that small changes in problem parameters may produce large variation of the computed answers.

The result given in Appendix B below essentially guarantees that (almost always) it is possible to solve the estimation equations for the estimated values of the model parameters. The result does not ensure that the computation is well-conditioned. Since the coefficient matrix involved is constructed from the observed data sequence, it is possible that the matrix occuring in a given computation is ill conditioned. The effect of this is to exaggerate errors
(noise) in the data, and to produce inaccurate parameter estimates. The least-square algorithms employed in the programs of the appendix are "flagged" to alert the user to possible ill conditioning; it is still possible, however, for the package to make computations which may be unacceptable from this point of view. The user of the programs should be aware of this possibility. More than this, a "feel" for the conditioning of the computations is an invaluable asset in evaluating the results of attempted model fits.

In this context, just as in the case of estimation of the partial differential equation coefficients, one is faced with the problem of confidence in the computed results. One might take the whole of the available data, and perform a one-time computation of the parameters based on the algorithms described above. Of course, if the data were exact, the model dimensions correct, the system truly linear, and the computation well conditioned, this would produce the correct answer. Unfortunately, even if the model is incorrect, or the data noisy, there is a danger that the algorithm may produce a reasonable set of (essentially useless) parameters.

To get around this problem, we adopt a procedure analogous to that of the previous estimation problem. That is, we make the estimates on the basis of a subset of the available data; consistency in the results as sequential subsets of the
data are processed is then taken to be indicative of a successful fit.

Of course, consistency in the results is somewhat a matter of judgement, and is closely connected with the issues of computational conditioning and data error discussed above. Before one concludes that the situation is truly desperate, however, it may be mentioned that numerical experiments attempting to force incorrect models on computer generated data sets typically generate wildy inconsistent sequential estimations. It may well be the case that while one may never by sure that a hypothesized model is correct, it is usually evident that a hypothesized model is incorrect.

There is a further constraint on an identified model
in the present context arising from physical consideration. This constraint is that the "driven part" of the model should represent a stable system,i.e. that the eigenvalues of the matrix $A_{1}$ should be inside the unit disc of the complex plane. If this is not the case, the "free response" of the model will diverge; this is a situation not to be expected on a "physical" basis. (The FORTRAN and APL versions of the estimation program ESTIMATEA incorporate an eigenvalue calculation along with the estimation.)

In the derivation of the estimation equations in Appendix B, it is assumed that the system dimension $n$, and
the characteristic polynomial corresponding to the exogenous output data drift are supplied by the user of the program. In principle, in the case of exact data; and a "true" linear system, both of these may be calculated from the given data. In practice with real data, these must essentially be determined on a trial-and-error basis by the user of the program. These parameters, as well as the time series chosen as inputs, must be regarded as variables to be manipulated in order to achieve a reasonable sequentially consistent fit. In the deterministic case, the system dimension $n$ is essentially determined by the fact that the matrix inversion required in the parameter estimation becomes impossible when a model fit of dimension greater than $n$ is attempted. In the case of noisy data, ill conditioning may be indicative of the same thing although large data errors may hide this.

As a matter of practical tactics, it is obviously advisable to attempt to fit lower dimensional models first. With a finite available observation record, this produces a greater number of sequential estimates on which consistency may be checked; since the linear system requiring solution is essentially of dimension $n(m+1)$, with $n$ the state dimension and $m$ the number of inputs, computations on lower dimensional models are more likely to be well conditioned. It is thus possible to have considerably more confidence in a
low dimensional model than in one of higher dimension.
The choice of the dynamical character of the exogenous drift is a matter requiring some judgement and experience. In effect, the choice of the "drift dynamics" and the selection of the time series to be used as inputs must be made together. With some experience, it is possible to select likely combinations on the basis of graphs of the input-output data. The typical response characteristics of first and second order difference equations are well known; this knowledge can be used to advantage here.

For example, inspection of data graphs may suggest that the output to be modelled is the response of a singleinput second order system offset by a straight line. Since the generation of an exogenous "straight line" requires two dimensions, (see below) one would attempt a model fit of state dimension four, with a single input and output. More complicated situations undoubtedly involve more trial and error.

It may be mentioned that it is essentially always possible to achieve a consistent fit by this procedure (for "smooth" output data) simply by supplying an exogenous drift containing enough linearly independent time functions to fit the observed output well. (Polynomials of sufficiently high degree in principle would suffice.) The identification scheme should then identify an essentially zero input matrix, and attribute all of the observed output to the drift term. In a qualitative sense, large dimension of the drift block required
to obtain a fit may be taken as an indication that the whole output is nearly exogenous, i.e. not due to the supposed input series. As one may see, there is considerable leeway available to the user of the program in this regard. The rationale of this whole approach, however, demands "conservative" treatment of the drift term.

Since the exogeneous drift is supposed to operate on a slower time scale than the economic (or other) interaction effects being modelled, one should, in principle, try slowly varying functions as the exogenous component. If it is suspected on other grounds that a relatively rapidly varying exogenous component is present in the data, however, this suggests use of an exogenous drift of similar character. Such decisions are essentially a matter of judgement, and it is possible to give no precise rules in this regard.

The computer program ESTIMATEA requires as input the q (non-leading) coefficients of the characteristic polynomial of the exogenous drift matrix $D$. These coefficients are chosen on the basis of the time functions allowed to be present in the exogenous drift; the connection between allowable drift terms and required polynomial follows from the theory of $z$-transforms [14].

In general, any (discrete) time function with
rational z-transform is allowable as an exogenous component. If it is supposed that the drift is representable in the form

$$
d_{k}=\sum_{i=1}^{m} \alpha_{i} \varphi_{k}^{(i)}
$$

where the unknown scalars $\left\{\alpha_{i}\right\}$ are determined in the identification process) then the input to the program is the vector of non-leading coefficients of the least common denominator of the $z$-transforms $\left\{\hat{\varphi}^{(i)}(z)\right\}$ of the functions $\left\{\varphi_{k}^{(i)}\right\}$. ${ }_{5}^{5}$ For reference, a chart of common drift forms is given below. It should be emphasized that the algorithm requires only (a guess of) the functional form of the exogenous term. The coefficients $\alpha, \beta, \gamma$, etc. are effectively computed by the algorithm, and are not supplied by the program user.

| Description | Time Function Form | Characteristic Polynomial | Program Input |
| :---: | :---: | :---: | :---: |
| constant: | $\alpha$ | $\lambda-1$ | -1 |
| Iinear "trend": | $\alpha+\beta k$ | $(\lambda-1)^{2}$ | -2 I |
| parabola: | $\alpha+\beta k+\gamma k^{2}$ | $(\lambda-1)^{3}$ | -3 3-1 |
| sinusoid: | $\alpha \cos w k+\beta \sin w k$ | $\left(\lambda^{2}-2 \cos w \lambda+1\right)$ | $-2 \cos w 1$ |
| exponential: | a $\gamma^{\mathrm{n}}$ | $\lambda-\gamma$ | $-\gamma$ |
| trend + sinusoid |  |  |  |
|  | $\alpha+\beta k+\gamma \sin (\mathrm{wk}+\theta)$ | $(\lambda-1)^{2}\left(\lambda^{2}-2 \cos w \lambda+1\right)$ |  |
| general: |  | - ( $2+2 \cos \mathrm{w})(2+4 \cos \mathrm{w})-(2+2 \cos w) 1$ |  |
|  | $\sum_{i=1}^{m} \alpha_{i} \varphi_{(k)}^{(i)}$ | 1.c.d of $\left\{\varphi^{(i)}(\lambda)\right\}$ |  |
|  |  | $=\lambda^{q}+d_{q} \lambda^{q-1}+\ldots+d_{1}$ | $\mathrm{d}_{\mathrm{q}} \mathrm{d}_{\mathrm{q}-\mathrm{I}} \cdots \mathrm{d}_{1}$ |

We have run some experiments with the estimation algorithm discussed above in an attempt to determine the interaction between economic indicator levels and the fertility equation coefficients estimated above. Since the output generated by the estimation algorithm program is somewhat long, only abbreviated versions of the results may be presented in this report. It is hoped, however, that these examples will provide useful guidance for the users of the algorithm.

As mentioned above, the fertility coefficients have been estimated on a yearly basis; processing the available data provides estimates for the years 1958-1970. The available data thus consists essentially of only thirteen consecutive values for which one expects a consistent level of error.

Econometric time series data is commonly available on a quarterly basis. The approach that has been taken here is to assume smoothness (and a low level of error) in the estimated fertility coefficients. A spline interpolation has been used to generate values on a quarterly basis. Econometric data on a seasonally adjusted basis has been used wherever available. The time series used together with a numerical code utilized in the program are listed in the following table.

## Input Series Table

| Number | Description |
| :---: | :---: |
| 1 | Industrial Wages |
| 2 | Manufactoring Wages |
| 3 | Housing Completions |
| 4 | Personal Income |
| 5 | Disposable Income |
| 6 | Participation Rate, Total |
| 7 | Participation Rate, Females |
| 8 | Unemployment Rate |
| 9 | Industrial Production |
| 10 | Housing Completions - |
|  | Four Quarter Average |
| 11 | Housing Completions - |
|  | 4th Degree Polynomial Fit |
| 12 | Participation Rate - |
|  | 4th Degree Polynomial Fit |
| 13 | Unemployment - 6th Degree |
|  | Polynomial Fit |
|  | ified fertility coefficient s |
| a quarterly basis) and the above econometric series are |  |
| displayed in graphical form below. |  |

displayed in graphical form below.
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It is evident from the plots above that the time series one might judge the most likely candidates for the series driving the fertility coefficients are also the series with the highest apparent level of noise. All of the problems mentioned above in the context of the use of the proposed algorithm with noisy data therefore arise. As a working hypothesis, we suppose that the fertility coefficient series determined above are essentially deterministic. Since the series reproduce the observed behaviour with reasonable accuracy, we also assume a relatively low level of error here. (The available data makes error estimates essentially impossible; there is little apparent alternative to this assumption.) Since the coefficient $b(t)$ ("rate of change of average family size") is essentially directly measurable, this series undoubtediy has the smallest error.

In the tables below we list the results of computer runs made using $b(t)$ and $a_{1}(t)$ is output. Almost all of the runs were made with use of either constant, linear, or parabolic exogenous drift, and a variety of the techniques mentioned above were employed in an attempt to get a reasonable fit.

| State Dimension | Inputs | Drift | Result |
| :---: | :---: | :---: | :---: |
| 5 | 4, 8, 9, 10 | linear | Inconsistent F |
| 5 | 7, 5, 3, 8 | " | " |
| 5 | $6,7,8,9$ | parabolic | " |
| 5 | $6,8,9,1$ | " | Some consistency in $F$, just two columns of G. |
| 5 | 7, 5, 3, 8 | " | Fairly consistent F , smooth variation in $G$. |
| 6 | 3, 8, 9 | " | F somewhat variable |
| 5 | 5, 7, 8, 9 | 11 | Fairly consistent F ; second, third columns of fair. |

## $a_{I}(t)$ Estimation Runs



| Dimension | Inputs | Drift | Results |
| :---: | :---: | :---: | :---: |
| 5 | 7, 8 | parabolic | Spotty consistency |
| 5 | 10, $13^{*}$ | parobolic | Fair F , variable G |
| 5 | $12^{*}, 13^{*}$ | parabolic | F, G both inconsistent |
| 6 | 8 | linear | Inconsistent |
| 6 | 7, 8 | parabolic | Inconsistent |
| 6 | 10, $13^{*}$ | parabolic | Scattered |
| 6 | 10, 8, 9 | parabolic | Inconsistent |
| 9 | 8 | constant | Possible consistency |
| 10 | 8 | constant | Fairly inconsistent |

In the above tables, $*$ indicates time series delayed by six quarters. Also, in the above (as well as in the computer programs) $F$ refers to the model coefficient matrix, $G$ to the input matrix, and $H$ to the output matrix. One surprise in the above is that the $b(t)$ estimation seems better behaved than that of $a_{1}(t)$. This was not anticipated by the authors.

The lack of consistent results for $a_{1}(t)$ is somewhat discouraging, as one intuitively expects more economic effect on the $a_{i}(t)$ than on $b(t)$.

It may be the case that use of a larger or more rapidly varying exogenous drift would produce an acceptable fit; on the other hand, it may be that the level of randomness in economic time series makes estimation on a deterministic basis an impossibility. If this is the case, attempts to estimate the interaction effects must await the accumulation of considerably more data than is currently available.

As mentioned in our Interim Report [3], we regard the process of model construction as one subject to a great deal of experimentation. Our intention in this project has been to develop some techniques and models useful in such experimentation. Further, we regard it as essential that the. models constructed and employed be useable with available data in order that model parameters may be estimated and model accuracy verified. As should be evident from the above discussion, we have found that the utilization of the available data required considerable effort. The required data base is not easy to obtain, and the available records seem to cover a far shorter time interval than is desirable. This problem is particularly acute with regard to the income distribution data. Here the increased numerical difficulties in the estimation procedure demand detail (and accuracy) in the distribution data, and the subsequent interaction modelling will no doubt require data from a larger span of time than we have been able to obtain.

The results of our work in modelling the behaviour of the fertility curve seem fairly satisfactory. The algorithm developed for estimating the partial differential equation coefficients has produced consistent results, and simulation using the estimated coefficients reproduces the observed data
to an acceptable degree of accuracy. The data required for the estimation procedures is available in sufficient detail; the relatively short time span for which the detailed data is available, however creates severe difficulties in the area of modelling the dynamical behaviour of the coefficients.

From the point of view of subsequent use, the
estimation of the economic mobility function $\mu(x, s, t)$ and determination of its dynamical relation to other economic factors is probably of more interest. Our experimentation has shown that, while the fundamental methods of the estimation problem for $u(x, s, t)$ are similar to the methods used for estimating the "shift dynamics" of the fertility curve, the additional dimension involved causes the numerical difficulties to be somewhat more delicate. This is more the case in estimation of the age-income dependent components of the economic mobility; the algorithm appears quite robust as far as estimation of the time dependent components is concerned.

Initial experience with use of the algorithm in conjunction with real data led us to suspect that the level of aggregation of the available data might be too great to allow reliable mobility estimates to be made.

Subsequent experiments with varying aggregation
levels were made utilizing simulated data. The results show a severe degradation in the reliability of the computed results
at the level of aggregation present in the real data; the results also suggest that reliable estimates may be recovered from data aggregated to approximately half the extent of the data we were able to obtain.

In our work in estimating the interaction effects between economic factors and the estimated model coefficients, great difficulties have been caused by the scarcity of the available data. In fact, the income distribution data we have obtained covers such a short period of time and has been aggregated to such an extent that we have not attempted to estimate a dynamical model of the economic mobility.

The problems which arise in this area are formidable. Concisely stated, the process being modelled contains an unknown exogenous component, the available data is corrupted by noise of an unknown statistical nature, and the length of the available data record is short. Our approach has been to develop an algorithm capable of fitting models on the basis of short data and with a variety of possible exogenous components. This is based on a deterministic approach; the potential user of the package must be familiar with the effect of random data errors on the computed results in order to make effective use of the routine. We hope that our discussion of the ideas behind this approach and the details of the model and algorithms involved will be of some assistance in this regard.

As discussed above, the fact that reported income data, subject to inflationary effects, appears to be the only available annual income distribution data leads one to consider the problem of estimating economic mobility on the basis of this data. The original derivation of the model equation for evolution of the distribution is easier to interpret on the basis of a time-invariant income scale, although there is no explicit assumption to this effect in the model derivation. One is led, therefore, to consider the problem of determining whether or not the available data ought to be deflated in some fashion before an estimation attempt is made. This is not an attractive prospect, for several reasons. One is that the effects of inflation on reported income varies across income levels (in a manner difficult to estimate). A second reason is that inflation affects wage and salary levels in various sectors of the economy with differing amounts of delay (again a circumstance difficult to quantify). These problems make it preferable, if possible, to formulate the model in terms of some "current" income measure. It turns out, as shown below, that the form of the governing equations is retained even if the distribution is referred to a "current" income measure (such as "reported income"). This may be shown as follows.

Recall that the model equation derived in [3] in terms of age. $x$, income $s$ and time $t$ is given by

$$
\frac{\partial p}{\partial t}=-\frac{\partial p}{\partial x}-\frac{\partial}{\partial s}(\mu(x, s, t) p)+i(x, s, t)-\gamma(x, s, t) p
$$

where $p$ is population density, $i$ is (net) immigration, and $\gamma(x, s, t)$ the death rate. $p$ has the interpretation of the number of people per unit age, per unit income interval, at time $t$.

We now consider the effect of introducing a timem variable change of income scale, of the general form

$$
\sigma=\Sigma(s, t)
$$

$\sigma$ may be interpreted as current income (or current disposable, or reported, etc. income), while s represents a fixed income scale.

This change includes as a special case, the change which might be described as "uniform inflation", i.e.

$$
\sigma=c(t) s
$$

as well as various models incorporating the non-uniformities mentioned above.

It is convenient to assume that $\Sigma$ has continuous
second partial derivatives, and that it is monotone in $s$ for each fixed t, so that

$$
\sigma=\Sigma(s, t)
$$

may be smoothly inverted to give

$$
s=S(\sigma, t)
$$

(i.e. $s$ in terms of $\sigma$ ) so that we have the identity

$$
\sigma=\Sigma(S(\sigma, t), \mathrm{t})
$$

From the above identity follow the useful formulae

$$
0=\frac{\partial \Sigma}{\partial s} \cdot \frac{\partial S}{\partial t}+\frac{\partial \Sigma}{\partial t}
$$

(from differentiating the above partially with respect to $t$, holding $\sigma$ constant) and

$$
1=\frac{\partial \Sigma}{\partial s} \cdot \frac{\partial S}{\partial \sigma}
$$

(from differentiating partially with respect to $\sigma$ ).

We now consider the change of independent variables $x, s, t$ to the variables $\xi, \sigma, \tau$ according to $T:(x, s, t) \rightarrow(\xi, \sigma, \tau), \quad$ where

$$
\begin{aligned}
& \tau=\mathrm{t} \\
& \xi=\mathrm{x} \\
& \sigma=\Sigma(\mathrm{s}, \mathrm{t})
\end{aligned}
$$

( $T, \xi$ represent again time and age). This induces a corresponding change of any function $f$ of ( $x, s, t$ ) according to

$$
\begin{aligned}
\bar{f}(\xi, \sigma, \tau) & =f(x(\xi, \sigma, \tau), s(\xi, \sigma, \tau), t(\xi, \sigma, \tau)) \\
& =f(\xi, S(\sigma, \tau), \tau)
\end{aligned}
$$

The "chain rule" for partial differentiation gives

$$
\begin{aligned}
& \frac{\partial f}{\partial t}=\frac{\partial \bar{f}}{\partial \sigma} \cdot \frac{\partial \Sigma}{\partial t}+\frac{\partial \bar{f}}{\partial \tau} \cdot 1 \cdot+0 \\
& \frac{\partial f}{\partial s}=\frac{\partial \bar{f}}{\partial \sigma} \cdot \frac{\partial \Sigma}{\partial s}+0+0 \\
& \frac{\partial f}{\partial x}=\frac{\partial \bar{f}}{\partial \xi} \cdot 1+0+0
\end{aligned}
$$

Writing out the model partial derivatives in terms of the new variables ( $\xi, \sigma, \tau)$ gives

$$
\begin{gathered}
\frac{\partial \bar{p}}{\partial T}+\frac{\partial \bar{p}}{\partial \sigma}\left[\frac{\partial \Sigma}{\partial t}\right]=-\frac{\partial \bar{p}}{\partial \xi}-\frac{\partial}{\partial \sigma}-\frac{\partial}{\partial \sigma}(\bar{\mu} \bar{p})\left[\frac{\partial \Sigma}{\partial s}\right] \\
-\bar{\gamma} \bar{p}+\bar{i} .
\end{gathered}
$$

The appropriate formula for the age-income density in terms of the new variables $(\xi, \sigma)$ is determined by noting that the expression

$$
\iint_{B} p(x, s, t) d x d s
$$

represents the population with ages and incomes in the arbitrary region $B$ at time $t$. By the Jacobian rule for change of variable in a double integral, this is the same as

$$
\iint_{T B} \bar{p}(\xi, \sigma, t)\left|\frac{\partial(x, s)}{\partial(\xi, \sigma)}\right| \mathrm{d} \xi \mathrm{~d} \sigma
$$

which, evaluating the Jacobian, is

$$
\iint_{T B} \bar{p}(\xi, \sigma, t)\left|\frac{\partial S}{\partial \sigma}\right| d \xi d \sigma
$$

Using the identity above, this becomes

$$
\iint_{\text {TB }} \frac{\bar{p}(\dot{\xi}, \sigma, t)}{\left|\frac{\partial \Sigma}{\partial s}\right|} \mathrm{d} \xi \mathrm{~d} \sigma
$$

Since $T B$ is an arbitrary region of the new variable space, this identifies the appropriate density as

$$
\overline{\mathrm{p}}(\xi, \sigma, t)=\frac{\overline{\mathrm{p}}(\xi, \sigma, t)}{\frac{\partial \Sigma}{\partial s}(S(\sigma, t), t)}
$$

(The absolute value is dropped by the monotonicity assumption). Multiplying the governing equation by

$$
\left.\frac{\partial \Sigma}{\partial s}(S(\sigma, \tau), \tau)\right)^{-1}
$$

and rearranging gives

$$
\begin{gathered}
\frac{\partial}{\partial \tau} \frac{1}{\frac{\partial \Sigma}{\partial s}} \overline{\mathrm{p}}-\overline{\mathrm{p}} \frac{\partial}{\partial \tau}\left[\frac{\partial S}{\partial \sigma}\right]+ \\
\frac{\partial}{\partial \sigma}\left[\frac{\partial \Sigma}{\partial t} \cdot \frac{\bar{p}}{\frac{\partial \Sigma}{\partial s}}\right]-\overline{\mathrm{p}} \frac{\partial}{\partial \sigma}\left[\frac{\frac{\partial \Sigma}{\partial t}}{\frac{\partial \Sigma}{\partial s}}\right]= \\
-\frac{\partial}{\partial \xi}\left[\frac{1}{\frac{\partial \Sigma}{\partial s}} \overline{\mathrm{p}}\right]-\frac{\partial}{\partial \sigma}\left[\bar{\mu} \frac{\partial \Sigma}{\partial s} \cdot \frac{\bar{p}}{\frac{\partial \Sigma}{\partial s}}\right]
\end{gathered}
$$

$$
-\frac{\overline{\mathrm{r}}}{\frac{\partial \Sigma}{\partial s}} \overline{\mathrm{p}}+\frac{\overline{\bar{i}}}{\frac{\partial \Sigma}{\partial s}}
$$

Using the fact that

$$
\frac{\frac{\partial \Sigma}{\partial t}}{\frac{\partial \Sigma}{\partial s}}=-\left(\frac{\partial S}{\partial t}\right)_{\sigma}=-\left(\frac{\partial S}{\partial \tau}\right)_{\sigma}
$$

we see that the second and fourth terms cancel in the above, and defining

$$
\tilde{p}(\xi, \sigma, \tau)=\frac{\overline{\mathrm{p}}}{\frac{\partial \Sigma}{\partial S}}
$$

as the "new" density, we see that

$$
\frac{\partial \tilde{p}}{\partial \tau}=-\frac{\partial \tilde{p}}{\partial \xi}-\frac{\partial}{\partial \sigma}(\tilde{\mu}(\xi, \sigma, \tau) \tilde{p})-\tilde{r} \tilde{p}+\tilde{\imath}
$$

with

$$
\tilde{\mu}(\xi, \sigma, \tau)=\bar{\mu}(\xi, \sigma, \tau) \cdot \frac{\partial \Sigma}{\partial s}+\frac{\partial \Sigma}{\partial t}
$$

The above defines the appropriate mobility in terms of the "current" income scale, and shows the invariance of the model equations under such a change. As a practical matter, this removes the necessity of deflating the available data
(available on a "current" basis) and prevents the addition of additional errors from such processing.

```
Appendix B:
    Mathematical Description - Linear Model
Estimation Algorithm
```

As mentioned above, an algorithm has been constructed for the estimation of linear model coefficients on the basis of input-output data. There exists a considerable amount of literature on this topic, covering both stochastic and deterministic approaches. The work reported below is based most closely on the references [16], [17] and [19], but differs from this work in a way which has required some modification and extension of the results in those references.

The main impediment to the use of [16], [17] and [19] (as well as most other estimation algorithms known to the authors) in the present case is that no provision is made to handle systematically the presence of any exogenous components in the output data record. These references are concerned exclusively with the estimation of coefficients in minimal realizations. As noted above, this restriction in effect requires that all outputs be affected by the inputs. The mathematical content of the following discussion consists essentially of linear algebra and difference equations. The framework is essentially that of discretetime linear control theory.

Since the integration schemes used for the model core essentially reduce to difference equations, and it is
discrete time data (typically yearly or quarterly values) which is available, it is natural to formulate the interaction section of the model in terms of difference equations.

The basic linear model may be described by the system of equations

$$
\begin{aligned}
& \underset{(k+1)}{(1)}=A z_{(k)}^{(1)}+\sum_{i=1}^{m} b_{i} u_{i}(k) \\
& z^{(2)}=\mathrm{D}^{(2)}(k) \\
& (k+1) \\
& y_{j}(k)=\left\langle c_{j}^{(1)}, z^{(1)}(k)\right\rangle+\left\langle c_{j}^{(2)}, z^{(2)}(k)\right\rangle . \\
& j=1, \ldots
\end{aligned}
$$

In the above, $z^{(1)}$ and $z^{(2)}$ are elements of finite dimensional vector spaces over $R$, $A$ and $D$ are linear mappings, $b_{i}$ vectors, and $c_{j}$ elements of an appropriate dual space. By choosing bases in the vector spaces, the system may be represented in terms of components with respect to the bases in the form

$$
x_{k+1}=\left[\begin{array}{cc}
A_{1} & 0 \\
0 & D
\end{array}\right] x_{k}+\left[\begin{array}{c}
B_{1} \\
0
\end{array}\right]{ }_{c}
$$

$$
y_{k}=\left[c^{(1)} \quad c^{(2)}\right]\left[\begin{array}{c}
x_{k}^{(1)} \\
x_{k}^{(2)}
\end{array}\right]=C x_{k}
$$

The physical interpretation placed on the above model is as follows. The $x$ is referred to as the state vector. The first "half" of the state vector, $\mathrm{x}^{(1)}$, represents the part of the state driven by the input $u$, and so carries the effect of the input on the output. The second section of $x, x^{(2)}$, is entirely decoupled from the inputs; we visualize this as representing a "drift term" present in the observed output.

It is this component which accounts for the exogenous terms in the output. It is also the presence of this term which makes it necessary to modify the results of the references mentioned above, as the system model above is clearly not controllable.

In the use of this algorithm, the matrix $D$ is essentially specified by the user. From the properties of linear difference equations, it follows that arbitrary linear combinations of polynomials, discrete exponential functions, discrete sinusoids (among others) may be included as possible exogenous (drift) terms in the model. As will be clear from what follows, it is not necessary to pre-specify the magnitudes of these terms; the estimation algorithm determines
the magnitudes involved in the course of the computation. This property of the approach may make stochastic versions of the results obtained worth pursuit in connection with other applications, even though the available data limits their usefulness here.

Before our assumptions for the estimation model are listed, it may be worth emphasizing the fact that the state vector in the above representation is far from unique. In fact, a change of basis in the state space according to

$$
x^{\prime}=P x
$$

leads to the system

$$
\begin{aligned}
& x_{k+1}^{\prime}=P\left[\begin{array}{lll}
A_{1} & & \\
& & \\
&
\end{array}\right] \quad P^{-1} x_{k}^{\prime}+P\left[\begin{array}{c}
B_{1} \\
0
\end{array}\right] \quad u_{k} \\
& y_{k}=C P^{-1} x_{k}^{\prime}
\end{aligned}
$$

This "new" system in fact has the same input-output behaviour as the original, and is indistinguisable on the basis of input-output records. This invariance is basic in the theory of linear systems, and is regularly exploited with the use of
canonical forms to derive efficient estimation algorithms.
The standing assumptions which we make on the model are:

1. That the triple $\left[\mathrm{C}^{1}, A_{1}, B_{1}\right]$ is a minimal realization of the transfer function $C^{1}\left(I z-A_{1}\right)^{-1} B_{1}$;
2. That the pair $\left[C,\left[\begin{array}{ll}A & 0 \\ 0 & D\end{array}\right]\right]$ is observable;
3. That the coefficient matrix $\left[\begin{array}{ll}A & 0 \\ 0 & D\end{array}\right]$ is nonderogatory, i.e. that the characteristic and minimal polynomials are equal;
and 4. That the characteristic polynomial of the matrix D is brown.

Assumptions 1 and 2 above are made with no loss of generality in the ability to construct models of the sort considered. The assumption 3 (also referred to as the assumption that the system is cyclic) entails some loss of generality, but includes a wide enough class of systems to be useful in practice. Removal of assumption 3 forces the use of more complicated canonical forms, and requires knowledge of certain "structural indices" associated with the system being modelled. While in principle these indices may be determined
from the available data, the tests involved require matrix rank calculations. As a result, they are for practical purposes unuseable in a situation of short, noisy data records.

A related issue is that of the determination of the dimension of the state vector in the above model. In principle, again, the system dimension may be determined \& (or estimated in a statistical manner) on the basis of rank tests on the available data. In practice, with imperfect measurements, the system order must in effect be guessed; at any rate, it is assumed that at least a condidate for the dimension of the model is available. Further discussion of this practical point is given in Section B of Chapter IV above. For the sake of reference, it is assumed that the state dimension is $N$, that the output dimension is $p$, that the input dimension is $m$, and that dimension of the drift matrix is $q \times q$. We also adopt the notation defined by

$$
A=\left[\begin{array}{cc}
\mathrm{A}_{1} & 0 \\
0 & 0
\end{array}\right] \quad, \quad B=\left[\begin{array}{c}
B_{I} \\
0
\end{array}\right]
$$

For completeness, we outline the basic derivation of the parameter estimation equations. The basic techniques are quite similar to those of the references [16] [17] and [19], although
certain complications arise through our use of the exogenous drift term in the model.

With the system equations written as

$$
\mathrm{x}_{\mathrm{k}+1}=\mathrm{Ax} \mathrm{k}_{\mathrm{k}}+\mathrm{Bu} \mathrm{k}_{\mathrm{k}}, \mathrm{y}_{\mathrm{k}}=\mathrm{Cx} \mathrm{k}_{\mathrm{k}}
$$

one may obtain by iterating the system equations the relation

$$
\overline{\mathrm{y}}_{\mathrm{k}}=\mathrm{Mx}_{\mathrm{k}}+\mathrm{R}^{*} \overline{\mathrm{u}}_{\mathrm{k}}
$$

where

$$
\bar{y}_{\mathrm{k}}=\left[\begin{array}{c}
\mathrm{y}_{\mathrm{k}} \\
\vdots \\
\\
\\
y_{k+n-1}
\end{array}\right] \quad, \quad \bar{u}_{\mathrm{k}}=\left[\begin{array}{c}
u_{k} \\
\vdots \\
\\
u_{k+n-1}
\end{array}\right]
$$

$$
M=\left[\begin{array}{c}
C \\
C A \\
\vdots \\
C A^{n-1}
\end{array}\right] \text { and } R^{*}=\left[\begin{array}{l}
0 \\
C B \\
\vdots \\
C A^{n-2} B \cdots
\end{array}\right]
$$

Next, select a processing matrix $P$ with the property that

$$
\stackrel{\Delta}{ } \quad \mathrm{PM}
$$

is an invertible matrix. With the assumption that the system model is cyclic, and that the system is observable, it follows that defining the $n \times n m$ dimensional matrix $P$ by

$$
P=\left[\begin{array}{lll}
\alpha^{\prime} & 0 & \vdots \\
0 & a^{\prime} & \vdots \\
0 & \vdots & 0 \\
0 & & \alpha^{\prime}
\end{array}\right]
$$

results in invertible matrix $T$ for almost all choices of the m-dimensional vector $\alpha$.

In effect, this replaces the given observed (vector) outputs by a single linear combination (with coefficients defined by a ) of the outputs. The assertion about the invertibility of $T$ is simply that the cyclic observable system is observable from almost all linear combinations of outputs. It may be noted that some choices of $\alpha$ may produce better conditioned matrices in the subsequent calculations than other choices, although there seems to be no way to determine an a-priori optimal choice of $\quad \alpha$.

With any choice of processing matrix $P$, as long as $T=P M$ is non-singular, the equations above may be manipulated to yield

$$
\bar{P}_{\mathbf{k}+1}=\operatorname{Ap} P \overline{\mathrm{y}}_{\mathrm{k}}+\left[\tilde{P R}-\operatorname{Ap} P R^{*}\right] \bar{u}_{k}
$$

where $A p=T A T^{-1}$. With obvious notation, the above may be written as

$$
\mathrm{Py}_{\mathrm{k}+1}=\left[\begin{array}{ll}
\mathrm{A}_{\mathrm{p}} & \mathrm{R}_{\mathrm{p}}
\end{array}\right] \quad\left[\begin{array}{c}
\mathrm{P}_{\mathrm{k}} \\
\overline{\mathrm{u}}_{\mathrm{k}}
\end{array}\right]
$$

It also follows that with a partition of the matrix $R_{p}$ in the form

$$
R_{p}=\left[\begin{array}{l|ll|l}
R_{n} & R_{n-1} & \cdots & R_{1}
\end{array}\right]
$$

the matrix $T B$ may be recovered by

$$
T B=R_{n}+A_{p} R_{n-1}+\ldots+A_{p}^{n-1} R_{1}
$$

The relation

$$
P \bar{y}_{k+1}=\left[\begin{array}{ll}
A_{p} & R_{p}
\end{array}\right] \quad\left[\begin{array}{c}
P \bar{y}_{k} \\
\bar{u}_{k}
\end{array}\right]
$$

involves only the (unknown) system parameters, and the (observed) values of the inputs and outputs, and may be used to determine the system parameters.

One should note that solving the above equations for $A_{p}, R_{p}$, and solving the analogous equation to determine the . output matrix $C$, (Assuming, as turns out to be true, that the rank of the resulting coefficient matrix allows this) in effect produces the realization triple $\left[\mathrm{CT}^{-1}, \mathrm{TAT}^{-1}, \mathrm{~TB}\right]$; that is, it produces one of the equivalent realizations of the input-output relation defined by the model.

In the interest of simplifying computation as much as possible, it if of course desirable that the above system of equations involve as few unknown parameters as possible. Since $A_{p}$ is an $n \times n$ matrix, and $R_{p}$ is of dimension $n \times m \cdot n$, as many as $n^{2}(m+1)$ parameters might be involved. In fact, with the choice of $P=S \alpha$, we have

$$
T=\left[\begin{array}{l}
\alpha^{\prime} \mathrm{C} \\
\alpha^{\prime} \mathrm{CA} \\
\alpha^{\prime} \mathrm{CA}^{\mathrm{n}-1}
\end{array}\right]
$$

and a direct calculation shows that

$$
A_{p}=\left[\begin{array}{llll}
0 & 1 & & 0 \\
0 & 0 & 1 & \\
& & & 0 \\
0 & 0 & & 1 \\
p_{1} & & p_{n}
\end{array}\right]
$$

where the characteristic polynomial of $A$ is given by

$$
p_{A}(\lambda)=\lambda^{n}-\sum_{i=1}^{n} p_{i} \lambda^{i-1}
$$

A further direct calculation shows that

$$
R_{p}=\left[\begin{array}{l}
0 \\
\mathbf{r}^{\prime}
\end{array}\right]
$$

So that the estimation equations reduce to the system

$$
y_{\alpha}(k+n)=\left[p^{\prime} \quad r^{\prime}\right] \quad\left[\begin{array}{l}
\bar{y}_{\alpha}(k) \\
\bar{u}(k)
\end{array}\right]
$$

for the $n(m+1)$ unknown parameters in $p^{\prime}$ and $r^{\prime}$. Writing the above equation for (at least) $n(m+1)$ successive values of the time parameter $k$ gives a system of equations which we symbolically write as

$$
\left[\begin{array}{ccc}
\text { Data } & & \text { Data }^{\prime}
\end{array}\right] \quad\left[\begin{array}{l}
P \\
r
\end{array}\right]=
$$

Further manipulations (see [19] for example) lead to a similar system of equations (with the same coefficient matrix) for the entries in the output matrix CT .

To this point, the formal manipulations leading to the estimation equations are the same as employed in [16], [17] and [19]. These references rely on the assumption of controllability of the model to obtain the crucial result that the coefficient matrix

$$
\left[\text { Data }_{\mathbf{y}} \quad \text { Data }_{\mathbf{u}}\right]
$$

has (almost surely) rank $n(m+1)$. In the present situation, the fact that almost all q-vectors are cyclic vectors for the matrix $D$, combined with the controllability assumption on the "non-exogenous" block of the model allows one to extend the argument in appendix $A .2$ of reference [16] to conclude that the coefficient matrix again (almost surely) has full rank.

While in the noise-free case it suffices to consider data lengths of only $n(m+1)$, in the actual implementation of the algorithm much more numerical stability results from using longer data strings and least squares solutions for the resulting system of equations. Essentially the situation is that although almost all data segments provide a full rank coefficient matrix, some data segments may (and do in practice) produce ill-conditioned coefficient arrays.

We note that the above algorithm in effect identifies the dynamics of the drift along with the forced component of the model. It neither utilizes the fact that the characteristics of the exogenous term are assumed known a-priori, nor does the method enforce (or check) the supposition that the exogenous terms are "decoupled" from the inputs. In the case of (artificially generated) noise free data, these characteristics automatically appear in the identified model. In the case of sparse or noisy data, however, there is the possibility that this additional information relating to the structure of the model may be utilized.

One modification which has been made to the above algorithm is to introduce the fact that the characteristic polynomial corresponding to the exogenous terms is assumed to be supplied by the user of the algorithm. If this is the case, then not all of the coefficients of the minimal
(=characteristic) polynomial of the full matrix A are independent. In fact if $P_{A}(\lambda), p_{a}(\lambda)$ and $p_{d}(\lambda)$ denote the characteristic polynimials of the matrices $A, A_{1}$, and $D$ respectively, we have that

$$
\mathrm{p}_{\mathrm{A}}(\lambda)=\mathrm{p}_{\mathrm{a}}(\lambda) \mathrm{p}_{\mathrm{d}}(\lambda)
$$

Writing out the above in terms of the polynomial coefficients gives a relation of the form

$$
\mathrm{p}=\mathrm{b}+\mathrm{L} \mathrm{a}
$$

where $p$ is a vector constructed from the coefficients of the characteristic polynomial of $A$, a the same for $A_{1}$, and the vector $b$ and matrix $L$ are determined from the charm acteristic polynomial of $D$. Substituion of the above into the estimation equation gives

$$
\left[\text { Data }_{\mathrm{y}} \cdot \mathrm{~L} \quad \text { Data }_{u}\right]\left[\begin{array}{l}
a \\
r
\end{array}\right]=\left[y-\operatorname{Data}_{\mathbf{y}} \cdot b\right]
$$

The above reduces the number of unknown parameters to $(n-q)+m \cdot n$, and so reduces the computational burden of the
algorithm. Using the observation that postmultiplication of Data by $L$ effectively removes the exogenous component from the output data, one may check that (almost surely) the modified coefficient matrix has full rank. The modified estimation equations may then be solved for the coefficients of $p_{a}(\lambda)$, the characteristic polynomial $p_{A}(\lambda)$ may be computed according to the above, and the calculation of the input matrix $T B$ proceeds as before.

While the above modification of the basic algorithm should serve to improve the numerical conditioning of the computations, there is still no guarantee that the estimates satisfy the decoupling condition implicit in the original system model. For that matter, we have yet to outline a procedure by which the decoupling may be verified after the computations have been made, even if the constraint is not incorporated in the original algorithm.

It appears necessary to have a computation of the characteristic polynomial $p_{a}(\lambda)$ corresponding to the driven components of the state in order to perform the decoupling computations.

In order to verify the decoupling conditions, one must obtain, in effect, a basis for the state space with respect to which the coefficient matrix will appear in the required block diagonal form. It is useful to keep in mind
that it must be possible to carry out the computations required entirely on the basis of the available input-output record, so that the required basis must in effect be implicitly rather than explicitly constructed. Finally, recall that it has been shown above that the characteristic polynomials $p_{a}(\lambda)$ and $p_{d}(\lambda)$ are computable in terms of the available data under the assumptions of the model.

On the assumption that $p_{a}(\lambda)$ and $p_{d}(\lambda)$ are
known (i.e. have been determined in a previous preliminary calculation) a suitable basis may be determined as follows. From the assumption that the coefficient matrix is non-derogatory, it follows that the monic polynomials $p_{a}(\lambda)$ and $p_{d}(\lambda)$ are relatively prime, and hence that there exist polynomials $r(\lambda)$ and $s(\lambda)$ such that

$$
r(\lambda) p_{d}(\lambda)+s(\lambda) p_{a}(\lambda)=1
$$

The required polynomials are computable from the Euclidean algorithm, or by direct solution of the resulting system of linear equations.

A standard argument in the theory of matrix canonical forms shows that the matrices

$$
r(A) p_{d}(A)
$$

and

$$
s(A) p_{a}(A)
$$

represent projection operators onto the complementary subspaces corresponding to the forced (i.e. $A_{1}$ block) and drift (i.e. D block) portions of the state space. In order to construct the required form, we construct a basis in the following way.

$$
\begin{aligned}
& \text { Define the vector } \quad \text { by } \\
& \qquad c=\left(a^{\prime} c\right)^{\prime}
\end{aligned}
$$

The basis used is implicitly dependent on the choice of the "selector coefficient" vector $\alpha$. We construct (candidates for) basis vectors in the dual of the state space by

$$
\begin{aligned}
& u_{1}=\gamma\left(A^{\prime}\right) p_{d}\left(A^{\prime}\right) c \\
& u_{n-q}=\gamma\left(A^{\prime}\right) p_{d}\left(A^{\prime}\right) A^{i^{n-q-1}} c \\
& u_{n-q+1}=s\left(A^{\prime}\right) p_{a}\left(A^{\prime}\right) c \\
& u_{n}=s\left(A^{\prime}\right) p_{a}\left(A^{\prime}\right) A^{\prime q-1} c
\end{aligned}
$$

That the above actually are linearly independent follows from

1. the observation that $\left\{u_{1} \ldots u_{n-q}\right\}$ and $\left\{u_{n-q+1} \ldots u_{n}\right\}$ lie in mutually disjoint subspaces, and
2. the fact that $A$ is assumed non-derogatory implies that (for almost all choices of $\alpha$ ) that $\left.\gamma A^{\prime}\right) p_{d}\left(A^{\prime}\right) c$ and $s\left(A^{\prime}\right) p_{d}\left(A^{\prime}\right) c$ are both cyclic vectors for $A^{\prime}$.

With the above definition of the basis vectors, an explicit calculation of the matrix representing $A$ with respect to the dual of the constructed basis shows that the matrix is

$$
\left[\begin{array}{llllllll}
0 & 1 & & & & & & \\
& & 1 & & & & & \\
& & { }_{1} & & & & 0 & \\
a_{1} & \cdots & & a_{n-q} & & & & \\
& & & & 0 & 1 & & \\
& & & & & 0 & 0 & 1
\end{array}\right]
$$

which is in the desired black diagonal form.
In order to incorporate or check the decoupling
constraint, it is necessary to determine the matrix representing
the change of basis from the basis used in the original estimation algorithm to the block diagonal basis constructed above. This can be determined by recalling that the matrix T such that

$$
\mathrm{TAT}^{-1}=\left[\begin{array}{cccc}
0 & 1 & & \\
0 & 0 & 1 & \\
& & & 1 \\
\mathrm{p}_{1} & & & \mathrm{p}_{\mathrm{n}}
\end{array}\right]
$$

in the original algorithm is just

$$
T=\left[\begin{array}{l}
c \\
c^{\prime} A \\
\vdots \\
c^{\prime} A^{n-1}
\end{array}\right]
$$

while the matrix $\pi$ producing the block diagonal form

$$
\pi A \pi^{-1}=\left[\begin{array}{ccccccc}
0 & 1 & & & & & \\
0 & 0 & 1 & & & 0 & \\
a_{1} & & & a_{n-q} & & & \\
& & & & 0 & 1 & \\
& 0 & & & 0 & 0 & 1
\end{array}\right]
$$

can be written as
where $\rho(A)=r(A) p_{d}(A)$, and $\sigma(A)=s(A) p_{a}(A)$
By use of the Caleymamilton theorem, the matrix
polynomials in $\pi$ may be reduced to combinations of the first $n-1$ powers of the matrix $A$. Defining the scalars $p \underset{j}{(i)}$ and $\sigma \underset{j}{(i)}$ by

$$
\begin{aligned}
& \sum_{j=0}^{n-1} \rho_{j}^{(i)} A^{j}=\rho(A) \cdot A^{i-1}\left(\bmod P_{A}(A)\right) \\
& \sum_{j=0}^{n-1} \sigma_{j}^{(i)} A^{j}=\sigma(A) A^{i-1}\left(\bmod P_{A}(A)\right)
\end{aligned}
$$

we see that with $Q$ defined by

$$
Q=\left[\begin{array}{ccc}
\rho_{0}^{(1)} & \cdots & \rho_{n-1}(1) \\
\vdots & & \vdots \\
\rho_{0}^{(n-q)} & \cdots & \rho_{n-1}^{(n-q)} \\
\sigma_{0}^{(1)} & \cdots & \sigma_{n-1}^{(1)} \\
\vdots & & \vdots \\
\sigma_{0}^{(q)} & \cdots & \sigma_{n-1}(q)
\end{array}\right]
$$

we have

$$
\pi=Q T
$$

Note that $Q^{-1}$ exists, since $Q$ effects a change of basis.

From the original model formulation, we see that the condition that the exogenous drift subspace be decoupled from the inputs translates simply into the condition that the last $q$ rows of the matrix $\pi B$ should vanish. Using the above formula for $\pi$, we get the condition

$$
w_{i}^{\prime} Q T B \equiv 0 \quad, \quad i=1, \ldots q
$$

with $w_{i}^{\prime}$ defined as a row vector with 1 in position
n - q + i , zeroes elsewhere.
The above result may be used in two ways. The
first is as a check that the exogenous subspace is decoupled after a computation has been performed. Since the estimation algorithm described above produces (in the noise free case) the matrices

$$
\begin{aligned}
& \mathrm{TAT}^{-1} \\
& \mathrm{~TB} \\
& \mathrm{CT}^{-1}
\end{aligned}
$$

the results do not display the decoupling. To check this, one need only compute $Q$ as described above, and form $Q$ timesthe (estimated) matrix TB . For consistency with the model assumptions, this should return zeroes in the last $q$ rows. In the practical case where inaccurate data has been processed, and in which one does not expect an exact model fit in any case, the last $q$ rows of the result should be "relatively small".

A second use for this result is to incorporate the decoupling constraint in a "two stage" estimation algorithm. As seen from the above, in the noise-free case $Q$ may be calculated from the available data. In the case of inaccurate
data, one may still calculate an estimated value for $Q$, or a range of values consistent with the available data. The condition

$$
w_{i}^{\prime} Q T B=0
$$

may be combined with the formula for TB, i.e.

$$
T B=R_{n}+A_{p} R_{n-1}+\ldots+A_{p}^{n-1} R_{1}
$$

where, recall, in general

$$
R_{p}=\left[\begin{array}{llll}
R_{n} & R_{n-1} & \cdots & R_{1}
\end{array}\right]
$$

and for the specific choice $P=S \alpha$

$$
R_{p}=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]\left[\begin{array}{cccc}
r_{n}^{\prime} & r_{n-1}^{\prime} & \cdots \cdots & r_{1}^{\prime}
\end{array}\right]
$$

Hence, we have

$$
w_{i}^{\prime} Q\left[R_{n}+A_{p} R_{n-1} \ldots+A_{p}^{n-1} R_{1}\right]=0
$$

$$
w_{i}^{1}\left[Q R_{n}+Q A_{p} Q^{-1} Q R_{n-1}+\cdots+Q A_{p}^{n-1} Q^{-1} Q R_{1}\right]=0
$$

which reduces to the condition

$$
\underset{j=0}{\mathrm{n}-1}\left[\begin{array}{llll}
0 & 1 & & \\
0 & 0 & 1 & \\
d_{1} & & & d_{q}
\end{array}\right] \begin{aligned}
& j \\
& \tilde{q}
\end{aligned} r_{n-j}^{\prime}=0
$$

where $\tilde{q}$ is the column vector consisting of the last $q$ entries of

$$
Q\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]
$$

The above system of equations ( $q^{\bullet} m$ equations in all) represents the decoupling constraint referred to the coordinate system of the original estimation algorithm, and further, expressed as a linear constraint on the intermediate parameter vector $r$ involved in the algorithm. If we represent the above as a system of linear equations of the form

$$
\mathbf{v}_{i}^{\prime} \mathrm{r}=0 \quad, \quad \mathbf{i}=1, \ldots \mathrm{~m} \cdot \mathrm{q}
$$

Then the original estimation equations

$$
\left[\operatorname{Data}_{y} \cdot L \quad \operatorname{Data}_{u}\right]\left[\begin{array}{l}
a \\
r
\end{array}\right]=\left[\begin{array}{l}
y-\operatorname{Data}_{y} \\
b
\end{array}\right]
$$

may be augmented to give the estimation equations incorporating the decoupling constraint

$$
\left[\begin{array}{cc}
\operatorname{Data}_{y} \cdot L & \text { Data } \\
& \mathbf{v}_{1}^{\prime} \\
0^{\prime} & \\
v_{q m}^{\prime}
\end{array}\right]\left[\begin{array}{c}
a \\
r
\end{array}\right]=\left[\begin{array}{c}
y-\text { Data }_{y} \cdot b \\
0 \\
0
\end{array}\right]
$$

There seems to be some numerical evidence to suggest that in the original estimation algorithm, the computation of the characteristic polynomial is more stable with regard to data errors than is the calculation of the input matrix TB . This is probably the case because calculation of TB essentially involves powers of the estimated $\mathrm{TAT}^{-1}$ matrix, compounding errors in A with those in the parameter vector $r$. If this
is indeed the case, then there is reason to believe that the two stage algorithm suggested, consisting of a calculation of Q , followed by a re-calculation of $T A T^{-1}$ and $T B$ based on the augmented system above, will prove numerically more stable. The discussion above omits most of the detailed calculations involved in the actual use of the algorithms proposed. It is intended, however, to provide the reader with enough information to understand the basic nature of the method. Such understanding is probably essential in order to gain a reasonable ability to make effective use of the algorithm with the inevitable inaccuracies of real data.

The three basic algorithms outlined above (the "straight estimation", the estimation incorporating a usersupplied exogenous drift polynomial, and the "two stage" algorithm incorporating the decoupling constraint) have been implemented in the APL programming language, and are listed for reference in the appendix as ESTIMATE, ESTIMATEA, and ESTIMATEB. ESTIMATEA has been translated into FORTRAN (also listed in the Appendix), and sample experiments using ESTIMATEA have been run using real data. (See below).

## APPENDIX C: Remarks on Long-Term Sequential Estimation

As mentioned above, the structure of the estimation algorithm for the determination of both the fertility parameters and the economic mobility in such that orthogonal components are returned by the computer output. That is, if we represent the data matrix $M$ in the form

$$
M=\sum_{i} d_{i} a_{i}^{\prime}
$$

(which includes both estimation algorithms), then the result of the computations is to essentially select a basis with respect to which both $\left\{\mathrm{a}_{\mathrm{i}}\right\}$ and $\left\{\mathrm{d}_{\mathbf{i}}\right\}$ are orthogonal sets. When the process of sequential estimation described in Chapter II is carried out, processing the data beginning at year $\tau$ essentially involves the orthogonalization of the functions $\left\{a_{i}(\tau+t)\right\}$ on the interval $0 \leq t \leq L$. Here $L$ is the estimation data length. As a result, the computed basis vectors vary with the starting time $T$.

Strictly speaking, the results of the computations for various starting times $T$ ought to be referred to a common (stationary) basis for comparison. As a practical matter, however, with smooth time variation in the $\left\{a_{i}(t)\right\}$ this effect of the "skewing" of the coordinate system is
slow, and largely swamped out by computational and model errors. It is only in the case where a long (relative to the estimation length $L$ ) run of data is available that this effect becomes significant. In such a case the programs should be modified accordingly.

## APPENDIX D: Interim Report

The final report above has been written on the assumption that readers are familiar with the contents of the interim report [3]. The final report makes numerous references to and use of results and methodology presented in [3].

In order to make the final report essentially
self contained, we include here a copy of the interim report.
An Interim Report to the Ministry of State for Science and Technology on
THE QUEEN'S MATHEMATICS DEPARTMENT POPULATION MODEL
by
J. Davis and J. Verner
Queen's University, Kingston, Ontario
Queen's Mathematical Preprints No. 1974-8

Apri1 15, 1974
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## Abstract

The Queen's Mathematics Department population model is a dynamic model for simulating the evolution of a population distribution as a function of age and income level.

The basic structure of the model is such that birth-rates may be generated within the model as endogenous variables. This allows the inclusion of feedback effects from the population distribution to birth and immigration rates, and so provides a capability for simulations valid over longer time intervals than are possible with exogenous birth and immigration rate variables.

The model has been constructed with two main issues in view. The first is that of compatability of this model with other models with which it might be combined. This requirement dictates a modular structure described in this report. The second issue is the problem of parameter estimation in the model. The model has been formulated in such a way that estimation is made possible.

Effective numerical algorithms for these estimations based on available data formats are also reported.

A description of work that remains to be done in order to complete development of the model is also included.

Models of population growth form an essential part of any attempt at large scale socio-economic modelling. The age and economic level structure of the population has a direct bearing on various government service requirements ranging from elementary schools to pension plans, as well as the economic base available to support such programs. For this reason, it is essential that population models capable of simulating behaviour over a reasonable length of time be investigated.

Traditional demographic methods project population estimates forward in time by means of an aggregation procedure, followed by a linear extrapolation procedure based essentially on a Markov-chain type of model. Such methods are reasonably accurate over the relatively short term; however, the model structure is such that the fertility curve (the agespecific distribution of the birth-rates) is treated as an "exogenous variable" which must be specified for each run. Some attempts (the so-called "cohort method") have been made to include in the model the observed fact that birth-rates do vary over time, but the problem of extrapolation birth-rates forward in time in order to increase the length of time that model
results are valid remains.

It is clear that many factors affect birth-rates: economic conditions, perceptions of future economic conditions, ecological concerns, a host of other factors affect birth-rates to a greater or lesser effect. It is also clear that present population structure affects in turn the economic climate, and the general environment. The present population is in turn the result of past birth-rates (and immigration). The conclusion of the above observations is that it is impossible to decouple the dynamics of the birthrates from those of the population structure without compromising the long term validity of the model simulation. In effect, there exists a feedback path from population structure to birth-rates which may not be ignored over the long term. (This does not imply that such decoupling, based on assumptions that certain factors "vary slowly with time", detracts from the usefulness of models intended for use over relatively short time periods).

The model discussed in this report represents an approach to the problem of including the dynamic feedback effect mentioned above in a simulation model. More specifically, this report contains the results of some work on what we regard as the basic structural
elements and problems associated with models of this sort.

The structure and "philosophy" of the mode1 is discussed more fully in Section II.

It was determined early in our investigation that partial differential equations were an appropriate component of the model - in fact, it is hard to consider the effect of the "baby boom" without coming to the conclusion that a wave equation occupies a central position in a model of population distribution. In work on any dynamical model it is necessary to determine numerical values for parameters occurring in the model equations before any simulation may be carried out. At worst, these parameters may have to be guessed; obviously it is much more desirable that the parameters be estimated from historical records of the phenomenon being modelled, if possible. The latter procedure provides an indirect means of assessing the validity of the model.

In the case of models governed by partial differential equations this estimation problem is even more severe, as it is often necessary to estimate not just a finite set of parameters, but a function of one or more independent variables. Aspects of this problem are reported in Section III and Appendix C.

Once parameters and functions have been esitimated from the available data, it is possible to simulate the system on a digital computer. This, of course, involves the solution of coupled systems of ordinary and partial differential equations by numerical methods. It is necessary to investigate the effects of the numerical methods used on the accuracy of the results obtained, in order to ensure that the behaviour of the model is a result of the actual "dynamics" of the model itself, and not the result of instability caused by inaccurate numerical methods. The difficulty of this problem is again increased by the fact that partial differential equations are involved. The work in this area has been checked by use of certain exact solutions to the governing equations (Appendix A) and is described in Section V and Appendix B.

## II. Structure of the Model

It is helpful in describing the structure of the model presented here to explain briefly the general philosophy of "modelling" that the authors of this report hold, and which has had a strong effect on the structure adopted for the model discussed here.

In the first place, we feel that a main product of any modelling and simulation effort should be
insight into the behaviour of the phenomena being model1ed. Perhaps the worst fate that can befall any model is that it be used to generate one set of trajectories which are then canonized as "the predictions" of the model (or worse yet, of the computer used to generate the output). Rather, the use of a model should itself be a dynamic process. It is certain that better data regarding the variables involved in a model will become available in the future, and it is only prudent that this data, if possible, be used to improve any "forecasts" made using the model.

It is also rather likely that there are alternative opinions regarding the actual structure of some sections of any given model. In this situation, it is essential that simulations be run incorporating these alternative opinions, rather than selecting one arbitrarily and incorporating it permanently into the model. It is only by simulating each of the reasonable alternatives (a matter of judgement is involved here) that any true insight into the behaviour of the system as a whole can be gained; this includes an appreciation of the range of results which might be expected under reasonable alternative models. These considerations suggest at least that a useful model must have sufficient flexibility of structure
to accommodate changes of the sort mentioned above. In order to build flexibility of this sort into a model, it is necessary to identify a basic dynamical core around which the model may be constructed.

The basic core of the model in this paper consists of equations for the evolution of the population distribution, and for the evolution of the fertility curve over time.

As was mentioned in the previous section, it is clear that economic conditions interact with the current population distribution and other factors to produce the current instantaneous birth-rate. It is also clear that the exact nature of these interactions is complicated and probably poorly understood in total, although some progress in this direction may be made by various methods. On the other hand, the evolution of the population distribution may be described (see the following section) by a partial differential equation of the conservation law type. Also, by looking at birth-rate records, it is possible to argue that the evolution of the fertility curve is also adequately modelled by a relatively simple partial differential equation. Furhter, the structure of these sections of the model is independent of the details of economic and other interactions which combine to affect birth-rates.

These considerations have led us to the decision to base the framework of the model on the dynamics of the population distribution and of the fertility curve. This leads to an overall model structure which may be represented in the "block diagram" form illustrated in Figure 1.


Figure 1.

This block diagram includes a section labelled economic dynamics. It is judged that the exact form of this section will be the subject of some debate, and that repeated simulations with varying socio-economic models will be required. It is expected that models with a relatively long time horizon and moderately high level of aggregation will be found most appropriate. In particular, models of the "Candide" type with high levels of detail and relatively short (eg. ten year) time spans are not felt to be appropriate. As work up to the time of the writing of this report has been concentrated on problems associated with core section of the model, problems in this particular area require further study.

## III. Derivation of Equations of Dynamic Core

The core of the model consists of two partial differential equations: one for the evolution of the population density as a function of time, age, and income level, and one for the evolution of the fertility curve (i.e. the curve of age and income specific birth-rates). These two equations are coupled in a non-linear fashion, although the non-linearity appears only in the boundary conditions for the population equation. This fact is of considerable use in connection with the estimation problems discussed in the following section, and makes
the derivations presented below simpler than might otherwise be the case.
A. Population Distribution Evolution

The model presented below is formulated as a basically deterministic model, and processes are modelled as occurring continuously in time on a macroscopic level, even though on a microscopic level the events may occur at discrete intervals of time. In this connection, a first step is to recognize that an averaging process is taking place whenever what are essentially discrete events are "smeared out" and modelled continuously in time. This process is illustrated by the use of death-rates in population models, decay rates in radioactive decay problems, and, in the derivation below, of an economic mobility $\mu$. In these cases, the use of such rates essentially distinguishes between deterministic and stochastic modelling approaches.

The equation governing the population distribution may be derived readily from what are essentially counting or bookkeeping methods. This is most easily demonstrated by the derivation of a simple model of population as a function of age $x$, neglecting death-rates, immigration and any other variables. In this case, the appropriate counting argument is
essentially that the number of people at age $x$ at time $t$ is the same as the number of people at age $x-\Delta t$ at a time $\Delta t$ units earlier: In terms of population density $p$, this becomes

$$
\begin{array}{cc}
x+\frac{\Delta x}{2} & x+\frac{\Delta x}{2}-\Delta t \\
\int p-\frac{\Delta x}{2} & \int(x, t) d x= \\
& x-\frac{\Delta x}{2}-\Delta t
\end{array}
$$

which for smooth densities $p$ is essentially

$$
p(x, t)=p(x-\Delta t, t-\Delta t)
$$

or

$$
p(x, t)-p(x, t-\Delta t)=p(x-\Delta t, t-\Delta t)-p(x, t-\Delta t)
$$

Dividing the above by $\Delta t$ and letting $\Delta t \rightarrow 0$ results in the partial differential equation

$$
\frac{\partial p}{\partial t}=-\frac{\partial p}{\partial x}
$$

As is well known, the general form of solution to the above is $f=\varphi(t-x)$, with $\varphi$ an arbitrary function which must be evaluated from the boundary conditions appropriate to the problem. The appropriate boundary condition is that

$$
p(x=0, t)=\beta(t)
$$

where $\beta(t)$ is the birth-rate of time $t$. That this is the appropriate boundary condition may be verified by noting that this gives the solution

$$
p(x, t)=\beta(t-x)
$$

which says essentially that the number of people at age $x$ at time $t$ is the number of people born at time $t-x$, i.e. $x$ years before time $t$. This of course is entirely evident from the assumptions made above.

The model considered in this paper includes a partial differential equation for the population density $p(x, s, t)$ as a function of the three variables age $x$, income $s$, and time $t$. As will be shown below in Appendix A, it is unnecessary to specify at this point
the units involved in the income scale $s$, that is, whether $s$ represents net income, disposable income, or some other measure. This is so because the form of the governing equation is invariant under a (nonlinear) change of income scale, so that the units involved become an issue only during the processing of data for estimation purposes. This fact is a pleasant surprise which naturally arises out of the structure of the model equations.

To derive an equation for the population density on a realistic basis, it is necessary to account for effects neglected in the simplified model above, in particular to introduce terms

$$
i(x, s, t)
$$

representing the immigration rate (as a function of age, income level, and time), and the death-rate

$$
r(x, s, t)
$$

It is also necessary to introduce a term which accounts for the change of income level of various segments of the population over time. To accomplish this,
we introduce an economic mobility function,

$$
\mu(x, s, t)
$$

Even though income levels of individuals on a microm scopic scale undergo changes at discrete instants of time, perhaps modelled by a Poisson process, on the macroscopic scale of its influence on the income distribution we model the effect as one of a continuous flow across income levels. With this effect in mind, a term of the form

$$
u(x, s, t) \cdot \Delta t
$$

has an interpretation as the fraction of people at income level and age $x$ crossing through level $s$ in the time interval from $t$ to $t+\Delta t$.

With the above definition of terms, it is easy to use a "counting argument" entirely similar to the one above to arrive at an equation representing the evolution of population density. The result is

$$
\frac{\partial p}{\partial t}=-\frac{\partial p}{\partial x}-\frac{\partial}{\partial s}(\mu(x, s, t) p)-r(x, s, t) p+i(x, s, t)
$$

Just as in the above derivation, it can be seen that the appropriate boundary condition for this equation is again

$$
p(x=0)=\text { birth-rate. }
$$

There is a technical problem associated with this boundary condition, since taken 1iterally it demands the assignment of an income level to babies at birth. In fact, the model as formulated above is capable of propagating income level migration through childhood. It is clear that such a procedure makes little sense; however, the problem may be avoided rather easily by the following device. The income distribution at $x=0$ may be set equal to that at the age of entry into the labour market. If the economic mobility is equal to zero for values of age $x$ less than the labour market entry age, then the income distribution will remain constant for ages less than entry at the values of the entry distribution. Income distribution data generated by simulation runs may then be considered only for ages greater than an age of entry into the labour market, and no further modification of the model is required. The income distribution at entry age must be generated as part of the economic section of the model, and this
effect comprises one of the feedback paths from the economic to population distribution sector shown on Figure l.

Other effects of this sort, for example, an effect of $p$ on the economic mobility $\mu$, are implicitly contained in the time dependence of $\mu$. As will be seen below in the section dealing with estimation problems associated with the model, there are substantial theoretical and practical benefits which follow from modelling the income migration process as above. In particular, it is then possible to devise numerical methods to estimate 14 from observed population distm tribution data.

## B. Fertility Curve Dynamics

Although the observation that socio-economic conditions, social attitudes, and so on, exert an effect on birth-rates is a common one, there seems to have been little effort made to quantify these effects in a dynamic model. Undoubtedly, a major reason for this is that it appears impossible to "derive" such a set of relations in the sense of the derivation outlined above for the population density dynamics.

For this reason, we have decided to approach this
problem as one in system identification. That is, we attempt to formulate the problem in such a way that the problem is reduced to that of estimating a dynamical relationship between a relatively small number of variables. This in itself is a major reduction, since in principle a fertility curve is an element requiring an infinite number of numbers for its specification. This first reduction may be obtained by examining typical historical records of the behaviour of fertility curves over time (See Figure 2). A first observation is that the curves are all of roughly the same shape. An examination of their differences shows that their peaks slide from age to age over time, and that the area under the curve, representing the total birth-rates to be expected from a uniformly distributed population, varies over time.

A simple partial differential equation capable of reproducing this observed behaviour has been adopted as the basis for the fertility curve dynamics. This is

$$
\frac{\partial f}{\partial t}=-a(t) \frac{\partial}{\partial x}(d(x) f)-b(t) f
$$

The first term in this equation produces the effect of the shifting peak, while integrating the
equation with respect to $x$ shows that $b(t)$ is the percentage change of the area under the fertility curve per unit time. An equivalent interpretation is that it represents the percentage rate of change of average
family size.
The justification of the representation of the fertility curve dynamics by the above equation may be carried on in several ways. In the first place, the interpretation given $b(t)$ guarantees the presence of the term $b(t) f$ in virtually any such equation. The appropriateness of the term representing the "shifts" may be supported on the basis of a time scale argument, combined with the fact that the model fits the observed data reasonably well. The "shifts" occur in the data on a time scale considerably faster than that of the dynamics of the population section of the model. In fact, the shifts appear correlated with variations in the economic climate, recessions, rising and falling unemployment, and the like. Since these effects are expected to be introduced into the model most likely on the basis of "standard" econometric and business cycle models, it is anticipated that it will be possible to include the function $a(t)$ and its dynamics in this section of the model. The dynamics of $a(t)$ are to be
identified by means of either the usual econometric model identification techniques, or more recent work in the area of control theory. Since this identification problem presupposes knowledge of the term $d(x)$, work in this area is dependent on solving the problem of estimating $d(x)$, and applying the algorithm for this purpose is described in the following section. Comments similar to the above also apply to the problem of determining the dynamics governing the term $b(t)$, although it is suspected that this will be even more difficult than the above process. This is so because $b(t)$ is dominated more by social attitudes, education, and other effects much less easy to quantify than economic ones. It is felt that this area represents an example of the need for alternative sub-models and repeated simulations discussed above in Section II in connection with the overall structure of the model. While the above discussion has been carried through as though the fertility curve were independent of income, an entirely similar derivation is possible on the basis of an income dependent fertility curve. If one also allows the possibility that the economic interactions occur unevenly across income levels, then the appropriate equation is

$$
\frac{\partial t}{\partial t}=-\frac{\partial}{\partial x}(a(x, s, t) f)-b(s, t) f
$$

Because of the meaning of a fertility curve (or surface, if $s$ is included as an independent variable) as an age (and income) specific birth-rate, the formula for the total birth-rate is simply

$$
b(t)=\int f(x, s, t) p(x, s, t) d x d s
$$

No mention has been made in the above derivations of any geographical aspect of the problem. There are, however, some restrictions implicit in the derivations of the model equations. It is clear that certain of the quantitites involved in the above equations vary with geographical locality. From this, it is obvious that the model must be applied separately over geographical areas between which the relevant quantities vary. To obtain an overall model, then, internal migrations must then be included in the immigration rates of the models for each geographical region.

There is also implicit in the model derivation as assumption of a sufficiently large sample population, so that the modelling of the immigration, death, birth, and economic migration processes as continuous is valid.

The dynamical equations governing the core section of the model derived above involve various auxiliary functions, namely: death and immigration rates, an economic mobility function $\mu(x, s, t)$, and functions $a(t), b(t)$ and $d(x)$ determining the evolution of the fertility curve. Before it is possible to produce any simulation runs with the model, it is necessary to determine suitable estimates of these functions.

Generally speaking, this problem of parameter and function estimation is one of the most difficult ones involved in the construction of any model. Consideration of the conventional techniques of econometric modelling makes obvious the amount of effort which is expended in this area. In fact, with a certain amount of injustice one might view much econometric modelling as consisting of the development of schemes for the recursive estimation of parameters for short term (often linear) extrapolation models. This view ignores the effort involved in determining the extrapolation model whose parameters are to be estimated, but the fact remains that there continues to be much work on the development of regression - estimation methods in this area. At practically the opposite end of this problem stand models of the sort proposed by Forrester and his
associates. One of the most consistent criticisms
levelled at Forrester's World and Urban Dynamics models is that practically no attempt has been made to estimate the parameters and functions involved in the models in any "realistic" fashion.

This apparent gulf between the Forrester models and conventional econometric models is, in our view, a large contributing factor to the hostile reaction Forrester's models have received in some quarters. It is also a gulf that is not easily overcome by philosophic discussions about differences of purpose between the two approaches.

In the case of the present model, it happens that considerable progress can be made in estimating the functions that are involved in the model of the core dynamics. Of course, this is not entirely unexpected, since an effort has been made to formulate the dynamics of the core in terms of variables which may be readily measured. Also, our definition of what constitutes the core dynamics of the model virtually assures that it must be possible to produce useful quantitative estimates of the functions involved.

The functions $r(s, s, t)$ and $i(x, s, t)$ in the population model are just death and immigration rates, so there is no problem in obtaining historical records of
these. Similarly, the function $b(t)$ may be readily determined on the basis of its interpretation in terms of area under the fertility curve.

This leaves just the terms $\mu(x, s, t)$ in the population equation and $a(t) d(x)$ in the fertility equation to be determined. It can be seen that each term enters its equation in an analogous way, so that an estimation method can be derived which can be used to estimate both the economic mobility $\mu(x, s, t)$ and the term $a(t) d(x)$ in the fertility equation.

It is shown in Appendix $A$ that the form of the partial differential equations is such that an integrating factor may be introduced to reduce the problem to that of estimating $\mu(x, s, t)$ and $a(t) d(x)$ in the equations

$$
\begin{aligned}
& \frac{\partial \bar{p}}{\partial t}=-\frac{\partial \bar{p}}{\partial x}-\frac{\partial}{\partial s}(\dot{\mu}(x, s, t) \bar{p}) \\
& \frac{\partial \bar{f}}{\partial t}=-\frac{\partial}{\partial x}(a(t) d(x) \bar{f})
\end{aligned}
$$

In the modified population equation, integrate between the limits of $s$ and infinity. There results

$$
\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial x}\right) \quad \int_{s}^{\infty} \bar{p} d s=\mu(x, s, t) \cdot \bar{p}(x, s, t) ;
$$

here $\quad \int_{s_{s}}^{\infty} \bar{p} d s$ has the interpretation of the number of people at age $x$, income $s$, and time $t$ having an income greater than $s$. Solving this for $\mu$ gives

$$
\mu(x, s, t)=\frac{1}{\overline{\mathbf{p}}(x, \bar{z}, t)} \cdot\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial x}\right) \int_{s}^{\infty} \bar{p}(x, s, t) d s
$$

This provides an estimate of $\mu$ wherever $\bar{p}(x, s, t) \neq 0$. Since $\bar{p}(x, s, t) \neq 0$ except on the "tails of the distribution", the above formula may be used to determine $\mu$ throughout the age and income brackets containing the great bulk of the population. On the tails of distribution (egg., at very high income levels) the interpretation of $\mu$ makes it clear that $\mu$ must tend to zero, so that the fact that the above formula is less useful there is of little concern.

Carrying out exactly the same procedure with the modified fertility curve results in

$$
a(t) d(x)=\frac{1}{\bar{f}(x, t)} \frac{\partial}{\partial t} \quad \int_{x}^{\infty} \bar{f}(x, t) d x
$$

This determines $a(t) d(x)$ over those portions of the age scale which $\overline{\mathrm{f}}(x, t) \neq 0$. Again $\overline{\mathrm{f}}$ tends to zero only on the tails of the fertility distribution. Recalling that the term $a(t) d(x)$ was introduced to account for changes in the age distribution of fertility we see that intuitively $a(t) d(x)$ reflects the effects of shifts in "planned births" for the most part. Since births arising in the extremes of the fertility distribution do not fall into that category, it is clear that $d(x)$ must approach zero at these extremes. Hence it is again true that the fact that the formula derived is less useful in regions where $\bar{f}$ is close to zero is of small consequence.

Once $\mu(x, s, t)$ and $a(t) d(x)$ have been estimated, further estimation problems remain. One problem is that of determining numerically the values of $a(t)$ alone for use in identifying the interactions between the economic sector and the fertility curve. A second related problem is that of isolating the time dependence in $u(x, s, t)$ in such a way that a similar interaction analysis may be carried out. These problems are of a
somewhat more technical nature, so our work on them is reported in Appendix $C$ below.

A further technical complication arises in connection with practical use of the estimation formulas above. This arises from the fact that the actual population density data is not available; rather figures are available for, say, the number of persons between ages 25 and 29 with income between eight and ten thousand dollars. This amounts to the data

$$
\int_{8,000}^{10,000} \int_{25}^{29} p(x, s, t) d x d s
$$

at a fixed value of $t$.
We have expended a moderate amount of effort to develop accurate numerical algorithms with which $u(x, s, t)$ and $a(t) d(x)$ may be determined from aggregated data of the sort mentioned above. The method devised uses somewhat delicate application of numerical spline techniques. This work is also described in Appendix C.

Simulation runs have been made in order to test the algorithm for numerical solution of the coupled system of ordinary and partial differential equations which constitute the model

Since there is a rather large amount of numerical data associated with each simulation run, the results are produced by the simulation program in a visual as well as numerical format. This is accomplished through a plotting routine which constructs perspective drawings of the three dimensional surfaces generated by a simulation run.

The (steady state) age distribution which results from a constant birth-rate and an absence of immigration is illustrated in Figure 2. The age distribution which results in this case is of course determined solely by the death-rate.

The wave-like nature of the solutions of the governing equations may be clearly observed in a simulation which creates a rise in the fertility curce, starting from an initial condition of the steady state illustrated in Figure 3. Since the dynamics governing $a(t)$ and $b(t)$ have not yet been determined, a simulation has been carried out by introducing $b(t)$ as an exogenous variable; $a(t)$ was determined through the


dynamic equation

$$
\left(\frac{d}{d t}+1\right)^{2} a(t)=b(t)
$$

The functions $b(t)$ and $a(t)$ have been determined so that $\int_{0}^{T} a(t) d t=\int_{0}^{T} b(t) d t=0$, so that the fertility curve returns to its original value. This produces the response to Figure 4 in the fertility curve, which corresponds to a "baby boom" of duration approximately five years. The effect of this rise in the fertility curve on the age distribution is illustrated in Figure .

The varying total birth-rate may be clearly seen at the back edge of the figure; the secondary rise in the birth-rate which occurs as the original "offspring" of the boom pass through the childbearing ages is plainly visible. It is also easy to see the original boom passing as a wave through the age structure.

Both the wave nature of the solutions and the birth-rate variations which occur due to a nonuniform age distribution are illustrated in Figure 5 . This output results from an initial age distribution which is significantly different from the steady-state distribution. Such a distribution might be viewed as
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EVOLUTION OF POPULATION OVER 50 YERRS: WITH FERTILITY PROGRESSION Figure 4.


EVOLUTION OF POPULATION OVER 50 YEARS: WITH UNCHANGING FERTILITY
the result of variations in fertility and immigration which have occurred previous to the time interval covered by the simulation. In this simulation the fertility curve has been held constant, so that the birth-rate variations which occur are due to the varying number of people in the child-bearing age brackets.

## VI. Future Work

As of the time of writing of this report, the model has progressed to the point that the basic structure has been established, and the crucial numerical problems associated with the model are well in hand. In particular, numerical methods have been devised for the simultaneous integration of the partial differential equations involved in the model core dynamics and the accuracy of the method has been tested by means of comparison with explicit special case solutions of the model equations obtained by analytical means. Also, a considerable amount of effort has been expended on the problem of devising efficient numerical procedures for extracting estimates of the functional coefficients of the partial differential equations from date available in the form of a histogram. This algorithm has been tested again by use of explicit solutions of the governing equations,
and has produced accurate results in the tests.
With these two obstacles removed, the next step in the development of the model is to begin the process of modelling the dynamics of the interaction between the parameters occurring in the core section of the model and various economic variables. The first step in this procedure is to apply the estimation algorithms to the actual historical data in order to determine the time history of $a(t), b(t)$ and the variations associated with the economic mobility $u$. Once these functions have been extracted from the data, various approaches to establishing the interaction can be started.

The problem of determining the interaction will first be treated by conventional time-series techniques, that is, correlation analysis based on the assumption of a linear dynamical system of finite dimension as the dynamical intermediary between the economic variables and those in the model core. More recent methods asm sociated with input-output analysis of control systems and identification from operating records will also be tried if the time-series methods are found unsuitable. The relative effectiveness of these two techniques will probably depend on the "actual" location of the stochastic noise element in the real system, length of the operating records, and other factors which are difficult
to predict in advance. Non-linear regression methods and techniques of non-linear system identification are held in reserve in case the above methods prove incapable of modelling the interactions.

After a suitable dynamic model of the interaction effects has been determined, full scale model simulations may begin. This requires models to generate economic variables as mentioned above in Section II, and it is currently planned to adapt standard economic models to this purpose. It is also expected that in this context stochastic as well as deterministic simulations will be carried out. This is desirable for two reasons: first, it is a means of assessing the sensitivity of the overall model; second, it is clearly more realistic to model economic behaviour to include random fluctuations if possible.

Finally, we mention that there is a considerable amount of additional work which should be carried out in connection with an investigation of this model. In this area, we mention here only two possibilities which might be considered. The first is described here only because of its possible relevance to the problem of interaction identification discussed above.

The model as it currently exists has been formulated on a "macroscopic" level, that is, the processes which transfer people from one level to another as well as birth and death processes have been modelled as occurring continuously in time. On the microscopic level of an individual, these processes obviously occur at discrete instants of time and are most suitably modelled as a stochastic process. Such modelling will involve the determination of the probability of the occurances of the various "elementary events" which occur on the microscopic level. In such a model, the various interaction effects which are to be estimated in the continuous model appear in the form of dependence of transition probabilities on the current state of the other variables involved in the model. On this level, there is then the possibility of estimating these transition probabilities and their dependence on the other model variables, and thus modelling the interaction effects directly. Close examination of the resulting stochastic process model should then shed light on the form of the interaction in the continuous model formulation of the problem.

A second area where very useful work may be done is in the area of the construction of highly effecient numerical methods for the solution of the governing
equations. In our work so far relatively standard
numerical techniques have been used for numerical integration of the evolution equations. It may be quite possible to make use of the special forms of the equations to construct more efficient methods. Some preliminary investigation indicates that methods based on Lie algebraic techniques hold promise in this regard. It will be especially important to the usefulness of the final simulation programs that program execution time be kept as low as possible in order that the required number of repeated simulations may be carried out at a reasonable cost.

Appendix A: $\quad$| Analytical Properties of the |
| :--- |
| Governing Equations |

In this Appendix we report some of the analytical properties of the partial differential equations governing the dynamics of the population distribution and the fertility curve. The study of these analytical properties in itself provides considerable insight into the problems of population dynamics, as well as providing material essential for the testing of the accuracy of numerical methods developed for use in the model.

It was mentioned in Section III that the population distribution equation enjoys an invariance property
which makes it unnecessary to specify in the model formulation the exact measure of income represented by the variable s.

This can be readily demonstrated mathematically as follows. Suppose that instead of considering the distribution function $p(x, s, t)$ as a function of the income scale $s$, governed by

$$
\begin{aligned}
\frac{\partial p}{\partial t}(x, \dot{s}, t)= & -\frac{\partial p}{\partial x}(x, s, t)-\frac{\partial}{\partial s}(\mu(x, s, t) p(x, s, t)) \\
& +i(x, s, t)-r(x, s, t) p(x, s, t)
\end{aligned}
$$

we ask for the evolution of the distribution expressed as a function of the income measure $\sigma$. Here the new scale $\sigma$ is related to the scale $s$ according to

$$
\sigma=\varphi(s)
$$

where $\varphi$ is a monotone, smooth (non-linear) function otherwise arbitrary.

By the Chain Rule,

$$
\frac{\partial}{\partial s}=\frac{\partial \sigma}{\partial s} \cdot \frac{\partial}{\partial \sigma}=\varphi^{\prime}(s) \frac{\partial}{\partial \sigma}
$$

so that the evolution equation for $p$ becomes

$$
\frac{\partial}{\partial t} p\left(x, \varphi^{-1}(\sigma), t\right)=-\frac{\partial}{\partial x} p\left(x, \varphi^{-1}(\sigma), t\right)
$$

$$
-\varphi^{\prime}\left(\varphi^{-1}(\sigma)\right) \frac{\partial}{\partial \sigma}\left(\mu\left(x, \varphi^{\prime}\left(\varphi^{-1}(\sigma)\right), t\right) .\right.
$$

$$
\left.p\left(x, \varphi^{-1}(\sigma), t\right)\right)+i-r, p\left(x, \varphi^{-1}(\sigma), t\right)
$$

The Jacobian rule shows that the population density in terms of $x, \sigma$ and $t$ is given by

$$
\tilde{\mathrm{p}}(\mathrm{x}, \sigma, \mathrm{t})=\frac{1}{\varphi^{2}\left(\varphi^{-1}(\sigma)\right)} \mathrm{p}\left(\mathrm{x}, \varphi^{-1}(\sigma), \mathrm{t}\right)
$$

Rearranging the previous equation to introduce $\tilde{\mathrm{p}}$ gives

$$
\frac{\partial \tilde{p}}{\partial t}=-\frac{\partial \tilde{p}}{\partial x}-\frac{\partial}{\partial \sigma}(\tilde{\mu}(x, \sigma, t) \tilde{p})+\tilde{\mathbf{i}}-\tilde{\mathbf{r}} \tilde{p}
$$

with $\tilde{\mu}(x, \sigma, t)=\mu\left(x, \varphi^{-1}(\sigma), t\right) \cdot \varphi^{\prime}\left(\varphi^{-1}(\sigma)\right) \quad$.

$$
\begin{aligned}
& \tilde{\mathbf{x}}(\mathrm{x}, \sigma, \mathrm{t})=\frac{\mathbf{i}\left(\mathrm{x}, \varphi^{-1}(\sigma), \mathrm{t}\right)}{\varphi^{\prime}\left(\varphi^{-1}(\sigma)\right)} \\
& \tilde{\mathbf{r}}(\mathrm{x}, \sigma, \mathrm{t})=\mathrm{r}\left(\mathrm{x}, \varphi^{-1}(\sigma), \mathrm{t}\right)
\end{aligned}
$$

This identifies the transformation law of the economic mobility, and shows the invariance of the governing equation under such a change of scale.

While the coupled system consisting of the population anf fertility evolution equation is a non1inear one, the non-1inear interaction occurs only in the calculation of the instantaneous birth-rate (so long as $\mu$, $a(t)$ and $b(t)$ are treated as exogoneous variables). Since the birth-rate enters only as a boundary condition, it is possible to get useful results from explicit solutions of the equations.

Both the population and fertility equations fall into the class of evolution equations governed by first order partial differential equations. While the equations in general have variable coefficients, they are linear in the dependent variable; hence, in principle, the method of characteristics is applicable.

This observation does not dispose of the problem, however. A principal reason for carrying out the invest-
igation into the analytical properties of the equations is to obtain if possible explicit solutions to the equations. By explicit solutions, we mean solutions obtained in closed form analytically.

These solutions have been used to test the accuracy of the numerical methods used both to integrate the evolution equations and to estimate the functional coefficients of the equations $\mu(x, s, t)$ and $a(t) \cdot d(x)$ In the absence of explicit solutions, only lengthy (and expensive) trial runs with varying step sizes can be employed to attempt to estimate accuracy; with explicit solutions available, it is far easier to estimate the step sizes required for a given level of numerical accuracy.

The above remarks pertain to evaluation of the integration scheme; in the case of the estimation problem, the unavailability of explicit solutions would force one to the use of the integration routine to generate the data on which to test the estimation algorithm. In the case of inaccurate results, it then becomes tedious to determine whether the inaccuracy arises from the estimation scheme, or from the numerically generated data.

It is this need for explicit solutions, at least in particular cases, that has led to the work reported $1 \cdots!$
below. The method of characteristics in general produces a solution in implicit form; it is essentially impossible to carry out the required function inversions numerically with enough control on accuracy to make such implicit solutions useful for our purposes.

## Fertility Equation

An explicit solution to the fertility equation may be obtained by the method of characteristics. For

$$
\frac{\partial f}{\partial t}=-\frac{\partial}{\partial x}(a(t) d(x) f)-b(t) f
$$

introduction of an integrating factor of $e^{\int_{0}^{t} b(t) d t}$ reduces the problem to

$$
\frac{\partial \bar{f}}{\partial t}=-\frac{\partial}{\partial x}(a(t) d(x) \bar{f})
$$

Solution of the above by the method of characteristics gives

$$
\begin{aligned}
\bar{f}(x, t)= & \frac{1}{d(x)} \nsupseteq\left(h^{-1}\left(h(x)-\int_{0}^{t} a(s) d x\right)\right) \\
& \cdot d\left(h^{-1}\left(h(x)-\int_{0}^{t} a(s) d s\right)\right),
\end{aligned}
$$

with $h(x)-h\left(x_{0}\right)=\int_{x_{0}}^{x} \frac{1}{d(x)} d x$,
and

$$
\emptyset(x)=\bar{f}(x, 0)
$$

Population Equation

As may be seen from the above example, explicit solutions are generally very involved in form. For this reason, explicit solutions of the population equation will not be exhibited here. We remark that such solutions may be found; the case in which the death-rate varies linearly with age is one example of use in connection with the estimation problem for $\mathbb{T}_{\mu}$. (Results from this example allow the removal of the death-rate term from the governing equations by means of an integrating factor.)

The use of explicit solutions has some potential use beyond evaluation of numerical methods. This is in the area of decreasing the size and cutting down the execution time for the simulation of the model. This may become important in later phases of development of the model, and will have an effect on the frequency of use of the completed model.

The key to such reduction of time expenditure is the observation that an explicit solution reduces the problem of evolution over an arbitrary time interval to a single function evaluation. This is to be contrasted with the repeated evaluations involved in a numerical integration. Of course, the full benefit of this discrepancy is available only if the interaction effects are specified exogenously. In the case of the full model, however, it seems likely that explicit solutions could be used together with extrapolation methods to improve simulation execution time.

This leads naturally to the question of which classes of coefficient functions tive rise to explicit solution formulae. Of particular interest is the problem of explicit solutions to models in which the coefficient functions appear in "separable form" (see Appendix $B$ below), so that the equation has the form

$$
\frac{\partial p}{\partial t}=-\frac{\partial p}{\partial x}-\frac{\partial}{\partial s}\left(\sum_{i=1}^{N} \eta_{i}(t) \nu_{i}(x, s) p\right)-\varepsilon(t) r(x, s) p
$$

Progress in the direction of explicit solutions to the above equation may be made by recourse to the theory of Lie Algebras. In particular, if the Lie algebra generated by the partial differential operators on the
right side of the above equation is solvable, then (global) explicit expressions are possible. Other conditions on the Lie algebra lead to (local) results which may prove useful.

Appendix B:

Numerical Methods for Partial and Ordinary Differential

## Equations

In Section III of the report, the population and fertility are dynamically modelled by a pair of partial differential equations:

$$
\begin{gathered}
\frac{\partial p}{\partial t}=-\frac{\partial p}{\partial x}-\frac{\partial}{\partial s}(\ddot{\mu}(x, s, t) \times p)-r(x, s, t) p+i(x, s, t) \\
\frac{\partial f}{\partial t}=-a(t) \frac{\partial}{\partial x}(d(x) f)-b(t) f .
\end{gathered}
$$

In Section IV, techniques for estimating the parameters $u(x, s, t), a(t), d(x)$ are discussed and there, it is pointed out that full simulation of the overall model requires dynamic modelling of these functions using partial and/or ordinary differential equations.

Since this appendix deals with aspects of the
actual simulation of the model, it is assumed that ordinary differential equations for $a(t)$ and $b(t)$ have been obtained, estimated values of $d(x)$ and $u(x, s, t)$ have been obtained by use of the estimation procedures described elsewhere in this report, and that initial fertility and population distributions are known: $f(x, s, o)$ and $p(x, s, o)$. Values of $p(x, s, t)$ and $f(x, s, t)$ are required, and these are simulated using numerical techniques. The techniques have been chosen in order to be consistent with the conservation law character of the governing equations, to attain a reasonable accuracy in the simulated values subject to restrictions on the size of data groupings which are expected in currently available data, and to balance these with economy of computation.

In the numerical simulation which has been carried out up to the time of writing of this report, the income level dependence of the population density has been suppressed. As well as yielding computational efficiencies during the development of the model, this procedure has made the analysis of numerical problems arising in the modelling considerably easier. The extension of the numerical methods developed so far to include the income variable $s$ is expected to cause no significant dif-
ficulty, as the problems which arise should parallel those already encountered.

Numerical Integration of the Fertility Equation

The fertility equation has been transformed by an integration factor to

$$
\frac{\partial \bar{f}}{\partial x}(x, t)=-a(t) \frac{\partial}{\partial x}(d(x) \bar{f}(x, t))
$$

where

$$
f(x, t)=e^{-\int_{o}^{t_{b}}(t) d t} \bar{f}(x, t)
$$

An approximation $F_{i j}$ to $\bar{f}(i h, j k)$ is obtained using

$$
F_{i j+1}=F_{i j}-\frac{k}{2 h} a_{j}\left(d_{i+1} F_{i+1 j}-d_{i-1} F_{i-1 j}\right)
$$

$$
+\frac{1}{2}\left(\frac{\mathrm{ka}}{\mathrm{j}}\right)^{2}\left[\mathrm{~d}_{i+\frac{1}{2}}\left(\mathrm{~d}_{i+1} \mathrm{~F}_{i+1 j^{-}} \mathrm{d}_{\mathrm{i}} \mathrm{~F}_{i j}\right)\right.
$$

$$
\left.-d_{i-\frac{1}{2}}\left(d_{i} F_{i}-d_{i-1} F_{i-1 j}\right)\right]
$$

and $f(i h, j k)$ is estimated by $F_{i j}$ using numerical
integration for the integration factor (see below). This scheme is almost second order, and has two desirable properties: For $d(x)=d$ constant, it is numerically stable provided that the step size ratio is chosen to satisfy

$$
\frac{k}{h} \leq\left|\frac{1}{d \cdot a_{j}}\right|
$$

Also this scheme has the property that it removes a distortion of the fertility profile when the effect causing the distortion is removed. This property is exhibited in Figure 3.

The dynamical equations governing the variables $a(t)$ and $b(t)$ must of course be integrated simultaneously with the partial differential equations. Numerical approximations are currently calculated using a modified Euler method over time steps of length $k$. While this procedure may be easily replaced by a more accurate process, this method was selected in view of the decision to use simple routines initially as an aid to algorithmic development, and later to replace these by more sophisticated routines as dictated by accuracy and economy in large simulations.

Since dynamic modelling of $a(t)$ and $b(t)$ has not yet been carried out, the dynamics

$$
(D+1)^{2} a(t)=b(t)
$$

have been assumed in order to verify the integration methods. In this case

$$
\begin{aligned}
& \underline{a}(t *)=a(t)+h \underline{f}(\underline{a}(t)) \\
& \underline{a}(t+k)=\underline{a}(t)+\frac{h}{2}[f(\underline{a}(t))+f(\underline{a}(t *))]
\end{aligned}
$$

where

$$
\underline{f}\left[\begin{array}{l}
I \mathrm{f}(\mathrm{t}) \\
\mathrm{I} a(t) \\
a(t) \\
a^{1}(t)
\end{array}\right]=\left[\begin{array}{l}
b(t) \\
a(t) \\
a^{1}(t) \\
b(t)-a(t)-2 a^{1}(t)
\end{array}\right]
$$

describes the modified Euler method.

Numerical Integration of the Population Equation

Initially only the age-time dynamics of population have been considered; hence the equation is

$$
\frac{\partial p}{\partial t}(x, t)=-\frac{\partial p}{\partial x}(x, t)-r(x, t) \cdot p(x, t)
$$

To solve this numerically, we approximate $p(x, t)$
by $P(x, t)$ where

$$
P(x+h, t+h)=(1-r(x, t)) P(x, t)
$$

The fertility is used to estimate the population birthrate

$$
p(o, t+h)=\int_{0}^{\infty} p(x, t) f(x, t) d x,
$$

and this is approximated numerically by

$$
P(o, t+h)=\sum_{i=1}^{100} P(x, t) P\left(x, t+\frac{h}{2}\right)
$$

where $F\left(x, t+\frac{h}{2}\right)$ is obtained from the numerical approximations of the fertility curve.

The low accuracy method for simulating the population is reasonably accurate for that section of the profile where the death-rates are almost constant. It is expected that improvements will be possible after additional work. Improvements in the simple scheme used for estimating $P(o, x+h)$ would lead only to a change in scale of values, but not their dynamics.

In conclusion we point out that certain portions of the model are particularly sensitive to errors - that is small errors may lead to very inaccurate simulations of the dynamics, whereas other portions of the model are not so sensitive. For this reason, it is possible (and economically reasonable) to tailor the accuracy of the methods used to the sensitivity of that part of the model being simulated.

Appendix C: Numerical Determination of Partial Differential Equation Coefficients

In Section IV it is shown that integration of the partial differential equations leads to analytic formulas for the estimation of $\mu(x, s, t)$ from the population equation, and $a(t) \cdot d(x)$ from the fertility equation. To use these formulas, available data must be used to estimate the quantities required. In particular, it is required that histogram data be used

1. to generate (continuous) density functions, that
2. partial derivatives of these density functions be estimated, and that
3. the required integrals be estimated.

The distributions involved appear to be very smooth, and as a result piecewise approximation by polynomials with continuous first derivatives is necessary; additional smoothness is desirable. The algorithm employed is described below for the problem of estimating the economic mobility $u(x, s, t)$. The procedure for estimating the term $a(t) d(x)$ in the fertility equation is entirely similar.

1. A function which might be best described as a fourth-order spline (having three continuous derivatives) is determined so that its . . integrals over the appropriate intervals ate equal to the given values from the histogram data.
2. Differentiation of the fourth-order spline with respect to the $x$-variable provides an estimate of $\frac{\partial p}{\partial x}$; determination of an additional cubic spline in the t-variable followed by a t-differentiation provides an estimate of $\frac{\partial p}{\partial t}$.
3. Finally, the required integral is estimated by integration of the result of 2 . above.

In the use of spline methods in approximation problems, it is necessary to provide additional boundary
conditions beyond the requirement that the spline interpolate the appropriate sample points. Unfortunately, in the present application, use of the so-called "natural boundary conditions" was found to give particularly poor estimates near the boundary of the region involved. Further, it was found that these errors were quite sensitive to the values assigned.

After considerable experimentation, it was determined that adequate results could be obtained through estimation of the third derivatives near the endpoints by third order finite differences, and use of this data to determine the boundary conditions. The scheme for approximating the distribution function requires the solution of a system of linear equations including three different types
(a) $r_{i}^{\prime \prime}-2 r_{i-1}^{\prime \prime}+r_{i-2}^{\prime \prime}-\frac{r_{i}^{\prime \prime \prime}}{2}-\frac{r_{i-1}^{\prime \prime \prime}}{2}=0 \quad i=2, \ldots, 100$
(b) $\quad r_{i}-2 r_{i-1}+r_{i-2}-\frac{r_{i}^{\prime \prime}}{6}$

$$
-\frac{2}{3} r_{i-1}^{\prime \prime}-\frac{r_{i-2}^{\prime \prime}}{6}+\frac{r^{\prime \prime}}{24}+\frac{r^{\prime \prime}}{24}=0 \quad i=2, \ldots, 100
$$

(c) $\quad r_{i}+r_{i-1}-\frac{r_{i}^{\prime \prime}}{12}-\frac{r_{i-1}^{\prime \prime}}{12}+\frac{r_{i}^{\prime \prime}}{60}=2 P_{i}^{\prime \prime} \quad i=1, \ldots, 100$
where $P_{i}$ is the number of persons between ages $i$ and $i+1$, and the boundary conditions are
$r_{0}^{\prime \prime}=r_{100}^{\prime \prime}=0, r_{0}^{\prime \prime \prime \prime}=0 \Rightarrow-r_{0}^{\prime \prime}+r_{1}^{\prime \prime}-\frac{r_{1}^{\prime \prime \prime}}{2}=0$

$$
\mathbf{r}_{0}^{\prime \prime \prime}=0
$$

Here $r_{i}$ is interpreted as the population distribution at age $i$ years, and it is assumed that values $P_{i}$ are available for $i=0,1, \ldots d, 99 \quad$ •

To solve this system, a reduction method for a sparse matrix is used, and the equations are ordered so that coefficients of moderate size are maintained on the diagonal. For a test distribution, the error in regenerating the histogram was less than 1 percent.

## Spline Approximation

A standard analysis for cubic spline approximation represents this function in terms of estimates for the
second derivative at nodes. These are obtained as solutions of the system of equations

$$
\frac{h_{i} M_{i-1}}{h_{i}+h_{i+1}}+2 M_{i}+\frac{h_{i+1} M_{i+1}}{h_{i}+h_{i+1}}=6 \frac{\frac{r_{i+1}-r_{i}}{h_{i+1}}-\frac{r_{i}-r_{i-1}}{h_{i}}}{\frac{h_{i}+h_{i+1}}{}}
$$

to interpolate $\left\{r_{i}\right\}$ with a spacing $\left\{h_{i}\right\} \quad$ (which for our model is either $h$ or $k$ constant), and boundary conditions used are

$$
\begin{aligned}
& \frac{M_{1}-M_{0}}{h}=\frac{1}{h^{3}}\left(-r_{0}+3 r_{1}-3 r_{2}+r_{3}\right) \\
& \frac{M_{n}-M_{n-1}}{h}=\frac{-1}{h^{3}}\left(-r_{n-3}+3 r_{n-2}-3 r_{n-1}+r_{n}\right)
\end{aligned}
$$

With this approximation, errors in $u(x, s, t)$ and $a(t)$ $d(x)$ obtained using the estimation procedures are less than 1 percent on the interior of the domain. Although errors are large where $P(x, s, t)$ is small, values of $\mu(x, s, t)$ there are not crucial (see Section IV).

It was mentioned in Section III that one aspect of the structure of the model was that it was formulated in such a way as to make it possible to model the feedback effects on the core section of the model in terms of a finite number (even a small finite number) of functions of time. This was illustrated in Section III in the hypothesis that the effect of the rest of the world on the fertility curve could be adequately modelled by

$$
\frac{\partial f}{\partial t}=-a(t) \frac{\partial}{\partial x}(d(x) f)-b(t) f .
$$

In this formulation, the world affects $f$ only through $a(t)$ and $b(t)$. However, it was a1so mentioned that

$$
\frac{\partial f}{\partial t}=-\frac{\partial}{\partial x}(a(x, s, t) f)-b(t, s) f
$$

might well represent a more realistic model, and it is easy to verify that the estimation procedure described in Section IV and Appendix $C$ above will equally well produce an estimate of the coefficient function $a(x, s, t)$. A problem that arises, then, is that of distinguishing between $a(x, s, t)$ and $a(t) \cdot d(x)$ at the
stage of the output of the estimation algorithm. From the point of view of subsequent modelling effort, it might well be hoped that the result had the form $a(t) d(x, s)$, or perhaps even $a(t) \cdot d(x) \cdot c(s) \quad$. A similar problem occurs in the case of estimation of $\|(x, s, t)$, where the validity of a representation of the form

$$
\mu(x, s, t)=\eta_{1}(t) v_{1}(x, s)+\ldots+\eta_{N}(t) v_{N}(x, s)
$$

with $N$ a "reasonably small" integer is at least a practical requirement for the success of any attempt to model the interaction affects.

Given the implicit smoothness assumptions on the coefficient functions of the model and the fact that the ranges of the $x, s$, and $t$ variables involved are finite, there is no problem in applying standard approximation theorems to deduce that $\mu$ may be closely approximated by a function of the above form. (A similar remark obviously applies to $a(x, s, t)$ ). For convenience, we refer to the above form as a "separable representation for $\mu$ ".

Since we have shown above that separable representations exist, the only problems which remain are those
of the number $N$ of terms to be expected in the representation, and the numerical determination of $N$ and $\eta_{i}(t)$ from the available data.

Consideration of the effects that the $t$ variation in $\mu$ (and a ) is intended to model, and the probable variability of these effects across age and income brackets suggests strongly that $N$ is small. It would be surprising if $N$ were greater than 3 in the case of the estimation of $\mu(x, s, t)$, and it appears entirely possible that a single term will suffice in the case of the estimation of $a(x, s, t)$.

It remains to show the feasibility of determining separability of the representation numerically. To distinguish a separable $\|$ from a non-separable one we proceed as follows:

A smooth function $\mu(x, s, t)$, defined for $s \in S, \quad t \in T, \quad x \in X$, with $S, T, X$ compact subsets of $R^{\prime}$ defines the kernel of a compact linear operator $L$ mapping from $L^{2}(X X S) \rightarrow L^{2}(T)$ according to the formula

$$
L f(t)=\iint_{X X S} \mu(s, s, t) f(x, s) d x d s
$$

Now a separable $\mu$ is distinguished by the fact that the associated $L$ is an operator of finite dimensional range, and this observation essentially solves the problem.

When $\mu(s, s, t)$ has been estimated numerically, $\mu$ is not obtained as a continuous function. What is obtained in fact is a set of sample values $\left\{u\left(x_{i}, s_{j}, t_{k}\right)\right\} \quad$ with $x_{i} \in \tilde{X}, \quad s_{j} \in \tilde{S}, \quad t_{k} \in \tilde{T} \quad$. Here $\tilde{\mathrm{X}}, \tilde{\mathrm{S}}, \tilde{\mathrm{T}}$ are each Euclidean space of dimension equal to the number of sample points in each of the independent variables. The discrete analog of the definition of $L$ is to use the above three dimensional array to define a linear mapping (matrix) $\tilde{\mathrm{L}}: \mathrm{R}^{\operatorname{dim}(\tilde{\mathrm{X}} \times \tilde{S})} \rightarrow \mathrm{R}^{\operatorname{dim} \tilde{T}}$.

The problem of finding the $\eta_{i}(t)$ is now equivalent to determining the range space of $\tilde{L}$, and $N$ is simply the rank of $\tilde{L}$.

The problem is simplified still further by invoking the fact that

$$
\text { Range } \tilde{L}=\operatorname{Range} \tilde{L} \tilde{L}^{*} \text {, }
$$

where $\tilde{L}^{*}$ is the adjoint (actually transpose in this case) of the matrix $\tilde{L}$. This reduces the problem to
the entirely standard one of an eigenvector/eigenvalue analysis of a symmetric matrix, and hence effectively solves it.

Appendix D Computer Program Listing

In this appendix we list the computer programs developed up to the time of this report for use with the model. Included below are both the programs used for numerical integration of the governing evolution equations in simulation runs, and the programs designed to estimate model coefficients from the available data. The programs listed here are written in FORTRAN. Given the relatively large arrays of data which must be handled in connection with this model, it is clear that FORTRAN is not the most convenient language in which to program the numerical algorithms required. With a view to future uses of the model, however, such factors as the wide availability of FORTRAN compilers, the existence of the I.B.M. CSMP (Continuous System Modelling Package) which is FORTRAN compatible, and of FORTRAN packages for the Calcomp plotter used to produce output data plots make FORTRAN a reasonable language choice.

## Program I

Simulation of population and fertility propagation over time. Initial age-specific profiles of population, fertility and mortality, and dynamics for $a(t)$ and $d(x)$ are required. Here, the values for population are taken as the number of live individuals at age $x$ in the population as given by the Commissioner's 1941 Standard Ordinary Mortality Table. Values for mortality are also taken from this table.

Values for the fertility are given by the artificial distribution:

$$
f(x, o)=c e^{-\frac{(x-24 \cdot 5)^{2}}{8}}
$$

where the constant $C$ is chosen so that

$$
\int_{0}^{100} f(x, o) p(x, o) d x=p(0)
$$

Values of $d(x)$ are assumed from (the artificial distribution)

$$
d(x)=\frac{\left(1-e^{-\frac{(x+1)^{2}}{600}}\right)}{1+e^{\frac{(x-24 \cdot 5)^{2}}{4}}}
$$

The parameter $a(t)$ is determined by numerical integration of the differential equation

$$
(D+1)^{2} a(t)=b(t)
$$

where

$$
\begin{aligned}
b(t) & =-\frac{\sin \left(e^{-|t-5|}-e^{-|t-10|}\right)}{15} & & 0 \leq t<15 \\
& =0 & & t>15
\end{aligned}
$$



```
    WFal x(100)
    rC=1n
    TF=ハ
    (1) \(\rightarrow[\because=1,1 \cdot\)
    CALL DATA (X,IW,IC,IF)
    9
    STOP
    FMin
    GUビRのUTI:! リATA (X,IK, IC,IF)
    REAL. \(\cap(100) \cdot F(100), P(100) \cdot x(100) \cdot R(100), U S(100), D 5(100), F 1(100)\)
    QFAL WH,KK, SUM,IV(10), 「)LY(10)
    RFAL PLTPFK, HRIPER,II
    TMTFGFK YRS, AGFS, YUUNG, VN
```



```
    C SFT TFMNA= IF YOU WANT PLOT, \(\quad=1\) IF YOU WANT PRINT
```



```
    TFO仔 \(=1\)
    \(P L_{-}=1-5\)
    \(P R=F_{1}\)
    TIVT-15-4
    TCMA-TC-1
    IF (TK. (2T.1) GU TO 31
```



```
C. HH IC AGF SIFH - KK IS TIME STEP
    QEAO (5.101) HH,KK
    101 FORN T (2F 1:- 0 )
    C. PLTPーR 15 DLOT INTERVAL - PRTPEK IS PRINT INTERVAL
    RFAN/5.101) HLTPEK,PRTPEK
    C NDE TG THF NUMBEK UF FIKST URDEK ODE'S AFTER TRANSFORMATION
    C IF NTE > 10 CHANGE REAL DIMENSION IN DATA AND SSTEP
    C NN I = THF NUMRER UF INTEGRAIION STEPS IN KK FOR SOLVING THE ODES
```



```
    103 FOMAT (2T4)
    C
        PUT INITTAL VALUES OF OUES ONE TO A CARD
        กO \(9: I=1\), ME
                            -FA! (5, l! ! OLY(I)
                            Fokval (Flo.4)
        CONT TNUF.
```



```
        \(P R=P_{i}+K K\)
        \(\mathrm{T}=0.0\)
```



```
                READ DEATH RATES
                            RFAD PUPULATTON DENSITY ..
```




```
        PFAi)(5, 1in) ( 1 (I) , \(I=1, I(1)\)
    100 FOW. T (っF10.0.30x)
        REN1)(5.104) (0 (I) \(1=1=I(C)\)
        104 FOUSN T (10FA.0)
```



```
        C(Jッ= = - ?
        กn \(\quad\) a \(\mathrm{I}=1\). IC
            SiJM=SUM+i2 (1)
    99 CONT TNUF
        กロ 4 : \(I=I \cdot I:\)
            \(P(I)=P(I) * 22000000 . / 51 \mathrm{JM}\)
        \(x(I)=F(I)\)
```

```
    GR CONTTNMI
```




```
```

    TF(IFOR..NF.1) GOTO F, 
    ```
```

```
```

    TF(IFOR..NF.1) GOTO F, 
    ```
```






```
```

    10Y FOKMNT("!'.rorULATION FUUR AGFS l TO 20 IS:)
    ```
```

    10Y FOKMNT("!'.rorULATION FUUR AGFS l TO 20 IS:)
        wIWIT (\cdots,1!<) (P(T),I=1.20)
        wIWIT (\cdots,1!<) (P(T),I=1.20)
    102 FOW*T(э゙ 10.い/)
    ```
```

    102 FOW*T(э゙ 10.い/)
    ```
```




```
```

    110 FOR:ST('..SAT BEGINNING OF YEAK O. AND')
    ```
```

    110 FOR:ST('..SAT BEGINNING OF YEAK O. AND')
        &WTT (GO111)
    ```
```

        &WTT (GO111)
    ```
```




```
```

    6 1 ~ r o m i ~ : r o y s t
    ```
```

    6 1 ~ r o m i ~ : r o y s t
    r

```
```

r

```
```




```
```

        O" 7, I=1.I'
    ```
```

        O" 7, I=1.I'
            I|=F゙\O|!(I)
            I|=F゙\O|!(I)
            T(1)=(1-Fx0(-11*I1/600.) )/(1+((I1-25.5)**2)/4.)
            T(1)=(1-Fx0(-11*I1/600.) )/(1+((I1-25.5)**2)/4.)
    70 COMTTMMF
    70 COMTTMMF
        YO|ll=O
    ```
```

        YO|ll=O
    ```
```




```
```

            CU:*FF1(1)*P(1)
    ```
```

            CU:*FF1(1)*P(1)
        n? 1: I=?.l!.
    ```
```

        n? 1: I=?.l!.
    ```
```




```
```

            SUM=S!Jm+Fl(I) is(1)
    ```
```

            SUM=S!Jm+Fl(I) is(1)
            D5(I)=.5*(D(I)+!(I-I))
            D5(I)=.5*(D(I)+!(I-I))
            CO`TTMUE
            CO`TTMUE
        17u5=.5*(3.*)
        17u5=.5*(3.*)
        OT5=.5*(7.*)
        OT5=.5*(7.*)
        SuN=:(1)/S!mm
        SuN=:(1)/S!mm
        nri I= I= I, I!
        nri I= I= I, I!
            Fl(I)=F1(I)*SUM
            Fl(I)=F1(I)*SUM
            CONTINUE
            CONTINUE
        DA=Kk/HH
        DA=Kk/HH
        PAl=?.!
        PAl=?.!
        ロア=O.0
        ロア=O.0
        FA=1
        FA=1
        riri Tn 3:3
        riri Tn 3:3
    3] COMT MiJt
    3] COMT MiJt
        OK=DO+KK
    ```
```

        OK=DO+KK
    ```
```




```
```

C

```
```

C
C
C
UPUATE COEFFICIENTS UF FERTILITY EQUATION

```
```

                                    UPUATE COEFFICIENTS UF FERTILITY EQUATION
    ```
```




```
        PA1= |,Y(己)
```

        PA1= |,Y(己)
        P2=i) Y(己)*|LY(Z)*PA
        P2=i) Y(己)*|LY(Z)*PA
        FA=E:P(-1)LY(4))
    ```
        FA=E:P(-1)LY(4))
```




```
        TF (DKTPFR.GT.PK.OK.[FOKM.NE.l) GOTO 62
```

        TF (DKTPFR.GT.PK.OK.[FOKM.NE.l) GOTO 62
        M& IT-(F,lOG) T
    ```
        M& IT-(F,lOG) T
```




```
        NWTT:.(f,112) )LY(1)
```

        NWTT:.(f,112) )LY(1)
        FOKMAT(1O1,11FLAY IN HEAK OF FERTILITY CURVE IS 1,Fg.6)
        FOKMAT(1O1,11FLAY IN HEAK OF FERTILITY CURVE IS 1,Fg.6)
        CONT-N!St
    ```
        CONT-N!St
```






```
                                    MULTIPLY FERTILITY BY INTEGRATING FACTOR
```

```
                                    MULTIPLY FERTILITY BY INTEGRATING FACTOR
```




```
            33 COMT FNHF
```

            33 COMT FNHF
        SUッ{=`.n
        SUッ{=`.n
        「) 4 > I= 1. I'
        「) 4 > I= 1. I'
            SINOM=SU'A+FL(I)
    ```
            SINOM=SU'A+FL(I)
```

79
80
81
F(J)=F:\#FFI(I)
42. (い)NTINUF
r

```

```

        IF (ORTPE゙.GT.HR.OR.IFOKM.NK.1) GOTO 63
        NPTT=(6,l\3) suM
    113 FOWM,T(",*'INTEGKAL OF NORMALIZED FERTILITY IS *,F9.6)
    114 FORN:T(. *.'FRACTION OF INIMIAL FERTILITY IS
        2.FO.-1
        W\T\:(b.|1ム)
    115 FORMAT(*M'VALUEJ OF FFRTILITY CURVE FOR AGES 21 TO 30 ARE')
    ```

```

    10* FORM."T(ヶFl`.nノ)
    63 COMT INOF
    ```


```

C

```

```

        TT汭:TT\T+KN*方
        IF (.,H゙.FT.T1`T) (;OTO 45
        S|バ=1。
        S11m1--5.
        \capO + + I= 1.I! I
        . I= [', - I
        G|N=心!1!+%(J+1) %F(J+1)
        ~}(.J+1)=r(J)*(1-2(J)
        S!101=ら\Mm]+山(J+1)
        x(.J+1)='(J+1)
        44 r0!r 「VJJF
        SUM=-N|A+L(1)*F(1)
        p(1).911
        x(1)-0(i)
        SUN4 -S!Nv1+D(1)
        TI:1T--1:-4
        45 C「NT!NMた
    ```

```

        IF (NKTPFR.GI.OR.OR.IFOKM.NE.I) GOTO 64
        intelT`(与411K) SUN1
    11G FOFMNT(1:1',TOTAL PUOULATION IS ',FI0.0)
        D户二+!&-つ
        WLIT*(6.1]7)
    ```


```

    64 COMT,NIJF
    ```


```

C INCREMENI FERTILITY KY ONE YEAR

```

```

128
129
130
131
132
133
134
135
136
137

```
        */HT-(A.ll4) FA
                    [NCREMENT POPULATION BY ONE YEAR
    DO s.t I=1.1r
        IF(1r-20.GT.FI(J)) Fl(I)=0.0
        UF(T)=:(I)*F1(I)
        COGI NNUE
        110=2 *(14(1)-05(2)
        |T=2,*155(IC)-US(IC-1)
        FI(I~)=Fi(IC)-.与**A*((PAl*(UT-US(TC-1)))-P2*(DTS*UT+D5(IC)*US
        2(I(--1)-(1)Tデ+155(IC))*(JS(IC)))
            Fl(1)=F1(1)-. ゙%*PA*((NA1*(1)S(2)-UQ))-P2*(DS(2)*US(2)+DQ5*UQ-(D5
        己(?)+05)*(|゙(1)))
            (0) 3: I= C.l!. '1
                FI(I)=Fl(I)-.b*OA*((DA1*(US(I+1)-US(I-I)))-P2*(D5(I+1)*US
 GOlVE OUE \(\boldsymbol{\text { GUOK OELAY PARAMETERS AND INCREMENT TIME }}\)

1） 3 －\(T=\) の日ッド \(I V(I)=1 \cdot y(1)\) CO．sT Trut
C．NL 4 गUN（IV，OLY，TOKK，NIFE，NN）
\(P L=\sim 1+K K\)
IF（み THFR．GT．HL）GOTO il

IF（TFO．．N • 1）G0｜0 65
\(I P G=1 P G+1\)
TF（TP®．…と．－（GOTO 79
［PG＝
4irl「．（h•121）
Fou－7（11）
COMT TMUF

11＾FOMANT！＇，WOPULATION FOR AGES 1 TO 20 IS！

＂NIT＂（h，llu）IK

小析：（ん・1やい）

COM！：NHF
 んFIJい
FM，


```

THIG GUmتOURINE GIVES A SIMULTANEOUS SIMULATION OF VALUES
$7=(Y,(T), A(T), A(T), I H(r), H(T)) A T \quad T+H$ FROM INITIAL VALUES IV
OF T IF GANF VARIABLES AI T. FOR EACH OIFFERENT SIMULATION THE
GU\&ROUTTAF HOE UUST HE RFWRITTEN TU EVALUATE THE DERIVATIVES
D(I) AS A FUNCTION OF ITME T AND SOLUTION VALUES Y(I)

```

```

    QFAL IV(NDE) •/(NDE), T, TC, KK, Kl
    KI=KK/FLI』T(NN)
    \(T 2=T\)
    \(T=T+k^{\prime} k\)
    CONT MAJ
    ```

```

    \(T r=1 \cdot 2+K 1\)
    门行? \(\quad 1=1\), 나.
        l \(1 /(I)=/(I)\)
    ```

```

            IF (T.GT.T?+n 1/2) (ロOTO \(\quad\) (R
            RF TU.か:
    Fin!
    ```



```

    OO 1) I=1•••!
        71(I)=1v(I)+kK*! (1)
        (0)い1 1vur
    \(\mathrm{T} T=\mathrm{T}+\mathrm{K} \mathrm{K}\)
    ```

183

CALL 4 DE (TT, ZI,NDE, DI)
no \(1, T=1 \cdot n, 1\) E
                7(I) =Iv(I)+.5*KK*(1)(T)+DI(I))

12 cont INuF
QFTUESN
F., 1

SUBR OUTIME RJE (T,Y,NDE, U)
QEAL Y(NDF), U(NDE),KK
\(n(1)-Y(Z)\)
\(n(2)-Y(3)\)
\(T l=0\).
IF (T.GT.15.) GOTO 78
\(T T l=: \operatorname{RS}(T-5\).
TT2=-PS(T-10.)
T1=(-SIV(FXH(-TT1)-EXP(-TT2)))/15.
78 CONT-NIJE
\(\cap(3)-15 * * 1-Y(2)-2 * *(3)\)
\(n(4)-T 1\)
n(5) -0 .
RET TjFR:
F:l)
SENTRY
```

POPULATION FOR AGFS 1 TO ¿O IS
350170. 342263. 340289. 338880. 337734.
336725. 335795. 334919. 334n91. 333320.
332613. 331958. 331324. 330688. 330033.
329350. 328442. 327922. 327184. 326431.
AT BEGINNING OF YEA O, AND
AT TIME n.75
DELAY IV PEAK UF FF.'TILITY CURVE IS -0.000373
INTEGRAL OF NORMALILEN FERTILITY IS 1.089507
FRACTION OF INITIAL FFFRTILITY IS 1.000501
VALUES OF FERTILITY CIJRVE FOR AGES 2l TO 30 ARE
0.056025 0.063445 0.059726 0.074224 0.076578
0.076574 0.074216 0.069721 0.063482 0.056023

```
total population is 22000110.
\begin{tabular}{ccccc} 
POPULATION FOR AGFS & 1 TO 20. IS & I \\
350215. & 342263. & 340299. & 338880. & 337734. \\
336724. & 335745. & 334919. & 334091. & 333320. \\
332613. & 331959. & 331324. & 330688. & 330033. \\
329350. & 329642. & 327922. & 327184. & 326431.
\end{tabular}

AT REGIVNING OF YEA. ],AVD
aT TIME 1.75
delay in peak of fe tility curve is -0.00476z
INTEGRAL OF NORMALIZEN FEFTILITY IS 1.089505
FRACTION OF INITIAL FERTILITY IS 1.002134
VALUES JF FFRTILITY CURVF FUR AGES 21 TO 30 ARE \(0.056127 \quad 0.0636090 .069877 \quad 0.0744010 .076738\)
0.0766750 .0742850 .0647950 .0635630 .056101

TOTAL POPULATION IS 22000510 .
\begin{tabular}{|c|c|c|c|c|}
\hline POPULATION & FOR \(\triangle\) GES & 11020 & IS & \\
\hline 35056?. & 342307. & 340284. & 338880. & 337734. \\
\hline 336725. & 335795. & 334919. & 334092. & 333320. \\
\hline 332613. & 331958. & 331324. & 330688. & 330033. \\
\hline 329350. & 328642. & 127922. & 327184. & 326431 \\
\hline
\end{tabular}

AT BEGINNING OF YFAL \(\quad\) AVD
AT TIME 2.75
delar iv peak of fertility curkve is -i. 020237 INTEGRAL OF NORMALIZEn FEKTILITY IS 1.089506 FRACTION OF INITIAL FFRTILITY IS 1.006584

VALUES OF FERTILITY CIJRVF FOR AGES 21 TO 30 ARE
\(0.056417 \quad 0.0679670 .0703280 .0749400 .077210\)
\(\begin{array}{lllll}0.076924 & 0.074418 & 0.069958 & 0.063754 & 0.056301\end{array}\)

TOTAL POPULATIUN IS 2ZOO1M40.

POPULATION FOR AGES 1 TO 20 IS 351507. 342646. 340332. 338880. 337734. 336724. 335795. 334914. 334iソ1. 333320. 332613. 331958. 331324. 339687. 330033. 329350. 328642. 327922. 327184. 326432.

AT BEGIVNING OF YEA: \(\because, A N D\)
AT TIME 3.75
delay in peak of fertility curve is -0.064413
INTEGRAL OF NORMALIZEN FERTILITY IS 1.089506 FRACTION OF INITIAL FFRTILITY IS 1.018705

VALUES JF FERTILITY CURVF FUR AGES 21 TO 30 ARE \(0.0572150 .064960 \quad 0.071590 \quad 0.0764570 .078518\)
\(0.077577 \quad 0.074741 \quad 0.070 .374 \quad 0.064276 \quad 0.056834\)

TOTAL POPULATION I'S z200らitio.
\begin{tabular}{|c|c|c|c|c|}
\hline POPULATION & FOR \(\triangle\) GFS & 1 T0＜＜ & 15 & \\
\hline 354085. & 343570 ． & 34！6ty． & 338923. & 337734. \\
\hline 336724. & 335795. & 334417. & 334091. & 333320 。 \\
\hline 332613. & \(33195 \%\) ． & 331364. & 330688. & 330033. \\
\hline 329350. & 328542. & \(3279 \%\) ． & 327184. & 326432 \\
\hline
\end{tabular}
AT BEGINNING UF YEA： ..... \(4, A N E\)
\(\triangle T\) TIME 4.75
DELAY IN PEAK OF FE：TILITY CURVE IS－ 11.184397
INTEGRAL OF NONMALILF＇＋ERTILITY IS 1．089502FRACTION OF IGITIAL FERTILITY IS 1.050882
VALUES OF FERTILITY CIHVF FUR AGES 21 TO 30 ARE \(0.059358 \quad 0.0076490 .075042 \quad 0.080616 \quad 0.082016\)

\[
0.079207 \quad 0.075498 \quad 0.07141 \% \quad 0.065613 \quad 0.058225
\]
total population lis cienleclo．

```

POPULATION FOK AGF` l TU 2: IS
361071. 346090. 141548. 334259. 337778.
336725. 335745. 33491才. 334041. 333320.
332613. 33195%. 331324. 33068%. 330033.
329349. 324442. 327922. 327184. 326432.

```
AT BEGIVNING OF YFA \(\because\) AD
AT TIME 5.75
delay iv peak of fF. Tility curve is -i.g480408
    INTEGRAL OF NORMaLIZEリ FEKTILITY IS 1.089503
        FRACTIUN OF IッITIAL FFRTILITY IS 1.098618
\begin{tabular}{cccccc} 
VALUES OF FEKTILITY CIRVF FUR & AGES 21 & TO 30 ARE \\
0.062964 & 0.072479 & 0.0 .21701 & 0.089994 & \(0.08809 M\) \\
0.080292 & 0.074753 & 0.071088 & 0.066824 & 0.059826
\end{tabular}
TOTAL POPULATIUN IG ipn43F41).
\begin{tabular}{|c|c|c|c|c|}
\hline POPULATION & FOR AGES & T0 20 & & \\
\hline 377589. & 352918． & 3446 ¢3． & 340174. & 338112. \\
\hline 336768. & 335795. & 334919. & 334091. & 333320 。 \\
\hline 332613. & 33195\％． & 331324. & 330688. & 330033. \\
\hline 329350 。 & 328541. & 327922. & 3c7184． & 326432 。 \\
\hline
\end{tabular}

AT BEGIVNING UF YEA：
m，AND
AT TIME 6.75
delay in peak of fertility curve is－0．909306
INTEGRAL OF NORMALTZE FEKTILITY IS 1.089499 FRACTION OF IUITIAL FERTILITY IS 1.118620

VALUES OF FERTILITY C！JRVE FOK AGES 21 TO 30 ARE

\(0.076925 \quad 0.069761 \quad 0.068678 \quad 0.065408 \quad 0.059325\)

TOTAL POPULATION IS 220ロ20ヲ0．

POPULATION FOR AGFS 1 TO 20 IS 389333．369063．350441．342608．339024． 337101．335838．33441ч．3340ヶ1．333320． 332613．331958．331324．330648．330033． 32935n．328542．327922．327184．326432．

AT BEGIVNING UF YF．A．7，AVID
AT TIME 7.75
delay iv peak of feutility curve is－1．277342
INTEGRAL OF NORMILIZFO FERTILITY IS 1.089500
FRACTION OF IMITIAL FERTILITY IS 1.121859
VALUES JF FERTILITY CIRVF FIN AGFS ¿ll TO 30 ARE 0.0672410 .07990 0．0．04449 0.1054410 .093917 \(0.072075 \quad 0.064586 \quad 0.0553410 .063390 \quad 0.058125\)

TOTAL POPULATIUN IS 2？1234in．
```

POPULATION FOR AGFG l TO \& IS
393105. 34054%. 3\&\&G54. 349429. 341510.
338010. 330170. 33440?. 334041. 333320.
332613. 331954. 331.3>4. 330648. 330033.
329350. 32864?. 3c7422. 327184. 326431.
AT BEGIVNING OF YEA. \&AN!)
AT TIME 8.75
DELAY IN PEAK OF FFOTILITY CIHVE IS -1.490449
INTEGRAL OF NORMIL.IZFN FERTILITY IS 1.099500
FR\triangleCTIOM OF INITIA! FERTILITY IS 1.111391
VALUES JF FFLTILITY CIRVF:FUR AGE' 21 TO 30 ARE
0.067541 0.081096 0.097754 0.108647 0.093259
0.067985 0.06п\&62 0.062747 0.061503 0.056761

```


POPULATION FOR AGFG 1 TO そ＂IS 392049． \(344229 . \quad 37 \times 34\) ． \(365415 . \quad 348248\). 340489．337077．335243．334134．333320． 332613．33195\％．331324．330587．330033． 329350．328F42．327422．327144．326431•

AT BEGIVNING UF yEA． 4 ，AND
AT TIVE 0.75

DELAY IV PEAK OF FF．，TILITY OUKVE 15－1．532525
INTEGRAL OF NORM，LIムE゙ FERTILITY IG 1.089499 FRACTION OF IMITINIFFUTILITYIS 1．078118

VALUES OF FFHTILITY CURVF FUR AGES 21 TO 30 ARE \(0.0657530 .0791600 .095780 \quad 0.104410 \quad 0.090455\)
\(0.065073 \quad 0.058294 \quad 0.040436 \quad 0.05934 \% \quad 0.054862\)

TOTAL POPULATION Jく 2？19790い．

\begin{tabular}{|c|c|c|c|c|}
\hline POPULATTOM & FUK \GEら & T0 c & & \\
\hline 385079. & 383196. & \(34>112\). & ． 316780 & 364179. \\
\hline 347206. & 339549. & 3.36147 ． & 33446b． & 333362. \\
\hline 332613. & 33195 n. & 331324. & 330608. & 330033. \\
\hline 329350. & 328642. & 327422 。 & 327184. & 326431. \\
\hline
\end{tabular}
AT BEGIVNING OF YFA \(\quad \because, A N D\)

CORE USAGF IH IFCT COHE＝ 4856 GYTES，ARRAY AREA \(=\) ッUn＝3F（HF ERRUKS＝O，NUMBEK OF WARNINGS＝

0 ，NUMBE 14.47 SEC，QUEEN＇S WATFOR VERSIO

The above output simulates population and fertility over ten years with "Baby boom" dynamics - wide peak of intermediate height. See Figures 3 and 4 in Section V.

\section*{Program Ib}

This is a copy of the program which was used to plot the profile in Figure 6.
- \$JOQ STF55952, VFR FR
    // EXEC SYMVIU,TTMF=
    //COMP.SYSTN DO:
    SURROUTINF DATA(X,In,IC,IF)
    REAL \(\mathrm{O}(100), F(100), \mathrm{Cl}(100), \mathrm{x}(100), \mathrm{K}(100), \mathrm{US}(100), 05(100), F 1(100)\)

    REAL PLTPFK, P:DTPF~•T:


    C SFT IFORM=O IE YOU NANT PLJT, \(=1\) IF YUU WANT PRINT
    IF (IR.GT.l) r(: F) 2
    C

IFORM＝1
IFORM \(=0\)
\(P L=1 E-5\)
\(P R=P L\)
TINT＝15－4
ICMI＝IC－1
IF（IR．GT．l）re T．）z：

C HH IS AGE STF：－KK IS TIME STER
READ（5．101）Нム・K
FORMAT（2F10． 51
PLTPFR IS PLOT INTEKVAL－PKTPFK IS PRINT INTERVAL
READ（5－101）D TUER．DRTPER
NDE IS THF NU HER OF FIRST URINER ODE＇S AFTER TRANSFORMATION
IF NDE \(>10\) C AANITE RFAL UTMENSION IN DATA AND SSTEP
NV IS THE NUM 冫F 2 OF INTEGRNIION STFPS IN KK FOK SOLVING THE OUES REAO（5，1 O2）UNF，NN
103 FJRMAT（2I4）
C PUT INITIAL VAl！eg OF DUES UNE TU A GARD

REAO（h．l 7）Miv（：）
FORMAT（FIO．H）
COMTIN！に
 \(P R=P R+K K\)
\(T=0.0\)


S Jm＝0．0
\(0099 \mathrm{I}=\mathrm{J} . \mathrm{Ir}\)
\(S U M=S U^{M+\therefore(1)}\)
continuf
DO \(9 R \quad I=1, I C\)
\(P(I)=P(I) * 22000400.1\) SUn．
\(X(I)=P(I)\)
CONTINIJF

IF（IFOKn．NF•II GOTO nl
I \(\mathrm{P}_{\mathrm{F}}^{\mathrm{F}}=0\)
W2ITF（n，lng）
109 FORMAT（＇1＇．＇DOPULATIUN FUR AGFS 1 TO 20 IS＇）
WRITF（ \(\mathrm{G}, \mathrm{lOZ)}(\mathrm{O}(\mathrm{I}), 1=1, ? \mathrm{U})\)
102．FORMAT（5F ln．！．）


        \(00701=1 \cdot \mathrm{IC}\)
            \(11=F 1.04 T 11)\)
                        1)(I)=(1-"ソD(-I1*11/600.))/(1+((11-25.5)**2)/4.)
                        COMTTNUE

YOUNG＝0
 SUN：二人1（1）＊ー（1）
DO \(14 T=2 \cdot I C\)

\(S\left(1 M=S 1^{N}+-1(1) * 2(1)\right.\)
n5（T）\(=.5 \because(\mathrm{i})(\mathrm{T})+\mathrm{i} \cdot(\mathrm{I}-\mathrm{l}))\)

\(025=.5 *(3 . * n()-\because(2))\)
DT5 \(=.53(3.31)(\mathrm{r} C)-1)(1 \mathrm{~B}-1))\)
SJM＝P（1）／SUM
D） \(15 \mathrm{I}=1 \cdot \mathrm{I} \mathrm{C}\)
Fl（I）＝F1（I）＊（1）
15 （ZONTTNUF
\(\mathrm{PA}=K \mathrm{~K} / \mathrm{HH}\)
\(P A l=0.0\)
\(p P_{2}=0.0\)
FA＝1
GO TO 33
CONT INUF：
\(P R=P R+K K\)

UH円ATE CUEFFICIENTS OF FERTILITY EQUATION

PAl \(=\) OLY（2）
\(P 2=\Pi L Y(2) * O L Y(2) * * A\)
\(F A=E X P(-D L Y(+))\)
 IF（PRTPFR．GT，FK．OR．IF JR ज．NE．I）GUTO 62
WRITE（5．1n6）T
106 FクRMAT（• AT T MF•FH． C ）
WRITE（6，112）\＆Y（1）
112 FORMAT（OO，MEI．AY TA HEAK OF FERIILITY CURVE IS 1，F9．6）
G？CONTIVIJF



MULTIPLY FFFTILITY BY INTEGRATING FACTOR

33 CONTINUE
S． \(\operatorname{JM}=0.0\)
OO \(42 \quad I=1 . I C\)
\(S U M=S U N+\cdots 1(1)\)
\(F(I)=F A * F 1(I)\)
CONTTNUF
 IF（PRTPFR．GT．PQ．i）．IFOKW．NE•1）GOTO 63
WRTTE（6．1．13）\(\because\) Uni
113 FORMAT（1，TNTFGMAL OF NORMALITEUFERTILITY IS＊FQ．6）
W2TTF（6．114）＝A
114 FORMAT（＇ 1. FZACTION OF INITIAL FEKTILITY IS

115 FJRMAT（＇U＇，IVLUEC IF FEDTILITY CURVE FOR AGES 21 TO 30 ARE＇）

108 FORMAT（mF\｛O．n）
6． 3 CONTINUF．
\(C\)
\(C\)



FORMAT('l')
CONTINUE
WRTTE (A.1 LM)

\(W R[T C(1.10)(2(1), I=1 \cdot 21)\)

WRITE（f．l． FO ）

65 CONTINUE
C PРPPPPPPPPPDPQPP RETIIRN
EVD
SURROUT INF कH2N（IV，7，T，KK，NINE，NN）

THIS SUHROUTIUF GIVF \(\therefore\) A SIMULTANEUUS SIMULATION OF VALUES
\(Z=(T A(T), \Delta(T), A 1(T), I H(T), H(T)) \Delta T \quad T+H\) FROM INITIAL VALUES IV
OF THE SAME VAPTARLEG AT T．FOR EACH DIFFERENT SIMULATION THE
SUBROUTINF WAE MUST RE KENKTTTEN TU EVALUATE THE DERIVATIVES
D（I）AS A FUMTION OF TIME T aNO SOLUTION VALUES Y（I）

REAL IV（NDF）・ヲ（NIE）•1，TC，KK，K1
\(K 1=K K / F L O \wedge T(N A\),
\(T 2=T\)
\(T=T+K K\)
CONT INUE
CALL \(\left.\$ 5 T E P\left(I V, 7, T 2, k 1, N_{1}\right) E\right)\)
\(\mathrm{T} 2=\mathrm{T} 2+K 1\)
DO \(29 \mathrm{I}=\mathrm{I} \cdot \mathrm{NDF}\)
\(\operatorname{IV}(I)=Z(T)\)
CONT TNUF
IF（T．GT．T2＋K；／2）GOlU 28
RETURN
EVO
SURROUTINF＋\(¢\) TEP（IV，\(, \mathrm{T}, \mathrm{KK}, \mathrm{NDE})\)
REAL IV（NDF）， \(7(\) NUE \(), 1(10), 0(10) \cdot 01(10), K K\)
CALL \(4 D E(T, I V, N D E, D)\)
DO \(11 \mathrm{I}=1 \cdot \mathrm{AD} \mathrm{D}\) E
7．1（T）＝IV（I）＋KK＊i）（T）
11
CONTTNUE
\(T T=T+K K\)
CALL WDE（TT，71，NDE゙，OI）
\(0012 \mathrm{I}=1 . \mathrm{MF}\) ．

12
CONTINUF
RETURN
EVO
SURROUTINF कT）\(=(T, Y, H I F F, D)\)
REAL Y（NDE），O（NDE），KK
\(D(1)=Y(2)\)
1）\((2)=Y(3)\)
\(\mathrm{T} 1=0\) 。
IF（T．GT．15．）GOT？ 74
\(T T_{1}=A B S(T-5\).
\(T T 2=A B S(T-1) .1\)
\(T 1=(-S I N(F X P(-T T 1)-F X F(-T T 2))) / 15\).
CONTINUE
\(D(3)=15 . * T 1-Y(2)-\) ？\(* * Y(3)\)
\(D(4)=T l\)
\(D(5)=0\) 。
RETURN
EVO
／／GO．SYSIN DU＊
EVOLUTION OF POPULATION OVFR 50 YEAKS：WITH FERTILITY PROGRESSION \(\begin{array}{llllllll}50 & 100 & 2 & 0 & 1 & 3\end{array}\)
\(30.0330 .0 \quad 4.0 \quad 20.0\)
\(1.0 \quad .25\)
\(1.0 \quad 1.0\)
\(5 \quad 1\)
0.0
0.0

    1
    \(1 /\)
*\#\#\#\#\#\#\# JOB OELETE 9 Y HASP OR CANCELLED BY OPERATOR BEFORE EXECUTION

HASP-II JUR STATISTICS -- \(25 \operatorname{CARDS}\) READ -- 0 LINES PRINTED --

Estimation of \(\mu(x, s, t):\) this program uses values of the population density to estimate \(\mu(x, s, t)\) through differentiation of two cubic spline approximations and integration of a subsequent spline approximation.

As a test problem, a separable economic mobility was chosen
\[
\begin{gathered}
\mu(x, s, t)=\alpha(x) \beta(s), \\
\alpha(x)=\frac{(x+20)(80-x)}{10000}, \beta(s)=\frac{s+10}{200} .
\end{gathered}
\]

With an initial population density
\[
p(x, s, o)=p_{0}(x, s) \equiv e^{-\frac{x}{200}} \frac{\left(2 s^{3}-405 s^{2}+21000 s\right)}{540}
\]
the population density without deaths
\[
\begin{aligned}
& \bar{p}(x, s, t)=\left[e ^ { \frac { w } { 2 0 0 0 0 0 0 } } p _ { 0 } \left(x-t,(s+10) e^{\left.\left.\frac{w}{2000000}-10\right)\right],}\right.\right. \\
& w=-\frac{t^{3}}{3}+t^{2}(30-x)+t(x-80)(x+20), \\
& \text { evolves, and with a death-rate of }
\end{aligned}
\]
\[
r(x, s, t)=(1 \ldots .01 t)(.0003 x 4.0006)
\]
the density with deaths is
\[
\begin{gathered}
p(x, s, t)=\bar{p}(x, s, t) e^{-R}, \\
R=\left(t-\frac{.01 t^{2}}{2}\right)(.0003 x+.0006)-.0003\left(\frac{t^{2}}{2}-\frac{.01 t^{3}}{6}\right) .
\end{gathered}
\]

C THIS PROGRAM IS USED TO ESTIMATE THE ECONOMIC MORILIITY
\(C\) PARAMETER MU. AGE-TIME- AND INCOME-SPECIFIC VALUES OF THE
C POPUI \(\triangle T I O\) : \(A R E\) REQUIRED.
\(A C C T-N U M, 1\) VERNER＇，\(T\) IME \(=60, P A G E S=20\)

THIS PROGRAM IS USED TO ESTIMATE THE ECONOMIC MOBILIITY PARAMETER MU．AGE－TIME－AND INCOME－SPECIFIC VALUES OF THE POPUI ATION：ARE REQUIRED． FOR ，TEST RUN WE ASSUME THAT 4D＇7\＃S，T）＝ALPHA（X）＊BETA（S）． FOR THI＇DAHTICULAK EXAMPLE THE EIGENVECTOR TECHNIOUE USED TO E\＆TTWATE \(A(T)\) aND \(D(X)\) IN THE FERTILITY EQUATION COULD HAVE BFE゙：リSED．

REAL P（T，11，11），MU（7，11，11），ALPHA（7），BETA（11），X，S，T
REAL H（11），A（3，11），COF \((4,11)\)
PEAL K（2，11），D（ll），TOT，W，Wl，Y
INTEGER DX，OS，DT，XE，SM，TM，XX，SS，TT
\(X E=7\)
\(S M=11\)
\(T M=11\)
\(n x=10\)
\(n s=1 n\)
\(n T=2\) 。
\(F=2.71828182846\)
            WRIT-(G,InG)
    106 FORMT (101)
        กC 1 ? \(X X=1\), XE
        \(x x=0 x+(I x-1)\)
        ALPHA (IX) \(=(X X+20) *.(80 \bullet-X X) / 10 \bullet * * 4\).
    C
    Ć PRINTPRINTPKINTPRINTPKINTPRINTPKINTPRINTPRINTPRINTPRINTPRINTPRIN
    100 FORMAT(' ALPHA(1,I3,') IS 1,F10.5)
    10 CONT rivis
        WPTT: (m, 1n6)
        C.
        ri
        \(\stackrel{C}{C}\)
        \(\stackrel{c}{C}\)
        c
    c
    \(r\)

        DEFIVE FUNCTION BETA

        no il is=1, 5 M
        SS=i)c*(15-1)
        RFTA 15\()=(S S+10 \cdot) / 200\).
    \(C\)
    C PRINTPRINTORINTPRINTPRINTPRINTPKINTPRINTPRINTPRINTPRINTPRINTPRIN
        MRITE(F,101) SS,BETA(IS)
    101 FORAMT(1 BETA(1, 13.') IS •,F10.5)
    11 CONTINUE
        C
        C
        C
c FIND ANALVTIC SOLUTION TO THE PDE
```

DP/Dx + DP/DT = D/DS(MU*P) - R*P

```

חO \(1 \supset \quad 1 \quad \Gamma=1, T M\)
\(T=!T *(L . T-1)\)
no \(1>L x=1, \lambda E\)
\(x=1 x \cdots(1, x-1)\)
\(W=(.0003 * x+.0000) *\left(T-.005^{*} T+T\right)-.0003^{*}(T+T / 2-(.005 * T * * 3) / 3)\)
\(W]=E * *(-W)\)
\(1 * 2=\Gamma *((x+20) *.(x-80)+.T *(30 .-X)+T / 3)) *.(-1\).
ก○ \(1 \geqslant 1 . S=1, S M\)
SS=1) S* (L.S-1)
\(S=5 S+10\).
\(W=5 *: 3 *(42 / \subset 000000)-\).10 .
\(Y=W i r(21000 .+w *((-405)+.2.3 W))\)
\(N=(W+10) / 5\)
D (LX,LS,LT) \(=(6+4 / 540) * F * *.((T-X) / 200) * W\).
CONTTMUE

SPLINE \(\mu(x, S, T)\) AGAINST \(\dot{x}\) AND OIFFERENTIATE THE SPLINE MU \((x, S, T)\) IS DP/DX

\(r\)
\(C\)
กก 2 ค \([x=1, x E\)
\(x=0 x:(I X-1)\)
\(K(1, T X)=X\)
20 CONT TNIJE
CALL SETUO (XE,A,H,K)
กO 21 TS=1.SM
กO 21 TT=1.1M
ทก \(22 \quad I X=1\), XE
\(K(2, T X)=P(I X, I S, I T)\)
22 CONTTNUF
CALL SOLVE ( \(4, K, H, X E, D, C O F)\)
ก) 21 IX=1, \(\boldsymbol{\lambda E}_{\mathrm{E}}\)
\(x=\cap x:(\Gamma x-1)\)
\(M U(I x, I S, I T)=\operatorname{COF}(3, I X)+X *(2 \cdot * \operatorname{COF}(2, I X)+X * 3 . * \operatorname{COF}(1, I X))\)
21 CONTTNUE
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
 SPLINE \(f(X, S, T)\) AGAINST \(T\) AND DIFFERENTIATE THE SPLINE MU( \(X, S, T\) ) IS DP/DX+DP/DT+R(X,S,T)*P(X,S,T)

no 3, \(\mathrm{JT}=1, \mathrm{TM}\)
\(T=D T:(T-1)\)
\(K(1, T)=T\)
COMTY NUR.
CALL GETUO (TA,A,H,K)
กn \(37 T X=1, X E\)
\(X=n x:(I X-1)\)
nO \(37 \quad 1 S=1.5 M\)
ก0 3~ IT=1, 1 M
\(K(? \cdot T T)=P(I X, I S, I T)\)
32 CONT rNUL
CALL SOLVE (A,K,H,TM, D, CUF)
DO \(31 \mathrm{TT}=1,1 \mathrm{M}\)
\(T=D T *(I T-1)\)
MU(TX,IS, TT) \(\operatorname{MMU}(I X, I G, I T)+\operatorname{COF}(3, I T)+T *(2 . * \operatorname{COF}(2, I T)+\)


Gi \(\quad 4 .(K x, K 5, K T)=A L O H A(K X) * H E T A(K S)\)
5？ridil，w小


\(\stackrel{C}{C}\)

112
113
114
31 ront: \&j上
\[
\begin{aligned}
& \text { I TFGWATE JHE GHLINE FROM } S \text { TU IHE MAXIMUM VALIJE OF S. }
\end{aligned}
\] ！（x，i，l） 15 ENU CONDITIUN PLUS THIS INTEGKAL


Mr it \(\quad\) r \(4=1\) ，b．．．
\(S=1.3 \because(T)-1)\)
\(\kappa(1, \div C)=c\)
40 CONTM，
CAtL Cri
ก！+1 T人 \(=1 \times \times{ }^{\circ}\)
ก（） 4 ！ \(1=1,1!\)
704．3 门＝1•0ッ！
\(K(\nu, \Gamma \subset)=M \|(I X, I S, I T)\)
4 ？CONTINJ
CALL COLyF（A，K，H，SM，D，CUF）

\(ら \geq=15 * く:\)


¢1＝5！－．
\(5>=53-\therefore 5\)
\(T=5+1-i 5\)


\＆\(\quad+\operatorname{rif}(2 \cdot 1) / 3.) * S 1+\operatorname{COF}(3, I) / 2.) * S I+\operatorname{COF}(4, I)) * S 1\)
41 COWTVMリー
\(\stackrel{C}{C}\)


114 Fのが ！「T（リ）
） 4 （1 bo GU＇）
r． CR IGTPRINTPRINTPRIVTHRINTPKINTHKINTPRINTPRINTPRINTPRINTPRINTPRIN
\(c\)



1）
\(T T=1) T *(k T-1)\)



\＆o（ \(k \times, \ldots \because+k T)\)
初化）い？


```

MrAL A(s,Y),H(N),M(2,N)
N:1=:-1
H(%)-k(1, り)-k(1,1)
mi) l I=%.M. 1
-(1+1)=n.(1, [+1)-K(I,I)
N(1,I)=H(I+I)/(H(I+I)+H(I))
a(r.!)=2.f
4(f,I)=1-a(l, I)
(a) \&TY!\&
A(1,1)=-3.
$2.! )-c.
        A(3+1)='.
        A(1. )=:.
        N(%, )=r.
        A(3.)}=-2
        ,0 ! | |=e.
        A(3,I)=A(3,l)/A(c,l-1)
        A(<-vT)=A(2,I)-A(3,1)*A(1,I-1)
        r!m!ryyt
```

        F', i
    C
        \(r$

C
r
c
$\stackrel{r}{2}$
C
C
$r$







r

```n(弓)}=(<(\imath,己)-K(2,1))/\dashv(弓 N0.1=\ー1 r.) 1 2 1=C,NM,     l!(1+1)=(k(2.I+1)-k(2,I))/H(I+1)     |(I)=か*(:)(I+I)-\(I))/(H(I+l)+H(I))     「0M1「ソリF```

```        ,(1)-.-2.*(-K(2.v)+K(?,N-3)+3.*(K(2,N-1)-K(2,N-2)))/(H(N-1)**2)```
（川）1＊ 1 ニッ＊ $r \cdot(T)=1)(1)-A(3,1) * 1(I-1)$ Cusil＇u


1＝＋ $\mathrm{i}-$ ！
$\therefore(J)=(\because(J)-A(1, J) *(J+1)) / A(2, J)$
14
（i）isilut
CALL D＇MLL（＂，・リ，K，H，COF）
RHTUN
$F^{\prime} \cdot{ }^{\prime}$
c

$r$
$r$





$r$

$$
\begin{aligned}
& \text { a } 1=-1 \\
& \text { (0) i i } 1=1 \text {, ! } 1
\end{aligned}
$$

$$
\begin{aligned}
& \lambda+2 . *:(2,1+1)-c \cdot * k(2,1) \\
& \operatorname{rur}(z \cdot I)=(D 1 /(2 . \pi H(1+1)))+H(I+1) *(M(I)-M(I+1)) / 6 .
\end{aligned}
$$

$$
\begin{aligned}
& \text { 之 } \because(m(1+i) * * \geqslant)
\end{aligned}
$$

> 11 risir:mur
> $\therefore i \quad J=1$,

> WFT11:
> $\therefore 1$
\＄ENTRY


| $\Delta L$ PHA | (1) | I | (1.1.000) |
| :---: | :---: | :---: | :---: |
| $\Delta L$ गHA ( | 11) | $1-$ | 0.21000 |
| $\Delta L$ DHA ( | 2n) | 15 | 1. $2+00$ ) |
| $\Delta L$ PHA ( | 301) | 14 | 1). |
| ALOHA ( | 411) | I | $\therefore 0^{2}+1000$ |
| $\Delta L D_{H}$ ( ${ }^{\text {a }}$ | ら1) | I | 3. -1100 |
| $\Delta L$ دHA | an) | I | 11.1-000 |


| BFTAI | n) | TS | $\therefore .00 .100$ |
| :---: | :---: | :---: | :---: |
| BETAI | 10) | T | 1.10 .100 |
| BETA1 | 20) | 14 | i . l $\sin 0$ |
| RETA | 30) | 15 | 1. 29.00 |
| BETA1 | 40) | T | 1. - ${ }^{\text {a }}$ (11) |
| BETAI | 50) | T | \% 21.100 |
| RETAI | 60) | 15 | 3.3う'00) |
| BETA ( | 70) | 15 | $\therefore .40: 00$ |
| EETA( | R0) | T | $\therefore .45: 00$ |
| BETA1 | Q(1) | 1 | (i) $\therefore 11000$ |
| BETA | 00) | T | 1.5-300 |


| 5 | 1 | $x=$ | 10 | 20 | 30 | 40 | 50 | 60 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0.05 | ¢． 00 | 10．00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 0 | $?$ | 4113.75 | 3 3ヶ\％0ら | 75.85 | 115.51 | 170.63 | 160.18 | 803.37 |
| 0 | 4 | －41．Ani | $1 \% .10$ | －20．45 | 27.85 | －27．13 | －15．8？ | 83.30 |
| 0 | 5 | －303．90 | $-7.42$ | 2.34 | 18.17 | 13.93 | 33.79 | 99.21 |
| 0 | $1{ }^{2}$ | －13．3．41 | －1．23 | 1b．ce | －3．05 | 6.51 | －2．07 | 100.96 |
| 0 | 10 | $-131.42$ | $\bigcirc 0.24$ | 11.08 | －3．84 | －11．19 | －1．89 | 107．53 |
| 0 | 12 | －125．4．4 | 05.70 | －4．47 | 0.09 | 17.15 | －8．16 | 95．？ 2 |
| 0 | 14 | －84．4i | 14.428 | －1．00 | b．84 | 8.73 | －15．13 | 105.93 |
| 0 | 16 | －95．43 | 19.09 | 6.82 | 7.75 | 10.38 | －11．17 | 103.78 |
| 0 | 18 | －237．34 | 27．41 | －10．80 | －3．91 | 10.89 | －40．15 | 86.25 |
| 0 | 20 | $-3+3.54$ | $1 \times .83$ | $-38.13$ | 17.29 | 1.92 | 16.66 | 283.49 |
| 10 | 0 | －1）． 70 | －0．86 | $-0.28$ | －0．44 | －0．51 | －1．00 | －1．71 |
| 10 | 2 | 11． 3 m | 0.43 | 0.08 | 0.17 | 0.22 | 0.15 | 0.75 |
| 10 | 4 | －0．07 | 0.07 | －0．0．3 | 0.07 | －0．07 | －0．05 | 0.23 |
| 10 | 9 | $-19.6+$ | －0．0）？ | －0．01 | 0.05 | 0.06 | 0.11 | 0.30 |
| 10 | 4 | －1）．44 | 6.000 | 0.06 | 0.01 | 0.05 | －0．03 | 0.49 |
| 10 | 10 | －1． 7.3 | 11.15 | 0.06 | 0.00 | －0．06 | －0．04 | 0.74 |
| 10 | 12 | －13．t．a | $1.0+3$ | －0．0．3 | －0．0．3 | 0.13 | －0．06 | 0.75 |
| 10 | 14 | －－． 3 | 11.10 | －0．61 | 0.07 | 0.07 | －0．15 | 0.95 |
| 10 | $1 \leftarrow$ | －i．t1 | 0.14 | 0.014 | 0.11 | 0.13 | －0．19 | 1.10 |
| 10 | 14 | $-1.37$ | vi． ir | －0．13 | －0．00 | 0.17 | －0．53 | 1.15 |
| 10 | 20 | －1．44 | 0.24 | $-0.37$ | 0.30 | －0．02 | 0.29 | 3.78 |
| 20 | 0 | －7． 2.4 | －0．37 | －0．15 | －0．2．？ | －0．25 | －0．45 | －0．71 |
| 20 | 2 | 1． 13 | 0.15 | 0.02 | 0.05 | 0.07 | 0.04 | 0.27 |
| 20 | 4 | －0．0．3 | 0.04 | －0．0．11 | 0.03 | －0．02 | －0．00 | 0.13 |
| 20 | ¢ | － 6.20 | $-0.01$ | －0．01 | 0.01 | 0.03 | 0.03 | 0.13 |
| 20 | 8 | $-1.17$ | 0.01 | 0.02 | 0.01 | 0.01 | －0．02 | 0.24 |
| 20 | 10 | －0．27 | ij．1） 7 | 0.02 | 0.01 | －0．02 | －0．0？ | 0.34 |
| 20 | 12 | $-11.32$ | 0.15 | －0．02 | $-0.02$ | 0.05 | －0．0？ | 0.33 |
| 20 | 14 | $-3.22$ | 0.09 | －0．01 | 0.02 | 0.02 | －0．06 | 0.41 |
| 20 | 15 | －11．3？ | 0.11 | －0．00 | 0.05 | 0.07 | －0．11 | 0.51 |
| 20 | 18 | －0．54 | 9.13 | －0．0．06 | －0．02 | 0.08 | －0．23 | O．f？ |
| 20 | 20 | －0．74 | 0.14 | －0．09 | 0.14 | －0．06 | 0.12 | 1.60 |
| 30 | 0 | －i1． 24 | －0．25 | －0．0．7 | －0．14 | －0．18 | －0．29 | －0．4．3 |
| 30 | 2 | 0.195 | 0.07 | －0．01 | $0 \cdot 02$ | 0.04 | 0.01 | 0.15 |
| 30 | 4 | －9， 11. | 0.03 | －0．01 | 0.02 | $-0.00$ | 0.01 | 0.11 |
| 30 | $\dot{\square}$ | －1．17 | 0.00 | $-0.01$ | 0.00 | 0.01 | 0.01 | 0.04 |
| 30 | is | －）． 1 ？ | 0.01 | 0.01 | 0.02 | 0.00 | $-0.02$ | O． 16 |
| 30 | 10 | －i）．1\％ | $11.0 n$ | 0.02 | 0.01 | －0．01 | －0．0？ | 0.24 |
| 30 | 12 | －11． | 0.09 | －0．02 | $-0.02$ | 0.0 .3 | －0．01 | 0.22 |
| 30 | 14 | －1．${ }^{2}$ ？ | 0.0 n | －0．60 | 0.01 | 0.00 | －0．04 | 0.36 |
| 30 | 16 | $-0.2+$ | U．0ヶ | －0．01 | 0.03 | 0.05 | －0．09 | 0． 36 |
| 30 | 18 | －0．45 | 0.10 | －0．04 | $-0.01$ | 0.07 | －0．14 | 0.46 |
| 30 | 20 | －0．0．54 | 0.007 | 0.01 | 0.09 | －0．09 | 0．0h | 1.03 |
| 40 | 0 | $-11.10$ | －0．20 | －0．0n | －0．11 | －0．14 | －0．22 | －0．3n |
| 40 | $?$ | 9． 00 | 0.05 | －0．01 | 0.00 | 0.03 | －0．00 | 0.10 |
| 40 | 4 | －0．01 | 1.0 c | －0．01 | 0.02 | 0.01 | 0.00 | 0.11 |


| 40 | G | $\cdots{ }^{-1}$ | 11.01 | $-11.11$ | 0.00 | 1.00 | $-0.00$ | 0.06 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 40 | + |  | 9.01 1 | 0. 110 | 0.01 | -0.00 | $-0.02$ | 1.11 |
| 40 | 10 | -1.1.2 | 0.0.3 | 0.11 | $0 \cdot 0$ ? | -0.01 | -0.0? | 0.21 |
| 40 | 12 | -7.32 | 1).0.7 | -0.02 | -0.0 ? | 0.02 | $-0.010$ | 11.15 |
| 40 | 14 | -n.1 | 1). 114 | 0.00 | 0.01 | -0.01 | $-0.03$ | 1. 20 |
| 40 | ]n | -i) ? 2 | 1.134 | $-0.101$ | 0.03 | 0.04 | -0.08 | 0.30 |
| 40 | 10 | -1. . 27 | 0.104 | $-10.04$ | 0.00 | 0.07 | -0.11 | 0.39 |
| 40 | 20 | -1) $4+n$ | 11.05 | 1). 116 | 0.07 | $-0.11$ | 0.03 | 0.79 |


| 50 | 1) | $-1.14$ | -0.17 | $-11.15$ | $-0.11$ | -0.09 | $-0.19$ | $-10.23$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | ? | -1. $\mathrm{l}^{(1)}$ | 1). 114 | $-11.02$ | 0.01 | 1).01 | $-0.01$ | 11.07 |
| 50 | 4 | 7.1) 1 | 1. - i) 2 | -i). 11 | 0.U1 | 0.00 | 0.01 | $0 \cdot 10$ |
| 50 | 5 | -1.11 | 0.00 | -0.131 | -0.01 | 0.00 | -0.0] | $0 \cdot 0 \mathrm{~m}$ |
| 50 | 8 | -1.194 | 1.1) 1 | -i) - (1) | 0.01 | -0.01 | $-0.03$ | (1.10 |
| 50 | 10 | -i), $\mathrm{il}^{\text {a }}$ | 11.116 | 11.11 | 0.02 | -0.00 | $-0.01$ | $0 \cdot 14$ |
| 50 | 12 | -i) | 11.10 | -i). i) 1 | $-0.02$ | 0.02 | 0.01 | 0.1 .3 |
| 50 | 14 | - $11.1 \times$ | 0.17 | -0.1i0 | 0.00 | $-0.01$ | $-0.02$ | 0.16 |
| 50 | 15 | $-11,27$ | 0.0 ¢ | -1.0. 0 ? | 0.02 | 0.04 | -0.08 | 1). P 白 |
| 50 | 14 | $-1.37$ | 11.0) | -0.114 | 0.01 | 1). 05 | $-0.09$ | 0.77 |
| 50 | 20 | - i) . 3.2 | 1.1) 5 | 0. 0.67 | 0.06 | -0.11 | 0.03 | 0.6 .2 |


| 60 | 0 | $-0.12$ | $-0.11$ | $-0.03$ | -0.11 | -0.05 | $-0.16$ | -0.17 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 60 | $?$ | $-7.0 \%$ | ii. 1 C | $-0.03$ | 0.01 | $-0.01$ | $-0.07$ | 0.05 |
| 60 | + | $\therefore .11$ | $5.0 \%$ | -0.0.01 | 0.01 | -0.00 | 0.03 | 0.118 |
| 60 | G | -9.00 | 1.1)0 | $-0.01$ | $-0.01$ | 0.01 | -0.01 | 0.03 |
| 60 | 9 | - ) $_{8} \mathrm{i}=$ | '1.11 | -0.0. 1 | 0.02 | -0.01 | -0.04 | 0.00 |
| 60 | 10 | $-1.020$ | H.UC | 0.02 | 0.03 | -0.00 | $-0.0{ }^{\circ}$ | 0.16 |
| 60 | 12 | - - , \% | 11.04 | 0.00 | -0.01 | 0.01 | 0.01 | 0.12 |
| 60 | 14 | - - , 14 | 1. . $)^{1}$ | -0.02 | $-0.00$ | $-0.01$ | 0.00 | 0.14 |
| 60 | 16 | -i). 2.3 | 0. $1 \times$ | -0.1:2 | 0.0 ? | 0.04 | -0.07 | 11.23 |
| 60 | 13 | $-7.27$ | i. 10 m | -0.022 | 0.01 | 0.04 | $-0.09$ | 0.36 |
| 60 | 20 | $-1.3-7$ | $\therefore .05$ | 0.117 | 0.05 | -1). 10 | 0.05 | 0.51 |
| 70 | 0 | -1). $1 \cdot 1$ | $-i .04$ | -0.0.3 | $-0.07$ | $-0.02$ | -0. 14 | -0.12 |
| 70 | $?$ | $-0.01$ | 1.02 | $-0.01$ | 0.01 | -0.01 | $-0.00$ | 0.04 |
| 70 | 4 | -9.91 | ij.1) 1 | -0.01 | $-0.00$ | -0.00 | 0.0 ? | 0.05 |
| 70 | m | $-1.07$ | 'i. 00 | -0.01 | -0.00 | 0.01 | $-0.02$ | 0.04 |
| 70 | 8 | -" | 0.01 | -0.01 | 0.01 | -11.02 | -0.0.3 | 0.07 |
| 70 | 10 | -i. 0. | 0.03 | -0.00 | 0.0 ? | 0.00 | $-0.02$ | 0.1 ? |
| 70 | 12 | -9. ${ }^{1} 1$ | 0.104 | 0.00 | 0.00 | 0.01 | 0.00 | 0.13 |
| 70 | 14 | -1.71 | (1).04 | -0).01 | -0.01 | -0.00 | $-0.01$ | 0.15 |
| 70 | 10 | $-1.27$ | (1.)ヵ | -0.0.3 | $0.0 \%$ | 0.0 .3 | -0.07 | 0.27 |
| 70 | $1 ?$ | -i). 17 | $\because 10$ | $-0.02$ | ().01 | 0.03 | -0.0.0 | 0.33 |
| 70 | ? 0 | $-11.34$ | i. 1 lm | 0.115 | 0.05 | $-0.06$ | 0.07 | $0.4 \mu$ |


| 80 | n | -1, i i | $-1.04$ | -1.111 | -0.04 | -0.00 | -1). 1 ? | -0.0N |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 80 | $?$ | -i.0in | 11.0 .3 | 0.110 | 0.01 | $-0.02$ | 0.01 | 0.04 |
| 90 | 4 | -10? | 1.01 | $-0.01$ | -0.00 | 1.01 | 0.01 | 0.07 |
| 80 | i | - 0.1 .4 | $\because \cdot 00$ | -0.01 | -0.00 | 0.00 | $-0.03$ | 0.05 |
| 80 | Q | - . .1m | (1.1)1 | 0.00 | -0.00 | $-0.02$ | $-0.01$ | 0.06 |
| 80 | 10 | -i. 1 - | i. 010 | -0.02 | 0.01 | 1. 01 | $-0.01$ | 0.09 |
| 80 | 12 | $-1.17$ | 9.00 | $-0.00$ | 0.00 | 0.01 | $-0.01$ | 0.14 |
| 80 | 14 | $-1,2$ ? | 1.04 | $-0.00$ | $-0: 01$ | 0.01 | $-0.0 ?$ | 0.15 |
| 80 | 1 n | -1).31 | (1).0.4 | -0.03 | 0.03 | 0.02 | $-0.05$ | 0.14 |
| 80 | 18 | -11. $2 \times$ | 1). 11 | $-0.02$ | 0.01 | 0.00 | -0.07 | 0.27 |
| 80 | $? 0$ | -1).37 | 11.19 | 0.01 | -0.0? | -0.01 | $-0.01$ | 0.44 |


| 90 | 0 | -1).0m | $-11.05$ | 0.00 | $-0.02$ | -0.01 | $-0.07$ | -0.06 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 90 | $?$ | -1.0! | 1.102 | -0.00 | -0.00 | -0.01 | -0.01 | 0.01 |
| 90 | 4 | -.1. 11 | 0.01 | -0.01 | $-0.00$ | $0 \cdot 00$ | 0.02 | 0.07 |
| 90 | 5 | -9.019 | (1.)] | -0.01 | 0.00 | 0.00 | $-0.02$ | 0.04 |
| 90 | 2 | $-11+18$ | 4.1) | $-0.01$ | -0.01 | $-0.02$ | -0.0\% | 0.0) |
| 90 | 10 | - - . 11 | 1.111 | U.00 | $0 \cdot 01$ | 0.01 | 0.00 | 0.03 |
| 90 | 12 | $-\because i^{17}$ | (.0.) ${ }^{-}$ | U. 10 | $0 \cdot 011$ | $-0.00$ | $-0.01$ | 0.09 |
| 90 | 14 | - - ${ }^{-1}$ | 1: 014 | $-0.41$ | -0.01 | 0.00 | -0.01 | $0 \cdot 10$ |
| 90 | 16 | -0.2- | $11.0{ }^{\text {a }}$ | - 0.12 | $0 \cdot 0$, | $0 \cdot 02$ | $-0.03$ | $0 \cdot 1$ ? |
| 90 | 13 | $-11.31$ | v.0. ${ }^{\text {d }}$ | -1). 11. | $0 \cdot 01$ | $-0.01$ | $-0.05$ | $0 \cdot 18$ |
| 90 | ? 1 | -9, 3 - | 0.03 | -0.0.1 | -0.01 | $-0.01$ | $-0.01$ | 1. 23 |
| 100 | 0 |  | $-4.00$ | -0.01) | -0.00 | $-0.00$ | $-0.00$ | -0.00 |
| 100 | 2 | -il + 3.1 | - 1.100 | -0.00 | -0.00 | -0.00 | -0.0n | -0.00 |
| 100 | 4 | - : . 1. | - ii. 00 | -0.00 | $-0.00$ | -0.00 | -0.00 | $-0.00$ |
| 100 | 5 | - $\square^{\text {a }}$ | -i. . 0 | $-0.00$ | -0.00 | -0.00 | $-0.00$ | -0.00 |
| 100 | $\cdots$ | - . 10 | -i. 000 | -1).00 | $-0.00$ | -0.00 | -0.0) 0 | -0.00 |
| 100 | 10 | -9.0 0 | -i. 00 | $-0.00$ | -0.00 | -0.00 | -0.00 | -0.00 |
| 100 | 12 | -1. 011 | -1. 00 | $-0.00$ | -0.00 | -0.00 | $-0.00$ | -0.00 |
| 100 | 14 | - - . ril | $-0.00$ | -0.00 | -0.00 | -1).00 | -0.00 | -0.00 |
| 100 | 16 | -i. (i.) | -ii.i) 0 | -0.00 | $-1.00$ | -0.00 | -0.00 | $-0.00$ |
| 100 | 14 | -: ! | -i. 110 | -0.10 | -0.00) | -0.00 | $-0.00$ | -0.0n |
| 100 | ?11 | -1. $\because \cdot$ | -i:.00 | -0.00 | $-0.00$ | -0.00 | $-0.00$ | -0.0)0 |


| CORE USAGF | いのにも | Cors＝ | $=10210$ | WYTE | －ARRAY ARt | t $A=$ | 7332 HYTES，TOTAL $\triangle$ RE， |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DIAGNOSTICS | 4）：\％ | $\cdots$ | たぐいくらご |  | 0．＂小リバロEK | OF | WAR | NINGS $=$ | 0 | NUMES |
| COMPILE TIMF＝ | ＋．7ん | if．ex | －COT 10 y | $11 \mathrm{nF}=$ | $41.81)$ | SEC， |  | QUEEN•S | WATFOK | VFRSI |
| COST FOR THIS | ！引「．．．． | †ら | 3.71 |  | RUN | IN | HSC | MAP | 26， | 1974 |

Estimation of the parameters $a(t)$ and $d(x)$ from values of the normalized fertility. The normalized fertility might be estimated from the fertility curve and the parameter $b(t)$ which represents the family size.

Here we chose as a test case

$$
\begin{aligned}
& d(x)=\frac{x}{100} \quad x=0,10 g \cdot d d, 50 \\
& a(t)=1+.4 \sin \left(\frac{t}{6}\right)-t,=0,2,200,20
\end{aligned}
$$


C THIS PROGRAM ESTIMATES THE PARAMETERS A(T) AND $D(X)$ FOR THE

ACCT-NIJM, 'VERNER', TIME $=60$ FERTILITY DIFFERENTIAL EQUATION. DATA IN THE FORM OF VALUES OF TUE NORMALIZED FERTILITY ARE REQUIRED, AND THESE MAY BE ESTIMATED FROM VALUES OF THE FERTILITY CURVE AND THE PARAMETER B(T) - THE FAMILY SIZE.
TO TEST THF PROGRAM A CLOSED FORM SOLUTION FOR A SPECIAL CASE IS USED.

COMMON K, A,H,COF,D
$\operatorname{REAL} \operatorname{FBAR}(51,11), \operatorname{FBARST}(51,11), K(2,51), G(51,11), G T(11,51), I D(51)$
REAL $A T(11), D(51), \operatorname{PROD}(11,11)$
REAL $A(3,51), H(51), \operatorname{COF}(4,51)$
REAL NU(51)
C
C
C
C
C

OBSEQVE THAT DYNAMIC PARAMETERS ARE BEING USED WITH COMMON AND AN EQROR MAY OCCUR AS A RESULLT OF MIXED INDEXING - INSURE THAT COLUNS APF COMPLETELY FILLED ON USE OF A DYNAMIC INDEX

$N T=11$
$N X=51$
CALL ANAL (NX,NT,FBAR,AT,D)
D2=0(2)
$4 T 2=A T(2)$
CALL OBS (NX,NT,FBAR,FBARST,G)
CALL TRANS (NX,NT,G,GT)
CALL MULT(11,51,GT,G,PROD)
CALL EIGEN(PROD,11,AT,ID)

TO EXHIBIT ERRORS IN THIS APPROACH WE CALCULATE A(I) EXACTLY AND MULTIPI_Y THE OTHER COMPONENTS BY THE APPROPRIATE FACTOR.

114 FORHAT(1)

PRINTPRINTPKINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRIN WRIT: (6.114)
14 FORMA ( 11 BY II MATRIXISI)
WRITC(6,104) (AT(I), $I=1,11)$
104 FORMAT(101,bFl2.6)
WRIT-16.115)
115 FORYAT(O', $O(X)$ OBTAINED AS (G(X,T),A(T))/(A(T),A(T))')
WRITF(6.104) (i)(I), I=1,51)
C
C
PRIVTPRINTPKINTPRINTDRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRIN STOP

```
GUBROUTINE ANAI. (NX,NT,FBAR,AT,D)
REAL FRAR(NX,NT),AT(NT),D(NX)
```

C
C.
C
c
C
C
C
C
C
$c$
C
R
C
C
OT $=$ ?
DO \& IT $=1$, NT
$T=1) T *(I T-1)$
AT $(\mathrm{IT})=1+.4 * \operatorname{SIN}(T / 6)$
$W=\left(2.4+T-2.4^{*} \cos (T / 6).\right) / 400$.
$W=E X D(-W)$
DO \& TX=1,NX
$X=F L O A T(I X-1)$
$\Gamma(I X)=X / 400$.
$\operatorname{FBAR}(I X, I T)=.01 * X^{*} W^{*} W^{*}(1-\cos (X * W / 8)$.
CONTINUE

PRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRIN WRIT:- 6,116 )
116 FORMAT('l',' A(T) FKOM THE CLOSEO FORM IS')
WRTT": 6,104 ) (AT(I), $I=1,11$ )
104 FOR:M:T(10',5F12.6)
WRIT: $(6,117)$
117 FORMAT('0',' $D(X)$ FKOM THE CLOSED FORM IS')
WRITF (6.104) (D)(I), $I=1,51)$
WRIT $-(6.105)$
105 FORM:T(10')
C
C
PRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRIN
RETURN
END
C

C
SUBROUTINE OBS (NX,NT,FBAR,FBARST,G)

THIS ROUTINE CUMPUTES THE OBSERVATIONS' OF THE FORM
INTEGRAL FQOM $\cap$ TO $X$ OF -D/OT(FBAR $(X, T)$ ) ALL DIVIDED BY FBAR $(X, T)$ THE ARRAY G Stores the observations

COMMON K. A, H, COF, 0
REAL $K(2,51), A(3,51), H(51), \operatorname{COF}(4,51), D(51)$
RFAL FBAR (NX,NT), FBARST (NX,NT), G(NX,NT)
nT=?.
no $5 \mathrm{I}=1$, NT
$5 \quad K(1, I)=0) T(I-1$.
CALL SETUP (NT,A,H,K)
no 25 I $X=\mathrm{l}$, NX

15
－ $0015 \mathrm{IT}=1$ ，NT
$K(2, I T)=F B A R(I X, I T)$
CALL SOLVE（A，K，H，NT，D，COF）
กO $24 \mathrm{~J}=1$ ，NT
$T=D T^{*}(J-1$.
FGARST $(I X, J)=3 . * \operatorname{COF}(1, J) * T * T+2 . * \operatorname{COF}(2, J) * T+\operatorname{COF}(3, J)$
24
25

35

45
DO
CONTINUE
DO 35 $T=1, N 1 \times$
$k(1, I)=I-1$ 。
continue
CALL SETUP（NX，A，H，K）
DO $55 \mathrm{TT}=1$ ，WT
no 45 ［ $X=1$ ，NX
$K(2, I X)=F B A R S T(I X, I T)$
CALL SOLVE（A，K，H，NX，D，COF）
$\mathrm{G}(1, I T)=0$ 。
$x=0$ ．
$N X M 1=N X-1$
n $0=0$ 。
no $55 \mathrm{~J}=1$ ，NXM1
DO＝DU－$x^{*}\left(\operatorname{COF}(4, J)+x^{*}\left(\operatorname{COF}(3, J) / 2 .+x^{*}(\operatorname{COF}(2, J) / 3 .+\right.\right.$
$2 \quad x * \operatorname{COF}(1, J) / 4)$.$) ）$ $x=x+1$ ． $\mathrm{DO}=\mathrm{DD}+\mathrm{X} *(\operatorname{COF}(4, \mathrm{~J})+\mathrm{X} *(\operatorname{COF}(3, \mathrm{~J}) / 2 .+\mathrm{X} *(\operatorname{COF}(2 \cdot \mathrm{~J}) / 3 .+$ $x * \operatorname{CoF}(1, J) / 4.1))$
$G(J+1, I T)=-D D / \operatorname{FBAR}(J+1, I T)$
55
CONTINUE
RETIJRA：
END
C
SUBROUTINE SETUP（ $N, A, H, K$ ）


# THIS ROUTINE SETS UP A TRIDIAGONAL MATRIX A OF ThE SPLINE EQUATION 

 IN A 7 GY $N$ ARRAY－FIRST ROW IS SUPERDIAGONAL SECOND KOW IS DIAGONALTHIRD ROW IS SUBOIAGONAL
AND THEN DECOMPOSES A TO LU SO THAT
FTRST ROW IS SUPEROIAGONAL OF U，SECOND ROW IS DIAGONAL OF U THIRD ROW IS SUBOIAGONAL UF L，DIAGONAL OF L IS UNITY

RFAL $A(3, N), H(N), K(2, N)$
NMI $=\mathrm{N}-1$
$H(2)=K(1,2)-K(1,1)$
no $10 \mathrm{I}=2 \cdot \mathrm{NM}^{\mathrm{M}}$
$H(I+1)=K(1, I+1)-K(1, I)$
$\Delta(1, I)=H(I+1) /(H(I+1)+H(I))$
$\Delta(2, I)=2.0$
$A(3, I)=1-A(1, I)$
conttnue
$A(1 \cdot 1)=-2$ ．
$\Delta(2,1)=2$ ．
$A(3,1)=0$ ．
$\Delta(1, \cdots)=0$ ．
$A(2,1)=2$ ．
$A(3, \cdots)=-2$ ．
DO $11 \mathrm{I}=2 . \mathrm{V}$

## GUGROUTINE PULLY(N,M,K,H,COF)


THIS ROUTINE COMPUTES THE COEFFICIENTS OF THE SPLINE POLYNOMIAL
ON EACH SUEINTERVAI.
h is the vecior of subinterval lengths


RFAL M(N),K(2,N),H(N),COF(4,N)
NMl=N-l
no $11 \mathrm{I}=1$, Nit
$\operatorname{COF}(1, I)=(M(I+1)-M(I)) /(6 . * H(I+1))$
$\operatorname{COF}(\geqslant, I)=(K(1, I+1) \sharp M(I)-K(I, I) * M(I+I)) /(2 . * H(I+1))$
$D I=M(I+1) * K(1, I) * K(1, I)-M(I) * K(I, I+1) * K(1, I+1)$
\& +2.*k(2, J + 1) -2.*K (2, T)
$\operatorname{COF}(7, I)=(D) /(2 . * H(I+1)))+H(I+1) *(M(I)-M(I+1)) / 6$. ח $\cap=M(I) *(K(1, I+1) * * 3)-M(I+1) *(K(1, I) * * 3)+6 . * K(1, I+1) * K(2,1)$ $\&-6 . * K(1, I) * K(2, I+1)+K(1, I) * M(I+1) *(H(I+1) * * 2)-K(1, I+1) * M(I)$; \& ( $\mathrm{H}(\mathrm{I}+\mathrm{l}) \mathrm{H}+2)$

```
                COF(&,I)=DD/(H(I+1)*6.)
```

151
11
152
153 154 155

158
159
160
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164

165
166
167
168
169
170
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175

176

177
178
179
180
181
182
183
16

C

C
C
c.

C
C

C

C

C
C
C.
no la $J=1,4$
$\operatorname{COF}(1, N)=\operatorname{COF}(J, N M 1)$
RETUAN
E. 10

C THIS ROUTINE MULTIPLIES TWO MATRICES

REAL $A(N A, N B), R(N B, N A), P R O D(N A, N A)$
DO 67 TX $=1 \cdot \because A$
DO $67 \mathrm{IT}=1, \mathrm{NA}$
$S \cup M=A(I X, I) * B(1, I T)$
DO $66 \mathrm{~K}=2, \mathrm{NH}$
$S U M=S U M+A(I X, K)$ *B $(K, I T)$
CONTINUE
PKOD (IX,IT) $=$ SUM
CUNT INUE
RFTIJPN
END

## SURRIUTIVE EIGEN(PROD,NA,NU,EV)

 THIS ROUTINE FINDS THE DOMINANT EIGENVECTOR OF THE NA BY NA MATRTX PROD AND PLACES IT IN EV WHICH IS NORMALIZED BY THE 1-NOLM. ITERATION RUNS UNTIL ROUNDING ERROR IS DOMINANT.


REAL PROD(NA,NA), EV(NA), NU(NA)
CUW1 $=0$.
กO 77 I $\mathrm{X}=1$, 1 A SUM=PRUN(1X,1)
$00761 T=2, N A$
SUM $=$ SUM + PROD (IX, IT)
continue
$\mathrm{Nu}(1 \mathrm{x})=\mathrm{Sij} \mathrm{m}$ SUMI =SUMI + SUM
CONT INUE.

187

```
FRROR=1.
    89 CONTINUE
    SUMZ=0.
    n0 97 IX = 1,NA
        SUN=PROD(IX,1) #NU(1)
        nO &G IT=2,NA
        SUM=SUM+PROD(IX,IT) %NU(IT)
            CONTINUE
            FV (TX) =SUM/SUM1
            SUMZ=SUM2+EV(IX)
            CONTINUE
        SUMI=0.
        ROUNM=.5*ERROR
        FRQOR=0.
        DO 9% IX=1,MA
            G|M=PROI)(IX, 1) *EV(1)
            OO 9G JT=2,NA
                SUM=SUM+PROO(IX,IT)*EV(IT)
                CONTINUE
            NU(IX)=SUM/SUM2
            SUMI = SUMI +NU(IX)
            ERROR=ERROR + ABS (EV (IX) -NU(IX))
9 7 \text { CONTINUE}
            IF (ERROR.LT. GOUNO) GOTO R9
            RETUZN
            ENT
```

gENTRY

A(T) FROM THF CLOSED FOHM IS

| 1.000000 | 1.170877 | 1.247348 | 1.336588 | 1.388775 |
| :--- | :--- | :--- | :--- | :--- |
| 1.398163 | 1.363718 | 1.289234 | 1.182909 | 1.056447 |
| 0.923773 |  |  |  |  |

$D(X)$ FROM THE CLOSED FOKM IS

| 0.000000 | 0.002500 | 0.005000 | 0.007500 | 0.010000 |
| :--- | :--- | :--- | :--- | :--- |
| 0.012500 | 0.015000 | 0.017500 | 0.020000 | 0.022500 |
| 0.025000 | 0.027500 | 0.030000 | 0.032500 | 0.035000 |
| 0.037500 | 0.040000 | 0.042500 | 0.045000 | 0.047500 |
| 0.050000 | 0.052500 | 0.055000 | 0.057500 | 0.060000 |
| 0.062500 | 0.045000 | 0.067500 | 0.070000 | 0.072500 |
| 0.075000 | 0.077500 | 0.080000 | 0.082500 | 0.085000 |
| 0.087500 | 0.090000 | 0.092500 | 0.095000 | 0.097500 |
| 0.100000 | 0.102500 | 0.105000 | 0.107500 | 0.110000 |
| 0.112500 | 0.115000 | 0.117500 | 0.120000 | 0.122500 |

0.125000

A(T) OBTAINED FRO: 11 BY 11 MATRIX IS

| 0.997756 | 1.120877 | 1.248731 | 1.339316 | 1.390486 |
| :--- | :--- | :--- | :--- | :--- |
| 1.399143 | 1.365165 | 1.290611 | 1.183847 | 1.058285 |
| 0.921801 |  |  |  |  |

$D(X)$ OBTAINED AS (G(X,T),A(T))/(A(T),A(T))

| 0.000000 | 0.002437 | 0.004990 | 0.007491 | 0.009990 |
| :--- | :--- | :--- | :--- | :--- |
| 0.012487 | 0.014985 | 0.017483 | 0.019980 | 0.022478 |
| 0.024975 | 0.027473 | 0.029970 | 0.032468 | 0.034965 |
| 0.037463 | 0.039960 | 0.042457 | 0.044955 | 0.047452 |
| 0.049950 | 0.052447 | 0.054945 | 0.057442 | 0.059939 |
| 0.062437 | 0.044934 | 0.067432 | 0.069929 | 0.072426 |
| 0.074924 | 0.077421 | 0.079918 | 0.082415 | 0.084913 |
| 0.087410 | 0.099907 | 0.092403 | 0.094899 | 0.097395 |


| 0.099892 | 0.102386 | 0.104882 | 0.107379 | 0.109874 |
| :--- | :--- | :--- | :--- | :--- |
| 0.112368 | 0.114861 | 0.117357 | 0.119841 | 0.122342 |
| 0.124579 |  |  |  |  |


COST FOR THIS PROGRAM IS $\pm$ RUN IN HSC MAR 2l, 1974

It is expected that available data will be in the form of a histogram: that is, for population the number of individuals between the ages of $x$ and $x+h$ years is known. To generate a density function for this histogram, a fourth order spline approximation routine is used. To investigate the accuracy of the scheme, the histogram is regenerated by integrating the spline constructed.
$\triangle C C T-N U M, V F R N E R, T I M E=60$

THIS ROUTINE USES A POPULAT C DENSTTY FUNCTION USING A FOURTH ORDER SPLINE APPROXIMATION


REAL $A(303, \theta), P(100), Q(303) ; P O$
JNTEGER I, J,K,TN,TO,TT
INTESER TB
C RRRRRRRRIRRRKRRKRRRRRRKRRKRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR
100 FORMAT(I3)
READ(5,101) (P(I), $I=1, T N)$
101 FORAMT(10F8.0)
C. RRRRRRRRRRRKRRRRRRRRRKRFRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR

C PRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINT WRTTE $(6,106)$
106 FORMAT(11')
PRINT, THF GIVEN POPULATION IS'
PRINT. ' '
WRITr(f),102) (P(I),I=1,TN)
102 FORMAT(' ', IOF8.0)
C
PRINTPRINTPKINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINT
TO=0
$T 3=3 *(T N-T O+1)$
CALL ISPLIN(A,TO,TN,T3,P,Q)
CALL CHECK (P,Q,T3,TN)
$P(1)=Q(3)$
$P(2)-0(5)$
$10025 \quad 1=3 \cdot T \mathrm{~N}$
$P(I)=Q(3 * I-2)$
PRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINT PRINT, '
PRENT, ' '
PRINT, THE POPULATION DENSITY AT AGES 0,1,2,....99 IS'
PRINT, ' '
WRITr( $\mathrm{F}, 102$ ) ( $\mathrm{P}(\mathrm{I}), \mathrm{I}=1, \mathrm{TN})$
WRIT:- $(6,106)$
C PRINTPRINTPKINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINT
C PUNCHPUNCHPUNCHPUNCHPUNCHPUNCHPUNCHPUNCHPUNCHPUNCHPUNCHPUNCHPUNCH
C
C PUNCHPUNCHPUNCHPUNCHOUNCHPUNCHPUNCHPUNCHPUNCHPUNCHPUNCHPUNCHPUNCH STOP
ENO
GURRIUTINE CHECK(P,Q,T3,TN)

C THIS SUBROUTINE REGENERATES THE POPULATION HISTOGRAM FROM THE
C DENSTTY FUNCTIUN BY EXACT INTEGRATION OF THE FOURTH ORDER SPLINE.
C HENCF THE FKRORS ARE THOSE SUFFERED AS A RESULT OF ROUND-OFF ERRO

INTEGFR TB,TN
REAL $O(T 3), P(T N)$
$P(1)=(Q(3)+Q(5)) / 2 .-(Q(2)+Q(4)) / 24 .+Q(6) / 120$
$D(2)=(Q(7)+(Q(5)) / 2 .-(Q(8)+Q(4)) / 24 .+Q(9) / 120$ -
no 2 a $I=3 \cdot T 4$
$P(I)=\left(Q\left(3^{*} I+1\right)+Q\left(3^{*} I-2\right)\right) / 2 \cdot-\left(Q\left(3^{*} I+2\right)+Q\left(3^{*} I-1\right)\right) / 24+Q^{*}\left(3^{*} I+3\right) / 120$
26 CONTINUE
C PKINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINTPRINT PRINT, ' ,

PRIIIT，•
PRINT，＇ThF population regenerated from the fourth order spline is PRTMT，＇1
WHIT－（f，lllZ）（P（I），$I=1, T N)$
l02 FORMAT（＇, ，10FG．0）

C

c．THIS POUTINE CREATES THE INISPLINE MATRIX FOR APPROXIMATING
C $\quad$ DE ISTTY FUNCTION GIVEN SUBINTERVAL INTEGRALS
C THE INKNOWN VALUES（ 4 （I）ARE THE VALUES R4（0），R2（0），R（0），R2（1），
C．$R(1), R 4(1), R(2), R 2(2), R 4(2), \ldots, R(I), R 2(2), R 4(I), \ldots$
C R（TO），RZ（TO），R4（TO）．
C ROUNIARY CONDITIONS ARE R＇： 0 ）＝R＇＇ $1(0)=R(100)=R^{\prime \prime}(100)=0$
C

INTEGER T，J，K，TN，TO，TT
INTEAER T3
REAL A（T3，Q），P（TN），Q（T3）
no $3 \sim \quad I=1,1.3$
C RRKRQRKKRRRFKRRRRKRRKKKKRRRRRRRRRKRRRKRRRRRRRRRRRRRRRRRRRRRRRRRRRI
103 FORM：T（F10．4）
FEAD（5，104）（A（T，J），J＝1，9）
104 FORM．T（YFム． 5 ）
no $3 \mathrm{~J}=1$ ，
A（I，I）$=4(\mathrm{~T}, \mathrm{~J}) / \mathrm{I}$
cont Inlue
30
C
 $T \mathrm{~T}=\mathrm{T}=\mathrm{TO} \mathrm{O}$ I
nn 3；$T=4 \cdot T 1$
ก0） $31 \quad J=1,9$
$A(2+3 * I, J)=A(11, J)$
$A(3+3 * T, J)=A(12, J)$ $A(4+J * T, J)=A(13, J)$ cont tnue：
$\mathrm{TT}=\mathrm{T} \mathrm{T}+1$
味A）（5，1：44）（A（3＊TT＋2，J），J＝1，9）
PEAi）（5，1：n4）（A（3＊T「 $+3, J), J=1,9)$
$\mathrm{M} 1=\mathrm{T} \cdot \mathrm{H}+$ ？
no 3．2［＝： 1 ．TT
$\because(3 * T-1)=0$ 。
$\mathrm{n}(3 * \mathrm{I})=0$ 。
$\mathrm{A}(3 * \mathrm{I}+\mathrm{I})=\mathrm{C} * \mathrm{P}(\mathrm{I})$
CONTINUE
0（1）－ 0 ．
$Q(2) \div 0$ ．
$Q(3)-2 * P(T O+1)$
9（4）－0．
$Q(3 * T T+2)=0$ ．
$Q\left(3^{*} T T+1\right)=0$ 。
RETUEN
FNい


C THI HOUTIU SULVES THE INTEGRAL SPLINE PROBLEM FOR A POPULATION
c．

INTFR.f゙ん TO, TH,I,J,K, TT
TNTERFR T:
QFAL $A(T 3 \cdot Y), H(T N), Q(T 3)$
CALI CPEATF (A, TO, TN, T3, $\mathrm{C}, Q)$
חい $37 \mathrm{~T}=1,13$
$O(I)=0(I) / 4(I, 5)$
19 3: $1=$ ń, $Q$
$A(I, J)=A(I, J) / A(I, 5)$
34
COVTTVUE
$A(T, \because)=1$
ก○ $32 x=1,4$
IF ( $(1+K) \cdot(i T \cdot T 3)$ GOTO 33
$n(I+K)=Q(I+K)-4(I+K, 5-K) \nLeftarrow Q(I)$
(1) $35 \quad J=2.5$
$A(I+K, 4-K+J)=A(I+K, 4-K+J)-A(I+K, 5-K) * A(I, 4+J)$
35
MOMTINUE
33 ronstinte
C
C a $\triangle$ CKくUßくTTT! TTON

$N=3 *\left(T^{N}-T O+i\right)$
$Q(N-1)=0(N-1)-N(N) \div A(N-1 \cdot A)$
$Q(N-2)=W(N-2)-(N(N) * A(N-2 \cdot 7)+Q(N-1) * A(N-2,6))$
$0(N-2)=i(N-3)-(Q(N)$ * $4(N-3,8)+Q(N-1)$ * $A(N-3,7)+Q(N-2) * A(N-3,6))$
$100361=4, ~!~$
$K=A-1+1$
n@ $36 . J=1,4$
$Q(K)=Q(K)-A(K, 5+J) 34 Q(K+J)$
CONT TNUE
RFTHが,
EVO
\＄ENTHY

1023102．1000000． 971804．969890． 951483.949171. 924609．921317． 883342.877883. 810900．800910． 677771．659749． 454548．427593． 181765．157794 21577． 15514

994230 9の8ก34． 944789. 917880. $87,0098$. 79n242． 64：761． 4！！112． 13न297．
1．833．
940114. 906179. 444337. 914282. タカらター7． 774941． 0гы7ヶ2． 372240 114440 ．

7327 。

986767．483817．981102． 964260．962270．960201． －41म00． 739197.936492. 910515．906554．902393． 859464.852554. 766961．754191． 599824．577882． 344130 ． 315982.
78221. 1818．
978541.

958098．955942．953743．
973869.

933692．930788．927763．
898007．893382．888504．
837413．829114．820292．
726241．710990．694843．
531133．506403．
260322．233251．
49838．38593． 454.

480850 ．
206989.
29215.
125.

THE POPULATION REGEVERATEN FROM THE FOURTH OROER SPLINE IS


The population nenstty at ages $0,1,2, \ldots . .99$ is
1038460.1008672. 972804.970830. 952623.950337. 926209．922987． 885972． 880664. R15694．806008． 686464.668919. 467817.441169. 194185．169555．145288． 25119．18298．12960．
940114. 966178. 944337 ． 914282. 465967． 778981 ． 6とい782． 372240 ． 114440 ．

964260
941806.
$\rightarrow 10515$. 859464. 766461 ． 549824. 344130．315982．
95378．78221．
4787.

83816 962270. 939197. 906554. 852554. 754191. 577882 78221.
3011.

988103．985351． 965234. 443085. צ12424． 802781. 773094. 617406. 358212． 104599.
5914.
 940516. 908568. 806079. 760704. 549017. 330052.

## 86475.

3786. 

981102 98102． 960201 ． 936492. 902393. 845214 740631 ． 554975. 287973. $63 \cup 36$.
1818.


58
976124. 955942
973869. 953743. 933692.930788. 898007．893382． 837413．829114． 726241．710990． 531133.506403. 260322．233251． 49838 ．
1005.
38593. 454 。
927763. 888504
820292.
694843.

480850 ．
206989.
29215.
125.

9
96 1243.959156. 937861. 904509 。 848958. 747547 566587 301936. 70297.
2334.


979819

## 935108.

900240 ．
841394.
733577.
543207. 274070 ． 56107.

1363
977299.

974970
957028.

954851
932259. 929297.

890988 ．
824794
703069 ．
493758
219966
33602 ．
262.


