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ABSTRACT  

This is the fifth edition of the T/F and T/A Division's review 

of methodologies for technological forecasting and assessment, 

incorporating some of the ideas and constructive  criticisms 

received from various government agencies, and adding certain 

other sections that have recently become available. 

This report reviews the methodologies in technology forecasting 

and assessment available to a professional group such as the 

TIF and T/A Division. All methodologies are reviewed within the 

same format including comments on the specific applicability and 

the relative strengths and weaknesses of each technique. It 

can provide a reference source for establishing useful problem-

solving procedures in technology forecasting and assessment 

giving effect to the scope of the problem, type of forecast or 

assessment required, resource limitations, etc. 
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INTRODUCTION 	. 

1. TECHNOLOGICAL FORECASTING  

During the last decade, interest in future studies has increased 

enormously and this is reflected in the growth of literature, con-

ferences and associations devoted to them. Their advancement in 

quality, however, has been slower due to the probabilistic and even 

arbitrary nature of the future. Especially in a period of rapid 

social change such as ours, the future appears to be quite open. 

It is not the weakness of our forecasting methods alone, but the 

nature of the investigated phenomena themselves which result in 

forecasts dependent on various doubtful assumptions. 

Forecasting differs from prediction. Though the distinction is 

arbitrary, it'has to be established. 	Prediction usually deals 

with events and centers on decisions - who will win an election, 

will a country go to war, who will win a war, the specification of 

a new invention. 	Yet such predictions, while possible, cannot be 

formalized, i.e. made subject to rules. The prediction of events 

is inherently difficult. 	It is a function largely of the detailed 

inside knowledge that comes from long involvement with the situation. 

Forecasting is possible where there are regularities and recurrences 

of phenomena (these are rare) or where there are persisting trends 

whose direction, if not an exact trajectory, can be plotted with 

statistical time-series or be formulated as historical tendencies. 

Necessarily therefore, one deals with probabilities, and an array 

of possible projections. 	But the limitations of forecasting are 

also evident. The further one reaches ahead in time with a set of 
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forecasts, the greater the margin for error, since the fan of the 

projections widens. 	Forecasting is possible only when one can 

assume a high degree of rationality on the part of the men who 

influence events. These men must have a recognition of the costs 

of and constraints upon their actions and there must be a common 

acceptance or definition of the rules of the game. 

- Social forecasting is mainly concerned with social changes. Here 

sociological variables are usually the independent, or exogenous, 

variables which affect the behaviour of the other variables. The 

most common variables are the social indicators: crime rates, the 

number who will be educated, health and mortality data, migration, 

and the like. A major drawback of this type of forecasting is that 

it is difficult to aggregate many of these indicators in a meaningful 

way. 

- Demographic forecasting - population statistics are the foundation 

of most economic and social analysis. 	Given the number of children 

born, we can predict from actuarial tables, with high degree of 

probability, the numbers that will survive and the rate of cohort 

diminution over time. 	From this one can estimate such social needs 

as education, health, and so on. 

- Economic forecasting - there are three kinds of economic forecasting: 

1) The first is simple market survey based on income data, age 

distribution, household formations and anticipated needs. 

2) The second, and most standardized, is the creation of time 

series of macrovariables, e.g., wholesale and consumer price 

indexes, industrial output, agricultural productivity, rate of 

unemployment, etc. 
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3) The third, and most sophisticated, is the econometric 

model, which by defining the actual interaction of crucial variables 

in the -System, seeks to simulate the validity of the economic system 

as a whole. 

- Political forecasting is the most undeterminate. Through public-

opinion polling, ohe .can make  some.  fair  forecasts about political 

events in the stable democracies. But the most important political 

issues involve conflict situations in which the players must make 

uncertain or risky calculations about each other. Game theory is 

the main tool for analysing such situations. The 1944 book by 

Von Neuman and Morgenstern "Theory of Games and Economic Behaviour", 

extended the theory of games with more than two persons and applied 

it to economic behaviour. The game theory idea has been widely 

applied in bargaining and conflict situations - sometimes as a 

metaphor, sometimes to specify numerical values for possible outcomes. 

(see Thomas C. Shelling, "The Strategy of Conflict"). 

- Technological forecasting deals with rates of change or permutations 

and combinations of factors within classes of events. Just as one 

cannot predict events, one cannot predict specific inventions. One 

can, however, forecast the necessary next steps in a succession of 

changes within a closed system. Thus it is possible to project speed 

trend curves, for which an important factor is transportation (from 

jets to supersonic speed); one can take computer memories, extrapolate 

the next level of capacities, and fit them within "envelope curves". 

Such projections can be made because technology has finite parameters 

which are defined by physical constraints. 
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Technologi  cal  forecasting techniques can be grouped into intuitive, 

explorative, normative and feedback techniques. Of those broad 

approaches that have demonstrated the most promise, and on which 

the greatest amount of relevant work seems to have been done, three 

will be discussed here: extrapolation techniques, intuitive methods, 

matrices and contexts. 

2. TECHNOLOGY ASSESSMENT  

"Technology assessment is the systematic identification, analysis 

and evaluation of the real and potential impacts of technology on 

social, economic, environmental, and political systems and processes. 

It is concerned particularly with the second and third order impacts 

of technologi cal  developments; and with the unplanned or uni ntended 

 consequences, whether beneficial or detrimental, which may result 

from the introduction of new technologies or from changes in the 

utilization of existing technologies 11.1 

3. EXPLORATORY FORECASTING  

Forecasting is viewed as exploratory when current capabilities, 

events and conditions are used as the basis for the forecast, without 

specific reference to future requirements. To illustrate - given the 

power output of (say) gas turbine engines today for any given engine 

weight and manufacturing cost, what will the performance of gas turbine 

engines in (say) twenty years be? The continued requirements for the 

specific item for which the forecast is being done, is assumed. 

1 Report of the Interdepartmental Committee on Technological 
Assessment, September 1972. 
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4. NORMATIVE FORECASTING  

Forecasting is viewed as normative when the forecasted technology 

exists to fulfill a need which is not readily apparent at the present 

time. To illustrate - surface transportation on the noon will require 

the development of long-life reliable electrical batteries of a 

certain capability. 	Generally, normative forecasting assumes anything 

will be possible, but it can also be used deliberately to show how 

difficult (or impossible) 	to achieve something may turn out to be. 



I - DELPHI  

1. 	Description  

......... 

A multi-step re-iterative survey method for the forecast and 

assessment of technological, political, social, medi cal and other 

significant societal events, relying on the intuitive forecasts 

of many experts in the given area under investigation, designed 

to synthesize convergent opinions. The Delphi operator chooses 

his respondents on the basis of knowledge and expertise With the 

field under investigation, and in the first round asks them to 

make forecasts either of what they themselves feel are likely 

possibilities, and what time-frame is required to accomplish it, 

or to make forecasts on specific questions suggested by the survey 

operator. 	In subsequent rounds, the operator rephrases his survey 

questions to focus group attention on certain points, and to 

develop a range of assessment on what time-frame is required for any 

given forecasted achievement. 	Participants with uncommon responses 

are requested to justify their opinions. 	Majority and minority 

rationalizations are fed back to the participants, but the anonymity 

of individuals is (a1most always) retained. The group responses 

are statistically presented, usually with a median and an upper and 

lower quartile. 

The Delphi is characterized by: 	anonymity; iteration with controlled 

feedback; and statistical group response. 
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2. Type  

Delphi can be both exploratory and normative, depending on the 

specific nature of the survey questions and types of answers 

received. It is intuitive in the sense that the forecast is 

based on the respondents best guesses on the future. 

3. Applications and Examples  

Technology forecasting and technology assessment. An example of 

Delphi use might be an investigation of future urban-area charac-

teristics: 	the survey could ask each respondent to list future 

fe.atures of urban areas (e.g. rapid transport, video-phones, etc.) 

and indicate what time in the future these are likely. From the 

generated list of ideas, certain more interesting ones (or more 

specific to the survey's real point) can be fed back to the respon-

dents for sharper definition and forecast time. 

A number of Delphi's have been carried out in the Canadian Federal 

government, generating forecasts on: Transportation for the Post 

Office; the East Coast Fishing Industry for Environment; Petrochemicals 

for MOSST; Computers for IT&C; Public Service space requirements 

for Public Works; etc. 	It is important to note that one of Delphi's 

strengths is its adaptability to many applications: 	these can be 

specific technologies or industries (e.g. the Petrochemicals case, 

above) to broad and/or general questions about the future charac-

teristics and form of social phenomena (e.g. the location and space 

requirements of the Federal Public Service). 

As will be noted below, the "Supervisor" or "Director" of the Delphi 

does not need to be a parti  cular  expert himself in the subject under 



review, unless the questions are directly posed by him, and/or the 

forecast concerns a very specific technology. This feature probably 

accounts for Delphi being an obvious choice for forecasters to use 

when starting from scratch. It is very probably true that the Delphi 

technique is presently the most commonly used formal forecasting 

method in use in the Canadian government. 

4. Number of Participants/Staff  

The number of participants is variable. The larger the survey 

population, the superior the validity (consistent with the quality 

of the "experts"), but a practical limit exists at about 30 actual 

respondents, owing to the difficulty of physically handling more 

replies. The staff need be only a supervisor, possibly with an 

assistant to aid in the statistical manipulations; if there are more 

than 30 respondents, computerization of analysis will be necessary. 

Delphi's have been tried with over 100 respondents, but computeri-

zation and a substantial staff were required. 

5. Relative Skills Required by Participants  

The participants are selected as "experts", i.e., possessing a 

significant and in-depth body of knowledge aermane to the topic 

under investigation. They do not require formal analytical skills, 

e.g., growth-curve mathematics, etc. 

6. Relative Skills Required by Supervisor/Staff  

The Supervisor is required to present majority and minority ration-

alizations in succeeding rounds, requiring an effective précis 

technique. 	A moderate skill in statistical presentations is required. 

The supervisor may have to be an effective survey designer, especially 
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in later stages. 

Normally-the supervisor does not have to be an expert in the topic 

under consideration, although he will always have to be skillful 

enough to choose his participants carefully enough to ensure 

expertise. However, if the supervisor chooses himself the specific 

questions to be answered (as would probably be the case if the 

forecast was on a very specific technology or industry), then the 

supervisor must have a high degree of expertise, otherwise the fore-

cast will be meaningless. 

7. Critical Internal Processes  

The participants must be chosen on the basis of degree of real 

knowledge. Survey questions must not be ambiguous, and participants 

must understand the point of successive rounds. The Supervisor 

must present arguments in support of parti cular positions, in 

successive rounds, but must ensure his own opinions are not injected 

into the feedback process. 

8. Time Required to Complete 

All forecasts can be adapted to fit the time available. 	It is con- 

ceivable that one could do a Delphi on the telephone in a day, if 

the number of participants were fairly small and the number of 

questions minimal. 	Generally, the time required is variable depending 

on number of participants and the number of survey rounds. Surveys 

are usually carried out by mail, but can sometimes be accommodated 

by telephone. 	(The latter, of course, is speedier.) 	A proper 

Delphi is generally one of the more time-consuming methodologies. 

A representative time might be 6 weeks to 6 months. 
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9. Advantages  

The Delphi technique does not require the collection or development 

of statis-tical or narrative data. 	It allows the simultaneous appli- 

cation of many experts' knowledge to the topic under investigation. 

The interaction between participants, through the argument summari-

zation of the Supervisor, allows maximum convergence (i.e. precision) 

of forecasts, based on consideration of the most significant 

variables affecting future outcomes and without distortion by polemics. 

The technique is applicable to forecasting and assessment, usually 

in the same sequence with the same set of experts - this factor makes 

this technique especially useful to independent research groups who 

would find the task of total data collection and analysis otherwise 

impossible, and objeCtivity is retained as the results are based on 

the complete range of relevant opinion. 

Experiences with Delphi seem to show fairly good results. The tech-

nique has been tested on obscure, but readily-verifiable questions, 

(e.g. "how many telephones per capita are there in Africa as a whole?") 

- and the results were accurate, but sensitive to applicable knowledge-

levels of the respondents. The Canadian government Delphis that have 

been completed have generally been well-received, although it is too 

early to judge definitively. Judging by what experience is available 

it seems Delphi's are rarely completely wrong but reflect (as wôuld 

be expected) majority views, which tend to overstate or understate 

existing trends. Hence the results are usually fairly accurate but, 

for example, optimistic in terms of time required to achieve a goal; 

pessimistic, about alleviating a certain problem; etc. 
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10. 	Disadvantages  

The results of a Delphi sequence are based on intuitive knowledge, 

and hence cannot be demonstrated objectively. 	"Breakthroughs" 

(i.e. unexpected quantitative or qualitative jumps in technological 

capability) can be forecasted with this method, but may well show 

up in "minority" reports, leaving the decision maker without a clear 

forecast. The tendency to "convergence" may not produce accurate 

forecasts, or may distort the presentation by suppressing valid 

variances in opinion. 

There have been some Delphi response in which the individual fore-

casts were so varied as to make statistical presentation impossible, 

(i.e. the individual forecasts were at random). 	Results like these 

are inconclusive, indicating it is not possible to determine a 

majority convergence. 
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II  - SIMULATION GAMES  

1. Description  

In simulation games decisions or their consequences which 

involve conflicts of interests are simulated by subjects 

playing the roles of those decision makers, who in reality, 

would have to take the decisions. This technique has first 

been used for the investigation of political and military 

conflicts, using a given scenerio as a basing-point. 

Each participant or panel represents a given country, interest 

group, etc. with certain resources, goals, strategies, and 

constraints. The game supervisor passes messages, ensures 

continuity, and introduces critical variables (e.g. a novel 

technological breakthrough) into the game as required for 

investigative purposes. 	Simulation games bear some resem- 

blence to Delphi as they rely on expert intuition of parti-

cipants to develop results. They also usually use a given 

scenario (see below) to act as a basis for the game, or to 

act as a framework for the game's operation. 

Simulation games can be played either in one session (or a 

series of sessions) or in "slow-motion". 	In the former case, 



all the participants are working in the simulation at the 

same-  time (e.g. for a week); in the latter, the game is played 

as part of the participant's ordinary activities, with 

individuals playing the game as their schedules permit. 

2. Type  

Exploratory - intuitive. 

3. Applications and Examples  

Technology assessment, Originally games of this nature were 

devised as analytical tools, to enable decision-makers greater 

insight into the variables affecting likely alternative futures 

outcomes, with the prospect of developing simulation games as 

a predictive tool, based on the development of particular 

situations from the opening scenario. 	However, predictions 

of specific outcomes are not achievable owing to the impo-

ssibility of reproducing accurately all the variables (e.g. 

specific personality, goals of interest groups, etc.). 

Simulation games have been extensively and successfully used 

for educational purposes in various universities, war 

colleges, institutions, and government offices. 	Several 

currently exist, including one based on the events leading 

up to the outbreak of World War I, and a Canadian one was 

developed by the present author at the Defence Research 



Board (and later at Carleton University) on the outbreak 

of the recent Viet-Nam war. Other examples of applications 

could include political conventions, urban affairs, etc. 

4. Number of Participants/Staff  

The number of participants is variable, but each country, 

interest group, etc., should be well represented with expert 

participants from a variety of disciplines. 	For an eight- 

sided simulation, about 40 participants are required. 

Control must be well-staffed with supervisor, analysts, and 

general staff. 

5. Relative Skills Required by Participants  

As simulation games are applicable to social assessments, the 

participants need to be able to evaluate and give effect to 

social, psychological, political, and economic factors, 

based on knowledge of these areas. 

6. Relative Skills Required by Supervisor/Staff  

The simulation supervisor must ensure that . all possible . 

strategies and goals are given to participants, and that 

simulation is carried out within the framework of realistic 

behaviour. The introduction of critical variables must be 
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effected at the correct point in the scenario. Therefore, 

the supervisor must be able to organize and present social, 

political and economic variables to the participants. The 

staff needs to include game analysts to assist the Director 

in introducing variables, and probably require some elementary 

statistical skills to handle the data flow and express changed 

conditions of sides during successive rounds. The quantitative 

expression of resources and activities needs to be very 

detailed to be effective ( the more detailed the better),  

and this necessitates fairly sophisticated data handling 

and manipulation facilities. 

7. Critical Internal Processes  

The participants must have a clear picture of all their own 

goals and strategies, but it is often important to ensure 

their knowledge of others' goals and strategies is limited. 

The introduction of critical variables for controlled in-

vestigation has to be effected with due regard for timing 

and circumstance - this is the most critical factor in game 

operation. 	Participants have to be chosen on basis of expert 

knowledge and personality - the latter qualification restricts 

available players, and still may not adequately reflect real 

decision-making centers. 



8. Time Required to Complete  

Simulations can be carried out in a few days (provided 

preparation is adequate) if all the players can be gathered 

together to play simultaneously, otherwise, the game can be 
et 

carried on by  mail, or  1%1ow-motion", : played on a part-time 

basis. If the latter, a representative time would be 6 weeks 

to 3 months. 

9. Advantages  

Simulation games allow expert interaction, as with Delphi's, 

but (within controlled conditions) the experts can themselves 

choose exploratory avenues. The same game can be run several 

times with certain critical vartations to develop a range of 

alternative futures, which eliminates convergence-for its 

own sake, and preserves opinion variety. A simulation is 

often highly entertaining, helping to ensure participants 

will undertake their roles and responses with care, and making 

this technique especially useful in a training situation. 

10. Disadvantages  

Although the simulation is based on a real situation, and uses 

individuals to represent real dec“ion-makers, personality 

dynamics are unique to specific individuals and circumstances, 



and Iherfore are impossible to duplicate - this makes simula-

tion games only applicable to developing a range of alternative 

futures, without predicting which one will occur. Unfortunately, 

no guarantee exists all the possibilities will be brought 

to light, however, this criticism is probably valid for other 

methodologies as well. 



III - TREND EXTRAPOLATION - GENERAL, INCLUDING  

ENVELOPE CURVES  

1. Description  

Trend extrapolation (in general) analyzes historical data 

to determine uni or multi-dimensional continuous change in 

the phenomena under investigation and extrapolates these 

changes into the future time-frame, rèlying on the change 

in the phenomena to continue at the same intensity, quality 

and duration as before. This technique is objective i.e., 

intuitive opinion is not an integral part of the process, 

and is based on stable continuity of the past into the future. 

Usually trend extrapolation relies on some of the more complex 

statistical techniques to express itself, notably regression 

analysis. 	Somdtimes trend extrapolation is used in suffi- 

ciently sophisticated a manner as to allow development of 

changing characteristics in the future (i.e. if expressed 

on a graph the phenomena would show a curve, or series of 

curves). 

2. Type  

Exploratory - objective. 



3. Applications and Examples  

Being objective, trend extrapolation is Only applicable to 

quantitative variables, which implies only technological 

forecasting. 

There is some question as to the applicability_of'trend extra-

polation techniques to technological functions (e.g. transpor-

tation) or merely specific technical elements (e.g. jet 

tranport aircraft productivity). Usually, trend extrapolations 

are more appropriate to forecasting the progress of a given 

technological element, owing to the likely evolutionary 

character of progress in a given element, more consistent 

with the assumtions of trend extrapolation methodology. 

(See below No. 4 - Trend Extrapolations - Specific Growth 

Curves). Trend extrapolations can be used to forecast 

functions, on the assumption that an overall functional 

development trend can rest on the progress of several follo-

wing technological elements, a new element ensuring continued 

overall development as the preceeding one matures. Trend 

extrapolations of this type are often described as Envelope  

Curves; this section refers to this type of functional capa-

bility trend extrapolation. Usually trend extrapolation is 

more accurate the shorter the time-frame projected. 



4. Number of Participants/Staff  

No "participants" are required. The staff requirement varies 

according to the complexity of extrapolations attempted, 

the ease of base data accumulation, and time requirement. . 

A representative staff is 1 - 5 people. 

5. Relative Skills Required by Participants  

Not applicable. 

6. Relative Skills Required by Supervisor/Staff  

The staff will be required to carry out relatively complex 

mathematical and analytical techniques. 	If adequate base 

data is insufficient, the required additional data will have 

to be generated by the staff. 

The question as to whether or not the analysis of trends 

should be carried out by "experts", "near-experts" in the 

topic area under investigation is open. While "experts" 

are likely to be needed to generate data, the interpretation 

of results may be biased if carried out by  sanie, owing to 

the injection of individual views into the results. There 

appears to be a strong argument for non-experts to carry out 

the actual trend extrapolations, as they would not have any 



contaminating pre-conceived notions, (see for example, Kahn 

and Weiner, The Year 2,000,  p. 35) consistent with understan-

ding of the material. 

7. Critical Internal Processes  

The data base-point for the extrapolation must be definitive. 

If the trend-line data shows a regular or cyclical wave, then 

care must be taken to ensure the smoothed-out projected line 

is based on consistent points in the wave, or the line will 

be unnaturally depressed or raised. The analytical staff must 

ensure finite barriers of science or logic are not crossed 

by the extrapolation (e.g. rockets travelling faster than the 

speed of light or education expenditure exceeding prospective 

G.N.P.) 

8. Time Required to Complete  

The time require-d depends on the availability of base data 

and the complexity of the extrapolations. These may be 

particular time-limiting requirements for the results. 

9. Advantages 

Trend extrapolation is objective, i.e., can be shown mathe-

matically, and hence the results and processes require 

minimal interpretation. This enhances their value as it 



reduces the effect of human bias. Overall trends in tech-

nological development are often evolutionary in nature, and 

hence for relatively short-range, single technological 

element projections, this technique is appropriate, or, with 

a higher degree of risk, a succession of techniques for a 

given function. 

Trend extrapolation has been remarkably accurate on occasion. 

For example, the diminuation of the size of nuclear weapons 

has shown steady progress, even though a number of technical 

"breakthroughs" were required. 

10. Disadvantages  

There is a need for a large data-base to support the 

extrapolation; acquiring or generating the data is a sub-

stantial task. Trend extrapolation is inapplicable to 

circumstances where variables are not quantifiable (i .e.  

of a qualitative nature) or when base data acquisition or 

generation is impossible (e.g., radical new technologies). 

Even in the short-run, and more so in longer time-frames, 

external factors may alter the past conditions upon which 

the extrapolation is based. 



IV - TREND EXTRAPOLATION -  

SPECIFIC GROWTH CURVES  

1. Description  

Trend extrapolation can be based on specific growth curves, 

i.e., many different technological elements showing a similar 

profile of progressive change over time. For any specific 

curve, the same factors for all trend extrapolations apply - 

the applicability to quantifiable variables, the need for • 

historical base-data, etc. These curves can be expressed by 

a particular formula, usually appearing graphically in an 

"S" shape. 	Examples are the Pearl and Gompertz "S" curves, 

the former being a symmetrical curve around the half-way 

point in technological development, the latter being more 

developed (i.e. longer) in the latter half. 	Curves of this 

nature are often based on biological processes, e.g., 

pumpkin growth, etc., owing to a certain experienced histo-

rical simularity between the life-cycle of these natural 

organisms and the development of technology in a certain 

application. 

2. Type  

Exploratory - mathematical (objective). 	However, as the assumption 

has to be made that the phenomena under review can be represented 



by a- growth curve in prospect, the choice of specific growth 

curves would be an intuitive decision. Hence the growth 

curve style of trend extrapolation is less objective in its 

application, as, say, compared to the "pure" trend extrapola-

tion, or "envelope curve" extrapolation, because the latter 

rely on data generated by historical evidence of the technology_ 

itself, whith,..of course, the specific growth curves cannot. 

3. Applications and Examples  

Technological forecasting. Specific growth curves are 

almost invariably only applicable to a single technological 

element, based on a cyclical theory of innovation, exploi-

tation, maturity, and obsolescence, that supports an S-shaped 

development growth,  e.g.  power output of piston engines, as 

opposed to power output of aircraft engines generally, which 

would be an example of the above described envelope curves.) 

However, they may be very useful in forecasting the future 

of the next segment of an envelope curve, i.e., if the 

overall envelope curve has been established, specific growth 

curves may be useful to forecast the prospects of the next 

generation of technology required to keep up the overall 

functional capability. 



4. Number of Participants/Staff  

No participants required. Staff requirement is limited 

owing to the single element investigated and the relatively 

short time-frame. 	1 - 3 analysts. 

5. Relative Skills Required by Participants  

Not applicable. 

6. Relative Skills Required by Supervisor/Staff  

The staff must be familiar with growth curve mathematics 

to select and apply promising curves to the data. Statis-

tical analysis is required in fitting the data to a curve, 

e.g., least squares, regression analysis, etc. 

7. Critical Internal Processes  

Adequate base data must be available. The staff must select 

the most promising curve for forecasting - this choice is 

subjective; even if a "least squares" statistical analysis 

is used, deciding to use this criterion is subjective. 

8. Time Required to Complete  

Varies - can be done in an afternoon, if results are required 

immediately, but detailed/complex analysis could take much 

longer, possibly several weeks. 



9. Advantages  

There seems no rational reason why technological development 

should follow this type of pattern - the use of specific 

growth curves is based on their apparant success in practice. 

These curves are relatively easy to use for forecasting tech-

nological progress in a given element, and within this limi-

tation, offer a valuable basis for forecasting if one can 

accept the assumption of technical development following some 

sort of pattern experienced in the past by other developing 

phenomena. 

10. Disadvantages  

As in trend extrapolation generally, there is no guarantee 

future development will be relatively "smooth", as the 

projection of a growth curve forecasts. Adequate 

historical data must be available, limiting usage. 

Complete objectivity is not achievable, as the selection 

of which specific curve is to be used rests with the 

research group and cannot be decided perfectly objective-

ly. 	What criterion for curve selection will be final? 

These curves are almost invariably limited to a specific 

technological element forecast, and have no wider applicability. 



V - TREND EXTRAPOLATION - TREND CORRELATION  

1. Description  

Trend correlation techniques extrapolate the correlation in 

the development of severàl variables observed in the past 

into the future. In the case of two variables, they are 

called simple trend correlations; if more than two, multiple 

trend correlations. The correlations are assumed to have a 

cause-and-effect nature (or occasionally to be the joint 

function of another variable) in which one variable is the 

precursor of the other. 

2. Type  

Exploratory - mathematical (objective). 

3. Applications and Examples  

Technology forecasting and (occasionally) technology assessment. 

An example might be the relationship between car ownership and 

urban spread. Trend correlation is much used in economic 

forecasting on the concept of "leading indicators" that show 

changes in economic activity which the rest of the economy 

usually follow (i.e. correlates). 



4. Number of Participants/Staff  

2 - 5 staff, as a very general representation. However, 

the complexity of the forecast can vary so much as to make 

meaningless any figure for staff requirements. 	It is probably- 

true that trend correlation analysis requires more resources 

than other types of trend extrapolation. 

5. Relative Skills Required by Participants  

Not applicable. 

6. Relative Skills Required by Supervisor/Staff  

As for trend extrapolation in general, a high degree of 

mathematical and statistical knowledge and expertise is re-

quired. 

7. Critical Internal Processes  

The correlated variables must be adequately tested, to 

ensure the postulated relationship is plausible. 	It goes 

without saying that accuracy in the calculations is vital. 



8. Time Required to Complete  

1 - 4 weeks, as a representative estimate. Trend correlation 

will take somewhat longer than trend extrapolation, owing to 

the need to develop the facts on the variables, and the 

inevitable requirement of manipulating 2 or more variables. 

9. Advantages  

Trend correlation extrapolations have the capability, if 

adequate data is available, to interrelate future technological 

avenues, which offers a time-saving over extrapolation of all 

the inve§tigated variables separately, and aids the decision-

maker in integrating several (probably resource-competing) 

technological developments. 

When sufficient experience of the correlation of certain 

variables is developed, trend correlation is a highly effective 

way of generating forecasts. Trend correlation remains 

the basis of much of modern economic forecasting. 

10. Disadvantages  

Critical comments of all trend extrapolation techniques 

apply to trend correlation with equal force. 	In addition, 



trend  correlation is based on observed data, and is by 

nature a more complex projection than straight trend 

extrapolation. This introduces a greater chance for error 

into the analysis. 
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VI - MATNEMATLCAL ANALYTICAL MODELS  

1) 	Description  

The process of technology forecasting always involves a "model" 

of the world, or part thereof, in which the changes are to occur. 

Mathematical models are models which use the abstract constructs 

of mathematics as the means by which the object/system is 

"described" or "modeled". Such mathematical descriptions are 

"analytic" if they are sufficiently tractable to reveal significant 

information about their structure that was not readily available 

from the description itself. A mathematical analytic model then 

is a . mathematical description of an object/system which can be 

"solved" for new information concerning the model, and hopefully, 

the described object/system. 	It is important to distinguish the 

order of events which lead to the construction of a mathematical 

analytic model. They may be summarized as follows: 

1) Examine the object/system 

2) Choose a mathematical description for the perceived 

structure(s) of the object/system 

3) Estimate the parameters (if any) of the description 

4) Test the model for logical and/or .empirical consis-

tancy, and mathematical tractability 
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5) Use the model to gain information 

This ordering ensures that the structural description of the 

object/system is logical or "makes sense", at least to those 

involved in constructing the model, and excludes empirically 

determined models based on statistical properties of non-cause/ 

effect related quantities. This "logical" structure allows 

the analyst the freedom to explore situations in which past 

relationships no longer hold, and examine the impact of changed 

conditions within the model's structure. 

2) Type  

Exploratory - objective. 

3) Applications and Examples  

Analytic models, lecause of the freedom mentioned above, are 

particularly useful in forecasttng. Many of the techniques 

described elsewhere in this review could be classified as 

mathematical analytic models, eg. 1) the systems dynamics 

models of Forrester, Meadows, et al. 	2) trend extrapolation 

and 3) the CANDIDE model (to some extent) . Other examples, 

such as the Isenson-Hartman Growth Curve model based on infor-

mation acquisition and dissemination theory; Floyd's Universal 

Growth Curve model; Mansfield's Diffusion of Innovations in 

Industry model; and Holton-Seaman's Exponential Growth model 
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are referenced in the bibliography. Presented below are two 

examples of a type of analytic model using the theory of finite 

automata as its resource pool. 

4) Number of Participants/Staff  

Staff eequirement depends upon the size and complexity of the 

description contemplated, but for most proje-ts of a reasonable 

nature can be limited to 1-3 persons. 

5) Relative Skills of Participants  

In most cases N/A. 

6) Relative Skills of Staff  

The staff must be sufficiently well trained in the fields of 

mathematics being used in the description and analysis. 

7) Critical Internal Processes  

The usefulness of an analytic model is directly related to the 

accuracy of the description it provides of the object/system. 

Thought must be directed toward  sonie technique for evaluating 

the quality of the description before a choice of model is made. 
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8) Time Required to Complete  

Time requirement varies with the complexity of the model and 

the ease with which exogenous data can be obtained. For most 

reasonable projects 2 weeks - 3 months should suffice. 

9) Advantages  

The freedomto explore the effect of changed conditions on a 

described object/system, and to explore alternative structural 

assumptions is the primary advantage of analytic modeling. The 

improved understanding of the structure of an object/system 

which results from the formal model building process leaves 

lasting benefits,whether or not the constructed model was de med 

accurate enough for use. 

10) Disadvantages  

The bias introduced in a forecast produced by an analy.tic model 

is disguised and removed one level from the investigator. 	Bias 

introduced by the choice of mathematical technique, by the sim-

plifications involved in the description, and in the availability 

of quantified data both for estimation and checkout, is difficult 

if not impossible to detect. 	It is important to recognize that 

an analytic model is only an abstract description of the object/ 

system being modeled, and its results are only applicable as long 
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as the description remains accurate. The results of any analysis 

based on an analytic model are, therefore, vulnerable to objections 

raised about the assumptions underlying the description of the 

object/system. 
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Example - Mathematical Analytical Model - Finite Automata  

Finite automata applies the theory of graphs to modeling 

problems. A "graph" T is a set X of "points" or "nodes" and 

a set r of "edges" or relationships between nodes (i.e. 

T 	(x,r) ). 	A graph is a "directed" graph if the "edges" 

are ordered or have direction. This is depicted pictorially 

by lines with arrows indicating direction. 

Consider a system Q with a finite number of possible "states" 

qi (i = 1, 2, ..., n) with a finite number of "inputs" 

xic X(i — 1, ..., m) and "outputs" yi E Y(i 	1,2,...,k). 

If one imposes a structure on the system by specifying a 

function X :Q x X -› Y and a function 6 :Q x X -› Q then the 

"transition" graph of the system, showing the possible paths 

by which the system may move from one state to another, can 

be constructed. 

For example consider the problem associated with alternative 

trade decisions presented below. A country has three possible 

states Q: 

(1 .1  : needs > resources 

q 2  : needs — resources 

q 3  : needs < resources 



C1 1 	C1 2 	CI3 	C1 3 	Cl2 	CI1 

X 1  X 1  X 1 X 2 X 2 X 2 

1 	2 	3 	1 	2 	3 

C1 2 	C1 3 	CI3 	C1 2 	C1 1 	CI1 

2/  1 

1 / 3 

there are two "goals" (inputs) X: 

x : obtain resources 
1 

x 	: 	sell resources 
2 

and three "policies" (outputs) Y: 

y l  : establish trade relations 

y 2  : maintain status quo 

y 3  : break of trade relations 

A possible "scenario" involves the specification of X and (3 ; 

for instance 

initial: 	q 

input: 	x 

x(q,x) 	=y 

6(q,x) = q 

which represents the transition graph T = (Q,6) below: 

CI 2 

 

X2  t›.....------- 

 /./.7  
te- 
. 

X 2 / 3 f  t \ -/  Xi/ 1  ...,„„..-- 

qlj------------  



This is an oversimplified example, but illustrates the con-

struction of a "picture' of the problem which may give added 

insight. Additionally this technique allows an exhaustive 

search of possible transition graphs, if desired, by ordering 

and identifying the alternatives in a systematic fashion. 
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VII- CANDIDE (CANadian Disaggregated 
InterDepartmental Econometric) Model  

1) 	Des-cription  

CANDIDE is a large medium term model of the Canadian economy. It 

was designed to forecast the Canadian economy in at least as much 

detail as the National Accounts (Statistics Canada) for periods of 

up to 20 years. 	It is composed of 7 sectors: Final Demand; 

Industry Output; Labour; Industry Wages and Prices; Incomes; Final 

Demand Prices; and Finance. These sectors are composed of one or 

more blocks, and each block is composed of one or more equations. 

The sectors are interconnected as illustrated in Figure 1. The 

equations are of two types: Identities which arise from the defini-

tions of certain concepts; and Stochastic or Behavioural equations 

which capture the predictive relationships among variables. For 

example, an identity might look like: 

SGOVCK = (PSPC # CQPC 7/. CONTRV)/CPID 

which comes from block 1 and may be interpreted as meaning total 

government contractual savings (SCOVCK) is assigned the sume of 

contributions to public pension (PSPC) plans, contributions to 

Canada and Quebec pension plans (CQPC), and provincial employer 

employee contributions to independent employed vacations (CONTRV); 

divided by the implicit deflator of consumer expenditure (CPID). 

A behavioural equation might be: 

SPICK 	B 	B*SGOVCK 	(B*YD)(03-1) 

which translates as: 

SPICK 	B 1 7£ B2*SGOVCK 	83*YDt 	B4*YDt..1 

and means total private contractual savings (SPICK) equals a constant (B2) 

plus the weighted sum of government contractual savings (SGOVCK) and 



- 35 - 

disposable income in the present period (YD t ) and in the previous 

period (YDt_i). The constants Bi i 1,....,4 are estimated from 

data, usually by ordinary least squares regression. 

Figure 2 contains an outline of the model's present configuration by 

sector and by block. Blocks are classified as major or minor within 

each sector, and as belonging to one of three solution groups: 

prologue (P), solved independently at the start of each period; 

simultaneous (S), solved in each period as a system of non-linear 

simultaneous equations by Gauss-Seidel iteration; or epilogue (E), 

sol  ved  at the end of each period to provide alternate forms of the 

solution. Each block is annotated with the number and type of 

equations it contains, for example (B - 11, 1 - 3, U - 1) means that 

the block contains 11 behavioural equations, 3 identities and 1 unused 

location (for ease of expansion). 

SECTOR COMMENTS  

1) Final Demand - This sector produces figures for 170 final 

demand categories. 

2) Industry Output - This sector converts final demand to 105 

commodity requirements, which are then converted to 63 industry 

outputs and adjusted to agree with aggregate RDP. 

3) Demography, Labour, and Employment - Labour demand is esti-

mated using an inverted production function both in hours and in 

men. Supply is handled through population statistics and exogenous 

trends. 

4) Industry Wages and  Pri  ces  - Pri  ces are represented by value 

added deflators (the ratio of gross to real domestic product) in 12 

primary categories. Subsiduary prices are determined from aggregate 
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value added deflators. Wages are determined dynamically from a 

Phillips curve. 

5) Final Demand Prices - Export/Import prices are determined 

exogenously. An input/output model (1961 base) is used to determine 

internal commodity prices. 

6) Incomes - National Accounts aggregates are computed in this 

sector. 

7) Finance - This sector is weak in the existing model. 	Further 

work is being done to find reliable predictive relationships for 

financial variables, and links to the rest of the model. 

In summary, CANDIDE accepts a scenario of about 400 exogenous trends 

and produces time series for approximately 2000 variables. 





Block Number  Solution 
Major  Minor 	Group  Name (Size)  

22 

11 

SECTOR 1 FINAL DEMAND  

Savings and Macro Consumption (B-2, 1-7) 

2 	 S 	Disaggregated Consumption (K$) 
( 13-39, 1-19, 11-7) 	• 

37 	E • 	Disaggregated Consumption .(C$) (I-50., U- 5). 

3 	 S 	Residential Construction (B-11, 1-13, 111) 

4 	 S 	Business Investment ( 13-14, 1-63, U-2) 
32 	S 	Detail (B-62, 1-21, U-1) 
44 	E 	Capital Stocks (1-62) 
45 	E 	Rental Cost of Capital (1-48) 

5 	 S 	Inventory Investment ( 13-8, 1-25) 

6 	 S 	Government Expenditures (K$)(B-22, 1-18) 
38 	13 	Government Expenditures (C$) (1-43, U-1) 

7 	 S 	Exports (B-21, I-31) 
18 	P 	Exports Current $ (1-34) 
39 	' P 	Exports & ROW Linkages ( 13-17, 1-22) 
42 	E 	Current $ (1-38) 
46 	P 	Exports - Motor Vehicles .(B-6, 1-21) 

Imports ( 13-20, 1-23) 
41 	S 	Imports - Motor Vehicles ( 13-6, 1-21, U-2) 
43 	13 	Current $ (1-41, U-1) 

SECTOR 2 INDUSTRY INPUT/OUTPUT  

9/10 	 8 	I/O  Commodity Requirements (I-60), (1-45) 
25 	8 	I/O  Value-Added (1-83) 
93 	S 	Real Domestic Product (B-63, 1-16, U-4) 

SECTOR 3 DEMOGRAPHY, LABOUR, EMPLOYMENT 

Demography (B-1, 1-57, U-4) 

Labour Supply and Emplovment 
12 	13 	Hours per week (I-13) 

8 

Figure 7-2 



Block Number  Solution 
Major  Minor 	Group  Name (Size)  

20 

^11 
4- 
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SECTOR 4 INDUSTRY WAGES & PRICES  

13 	 S 	Wages (B-21, 1-5, U-1) 

14 	 S 	Industry Prices (B-37, 1-54) 

SECTOR 5 FINAL DEMAND PRICES  

16 	 S 	Export Prices (1-32, U-1) 

17 	 5 	Import Prices (I-49) 
40 	 S 	Detailed Import Prices (B-46, I-34) 

15 	 S 	Final Demand Prices, Consumption 
(B-47, I-12, U-7) 

26/27 	S 	I/O  Commodity Prices (I-60), (I-45) 
28 	 S 	I/O  Consumption Prices (1-42) 
29 	 S 	I/O  Government Prices (1-12) 
30 	 S 	I/0 M. & E. Investment Prices (I-38) 
31 	 S 	I/O Construction Prices (1-42) 
33 	 S 	Final Demand Prices, M. & E. Investment 

(B-38, I-4) 
34 	 S 	Final Demand Prices, Structures (B-40, 1-4) 
35 	 s 	Final Demand Prices, Government (B-18, 1-2) 

SECTOR 6 INCOMES  

Incomes, Govt. and Private (B-31, 1-58, U-2) 

2 4 	 S 	National Account Aggregates (B -2,,I-28) 
36 	 E 	Other Aggregates (I-16) 
47 	 P 	Future Use for Rules and Equations for. 

Government Transfer Payments (1-13, U-40) 

SECTOR 7 FINANCE 

Financial Sector (B-9, I-3, U-2) 

E/S 	Balance-of-Paymc.:nts Sector (B-7 7  1-7, U-4) 

Figure 7 - 2 (cont'd) 

19 
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vin  - WORLD DYNAMICS MODEL  

1. Description  

A notable recent model, which has achieved wide-spread 

publicity has been developed by Prof. Dennis Meadows, under 

the auspices of The Club of Rome, based on the "World 

Dynamics" work of Prof. Jay Forrester at the Massachusets 

Institute of Technology. This model is a global aggregate 

model intended to demonstrate "the limits of growth". It 

is based on five factors considered to determine and hence 

ultimately limit growth on this planet - population, 

agricultural production, natural resources, industrial 

production and pollution. These factors are quantified, and 

can each be manipulated to assess their interaction under 

different circumstances. The forecasts predicts all growth - 

economic, industrial, population, etc. - will have to be 

voluntarily reduced or stopped, or there will be an 

involuntary (and probably catastrophic) collapse before the 

year 2100. 	Reaction to these results is mixed.. 

Using the Continuous Systems Programming language supplied 

by Dr. J. Verner of Queen's University, the original 

programme presented by Forrester in World Dymamics  was run 



through the computer, followed by runs with changes of 

parameter. The original outcome should not be taken as 

a prediction of the course the world is now following. 

The assumed structure and values in the model have not been 

carefully enough examined to give assurance that this model 

is the most likely one. Instead, it should be interpreted 

as one of the possible modes of behaviour of the world 

system. 

This particular world model contains few inherent 

forces capable of limiting population - depletion of 

natural resources, rise of pollution, increase in 

crowding, and the decline of food. Examination was 

made of these forces and changes made within the model 

to better understand the internal behaviour of the system 

and to see the probable outcomes following implementation 

of hypotheti cal  policies. At each stage graphs were 

produced to aid in.studying the results and in comparing 

with subsequent runs. Attached is the original programme 

and graph; plus other runs with assumptions. 



The original system (graph 1) is one in which growth 

is reversed by pressures arising from the declining 

natural resources, i.e. decline in population, lower 

effectiveness of capital investment, and lower material 

standard of living (again reducing population) - halt in 

exponential growth of population and capital investment. 

By the year 2,000 natural resources are falling steeply 

and if usage continues at such a rate, natural resources 

will disappear by the year 2,150. 

To test the dependence of the model upon natural 

resources, a run was put through in which it was assumed that 

the natural resources usage rate (NRUR) was sharply reduced 

to 25% of its original value in 1970. This removed one 

layer of restraint off the growth forces and the next 

growth-suppressing pressure, pollution, arose. Pollution 

rose to more than 40 times that in 1970. 

(first run - pollution maximum - 2.07 x 10
10 

units 

second run - pollution maximum - 1.5 x 10 11
Arnits). 

This was caused by the longer time of ‘ growth of both population 

and capital investment. This growth generated pollution (see 

graph 2) at a rate beyond dissipation by the environment. 

BSRe 
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With an overload of pollution, it continued to 

grow and climb steeply until it extinguished the pollution-

creating processes. This caused a decline in population and 

capital investment until pollution generation again fell 

below the pollution absorption rate. From the corresponding 

graphs, it was obvious that the quality of life dropped 

suddenly (enough to curtail population). After 2060 quality 

of life turned upward due to the assumption that all capital 

investment is available to and usable by the remaining 

population. Quality of life from crowding responds to 

pollution (almost a reverse of the pollution trend). 	Food 

ration (amount per person) falls, capital investment-in-

agriculture fraction increases. 

Growing pollution affects the population in two ways - 

it acts directly on birth and death rates and indirectly by 

interfering with food production. 	it results in a rapid 

increase in death rate and fall in birth rate after 2020. 

• 

The next run was made to examine the third limit to 

growth by removing the natural resource and pollution.effects. 

No resources were used after 1970 (natural-resource-usage 

rate normal is set to zero) and pollution rate was reduced 

to 10% of what it would have been. 	(Pollution normal set to 

0.1 in 1970, originally 1.0 throughout, corresponding to 

graph 3). 



1 

1 
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1 
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In this case, population rose to approximately 10 billion 

corresponding to a greater crowding ratio (2.7 times 1970 

population). This in turn caused the quality of life to 

fall and in turn reduced population rate. 

Capital investment rose noticably, and would continue 

to do so following this 200 year period, with an increased 

capital investment ratio (CIR) over previous 1970 values. 

This is due only to assuming unlimited resources and 

suppressed pollution. CIR is only available to raise the 

standard of living. Increased population caused greater 

crowding and demand for food shifted capital investment 

to agriculture i.e. -- capital-investment-in-agriculture 

fraction continually increasing. 

The graphs corresponding to this run shows the mode prciduced 

by the crowding limit i.e. effect of crowding on population. 

Crowding also affects the food sector - quality of life drop 

below previous 1970 level - a combination of rising quality 

from higher material standard of living and a falling 
r 

quality from crowding. 

The fourth run was to eliminate, along with natural 

resource usage and pollution, the effects of crowding on 

growth. The change made was to suppress the effects of 



crowding on the birth and death rate so that there is 

no effect as crwding increases. All values for crowding 

ratios are changed to 1. i.e. birth and death-rate-crowding-

multiplier. Graphs 4a and 4b. 

Population now rose further to just over 10 billion. 

With a steeply rising population the material standard 

of living is lower. 	There is of course, an increased 

demand on food - taking capital for agriculture, and capital 

cannot be regenerated to a higher level. In comparison to 

the previous run, material standard of living and the food 

ratio are lower. This in turn results in a lower quality 

of life. 

Now that crowding does not limit population growth, 

the next limiting factor is the reduction in food ratio 

(40.77) - enough to halt rise of population. 	Population 

rises to a level sufficient to generate the degree of food 

shortage needed to suppress growth.  

Following this sequence of runs to establish the range 

of limiting growth factors, the original system was 

tested ùnder increased industrialization. This was done 

by increasing the rate of capital investment. The original 
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value of capital investment generation normal of .05 

throughout was increased by 20% in 1970 to .06 i.e. rate 

of capital accumulation is 20% greater than in the original 

model. 

The result is the return of a pollution crisis. The first 

occurrance of this crisis appeared with decreased natural 

resources usage rate where population and industrialization 

•exceeded the pollution-absorption capability. Now the pollution 

crisis caused byincreased industrialization reaches the 

pollution limit for the resources are depleted.. 

Quality of life rises initially but falls by 2020. 

2. -  Type  

Exploratory - objective 

3. Applications and ExaMples  

"World dynamics" is an off-shoot from earlier work e.g. 

"Urban dynamics". So far, its classic application has been 

the Club of Rome's report "The limits of Growth", it has • 

certainly had a tremendous impact on recent futures-oriented 

thinking, although criticised on the basis of having 

insufficient variables and inadequately giNing effect to 

future technology. 



4. Number of Participants/Staff  

No participants required. Staff needs to be adequate to 

handle the computer program. 
nnn 

5. Relative Skills Required by Participants  

Not applicable. 

6. Relative Skills Required by Supervisor/Staff  

For a "World Dynamics" computer run, the staff will have to 

be familiar with fairly advanced computer techniques, 

possibly also will have to generate new techniques depending 

upon equipment available, etc. 

7. Critical Internal Processes  

The world model can be dissected and separate loops controlling 

one item - e.g. population extracted - (1) natural resource 

loop 	(2) pollution loop 	(3) food loop. 	In each case, the 

interaction of population and one of the above factors only 

can be allowed; all other factors disregarded. This facilitates 

understanding of the feedback loop system, in Rarticular, those 

influencing population. 

Case 1 - Population and natural resources. 

Begins 1900 (using same initial conditions presented before). 

Population increases, natural resource usage rate NRUR increases 

thus increasing the depletion of natural resources. This in turn 



lowers natural resource fraction remaining NRFR and lowers the 

natural resource extraction multiplier. This then reduces - 

effective capital investment remaining and the material standard 

of living MSL. This MSL increases birth-rate-material-multiplier 

and therefore the birth-rate. 	It also increases death-rate- 

material-multiplier and death rate to eventually reduce population. 

Case 2 - Population and pollution. 

Increase in population increases pollution generation, increases 

pollution, increases pollution ratio. Through the birth and 

death-rate-pollution-multiplier increased pollution reduces 

birth-rate to reduce population, and increases death rate to 

reduce population. 

Rising pollution reduces food-from-pollution-multiplier, 

reduces food ratio, and through the birth-rate-food-multiplier 

reduces birth-rate and population. Similarly, through the 

death-rate-food multiplier, falling food ratio increases 

death ratio to reduce population. 

Ce'se 3 -  Population and food. 

(inter loop) Initially population rises, capital investment 

ratio, CIR, decreases, capital-investment-in-agriculture 

decreases, food potential (per person) decreases, FR-food 

ratio decreases, birth rate will decrease. This implies 

population decrease. 
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(outer loop) Population rises, CIR decreases, capital invest-

ment in agriculture decreases, food potential from capital 

investment decreases, food ratio decreases, death-rate-from-

food-multiplier increases; death rate increases. This implies 

population decrease. 

8. Time Required to Complete  

This varies according to how easily the program can be 

accommodated under the specific given circumstances. 

9. Advantages  

The model is very positive and has made a considerable impact 

in focussing attention onto the questions raised by ever-

increasing demands on the world's support systems. 

10. Disadvantages  

The model is quite simple. 	It may not have adequate provision 

for all important variables. 	It is based on a set of assumptions 

(e.g. regarding natural resource reserves) that may or may not 

be realistic. No effect is given to Space developments, which 

seems rather short-sighted in view of the model's attention on 

long-term trends. Very little effect is given to human 

technology eliminating or enormously reducing certain problems. 
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IX 	- A CANADIAN ECONOMIC MODEL  

1. 	Description  

Following along the methodology of the previous model this is 

one developed for the Canadian governmental_ department of 

Energy, Mines and Resources, to forecast CaRadian economic 

development. It presents a systems dynamics model of the life 

cycle of national economic development. This cycle, completed 

in a few hundred years, can be divided into growth, transition, 

and equilibrium. 	In growth phase, population, production, and 

industrialization increase exponentially. 	In the transition 

stage economic growth encounters increasing negative pressure 

from physical and social limits to growth, and in the equili-

brium stage, the forces producing and restraining growth are 

in balance. This model covers a 250 year period of the develop-

ment life-cycle. 

Economic activity is divided into 5 production sections: 

(i ) agriculture 	(ii) goods 	(iii) services 	(iv) capital, 

and (v) resources, each with its own function and all fitting 

together into a structural network. 

Figure 9-1 on the following page illustrates the material flows 

between sectors. The 5 sectors are linked through population; the 
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production sectors support the flow of food, goods and services 

to  the population. Population provides labour for all 5 sec-

tors. 	The structure, as illustrated, is circular. 	The two 

secondary sectors--capital and resources--support the consumer 

sector. Output from the three consumer sectors--agriculture, 

goods, and services--support population. 	Labour supports all 

5 sectors. The only factors of production lying outside this 

flow are the environmental porduction inputs--natural resources 

and land. 

Basic Structure  

The model's over-all behaviour is determined by the interaction 

of numerous separate processes, each controlled by causal feed-

back loops. This structure consists of two or more causally 

related variables that close back on themselves. The relation-

ships are either positive or negative. 

eg. (i) 	positive loop controlling population 

(net births 	births - deaths) 



crowding 

eg. (ii) 	negative crowding loop 
(assuming that where crowding-is great enough 
it will reduce net births) 

.i.— 	
population /e/e,..... 

net births 
 per year 

/,.,%......... 

net birth rate 

Methods  

From the basic computer run it is possible to change particular 

variables to generate a number of behavioural patterns. As ex-

amples, it is possible to study three possible modes of economic 

development for an industrial society: 

(i) transition out of the growth phase when population growth 

produces a food shortage, 

(ii) transition when industrial growth produces a resource 

shortage, and 

(iii) transition when population reaches a crowding limit. 

In this manner it is possible to better understand the internal 

behaviour of the system and to see the probable outcomes follow-

ing implementation of hypothetical policies. 

The graphs presented correspond to the first mode of develop-

ment. The model's conditions, with the exception of the 
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assumption made to achieve this particular mode, were chosen 

to approximate the Canadian conditions in 1900. 	From the 

initial state behaviour is determined entirely by the internal 

structural relationships. 

Food-limited Development Mode  

Graph 3 shows population growing exponentially. 	Between 1900 

and 2000 the capital/labour ratios rise, which causes producti-

vity to increase. 	This in turn allows the material standard of 

living to rise while the fraction of labour non-productive in- 

creases. 	The increase in material standard of living allows 

labour to reallocate from agriculture to services. 

After year 2000 many established patterns of development are re-

versed. 	In Graph 2 the capital/labour ratios in all production 

sectors stabilize and actually decline slightly after 2050. 

Also, food, goods, and services per capital fall at this time. 

Graph 3 shows that the fraction of labour non-productive and, 

after 2050, labour reallocates back into agriculture from the 

services and goods sector (Graph 2--decline of goods and ser-

vices per capita). 	These  reversais are caused by the assump- 

tions illustrated in the two feedback loops on the attached 

sheet. 	Loop (a) causes the capital/labour ratios to stablize 

at high levels and loop (h) causes the agricultural section to 

1983 
LUZ l'AeY 

SCIENCE AND f  L.' 	OMY 
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expand. This is achieved by taking labour from the non-productive 

pool and from goods sector and services sector following the 

commitment of agricultural land to food production. 

Graph 1 illustrates that most of the increased productive labour 

force after 2050 goes into the agricultural sector. Fraction 

of productive labour in agriculture rises from approximately 20% 

in 2050 to 80% in 2150. 	Obviously, increased technology with 

regards to agricultural production is not assumed within this 

model; for as the intensity of land use rises agricultural pro-

duction efficiency falls. This decline prevents agricultural 

production from rising proportionately with population; thus 

a reduction in food per capita (Graph 2). 

The expansion of the agricultural sector and related trends will 

continue beyond 2150 until population stops growing. Then food 

per capita will stop falling, causing the need for food, non-

productive time, goods and services to reach a new balance. 

With this new balance reallocation of labour to agriculture stops. 

In the absence of other constraints population will grow until 

food per capita falls low enough to reduce the net birth rate 

to zero. Population growth rate by 2150 has slowed perceptibly 

as evidenced by the declining slope of the population curve 

(Graph 3). 
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It is interesting to note that by 2150, in many ways, the stàte 

is similar to its pre-industrial conditions: 	all aspects of 

standard of living are low, most of the labour force is in agri-

culture, fraction of labour time non-productive is low and the 

needs are high. But the differences are great in many respects; 

population is now thirty times as great and economic develop-

ment is limited by availability of land whereas previously limited 

by availability of capital. 

This particular mode is obtained through assuming that high 

technology 	alternatives to land-based food production have 

very low yields. This makes the high capital-intensity of pro-

duction methods in 2150 of little use in raising the total agri-

cultural production rate. No matter the effort expended agri-

cultural production is therefore limited to about 215 times 1970 

value. 	This is naturally too restrictive but facilitates in 

illustrating two points: 	(i) feedback loops, dormant during 

industrialization, can emerge and dominate in later stages, 

(ii) if population growth forces the adoption of food production 

methods less efficient than agriculture, the agricultural sector 

draws disproportionately on human and capital resources, reducing 

the possible standard of living. 

Similarly the two other modes may be achieved by changed 

assumptions, allowing for further understanding and evaluation 

of the model. 

• 	 .7% 
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loop (a) 

Figure  9 	Each of the five production sectors has two 
negative loops limiting the capital/labor ratio. 

loop (b) 	. 
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Figure  9-3.  Two loops cause the agricultural sector 
to expand as the intensity of land use 
increases. • 
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2. Type  

Exploratory--objective. 

3. Applications  

This model is of course following along the line of work done 

by Forrester--the systems dynamic approach. 

At present it can be used to try and further understand the 

Canadian economic system and its possible future alternatives. 

This model, too, can be criticized on the basis of insufficient 

representation of the real world which might lead to giving 

improper effect on decisions for the future. 

4. Number of Participants  

Once the model is set up no participants are required. .Staff 

needs to be adequate to handle the computer programme. 

5. Relative Skills Required by Participants  

Not applicable. 

6. Relative Skills Required by Supervisor/Staff  

For an "Economic Model" computer run, the staff will have to 

be familiar with fairly advanced computer techniques. 

7. Critical Internal Processes  

As given in the description, there are a number of particular 

cases to further understand the composition of the model. 
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These facilitate in understanding the numerous influences and 

interactions of the system and the effect of supposed policy 

implementation. 

8. Time Required to Complete  

This varies according to how easily the programme can be accom-

modated under the specific given circumstances. 

9. Advantages  

The model makes it possible to see the effect of the inter-

action of numerous variables, which otherwise might remain 

unrealized. 	Initially, it is necessary to define all possible 

variables of the economic system and to decide on the actual 

dependence of each on the others--the designing of feedback 

loops. This requirement necessitates understanding of the sys-

tem and can also further that understanding. 

10. Disadvantages  

The model is quite simple. 	It may not have adequate provision 

for all important variables. 	It is based on a set of assump- 

tions that may or may not be realistic. Very little data is 

actually available, and included in this example along with 

the output of computer runs is some actual Canadian data for 

comparison. Very little effect is given to human technology 

eliminating or enormously reducing certain problems. 



Tables  

The following two tables represent the actual numerical data 

received from the output of (i) the original run of the eco-

nomic model and (ii) the food-limited mode run. The basics 

for these runs have been previously described - the food-

limited mode being achieved by changes in the assumptions of 

agricultural technology. The tables give past, present, and 

future information concerning fraction of labour, labour, capi-

tal, and capital/labour ratio in all of the five sectors of the 

economy. Attached also are graphs corresponding to the food-

limited mode output. 

Actual Canadian statistics are provided for comparison where 

possible. 



15,951,000 

.11817 

208,120 

.20447 

.0804. 

141,600 

17,629,000 

.10669 

191,050 

.19328 

18,720,000 

.10012 

181,000 

.1868 

20,349,000 

.092206 

169,630 

:17786 

1980  

21,469,000 

.088369 

165,050 

.17206 

321,360 

1960 	1966 	1970 	1976 

360,1301 	346,120 	337,720 	327,210 

.13809 	1 	.13758 	.13691 	.13601 	1 	.13554 

243,2101 	246,3701 	247,510 	250,2301 	253,160 

	

.45887 	.48146 	.49454 	.51154 	.52168 

808,170 	862,200 	894,070 	941,100 	974,370 

	

1.0432 	1.001 	.96807 	.91131 	.86883 

	

298, 7 00 	365,660 	419,930 	526,460 	609,780 

	

1,111,700 	1,665,600 	2,087,100 	2,771,400 3,259 .,300 

	

95,254 	139,750 	172,140 	218,110 	242,000 

	

344,50 	427,870 	480,040 	556,040 	607,700 

	

388,350 	529,410 	631,880 	815,720 	949,940 

1.1819 

.82914 

1.6817 

.79836 

.98255 

1.5997 

1.0565 

2.4084 

1.0744 

1.3799 

1.8944 

1.2434 

2.9161 

• 1.2765 

1.6674 

2.3414 

1.609 

3.5977 

1.63 

2.1034 

2.6300 

1.895 

3.9337 

1.8762 

2.3893 

.081003 1 	.08163 	.082385 1 	.082345 

145,0601 	147,580 	151,5701 	153,800 
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ORIGINAL RUN 

'opulation- 	, 

faction of productive 
labour in goods 

l!bour in goods 
# of men) 

action of prod. labour 
n agriculture 

Il bour in agriculture 

:ragtion of prod. labour 

li n capital 

_abour in capital 

ll action of prod. labour 
in resources 

Il bour in resources 

Fraction of prod. labour 

Il n services . 

Labour in services 

"source extraction effi- 
ciency (dimensionless) 

Il pital in agriculture 
capital units) 

Il pital in services 

Capital in Capital 

lipital in Goods 

Ill pital in Resources 

apital/Labour ratio 
. lin goods 

lipital/Labour ratio 
iin agriculture 

ilpital/Labour ratio 
in capital 

li pitalnabour ratio 
in resources 

li pital/Labour ratio 
in services 



15,927,000 17,557,000 18,606,000 20,160,000  21,223,001 

.11029 	1 	.10702 	1 	.1005 	1 	.092872 1 	.089164 

207,2101 	189,9501 	179,6401 	168,1901 	163,32+ 

.20412 	1 	.1925 	1 	.18569 	1 	.17595 	.16945 

357,5501 	341,7101 	331,9201 	318,6401 	310,39( 

.081401 1 	.082717 1 	.083998 1 	.085692 1 	.086 843 

142,5901 	146,8201 	150,1501 	155,1901 	159,071 

.13432 	1 	.13206 	1 	.12993 	1 	.12631 	.12321 

235,280  1 	234,410f 	232,2501 	228,7401 	225,70 1  

.46187 	.48569 	.49988 	.51918 	.53133 

809,040 	862,080 	893,530 	940,220 	973,251 

1.1446 

300,000 

115,150 

99,529 

352,380 

38 .0,430 

1.2147 

.83919 

1.7451 

.80846 

1.0166 

1.1424 

366,500 

174,440 

148,450 

441,360 

511,740 

1.6597 

1.0726 

2.5278 

1.0915 

1.4453 

1.1407 

421,550 

220,340 

184,900 

497,620 

606,690 

1.9786 

1.27 

3.0787 

. 1.3061 

1.7614 

1.1377 

.531,160 

298,180 

237,210 

586,900 

776,630 

2.4925 

1.667 

3.8214 

1.6976 

2.2647 

1.1354 

614,631 

354,39• 

265,891 

645,651 

889,78( 

2.8237 

1.9802 

4.1788 

1.9712 

2.6009 

• 	IVV1l - LAII1 1LV •IVW1. 

1 
in which Resource extraction efficiency is increased 20 fold 

1960 	1966 	1970 	1976 	1980 

Ilopulation pop. in labour = 65%) 

'Faction of prod. labour 
iin  goods 

$
abour in goods 

raction of prod. labour 
in agriculture 

'labour in agriculture 

'Faction of prod. labour 
Igin capital 

11 
 abour in capital 

raction of prod. labour 
in resources 

abour in resources /1 

Iraction of prod. 'labour 
n services 	' 

'labour in service 

Resource extraction 
efficiency 

iteapital in agriculture 

Ilapital in services 

Capital in capital 

liapital  in  good 
apital in resources 

!! apital/Labour ratio 

Rin goods 

api tal /Labour ratio 
iiin agriculture 

l'apita. 1/Labour ratio 
in capital 

Rapi tal /Labour ratio 
in resources 

Ilapital/Labour ratio in services 



1961 1965 	1971 

6,862,000 	8,079,00-0 

.2385 

1,636,000 

. .08656 

.222 

1,795,000 

.063102 

594,000 	510,000 

.10828 	.1089 

.578 .5351 

TABLE 9-3: -CANADIAN STATISTICS 

Population 18,238,000 19,644,000 ! 21,569,000 

Labour Force 

Fraction of Productive 
Labour in Goods 

Labour in Goods 
(# of men) 

Fraction of Productive 
Labour in Agriculture 

Labour in Agriculture 

Fraction of Prod. Labour 
in Capital 

«4,055,000 

.2398 

1,452,000 

.11247 

681,000 

.10008 

Labour • in Capital. 	i 	606,000 
1 

-...-, 
! 

Fraction of Productive 	: 
Labour in Resources 	 .030388 

Labour in Resources 

	

743,000 	880,000 

	

.0341008 	.027603 

	

234,000 	223,000 184,000 

Fraction of Productive 
Labour in Services 

Labour in Services 

.5156 

3,122,000 	3,654,000 	4,670,000 

Source - 

Statistics Canada: 
Table of Employment by Industry and Occupation 
1961, 1965, 1971. 
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x  - RELEVAWCE TREES  

1. Description  

Relevance trees analyze systems or processes in which distinct 

levels of compleety or hierarchy can be identified - this 

technique examines the relationships and dependencies between 

elements of some system. This technique is normative, i.e., 

the objective is to determine the technological capability 

required to carry out a certain function, based on an 

anticipated demand. Normative techniques are based on the 

principles of Systems Analysis.  The relevance tree can describe the 

examined function in terms of levels of technological causation 

required to achieve it, and/or describe alternative methods along•

the tree's "branches". These branches can be assigned relative 

numerical weights, according to the importance of the factor 

assigned to each, and used as a quantitative guide to fixed 

resource . allocation, as the total for each hierarchical level 

is "normalized" by being equal to a constant sum. 

2. Type  

Normative (Systems Analysis) - objective and/or intuitive. 



3. Applications and Examples  

Technology forecasting. An example might be determining the 

technology required of the forecasted automobile of the future. 

4. Number of Participants/Staff  

No participants required. Staff requirement variable according 

to complexity of investigated problem, but an exhaustive 

relevance tree may require several analysts, or even a "Delphi". 

to establish all branches or quantitative variables. A 

representative estimate might be 2 - 10 staff. 

5. . Relative Skills Required by Participants  

Not normally applicable. 

6. Relative Skills Required by Supervisor/Staff 

Knowledge of the specific function and technological elements 

under investigation is desirable. Some statistical ability if 

branches are quantified. 

T. 	Critical Internal Processes  

All logical/possible branches must be identified. 	If quantifi- 

cation of the relative importance of branches is carried out, the 

basis for assigning relevance numbers must be realistic. 
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8. Time Required to Complete  

Varies as to comPlexitY; possibly 1 - 4 weeks. 

9. Advantages  

Relevance trees analyze hierarchical technological relationships; 

they organize and visibly structure the problem, enhancing the 

possibility that all technological avenues leading through 

successive technological elements to a specific function are 

identified. The quantification of the relative importance of 

different branches by assigning relevance . numbers aids decision-

makers im allocating finite resources. 

10. Disadvantages  

The relevance tree can be an exhaustive description of future 

required technology, but cannot be guaranteed. 	Its descriptive 

structure reduces its forecasting utility in favour of 

presenting options. Assigning numerical weights to branches 

is virtually always intuitive - not objective. 
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XI-  MORPHOLOGY 

1. Description  

Morphology is the process of breaking a problem down into 

component parts, each of which can be treated independently 

(i.e. no hierarchical relationship). 	there may be several 

solutions to each problem-part, and the number of overall, 

solutions is equal to the total number of possible combinations. 

The analysis is to assure all feasible solutions are examined 

before any decisions are taken. 

2. Type  

Normative (Systems analysis) - objective. 

3. Applications and Examples  

Technology forecasting. Very few examples can be found but, 

one might be an examination of different chemicals to be 

used for new fuels. 

4. Number of Participants/Staff  

No participants. -1 - 4 staff. 

5. Relative Skills Required by Participants  

Not applicable. 
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6. Relative Skills R -equired bySupervisor/Staff 

Knowledse of the area under investigation desirable. 

7. Critical Internal Processes  

All possibilities must be included. Rejection of any overall 

solution(s) based on realistic assessment. 

8. Time Required to Complete  

Representativè estimate: 1 - 2 weeks. 

9. Advantages  

Useful for identifying requirements for individual technologies, 

in order to meet overall requirements on a specific system - 

isolates "bottle necks" holding up novel but promising configurations. 

10. Disadvantages  

Has not been developed to allow quantification of any variables; 

tends to be static, unable to allow for spatial, temporal, or 

rogical dynamic sequences. 
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XII- MISSION FLOW DIAGRAMS  

1. Description  

This technique involves mapping all the alternative routes 

or sequences by which some mission, task, or function can 

be accomplished. Alternatives can be identified, isolated, 

and if no currently available path, or flow, is feasible or 

cost/effective, a new alternative imagined. 

2. Type  

Normative (Systems Analysis) - objective. 

3. Applic.attons- and Examples  

Technology forecasting.. An example might be urban transport-

ation developments. 

4. Number of Participants/Staff  

No participants. 	Staff estimate: 	1 - 8. 

5. 	Relative Skills Required by Participants  

Not applicable. 

1 
1 
1 
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6. 	Relative Skills Required by Supervisor/Staff  

Knowledge of the subjept area is desirable. 

7. 	Critical Internal Processes  

The sequential steps in the mission flow diagram need to be 

drawn accurately and completely. All possibilities should be 

examined. 

8. Time Required to Complete  

Representative estimate: 1 - 6 weeks. 

9. Advantages  

Applies the normative (systems analysis) approach to technological 

elements that are inter-dependent sequentially (unlike morphology, 

which examines independent elements, and relevance trees, which 

examine hierarchical or causation relationships). Normative 

methods structure requirements and systematically present 

alternatives. 

• 10. 	Disadvantages  

NOrmative methods of any kind are no substitute for creativity 

or imagination - they are merely modernized and more sophisticated 

ways of making lists. Any quantification of variables will be 

6ased on intuition or one of the exploratory  techniqu e s  given 

above.' 
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XIII -CROSS-IMPACT MATRIX: COMBINING FORECASTS  

1. 	Description  

The cross-impact matrix is a mathematical technique for 

estimating the effect of one forecasted event on others. 

To illustrate - two forecasted events may not interact 

directly, but one or both may be greatly affected by a third, 

which is a direct interaction. Even more complex event 

configurations (alternative "future histories") can be projected, 

depending on the total product of forecasted possible interacting 

events. The cross-impact matrix systematizes the comparing of 

forecasted interactions. 

The cross-impact matrix is often applicable to the results of a 

Delphi survey, which makes it a particularly important tool for 

independent research groups relying on Delphi. It is certainly 

not limited to that particular technology forecasting/assessment 

methodology, and the source of forecasts may be from several 

different methodologies. 

An event may influence another in direction (mode), intensity 
%. 

(force), and timing (lag). 	It is often customary to list the 

forecasted events, in a certain order along the top and left 

side of the matrix, creating a blank diagonal at the square 

representing the intersection of an event with itself. To the 

right and above, the intersecting squares show the effect on each 
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event if a previous one does occur; to the left and below, 

if not. Additional squares (usually on the left side) are 

interposed between the listed events and the matrix squares 

to show the given forecasted probability and year of the 

event occurring. A cross-impact matrix can be expanded to 

include permutations arising from a range of probabilities or 

a time-span. Larger cross-impact matrices usually require 

computerization. 

2. Type  

Usually based on exploratory - intuitive methodology. 

3. Applications  

Mainly technology assessment, but cari  be relevant to 

technology forecasting. 

4. Number of Participants/Staff  

The cross-impact matrix itself requires no participants, and 

the staff requirement varies. However, the generation of 

forecasts will require the resources as listed above, and 

quantification  of the interaction of events will require 

generating new data, through a Delphi, use of "expert" staff, 

random numbel: generation, etc. 
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5. Relative Skills' Required by  Participants  

Not applicable except in accord with above forecast 

techniques if used to generate data for a cross-impact 

• matrix. 

6. Relative Skills Required bySupervisor/Staff 

The staff will need some mathematical and statistical skills 

in constructing the matrix. 	The quantification of inter- 

acting variables will have to be based on expert survey 

techniques, staff expert knowledge, or other forecasting 

methods. 

7. Critical Internal Processes  

The assessment of the interactive impacts must be realistic. 

8. Time Required to Complete  

Comparing all possible permutations of interaction among many 

forecasted events is likely to be a time consüming task even 

for a large staff; 2 weeks - 2 months may be a representative 

estimate. 
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9. Advantages  

The cross-impact matrix is a systematic way of relating 

many individual forecasted events to one another. It 

enables a range of alternatives and timings to be accommodated. 

The results of several different forecasts each relying on their 

own methodology can be encompassed. 

10. Disadvantages  

Analyzing interaction of forecasts by a cross-impact matrix 

adds considerable time before achieving final results, 

especially with the Delphi technique, and diminishing returns 

may obviate the effort. 	It is conceivable that, like all 

systematized forecasting techniques, the forecast is more 

rigid and inflexible, hence having less utility for 

accommodating "breakthroughs", exogenous variables change, 

etc. 
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SCENARIOS AND THE "GENIUS FORECASTER"  

1. 	Description  

Scenarfos are projections of the overall social, political, 

technologi  cal  economic and other  envi  ronments  in the future. 

They are usually presented as a sequential plot-outline of 

future conditions, based on present circumstances. A scenario 

is the intuitive framework upon which hypotheses can be 

developed, and are virtually invariably the basis for the 

projections of individuals who wish to express their own 

speculations about the - shape crf things to come. (Science 

fiction literature is usually written on the basis of an 

explicit or implicit scenario). Scenarios can have a place in 

professional technological forecasting and technological 

assessment, particularly as a focus for discussion among 

professional groups, e.g., the Hudson Institute's "Surprise-

Free Projections" incorporate scenario techniques, (as in 

The Year 2000),  and they can be used at seminars, addresses, and 

other professional group  meetings.  Their strictly intuitive nature 

reduces their value as a technological forecasting tool, but a 

plausible scenario at least provides a basis for discussion, 

speculation, or question introduction. A current on-going Hudson 

Institute project, The Corporate Environment to 1985,  uses the 

scenario technique to provide a framework for more detailed 

investigation. This project has international group participants, 

including a Canadian committee of which MOSST is a member. 

--eûttetike.e-  



Individual intuition and perception will always be a vital 

component part of creativity. Accordingly, certain indivi-

duals have demonstrated startingly accurate (in retrospect) 

projections. These "genius forecasters" have relied upon 

their own capabilities to generate forecasts, for example, 

the author H.G. Wells stands out as a technology forecaster 

and technology assessor. He employed a scenario technique 

in one of his most successful works, When the Sleeper Wakes, 

which forecasted (in 1899): 	Nationalism; air warfare; the 

rise and prominence of labour unions; rapid transit; sky-

scraper buildings and 20th-century urbanization genrally; 

plastic and vinyl materials; the "new mathematics"; new 

coined expressions (e.g. "ecology", "escalation"); mass so- 

cieties generally; radio and television (mass media); society 

"drop-outs" and problems of crime, alienation, etc.; the 

rise and prominence of advertising, public relations, etc.; 

rapid fashion changes; condominium housing; inumerable other 

ideas. 	H.G. Wells was among the first to recognize that 

technological change would bring about large scale social 

change, and idea widely accepted today. 

A possible "most-rational" approach to scenario writing is the 

use of a PERT (Program Review and Evaluation Technique) 

chart to isolate critical "thresholds" or achievements that 



must - be surmounted before any given end-result is reached. 

The PERT chart is a graphical representation of events in time, 

commonly used to manage very large (and often high-technology) 

projects, in which a number of critical sub-projects must be 

finished before work can proceed to a new stage. As the work 

progresses, it is possible to refer to the chart to determine 

if the project is on time, and to re-arrange the distribution 

of resources if one or more sub-projects are falling behind. 

A scenario is often based upon an explicit or implicit PERT 

chart, but expressed, of course, in narrative terms. 

For a much more detailed review of the scenario technique, 

one may refer to "La Méthode des Scénarios", a report prepared 

for MOSST by the "Groupe de la Recherche sur le Futur" from 

the University of Quebec. This report is expected to be 

available in the near future. 

2. Type  

Exploratory and Normative - intuitive. 

3. Applications and Examples  

Technology assessment. All of the famous science-fiction 

works are based on scenarios. 	Scenarios are best used when 



a small group wishes to make as dramatic an impact as possible 

with any given forecast. 	Scenario writing is less a real 

forecasting technique per se, as it is method of presentation. 

4. Number of Participants/Staff  

Often a scenario is generated by one person's creative thinking. 

Professional research groups may synthesize a scenario among 

themselves as a basis for projections. 

5. Relative Skills Required by Participants  

If "participants" are brought in to assist in scenario 

development, they will need to have imagination. 

6. Relative Skills Required by Supervisor/Staff  

Imagination. 

7. Critical Internal Processes  

A scenario obviously cannot be "proved" right or wrông 

(nor) can any forecast) but it is extremely difficult to 

argue convincingly that a scenario hypothesis is unrealistic. 

Scenario writing requires imagination. 
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8. Time Required to Complete  

This varies as to the 'scope of the scenario: up to 1 year, but 

can be -finished in half-an-hour. 

9. Advantages  

A scenario formalizes and presents the cognitive steps under-

gone that lead to a certain projection or speculation. It 

can focus attention onto the variables being investigated 

by large groups. 

As has been pointed out, the "most surprising thing about the 

future would be for it to have no surprises", and herein is the 

place for the genius forecaster and his scenario - Trend 

Extrapolations, Delphi's, etc., are based on the reasonableness 

of the projections, and only the genius forecaster with his 

scenario is relatively free to make unreasonable predictions, 

exactly what is required in the face of seemingly inevitable 

and unreasonable surprises. 

10. Disadvantages  
' 

Absolutely no rational way of judging the forecast's validity. 
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Example - An Optimistic Scenario 1975 - 1985  

This is a normative scenario, and is designed to illustrate 

critical paths that bring about an optimistic conclusion to 

the development of science policy. 	It is obviously not pre- 

dictive, but is meant to be taken seriously from the stand-

point of the general and specific goals it postulates. 

1. A successful attempt is made to become less tied to U.S. 

economy, and hence less affected by U.S. economy fluctu- 

ations. 	This is accomplished by: 

- increased negotiated', ad hoc,  bi-lateral trade with W. 

Europe and Japan, e.g., possible version of a Canada-

Europe or Canada-Japan Auto pact; Concorde traded for 

deHavilland DHC-7 STOL airlines; Canada is, or comes 

close to being, an associate Member of EEC. 

- increased trade with "Third World" and Communist countries. 

Canada develops readily-marketable all-terrain and off-

road vehicles, relatively unsophisticated but with thini-

mum maintenace demands and cheap price. Particularly, 

Canada develops a "Barter" system of trade with indivi-

dual countries (much like the French "Mirage" jet plane 

marketing tactic). 

- changing Canadian taxation to allow (say) total non-tax-

ation of dividend income for residents, and/or a new tax 

system which taxes Capital Gains at normal (Progressive) 

rates, but permits legitimate "investments" (held for 

more than 1 year) to be income-tax deductible (to a 

greater or lesser extent); the objective is to increase 



1 

1 

1 
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the flow of domestic-origin capital for Canadian invest-

ment. Japanese, West European investment encouraged for 

new projects, but some new restrictions on proportion of 

equity held by non-residents. 

2. A concurrent and desired benefit of less inter-dependence 

on the U. S. economy is less U. S. control: 

- The Canadian government's Science Policy is developed into 

an overall industrial development Plan (as in the French 

case) in certain identified key areas of Canadian  require- . 

ments (these are not developed because of export potential). 

This includes: Transportation--either on roads governed 

by Canadian climate or off-road entirely, e.g., in the 

North, high speed/capacity railways, and STOL, then VTOL 

aircraft; Communications--micro-wave (long distancend 

in Arctic environments; Construction and housing--new 

insulations, building techniques, etc.; Clothing--electri- 

cally heating "Parka's" from nickel-cadmium batteries, etc. 

These developments are financed by the Canadian govern-

ment through CDC, DREE grants, or the Defense Budget (a 

particularly useful way of developing high-technology 

under government control); through cooperative Science 

and Technology Programs with.the U. S., Japan or Western 

Europe; or multi-lateral (IMF, NATO, under-developed 
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countries with similar urgent needs, etc.). 	This effects 

a clear-cut overriding set of priorities for Canadian 

development which dilutes head-office Multi-National Cor-

poration (MNC) control of Canadian technological develop-

ment. Canadian government purchasing can be assigned 

to high-priority items. Although this requires consider-

ably more public assistance for technology/industry than 

previously considered optimum, Canadian domestic capital 

becomes more and more available as confidence rises in 

the future of Canadian manufacturing/high technology in-

dustry. 

3. 	Major visible transportation innovations: 

- hovercraft 

- off-road vehicles 

- miniaturized nuclear power-plants for giant transport/ 

freight vehicles (trains, hovercraft, ships, submarines) 

especially in the North. 

- tilt-wing, compound-engined VTOL aircraft 

- novel air traffic control including developing of ultra-

high resolution radars and long-range communication under 

adverse atmospheric conditions. 

4. Dynamic management--"the world is our Oyster": 

The success of Canadian Sciency Policy and Industrial/ 

Technology plan fosters Canadian managerial expertise. 
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Particularly well-developed is Canadian management of MNC-- 

government interface. The Canadian skill in this area, 

coupled with Canada's moderate and well-regarded image in 

the world, makes Canada a world-renowned leader in techno-

logical/industrial development, which encourages student/ 

executive exchanges with other countries, etc. The new 

services--the growth industries of the future--are encour- 

aged: 	computer software; managerial consultants, etc. 

5. 	Substantial investment abroad--operating bases: 

Canada becomes well-regarded by "Third World" countries 

owing to its skill in technological development in the 

shadow of its great neighbor. Canadian investment in many 

underdeveloped countries is encouraged and even sought 

out. This does not lead to bad relations between Canadian 

investment and the host country as the Canadian objective 

is to develop the host country's capabilities as Canada 

itself is doing (new technology is available to Canada, 

and new markets for Canadian products created); this also 

further dilutes the impact of the American economy on 

Canada. This Canadian foreign investment also generates 

markets for Canadian raw materials as developing countries' 

industries grow, and develops Canadian capital markets in 

the long run. 
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6. Greater Resources for CBC, NFB, Arts subsidization, the 

"Great Canadian Novel": 

- development of a government-sponsored arts Council to which 

all successful Canadian talent belongs. Systematic attempt 

to discover new Canadian talent. 

- Canadian artists commissioned to develop patriotic-themed 

work after personal appeal by Prime Minister. 

- some foreign artists offered incentives to come to Canada 

to teach, talent scout, or express their art in Canadian 

themes. 

7. A New Internationally-Acclaimed "Maple-flavoured soft drink": 

- Consumer products encouraged to find "Canadian-theme" 

trademarks. 

8. Universities Booming with R&D Grants and Job-training: 

- research--engineering 

- planning--government/national 

- social science--"what is a Canadian?" 

- planning--corporate/marketing 

- climatology and weather control 

- physics for energy and energy distribution 

- environment and ecology, (especially North) 

9. 	Develop Sophisticated International Managerial Community: 

- see "dynamic management--World is our Oyster" 



- 96 - 

- "Third World" assistance, e.g., CESO 

- market research and technology forecasting to allow speciali-

zation in dynamic growth areas with long-term future. 

10. 	Heightened National Pride: 

- awareness of "where we are going" 

- belonging to a dynamic, growing society 

- managing the climate through technology--"conquering 

nature, but without destruction." 

- looked to for leadership/management techniques by many U.D.C. 

- uniquely Canadian products 

- uniquely Canadian technology 

- idealistic--"helping the Third World." 

- independent of U. S. 

- playing significant role in keeping good relations between 

U. S. - Japan, Japan - Europe, U. S. - Russia, U. S. - W. 

Europe, etc., "friend to all." 

- world renowned success in development without social strains 

or environment destruction . 

- organization and development of multi-racial, cultural, 

national, state. 

11. 	Increased opportunities for International "Service": 

- Peacekeeping 

- CUSO 
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- CESO 

- foreign aid--CIDA 

- "honest broker" 

- Increased prestige 

- Increased national pride 

- world-wide trade 

- world-wide visibility, but without rancor. 

12. 	View of the North: 

- novel ground transport (hovercraft, new-"roads"). 

- local, highly efficient miniaturized nuclear power-plants 

- electrical grid between power-plants 

- submarine transport in the Arctic 

- development of natural resources 

- weather control or very accurate forecasting 

- efficient, reliable, even personalized, long-range com-

munications 

- special clothing 

- special batteries, efficient in low temperatures 

- novel housing/construction techniques 

- novel agriculture, either in short summer, or artificial c 

climate 

- eventually domed cities, artificial climate, all amenities 

of modern existence. 
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13. 	Oceans: 

- "-Mariculture" 

- new ship/submarine designs 

- under-sea resource development 

- sonars and other acoustic under-sea detection/communication 

devices. 

14. 	PaTIA--Pacific Trade and Investment Area: 

- Free Trade with Australia (similar product profiles, good 

for competition) 

- selective Free Trade with Indian sub-continent (a trade-

off of markets for aid). 

- Canada-Japan bilateral Free Trade and Investment in 

selected areas 

- Tourism development--low Trans-Pacific charter fares. 

15. 	Government: 

- the optimistic Canadian scenario is based on identification 

of Canadian and world-wide social, technical and economic 

needs, and a government-led (i.e.: 	Science Policy) ex- 

ploitation of them. 	The skills required most strongly 

in such an approach will be market research, technology 

forecasting, and social flexibility particularly the 

ability to make rapid transfers of resources from one . 

sector or industry into another. The last is the only 
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way dynamic specialization can be achieved: as one 

specialization becomes obsolete another must be found to 

take its place. 	This implies a very high ratio of 

Research and Development to G.N.P., and a very strong 

Science Policy. 
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