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Abstract

At Statistics Netherlands (SN) for some economic sectors two partly-independent intra-annual turnover index series are 
available: a monthly series based on survey data and a quarterly series based on value added tax data for the smaller units 
and re-used survey data for the other units. SN aims to benchmark the monthly turnover index series to the quarterly census 
data on a quarterly basis. This cannot currently be done because the tax data has a different quarterly pattern: the turnover is 
relatively large in the fourth quarter of the year and smaller in the first quarter. With the current study we aim to describe 
this deviating quarterly pattern at micro level. In the past we developed a mixture model using absolute turnover levels that 
could explain part of the quarterly patterns. Because the absolute turnover levels differ between the two series, in the current 
study we use a model based on relative quarterly turnover levels within a year.  
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1. Introduction 

Like other countries, Statistics Netherlands is using value added tax (VAT) data to estimate intra-annual turnover 
levels and changes. In many of those cases the statistical agency first used surveys to estimate turnover levels and/or 
changes and then starts to investigate whether VAT can be used instead. When one compares turnover values derived 
from VAT with those obtained by a survey, measurement errors can be found in both source types. Examples of 
studies on measurement errors in VAT data are Țîru et al. (2019) and Lewis and Woods (2013).  

In the current paper we deal with a specific form of measurement error that can occur in VAT data, namely the 
occurrence of so-called quarterly effects: relatively large turnover values in the fourth quarter of the year and relatively 
small values in the first quarter. As far as we know these patterns occur because businesses close their booking year 
and come up with corrections to make sure that the yearly amount of declared VAT is correct. This phenomenon is 
likely to occur in other countries also. We could study these seasonal patterns since, for some economic sectors in the 
Netherlands, two partly-independent intra-annual turnover index series are available: a monthly and a quarterly series. 
The monthly index series is based on a sample survey and is used to produce output for the short-term statistics (STS). 
The quarterly index series consists of turnover derived from Value Added Tax (VAT) data for the smaller and simple 
enterprises and re-use of the monthly survey data (aggregated to a quarter) for the more complex enterprises. The two 
sources enclosed in the quarterly series cover nearly all units in the target population, and are therefore also referred 
to as census data. From the quarterly census data yearly turnover totals are derived which are used to calibrate the 
outcomes of the structural business statistics (SBS). In turn, the SBS is input into the National Accounts. The reason 
for this calibration step is that the census turnover data are considered to be of higher quality since they are not prone 
to sampling error. The National Accounts are published in different releases: late releases are based on the SBS, while 
early releases are based on the STS. As a result, differences between the monthly survey series and the quarterly 
census series may lead to differences between early and late(r) National Account releases. 

At Statistics Netherlands we would like to benchmark the monthly turnover index series to the quarterly census data 
on a quarterly basis. That would not only lead to consistency between the quarterly figures of the survey and the census 
data but it would also help to reduce the National Accounts adjustments because inaccuracies in the survey series are 
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then corrected on a quarterly basis and do not accumulate. The survey series is prone to variance especially in 
industries with a limited sample size. Furthermore, a cut-off sample is used in which the smaller enterprises are not 
observed, which could lead to a (small) bias.  

When applying this benchmark, the growth rates of the monthly series of the final releases are adjusted under the 
restriction that the adjusted indices per quarter are identical to the quarterly indices from the census data. In the past, 
we have compared different ways to perform this benchmarking, such as ratio adjustment and a Denton method 
(Daalmans, 2018). Back in 2016, CBS benchmarked the monthly series of 2015 with the quarterly series of that year 
using a Denton method (see Bikker et al., 2013; Denton, 1971). This led to some unexpected results since, for the 
majority of economic sectors, the year-on-year (yoy) growth rates of quarterly turnover from the sample survey data 
were adjusted downwards in the first quarter of the year and upwards in the fourth quarter of the year (see Van Delden 
and Scholtus, 2017). For example, for the economic sector Retail trade, the adjustments on yoy growth rates of 
quarterly turnover in the four quarters were –0.5, +0.5, +0,2, +1.0. Further study showed that this effect was partly 
due to the use of the Denton method, and partly because of the quarterly effects in the VAT data.  

Van Delden and Scholtus (2017) made a first analysis of the quarterly turnover differences between the two sources 
in 2014 and 2015. They analysed observed survey and VAT data that were linked at enterprise level, for all enterprises 
for which observed data from both sources were available. They analysed the data by using a linear regression model 
for the quarterly data with a slope that could vary for each of the quarters and a regression method that can cope with 
outliers. To handle outliers they tested a robust linear regression model as well as a two-group mixture model similar 
to Di Zio and Guarnera (2013). In this two-group model, one group had a moderate residual variance and a second 
group had a large residual variance. The seasonal effects that were found with that two-group model were relatively 
small and not entirely consistent over the different economic sectors. As a next step, Van Delden et al. (2020) 
developed an extended mixture model in which they aimed to explain the observed quarterly effect by using different 
groups that could vary in size of quarterly effect and in the size and structure of the (co)variances. Van Delden et al. 
(2020) compared a six-group model with the previous two-group model for the economic sector Job placement and 
found that they could already explain more of the quarterly effects with the six-group model.  

Results on other economic sectors (Retail trade, Manufacturing, Construction) showed that this extended mixture 
model could still only explain part of the seasonal effects. One of the problems we were facing is that the total yearly 
turnover levels as reported by VAT were larger than those reported in the sample survey (see Error! Reference s
ource not found. below). As far as we know the turnover at enterprise level based on VAT declarations are sometimes 
a bit too large because it is not corrected for internal deliveries among legal units within an enterprise. Furthermore, 
the turnover reported by the survey is sometimes too small, for instance when enterprises only reported turnover of 
their main activities in the survey and not their secondary activities. The extended mixture model sometimes picked 
up groups in the population whose VAT turnover levels were larger than their survey turnover, whereas we were 
seeking to explain the quarterly seasonal effects. In the current paper we therefore present a new mixture model, in 
which we use the relative turnover values within a year. That way, we eliminate the effects of the yearly turnover level 
differences. The aim of the current paper is to determine to what extent the new model is able to describe the deviating 
quarterly patterns. The ultimate aim is to correct the VAT data for these quarterly effects.   

The remainder of this paper is organised as follows. We start with section 2 that describes the mixture model based 
on the relative turnover. Next, section 3 we describe the empirical data for which we try to explain the quarterly 
effects. Section 4 describes some tests on the new mixture model and in section 5 we apply the model to Job placement 
data. Finally, section 6 discusses the results. 

2. A mixture model for relative turnover differences 

In this section, we introduce a mixture model for detecting enterprises with deviating quarterly turnover patterns 
between the survey and VAT data. For a given year, let 𝒀𝑖 = (𝑌𝑖1 , 𝑌𝑖2, 𝑌𝑖3, 𝑌𝑖4)′ and 𝑿𝑖 = (𝑋𝑖1, 𝑋𝑖2, 𝑋𝑖3, 𝑋𝑖4)′ denote 
the observed vectors of four quarterly turnover values of enterprise 𝑖, in the survey and VAT data respectively. We 
divide each vector by its total (annual turnover) to obtain vectors of relative quarterly turnover values, 𝒚𝑖 =
(𝑦𝑖1, 𝑦𝑖2, 𝑦𝑖3, 𝑦𝑖4)′ and 𝒙𝑖 = (𝑥𝑖1, 𝑥𝑖2, 𝑥𝑖3, 𝑥𝑖4)′, with ∑ 𝑦𝑖𝑘

4
𝑘=1 = ∑ 𝑥𝑖𝑘

4
𝑘=1 = 1. For simplicity, we assume that all 

𝑦𝑖𝑘 ≥ 0 and 𝑥𝑖𝑘 ≥ 0 and develop the mixture model only for enterprises that satisfy this assumption. Both 𝒚𝑖 and 𝒙𝑖

are examples of so-called compositional data; see, e.g., Aitchison (1986). 
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The (𝑝 − 1)-dimensional Dirichlet distribution provides a flexible way to model compositional data, i.e., vectors 𝒂 =

(𝑎1, … , 𝑎𝑝)
′
 with all 𝑎𝑘 ≥ 0 and ∑ 𝑎𝑘

𝑝
𝑘=1 = 1. The probability density function of this distribution is given by: 

𝑓𝐷𝑖𝑟(𝒂; 𝜷) =
Γ(∑ 𝛽𝑘

𝑝
𝑘=1 )

∏ Γ(𝛽𝑘)𝑝
𝑘=1

∏𝑎𝑘
𝛽𝑘−1

𝑝

𝑘=1

, (1) 

where 𝜷 = (𝛽1, … , 𝛽𝑝)
′
 denotes a vector of positive parameters and Γ(𝑢) = ∫ 𝑣𝑢−1𝑒−𝑣d𝑣

∞

0
 is the gamma function. 

Let 𝛽𝑡𝑜𝑡 = ∑ 𝛽𝑘
𝑝
𝑘=1  and 𝛽𝑘

∗ = 𝛽𝑘/𝛽𝑡𝑜𝑡. The marginal first and second central moments of the Dirichlet distribution in 

(1) are given by 𝐸(𝑎𝑘) = 𝛽𝑘
∗ and var(𝑎𝑘) = 𝛽𝑘

∗(1 − 𝛽𝑘
∗)/(𝛽𝑡𝑜𝑡 + 1). It is seen that, by increasing (decreasing) all 𝛽𝑘

by the same factor, we can obtain a distribution with the same central point but smaller (larger) variances. 

To model the differences between 𝒚𝑖 and 𝒙𝑖 using Dirichlet distributions, we define a transformed difference vector: 

𝒅𝑖 =
1

4
𝚤4 −

𝒚𝑖 − 𝒙𝑖

4
, (2) 

where 𝚤4 = (1,1,1,1)′. The elements of the vector 𝒅𝑖  satisfy ∑ 𝑑𝑖𝑘
4
𝑘=1 = 1 with 0 ≤ 𝑑𝑖𝑘 ≤ 1/2. In the absence of 

systematic differences between the distributions of 𝒚𝑖 and 𝒙𝑖, we would expect that 𝐸(𝑑𝑖𝑘) = 1/4 for all 𝑘. 

As in Van Delden et al. (2020), we allow for multiple subpopulations (groups) of enterprises, each with a different 
relation between survey and VAT turnover values. Our proposed model for 𝒅𝑖  is a mixture of Dirichlet distributions: 

𝑓(𝒅𝑖) = ∏{𝛼𝑔 ∙ 𝑓𝐷𝑖𝑟 (𝒅𝑖; 𝜅𝑔 (
1

4
𝚤4 + 𝜹𝑔))}

𝑧𝑔𝑖
𝐺

𝑔=1

. (3) 

Here, 𝐺 denotes the number of groups and 𝑧𝑔𝑖 ∈ {0,1} is an indicator denoting whether unit 𝑖 belongs to group 𝑔 (with 

∑ 𝑧𝑔𝑖
𝐺
𝑔=1 = 1). Within each group, a Dirichlet distribution of the form (1) is assumed with a parameter vector of the 

form 𝜷𝑔 = 𝜅𝑔(𝚤4/4 + 𝜹𝑔). The scalar parameter 𝜅𝑔 determines the amount of variance within group 𝑔, while the 

parameters 𝜹𝑔 = (𝛿𝑔1, 𝛿𝑔2, 𝛿𝑔3, 𝛿𝑔4)
′
 describe potential systematic quarterly differences between survey and VAT 

data. We use the natural restriction that ∑ 𝛿𝑔𝑘
4
𝑘=1 = 0. In some groups, we may add the restriction 𝜹𝑔 = 𝟎, indicating 

that no systematic differences occur for enterprises in that group. Finally, the model parameters 𝜶 = (𝛼1, … 𝛼𝐺)′

denote the relative sizes of the different groups in the population, with ∑ 𝛼𝑔
𝐺
𝑔=1 = 1. The full set of model parameters 

is denoted by 𝜽 and contains 𝜶, 𝜅1, … , 𝜅𝐺, and all 𝜹𝑔 that have not been restricted to 𝟎. 

In practice, the group indicators 𝑧𝑔𝑖 are not observed. To estimate a mixture model of the form (3), we can use an 

Expectation (Conditional) Maximisation (E(C)M) algorithm (McLachlan & Peel, 2000). In this algorithm, two steps 
are repeated until convergence: 

- E step: Given the current parameter estimates 𝜽, evaluate 𝜏𝑔𝑖 = 𝐸(𝑧𝑔𝑖|𝒅𝑖 , 𝜽) = 𝑃(𝑧𝑔𝑖 = 1|𝒅𝑖 , 𝜽). 

- M step: Update the parameter estimates by maximizing the log likelihood function based on (3), with all unknown 
𝑧𝑔𝑖 replaced by their expected value 𝜏𝑔𝑖. 

To simplify the computations in the M step, the parameters 𝜅1, … , 𝜅𝐺 and 𝜹1, … , 𝜹𝐺  are updated separately, conditional 
on the current values of the other parameters, which makes this an ECM algorithm rather than an EM algorithm. The 
algorithm requires starting values for 𝜽 and may converge to a suboptimal solution depending on these starting values. 
To ensure that the optimal solution is found, multiple sets of starting values should be tried and only the solution with 
the best value of the log likelihood function is retained. 

To find the best specification of model (3) for the data at hand – which includes selecting the number of groups 𝐺 and 
deciding which of these groups contain systematic differences represented by 𝜹𝑔 – we can fit multiple models and 

compare their AIC and BIC based on the log likelihood and the number of model parameters. A third possible fit 
measure is the ICL-BIC, which extends the BIC to also take into account how well the estimated model is able to 
assign units to a single group based on 𝜏𝑔𝑖. For more details on these fit measures, see McLachlan & Peel (2000). 

3. Empirical data 
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In the current paper we use data of four economic sectors (Manufacturing, Construction, Retail trade and Job 
placement) and three years (2014–2016) to study differences in seasonal patterns between survey and VAT data. 
Manufacturing, Construction, and Retail trade have monthly survey data. STS output for Job placement was based on 
quarterly survey data during 2014-2016, but in more recent years the STS output is based on the census data and the 
survey series has ended. We included Job placement data because this sector has clear seasonal effects (see Van 
Delden and Scholtus, 2019), so these data were very suitable to develop the model. Therefore, most of the results in 
section 0 refer to Job Placement. The data that we used have been described before in Van Delden and Scholtus (2017) 
and in Van Delden et al. (2020), so here we describe them only very briefly. Each of the four economic sectors is 
further divided into a number of industries. We estimate the seasonal patterns per economic sector rather than per 
industry, because differences among the seasonal patterns of the industries were found to be too subtle to estimate. 

For enterprises that responded to the sample survey we linked the VAT turnover values. We included only enterprises 
that responded to the sample survey for all four quarters of the year, and for which the VAT turnover was available 
for all four quarters of the year. For units where 𝑌𝑖𝑘 𝑋𝑖𝑘⁄  ≥ 100 or 𝑌𝑖𝑘 𝑋𝑖𝑘⁄ ≤ 0.01 we assumed that there was a large 
error in either 𝑌𝑖𝑘or 𝑋𝑖𝑘, those units were therefore omitted. Furthermore, industries within the economic sectors for 
which the turnover level or change estimates based on VAT were considered unreliable because of differences in 
definition between VAT and sample survey turnover (Van Delden et al., 2016), were omitted. Post-stratum weights 

(𝑤𝑘𝑖=𝑤𝑘ℓ) for the enterprises 𝑖 in quarter 𝑞 of stratum ℓ were computed as the ratio of the population size (𝑁𝑘ℓ) to the 

size of the included units (𝑛𝑘ℓ). As a stratum we used a combination of industry and one-digit size class. Note that all 
presented results on sample and VAT data in the present study refer to the small and simple units (both included units 
and the corresponding populations) since only for those units we have both sources.  

Figure 3-1  
Estimated total turnover of the small and simple units for VAT and survey that report both to the survey and 
the VAT data. Quarters are numbered from the first quarter of 2014 onwards.

We estimated the quarterly turnover totals levels as 𝑌 𝑘 = ∑ 𝑤𝑘𝑖𝑦𝑘𝑖𝑖  for the survey turnover and 𝑋 𝑘 = ∑ 𝑤𝑘𝑖𝑥𝑘𝑖𝑖  for 
the VAT turnover (Figure 3-1). For all quarters and economic sectors, the estimated turnover totals were larger for 
the VAT data than for the survey data. Moreover, the difference between VAT and survey turnover is often larger in 
the fourth quarter of the year and smaller in the first quarter of the year. That can most easily be seen for the Job 
placement sector (purple continuous line). 

4. Testing the model 
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Using simulated data we tested to what extent the mixture model from Section 2 can be estimated reliably. These 
simulated data are generated from a mixture of Dirichlet distributions. We based the parameter values of this 
distribution on the parameter estimates of a mixture model applied to the available data sets (i.e., the data sets of four 
economic sectors in 2014, 2015, and 2016) to get realistic simulated data. Thus, firstly, we applied a three-group 
model to these data to determine common values for the sample sizes and free parameters of the mixture model. We 
made two different sets of parameter values to explore data with a relatively strong quarterly effect (based on Job 
placement) and data with a relatively weak quarterly effect (based on Manufacturing). These sets are displayed in 
Table 4-1. For the 𝜹𝑔-values, the values of the third group are displayed as this is the only group which has a systematic 

effect (i.e., 𝜹1 = 𝜹2 = 𝟎 in these simulations). Moreover, we did all simulations using the sample size of the original 
data sets on which the parameter sets are based (see column ‘size’ in Table 4-1) and using the smallest sample size of 
the available data sets (750 units) in order to investigate whether the simulations show similar results for a smaller 
sample size. We did three simulation studies (see sections 4.1 - 4.3). For each simulation study, we generated data 
from a mixture of Dirichlet distributions with these parameter sets 100 times. 

Table 4-1  
Parameter values based on the data of Manufacturing (set 1) and Job placement (set 2) which will be used to 
form predefined Dirichlet distributions to generate the simulated data from 

Size 𝜶𝒈 𝜿𝒈 ∙ 𝟏𝟎𝟑 𝜹𝟑𝒌 ∙ 𝟏𝟎−𝟒

𝛼1 𝛼2 𝛼3 𝜅1 𝜅2 𝜅3 𝛿31 𝛿32 𝛿33 𝛿34

Set 1 1100 0.25 0.15 0.60 0.15 700 5 -20 0 0 20 

Set 2 2250 0.25 0.20 0.55 0.5 2000 20 -3.5 -0.25 0 3.75 

4.1 Finding parameter estimates 

In the first simulation study, we investigated how close the estimated parameter values were to the true ones given the 
correct number of groups. We explored four different scenarios which form a 2 × 2 design where the settings were 
equal group sizes (𝛼1, 𝛼2, 𝛼3 = 1/3) versus unequal group sizes (𝛼1, 𝛼2, 𝛼3 according to Table 4-1) and good versus 
poor starting values. Overall, the ECM algorithm performed well: it correctly estimated the true parameter values 
given reasonable starting values. There was only a slight bias in the estimation of some 𝜹𝑔-values in the data of 

parameter set 2. For the simulations with unequal group sizes and poor starting values (scenario 4), the ECM algorithm 
could end up in local maximum in case of the data based on parameter set 2. This led to bias and variance in the 
parameter estimates. The variability in estimates of the 𝛼𝑔- and 𝜅𝑔-values was small in scenarios 1, 2, and 3. However, 

standard errors of the 𝜹𝑔-values were relatively large in all scenarios. Further inspection of the results showed that the 

variability and slight bias in estimates for 𝜹𝑔 in scenarios 1, 2, and 3 are mainly due to the fact that the values for 𝜹𝑔

in the samples differ from those in the population, indicating a sampling effect. In particular, the accuracy of the 
estimates did not improve much if the true group indicators 𝑧𝑔𝑖 were used. For the simulations with the smaller sample 

size (750 units), the parameter estimates resembled the true parameter values equally well, but the variance increased 
as compared to the simulations with the original sample size. 

4.2 Finding the number of groups 

In the second simulation study, we explored whether the ECM algorithm was able to recover the true number of groups 
given reasonable starting values. We ran different models in which we varied the number of groups from two to seven. 
Seven was the maximum number of groups identified in the earlier approach by Van Delden et al. (2020). To compare 
the performance of the different models, we computed the AIC, BIC, and the ICL-BIC. Next, we determined whether 
the model with the correct number of groups had the best fit measures in most of the simulations. For both parameter 
sets and both sample sizes, the results indicated that the ECM algorithm was able to recover the true number of groups 
in nearly all or even all simulations depending on the fit measure. 

4.3 Test the effect of starting values 
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In the third simulation study, we further analysed the effect of different starting values on the performance of the 
mixture model. We found that for simulations with reasonable starting values, the algorithm correctly estimated the 
parameters, while for simulations with poor starting values, the ECM algorithm sometimes ended up in local maxima. 
In case of a local maximum the corresponding fit measures were less optimal.. The algorithm was most sensitive to 
the starting values for 𝜅𝑔. In the remainder (section 5) we therefore used multiple sets of starting values, we especially 

used sufficiently varying starting values for 𝜅𝑔, and we selected the final model based on the best fit measures.

5. Apply the model to Job placement 

In order to evaluate how well the algorithm could detect seasonal patterns, we applied it to the sector Job placement 
for the years 2014–2016. As mentioned above, we used Job placement because we have found that it has clear seasonal 
patterns (Van Delden & Scholtus, 2019). We applied mixture models of the form (3) with two to six groups. The 
models with two to four groups had one group with a systematic effect, while the models with five or six groups had 
two groups with a systematic effect. In all data sets, the two- and three-group models showed results that were inferior 
to the results of models with four to six groups. So, we will only discuss the four-, five- and six-group models.  

5.1 Basic models 

The groups in the four-, five-, and six-group models are specified in Table 5.1-1. For the four-group model, there 
were three groups that varied in their degree of measurement error and one group with quarterly effects (systematic 
differences between the quarterly distribution of VAT and survey data). In the five-group model, the four-group model 
was extended with an extra group with quarterly effects. The six-group model has also an extra group without a 
quarterly effect. Moreover, there were small differences in size of variance between the groups of the three models. 

Table 5.1-1  
A specification of the four-, five-, and six- models on the Job placement data 2014, 2015, and 2016. This 
specification is in line with both the starting values and the final parameter estimates. The number of plus signs 
indicates the relative size of the variance (+++++ very large , + very small). 

Four-group model Five-group model Six-group model
Variance Systematic 

effect
Variance Systematic 

effect
Variance Systematic 

effect
Group 1 +++++ No +++++ No +++++ No
Group 2 + No + No ++ No
Group 3 +++ No ++++ No ++++ No
Group 4 +++ Yes +++ Yes +++ Yes
Group 5 ++ Yes + No
Group 6 ++++ Yes

5.2 Results 

With respect to the optimal number of groups, all three years gave the same results: the six-group model was preferred 
according to AIC and BIC, while the five-group model was preferred according to the ICL-BIC. 

We used the following procedure to analyse how well the model could detect the seasonal patterns: we determined 
the ratio between the total absolute survey (𝑌𝑘) and the VAT (𝑋𝑘) turnover per quarter of the year, without and with 
adjustment for the quarterly effects detected by the model. We used the estimated 𝜹 –values of the groups with a 
quarterly effect to derive adjusted quarterly VAT turnover values from the original ones 𝑋𝑘𝑖 and their corresponding 
adjusted totals, denoted by 𝑋 𝑘. For totals, the turnovers are weighted using the post-stratum weights (𝑤𝑘𝑖).  

In Figure 5.2-1, the 𝑌𝑘/𝑋𝑘 ratios are displayed for the six-groups model, for the three years separately. These ratios 
were determined for both groups with systematic differences, for all groups (indicated by a colour), and for adjusted 
and unadjusted VAT turnover (indicated by solid and dashed lines, respectively). In all cases, the adjustment of 𝑋𝑘𝑖 is 
only applied to the group(s) with the systematic differences. In these plots, the 𝑌𝑘/𝑋𝑘 ratios with unadjusted VAT 
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turnover determined for all groups showed two types of differences between the two time series. Firstly, the 𝑌𝑘/𝑋𝑘

ratios were not equal to one, but smaller than one. This indicates that 𝑋𝑘 > 𝑌𝑘, that is, the VAT turnover totals were 
larger than the survey turnover totals which corresponds to a level difference. Secondly, the 𝑌𝑘/𝑋𝑘 ratios deviated 
from a flat line: the ratios varied per quarter which corresponds to quarterly differences. So, for our application, we 
aimed to achieve that the 𝑌𝑘/𝑋𝑘 after adjustment would be more horizontal than the unadjusted ratios. Figure 5.2-1 
shows that the adjustment of VAT turnover indeed resulted in smaller quarterly effects. In other words, the adjustment 
resulted in a more stable pattern of the 𝑌𝑘/𝑋𝑘 ratios within the year, which means that the current mixture model 
explained part of the seasonal effects. Especially in 2014, we found that the second group (the green line) had a clear 
seasonal effect, which was well adjusted by the model. 

Figure 5.2-1 
The 𝒀𝒌/𝑿𝒌 ratios based on the six-group model for Job placement in 2014–2016. The ratios are determined for 
both groups with systematic differences and for all groups, and for adjusted and unadjusted VAT turnover. 

Figure 5.2-2 
The 𝒀𝒌/𝑿𝒌 ratios with adjusted VAT turnover for Job placement in 2014-2016 for the four- and six-group 
model. Moreover, the 𝒀𝒌/𝑿𝒌 ratios with unadjusted VAT turnover are included.  

Next, we compared the 𝑌𝑘/𝑋𝑘 ratios of the four-, five-, and six-group models. In Figure 5.2-2, we only displayed the 
ratios of the four- and six-group models as these models could explain more of the seasonal effects than the five-group 
model. Here, the ratios were determined for all groups. For both models, the adjustment of 𝑋𝑘𝑖 led to lines with less 



8 

deviations between quarters than the line of the unadjusted VAT turnover. Thus, both models explained part of the 
seasonal effects. Especially in 2014, the six-group model outperformed the four-group model. 

6. Conclusions and future work 

We developed a mixture model using the relative quarterly turnover distribution within a year as input to explain (and 
correct) seasonal differences between the VAT and the survey turnover distribution. We also applied an ECM 
algorithm to estimate this model. Based on simulation studies we conclude that the ECM algorithm performs well: 
under the conditions tested and when given reasonable starting values, it recovers the true parameter values and the 
correct number of groups. When the algorithm is initiated with poor starting values, it can end up in local maxima in 
which case the fit measures are less optimal. It is therefore important to initiate the algorithm with multiple starting 
values, especially for the parameters 𝜅𝑔. We applied the model to real data of the economic sector Job placement and 

found that the model could indeed explain a considerable part of the seasonal effects. Although the model we presented 
was tailored to our specific application, we believe that the approach can also be of use for other situations where one 
uses sources with both random and structural intra-annual measurement errors.  

There are a number of next steps before we can use the model in a statistical production process. First of all, we want 
to apply the model to other economic sectors and to more recent years. Second, we want to investigate whether the 
probability of a unit to belong to a certain group (i.e., the values predicted by the current ECM algorithm) can be 
predicted by a new model, using available register data, such as the relative VAT distribution. We could then use this 
new model to predict the group membership for all units of the population and subsequently compute corrected VAT 
turnover values at micro-level. These could be used to derive adjusted turnover indices for census data after which we 
could compare benchmarking the monthly series to the adjusted versus the original quarterly census indices. Finally, 
we are interested to find out which of the two mixture models, the one based on relative or on absolute turnover values 
is most useful in describing the seasonal patterns. 
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