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ABSTRACT 

This study is an examination of the relationships of selected stream-
flow characteristics to physical geographic patterns in the plains area 
of the Canadian Prairie Provinces. The aims of the study were twofold, 
firstly, to develop a set of statistical relationships for the prediction 
of streamflow characteristics for ungauged basins, and secondly to 
add to our understanding of plains hydrology through the identification 
of physical geographic variables which are related to streamflow patterns.. 
In view of the multivariate nature of the relationships being considered, 
a system investigation approach utilizing the statistical techniques of 
multiple regression and factor analysis was adopted. 

A group of 161 study basins was selected for analysis. Each of 
these basins met defined criteria with regard to basin location, size 
of drainage area, available streamflow data, and natural flow conditions. 

Four dependent variables; the mean annual yield, the mean 10 year 
yield, the mean annual flood, and the mean 10 year flood; were selected 
for analysis. The available annual yield and annual flood flow data 
series for each of the basins were compiled for the base period 1940 
to 1969. Wherever possible, short-term records were extended by 
correlation with records from nearby longer-term stations. The actual 
estimation of the magnitudes of the dependent variables was made by 
frequency analysis of the available data series. These analyses were 
based on <the assumption of the lognormal distribution and utilized a 
least squares curve fitting technique. 

Thirty-nine independent variables were estimated for each of the 
study basins. These variables were chosen on the bases of their theo-
retical relationships to streamflow and available data sources. The 
first group of 20 independent variables were measures of climatic patterns 
and were compiled from published climatic normal data. The other 19 
independent variables, measures of other physical geographic patterns, 
were compiled from 1:250,000 scale topographic maps, and included 
measures of drainage area, basin topography, and vegetation. 

The initial stage of the analysis was an examination of the relation-
ships for the entire study area. Two approaches to these analyses were 
employed; firstly, a stepwise multiple regression analysis considering 
all of the independent variables, and secondly, a stepwise multiple 
regression analysis considering only those independent variables selected 
after factor analytic screening. The latter approach proved to be more 
satisfactory in that the signs of the regression coefficients conformed 
to physical expectations. In an effort to improve the predictive strength 
of the models, the second stage of the analysis involved the division of 
the study area into hydrologic regions. Two hydrologic regions were 
delimited; however, regression analyses for each of these regions did 
not result in appreciable improvement of the predictive power of the full 
study area models.
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The regression models for each of the four dependent variables, as 
developed in this study, conform to physical expectations, are stable 
when tested with independent data and are statistically significant. 
The standard errors of the estimates for the regression models were 
relatively large and limit the predictive applications of these relation-
ships. On the basis of the available data, it has not been possible to 
establish strong predictive models. Several suggestions have been made 
for possible extensions of the present research with the aim of further 
improving this predictive strength. 
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CHAPTER I 

INTRODUCTION, PROPOSED METHODOLOGY THE STUDY AREA AND STUDY BASINS 

1.1 INTRODUCTION  

One of the areas of Canada where regional water shortages are 
particularly pronounced is the plains region of the prairie provinces. 
In the face of growing competitive demands, the general public is 
demanding careful planning, allocation and management of the avail-
able water resources. One of the primary requirements of those faced 
with the task of planning for the future management of our water resources 
is for accurate estimates of the available naturally occurring supplies. 
It is to this need that the present study is addressed. 

This study is a statistical analysis of the relationships between 
selected streamflow characteristics and the climatic and other physical 
geographical patterns for the plains area of the Canadian Prairie Provinces. 
The hypothetical model for the study is of the form 

STREAMIFLOW CHARACTERISTICS = f (CLIMATIC PATTERNS AND OTHER PHYSICAL 
GEOGRAPHIC PATTERNS)	(1-1) 

The streamflow characteristics selected for analysis are the annual yields 
and the annual flood flows. The overall aim of the research is to increase 
knowledge of plains hydrologic patterns through the establishment of a 
series of statistical relationships for the prediction of streemflow 
characteristics in ungauged plains basins. It is intended that the 
analysis will identify the climatic and other physical geographic vari-
ables which are most closely related to the selected streamflow charac-
teristics. These variables once identified will aid in determining the 
direction of future more specific process oriented research into the 
hydrologic patterns of the area. The statistical relationships formulated 
will provide a basis for the preliminary estimation of available water 
resources. 

1.2 PROPOSED METHODOLOGY AND LITERATURE REVIEW  

The analysis of the relationships of streamflow to physical geographic 
patterns is a complex and difficult task. The multi variate nature of 
the hydrologic processes involved results in the researcher having to 
examine the integrated effects of numerous variables, none of which may 
be accurately measured and some of which are, at the present time, 
unmeasurable. These difficulties associated with hydrologic research 
have led to the development of two seemingly separate approaches to 
hydrologic study. The two approaches have been characterisized by 
Amorocho and Hart (1964) as physical hydrologic investigations, with an 
emphasis on physical science research into the components of the hydrologic 
cycle, and hydrologic system investigations, including both stochastic 
and parametric hydrologies, with an emphasis on the input-output relation-
ships.
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In view of the incomplete knowledge of physical hydrologic relation-
ships of the plains and in order to make full use of the available data 
base, a system investigation approach has been adopted in the present 
research. Both stochastic and parametric techniques of analysis have been 
employed in a regional analysis of the hypothetical model (equation 1-1). 
While it is not possible to accurately predict hydrologic events, stochastic 
analyses techniques provide for the estimation of the probabilities of 
occurance of events of given magnitude. In the present study frequency 
analysis techniques have been employed in the estimation of streamflow 
characteristics; and the parametric technique of multiple correlation and 
regression analysis has been utilized in an attempt to develop predictive 
relationships for ungauged basins. 

A combination of stochastic and parametric analysis techniques has. 
resulted in some of the most useful hydrologic sytems investigation 
work contained in the literature. The largest body of such research deals 
with the frequency analysis of flood flows and has been summarized in 
papers by Jarvis and others (1936), Benson (1962a) and Wolf (1966). 

Probably the most serious problem relating to stochastic analysis of 
hydrologic events is the lack of long-term data records. Benson (1960) 
has demonstrated the high degree of variability involved in frequency 
analysis of relatively short data sequences. He has also demonstrated 
that greater confidence may be placed in the results of a regional fre-
quency analysis in which the data from several basins are considered 
together. 

Regional flood frequency studies have utilized both the index-flood 
and multiple regression approaches. The index-flood method has been 
discussed in detail by Dalrymple (1960) and examples of this approach 
include the work in Canada by Durrant and Blackwell (1959), Coulson (1967a 
and 1967b) and Collier and Nix (1967); and numerous studies in the United 
States conducted by personnel of the geological survey (for a partial 
bibliography of these studies see Wong 1963 and Benson 1962a). Benson 
(1962a) proposed the multiple regression approach as an alternative to the 
index-flood approach. When sufficient data covering both flood magnitudes 
and the hydrologic characteristics of the basins are available, the mul-
tiple regression technique has several advantages. Examples of this 
method of regional flood frequency analysis are found in the work of 
Benson in New England (1962b) and in the Southwest (1964); and in Karuks' 
(1964) study of floods in Southern Ontario. The multiple regression 
approach to regional flood frequency analysis has also been extended to 
other streamflow .characteristics. Solomon et.al . (1968) employed a 
similar method in the analysis of mean annual yields on a grid square 
basis for Newfoundland; while Benson and Carter (1969) and Thomas and 
Benson (1971) have analysed data on numerous streamflow characteristics 
for several regions of the United States. 

1.3 THE STUDY AREA  

1.3.1 Location and Boundary Definition  

For the purposes of the current research, the study area, the Canadian 
Plains, has been delimited as that area of Alberta, Saskatchewan and
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Manitoba which lies east of the Rocky Mountain Foothills and south and 
west of the Canadian Shield margin. The location of the study area and 
its boundaries are illustrated on the inset map Figure 1-1. 

The study area boundaries are the result of a consideration of both 
physiographic and political divisions. Both the sections of the western 
limit, and of the northern and eastern limits, which correspond to the 
margins of the foothills and shield respectively, are based on physio-
graphic divisions. These physiographic boundaries represent distinctive 
changes in several physical patterns, including surficial and bedrock 
geology, and topography, all of which are significant hydrologic variables. 
The other boundaries of the study area are coincident with political 
boundaries. These boundaries are arbitrary in their application to the 
present research as they do not have a hydrologic basis. However, some 
justification for them can be given on the basis of available data. A 
general lack of suitable long-term hydrometric records in northeastern 
British Columbia and in the Northwest Territories precludes the inclusion 
of these areas in the present project; although physiographically they 
are included in the Canadian Plains. The southern boundary, corresponding 
to the international boundary, marked the division of data collection 
responsibilities between the two nations. The present study is based 
on available Canadian data and is therefore limited on the south by the 
international border. 

1.3.2. General Physical Geography of the Study Area  

The study area physiographically is within the Interior Plains Province 
as delimited by Bostock (1964) and the Geological Survey of Canada (1970). 
This large physiographic province is geologically a vast crescent shaped 
sedimentary basin, which rings the Canadian Shield from the United States 
border to the Arctic coast (Clibbon and Hamelin 1967, p. 72). The general 
topography of the study area is flat to rolling with local relief features 
predominating. Local topographic variations are the result of glacial 
erosion and deposition and of more recent fluvial action. The magnitude 
of local relief tends to increase from the southeast toward the north and 
west.

The climate of the study area in continental. The continental effect 
on the temperature regime of the study area results in an extremely high 
annual temperature range which varies from 48°F (Calgary - January 140 
July 620) in the southwest of the study area, to over 70°F (Ft. Vermilion - 
January -9°, July 62°) in the north and 68°F (Winnipeg - January 0 0 , 
July 68°) in the east. Throughout the area the winters are extremely cold 
but the summers are quite warm. With respect to precipitation the study 
area is relatively dry; however, local variations and the seasonal 
distribution provide significant modifications to the pattern. The mean 
annual precipitation ranges upward from less than 12 inches in South-
eastern Alberta and Southwestern Saskatchewan to over 20 inches in parts 
of Northern Alberta and Southern Manitoba. On the basis of Thornthwaite 
water balance calculations, the annual water surpluses are small being 
less than one inch for large areas in the south of the study area (Laycock 
1967 and Sanderson and Phillips 1967). The available water surpluses are 
concentrated in the spring months during the snowmelt period; and, the
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annual runoff regimen of the plains streams is characterized by an early 
spring peak with low sutamer and winter flows. During the summer season 
in the drier areas many small streams flow only as the result of heavy 
and prolonged rainfall. 

1.4 CHOICE OF STUDY BASINS  

In this study the term "study basin" is employed to refer to the 
gross topographic drainage area upstream from a given gauging site. It 
was proposed to include as study basins all basins which met the following 
five criteria: 

1. The stream must have on it at some location an active or dis-
continued hydrometric station for which daily discharge measurements 
are available. 

2. The hydrometric station must be located within the study area as 
defined above. 

3. The gross topographic drainage area must be greater than 50 square 
miles and less than 10,000 square miles. 

4. Within the base period 1940-1969, the hydrometric station must 
have a minimum of five years of daily discharge data for the open 
water season, March 1 to October31. 

5. The streamflow of the basin must be natural flow with no major 
storage or diversion works upstream from the hydrometric station. 

The above five criteria were applicd in a stepwise f nehion to the 
data from each of 1,478 active and discontinued hydrometric stations in the 
Three prairie provinces. The necessary information for this procedure 
was drawn from two separate sets of publications of the Water Survey of 
Canada, "1968 Surface Water Data Reference Index" for each of the prairie 
provinces (Canada, Department of Energy, Mines and Resources, 1969a, 
1969b, and 1969c), and the "1967 Surface Water Data" for each of the 
prairie provinces (Canada Department of Energy, Mines and Resources, 
1967a, 1967b, and 1967c). Table 1-1 summarizes the stepwise elimination 
procedure which resulted in the final selection of 161 study basins from 
the original total of 1,478 possible. 

In order to provide some additional information relating to the 
selection procedure, it is useful to give brief mention to the rationale 
underlying the criteria employed. The first criteria relating to 
available daily discharge measurements was necessary to distinguish 
hydrometric stations for which discharge measurements are compiled from 
those measuring lake levels or stream stages. The second criteria rela-
ting to the study area imposed the geographical limits on the study. 
This criteria has been applied in a flexible manner in that the physio-
graphic boundaries of the study area can not be accurately located and 
the political boundaries have no hydrologic significance. The third 
criteria imposed arbitrary limits on the size of study basins. While the 
actual limits are arbitrary they are based on practical considerations. 
Basins smaller than 50 square miles pose difficult problems in the com-
pilation of physical geographic data from topographic maps. The upper 
limit of 10,000 square miles has been chosen so as to include most of the 
large relatively hydrologically homogeneous plains basins while eliminating 
the larger interregional basins. The fourth criteria relates to the length
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of record for the open water season within the base period 1940-1969. 
The specification of the open water season March 1 to October 31 is 
necessary in that hydrologic stations on many small plains streams are 
not operated during the November to February period. The final criteria 
relating to natural streamflow was necessary in that the analysis in the 
present research was intended to study natural conditions which would be 
disturbed in basins which have major storage or diversion works. 

Figure 1-1 is a map showing the locations of the 161 hydrometric 
stations selected for inclusion in the analysis. Each of these study 
basins is identified by number in Table 1-2.
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TaliE 1-2	 . 

HYDRCMETRIC STATION IDENTIFICATION 

STATION 
NUMBER

WATER SURVEY 
STATION NUMBER STATION NAME	•

STATION 
NUMBER

HATER SURVEY 
STATION NUMBER STATION NAME 

051.13021 BILLOW CK 02 05MF001 MINNEDOSA R 

2 05,5E002 LEE CK 83 05MF008 ROLLING R 

4
05/4E005 
05AF010

ROLPH OK, 
MANYBERRIES CK

84 
05

05146001 
05116002

ARROW R 
BOSSHILL	CI( 

5 05631002 MACKAY CK 86 05316003 GOPHER CK	• 
6■,/ C5AH041 PEIGAN CK 87 05M,1004 OAK R 
7 05E5.5004 ELBOW R 80 05MH006 LITTLE SOURIS R 
8 058.1005 ELBOW R 09 053111007 EPINETTE CK 
9 C58K001 FISH CK 90 05MJ004 STURGEON CK 

10 0581.007 STINSON CK 91 05111.005 GIBSON CK 
11 C5CG001 LITTLE RED DEER 92 051411011 YELLOWGRASS DITC 
12 C5CBCO2 LITTLE RED DEER 93 05N8014 JEWEL CK 
13 C5CC001 BLINDMAN R 94 05NB019 COULEE WEST 
14 C5CC007 MEDICINE R 95 05NE003 PIPESTCNE CK 
15 C5CE002 KNEEHILLS CK 96 05NFOO2 ANTLER R 
16 C5CE006 ROSEBUD R 97 05NFOO7 GAINSBOROUGH CK. 
17 C5C0002 BULLPOUND CK 98 05NFOO8 GRAHAM CK 
18 C5CK005 ALKALI	CK 99 05NG010 OAK CK 
19 C508002 PRAIRIE CK 100 05116012 ELGIN CK 
20 0511.001 STURGEON R 101 0501.006 WHITEMUD CK 
21 051E001 VERPILION R 102 0501.007 BADGER CK 
22 05E0001 RIBSTONE CK 103 0501.008 PEMBINA 
23 05FE001 BATTLE	R. 104 050A009 WAKOPA 
24 050/4003 MONITER CK 105 05011006 CRYSTAL CK 
25 05GC005 EAGLE CK 106 05013010 LONG R 
26 -0560006 EAGLE CK 107 0506016 SNOWFLAKE CK 
27 05111.003 BEAR CK 108 05011021 MOWDRAY CK 
28 C5HA015 BRICGE CK 109 0500001 ROSEAU R 
29 G5HAC62 PIAPOT CK 110 0500004 ROSEAU R 
30 05111.075 SKULL CK 111 0500014 ROSEAU R 
31 05110036 SWIFTCURRENT CK 112 050E004 RAT R 
32 05116002 BRIGHTWATER	CK 113 050E015 SHANNON CK 
33 05JA002 wim p R 114 0506004 ELM CK I 
34 05..115003 NOTLKEU CK 115 0500005 ELM CK 2 
35 05JEOC4 MOOSE JAW R 116 050G006 ELM CK 3 

. 36 C5JE006 MCOSE JAWR 117 050.1002 COOKS CK 
37 05JFCC5 WASCANA CK 118 050J006 COOKS CK 
38 05j1000 CCCCY CK 119 050JOOR METLFY CK 
34 C5JGOC4 OU'APPELLE R 120 050J009 NETLEY CK 
40 05JHOO1 ARM P. 121 05PH003 WHITEMOUTH R 

41 05JK004 JUMPING DEER CK 122 0551.002 BROKENHEAD R 

42 05,11002 INDIANHEAD CK 123 05SA004 BROKENHEAD R 

43 05JL005 PHEASANT CK 124 05515002 OSIER CK 
44 05JM015 CUTARM CK 125 055C002 ICELANDIC R 

45 05KAOCI CARROT R 126 0550003 FISHER R 
46 05KBOC3 CARROT R 127 0550004 EAST FISHER R 

47 05KCOCI CARROT R 128 0660001 BEAVER R 

48 051(0002. PETAIGAN R 129 061.0006 BEAVER R 

49 051(1002 TORCH R 130 07AF002 MCLE00 P. 

50 05L80C2_ ETOPAMI	R 131 071.0.001 MCLEOD R 

51 05LC001 RED DEER P. 132 071.6003 WOLF CK 

52 051C004 RED DEER R 133 07114001 PEMBINA R 

53 o5Lnool OVERFLOWING R 134 0788002 PEMBINA R 

54 0511001 SWAN R 135 0788003 LCBSTICK R 
55 0511003 BIRCH R 136 0768004 PADDLE R 
56 051_1004 moor R 137 076E5005 LITTLE PADDLE R 

57 0511005 ROARING. R 138 07BC002 PEMBINA R 
58 051E006 SWAN R 139 078F001. EAST PRAIRIE	R 

59 051E001 STEEP ROCK R 140 07E1E002 WEST	PRAIRIE	R 
60 05LF002 BELL R 141 078,1001 SWAN R 

61 051.0001 PINE R 142 070E001 WAPITI	R 

62 0516002 GARLAND R 143 07611002 LITTLE SMOKY R 

63 051-1005 OCHER R 144 07114003 HEART R 

64 05LJOg7 TURTLE R 145 07HC001 NOTIKEWIN R 

65 051.1011 WILSON R 146 07,1E002 BOYER R 

66 C5LJ012 VERMILION R 147 07JF003 PONTON R 

67 C5LJC15 FISHING R 148 111.6026 SAGE CK 

68 051.1016 FCRK R 149 1148009 MIDDLE CK 
69 051JC17 DRIFTING R 150 11411075 LYONS CK 

70 05LJ019 MINK 151 11AB076 BATTLE CK 

71 051.5022 ECWARDS CK 152 111.05082 LODGE CK 

72 C511007 PINE CK 153 II1.8087 MIDDLE CK 

73 05LLOC9 .NEEPAWA CK 154 111.03105 WOODPILE COULEE 

74 05LL013 WHITEMUD R 155 II/03107 EAST BATTLE CK 

75 05118E01 YORKTON CK 156 111.0001 WHITEWATER CK 

76 05348004 WHITESAND R . 157 116E002 POPLAR R W 

77 05MC001 ASSINIBOINE R 158 11AE003 POPLAR R E 

78 05MC002 STONY CK 159 11AE005 ROCK CK 

79 C5MD305 SFELL R 160 111.1008 PCPLAR R M 

80 C5MDC06 LITTLE BOGGY CK 161 11AE009 ROCK CK 

81 05ME003 61ROT1.IL CK



'	 CHAPTER II 

THE SELECTED STREAMFLOW CHARACTERISTICS: 
DATA COMPILATION AND SINGLE STATION FREQUENCY ANALYSIS 

2.1 INTRODUCTION  

This chapter contains discussions of the data compilation and fre-
quency analysis of the selected streamflow characteristics for the study 
basins. As outlined in Chapter 1, two sets of hydrologic data, annual 
yields and the annual flood flows, were selected for examination in the 
present study. These data were analysed by the probabilistic techniques 
of frequency analysis. These analyses resulted in the estimation of 
parameters describing the magnitudes and frequencies of both annual yields 
and flood flows for each of the study basins. These parameters were 
subsequently employed as dependent variables in the regional parametric 
analyses of the relationships of streamflow characteristics to climatic 
and other physical geographic patterns. 

2.2 HYDROMETRIC DATA COMPILATION FOR THE STUDY BASINS  

A total of 161 hydrometric stations were selected for inclusion in 
the present study. These stations include all those within the study 
area which meet the criteria relating to type of records, gross drainage 
area, length of record, and natural flow conditions, as outlined in 
Chapter 1. For each of the selected hydrometric stations, the gross 
topographic drainage area upstream is assumed to delineate a study basin. 

2.2.1 Data Sources Employed  

One of the criteria applied in the selection of study basins was that 
within the 1940 to 1969 base-period, a minimum of five years of daily dis-
charge records for the open water season (March 1 to October 31) be 
available. The source of hydrometric data employed in the present study 
is the records of the Water Survey of Canada, a branch of the Department 
of the Environment. All available daily discharge data for the period 
prior to 1966 were available on magnetic tapes prepared by the Water 
Survey of Canada. Daily discharge data for the study basins for the years 
1967 and 1968 were available in published form in the annual data publi-
cations of the Water Survey of Canada for the provinces of Alberta, 
Saskatchewan and Manitoba (Canada, Department of Energy, Mines and Resources 
1967a, b and c; and 1968a, b, c). The daily discharge data for 1969 were 
supplied in unpublished form by the Calgary and Winnipeg district offices 
of the Water Survey of Canada. Data for 1969 which were not available 
prior to May 1, 1970 have not been employed in the present study. The 
actual data required in the present study have been compiled directly 
from the magnetic tapes for the period prior to 1966 and from the printed 
records for later years. 

2.2.2 Compilation of the "Annual" Yield Data Series  

Daily discharge data for many small streams in the prairie provinces 
are not collected during the-winter period from November 1 to the end of
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February. During this period, the hydrometric stations are closed down 
in response to the severe winter conditions. Under normal conditions, 
there is little or no flow in these streams during the winter period. 
Since winter data are not available for many of the selected study basins, 
the period from March 1 to October 31 has been defined as the "annual" 
period applied to the present study. Therefore throughout this project, 
the term "annual" as applied to streamflow data refers only to the March 
1 to October 31 period. Undoubtedly, in some of the larger study basins, 
there is some significant discharge during the winter season; however for 
the purposes of the present stud -y ,this flow has not been measured, and 
the eight month flow has been considered as representative of the annual 
flow at least in relative if not in absolute magnitude. 

The annual yield data for this study were compiled from the daily 
discharge records for each of the study basins. The annual yield figures 
for each year have been arrived at by summing the daily discharges (c.f.s.) 
for the eight month period, and converting the sum to acre feet. In 
years for which entire months of daily discharge data were missing, no 
annual yield data were compiled. Where shorter periods of records were 
missing, the available daily data were examined and where possible the 
missing data were estimated by interpolation between preceding and 
succeeding measurements. 

Table 2-1 has been prepared to indicate for each basin the years for 
which annual yield data have been compiled. The "X" symbols denote the 
years for which measured data are available, and the total years with 
measured data are listed in the column headed "ACTUAL YEARS." 

2.2.3 Compilation of the "Annual" Flood Peak Data Series  

In the compilation of any series of flood events, it is necessary to 
carefully define the term flood. Two different flood series, the annual 
series and the partial-duration series, have been proposed (Langbein 1949 
and Chow 1950). The present research is concerned with the annual series 
which includes only the largest flood event of each year. The "annual" 
period employed is the same eight month, March to October, period adopted 
for the annual yield data. This eight month period is acceptable for the 
compilation of flood data since no significant flood flows would be 
expected during the winter season. Since available hydrometric records 
were in terms of daily discharges, it was necessary to further define an 
annual flood event as the highest daily discharge recorded during the 
"annual" period. For planning purposes, this value is not as useful as 
the maximum instantaneous flow. Unfortunatery ,this measure cannot be 
estimated from the available daily discharge data. For stations with 
recording gauges, it is possible to establish a correction factor to con-
vert maximum daily discharges into instantaneous peaks; however, no such 
correction has been attempted in the present study. 

From the available daily discharge records, the annual flood series 
for these study basins has been compiled. The highest daily discharge 
measured in c.f.s. has been recorded for each year of record. Where 
months or several days of record are missing, the available data have 
been examined; and where the missing data seemed to constitute a low flow
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TABLE 2-1 

ANNUAL YIELD RECORDS *
ACTUAL EXTENDED TOTAL 

STATICN ID 

05A8021	WILLOW CK

YEARS	YEARS	YEARS 
1940	 1969 
"--XXXXXXXXXXXXXXXXXXXXXXXXX-25	0

YEARS 

25 
2 054E002 LEE CK XXXxxxxxxxxxxxxxxxxxxxxxXXXXX- 29 29 
3 05AE005 ROLPH CK XXXXXXXXxxX0XXXXXXXXXXXXXXXXX- 28 29 
4 05AF010 MANYGERRIES CK 00-0-00000000000XXXXXXXXXXXXX 13 14 27 
5 05AH002 MACKAY CK 0000000000000000XXXXX0XXXXXXXX 13 17 30 
6 05AH041 PEIGAN CK moo poommeommoommmxxxxx ) 10 20 30 
7 0511J004 ELBOW R coommeagxxxxxxxxxmAncxxxxl 18 12 30 
8 058.3005 ELBOW R XXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 30 30 
9 058K001 FISH CK 0000000000000000XXXXXXXXXXXXXX 14 16 30 

10 0501007 STINSON CK X-XXXXXXXXXXXXX0XXXrAXXXXXX0- 25 2 27 
11 05CG001 LITTLE RED DEER 00000000000000Um0000omuxxxx 9 21 30 
12 0503002 LITTLE RED DEER 00000:13TOOGOOGOCC000=0XXXXXX 6 24 30 
13 05CC001 BLINDMAN R 00000000000000000000000XXXXXXX 23 30 
14 05CCOC7 MEDICINE R 0000000000000000000,00200XXXXXX 6 24 30 
15 05C1002 KNEEHILLS CK ocoppoommultimalwo,Ax)xxxxxx 11 19 30 
16 05C0006 ROSEBUD P. clo--o-omecnormomic=xxxxxxxxx 11 16 27 
17 05C•002 BULLPOUND CK ommooncoocoonommooxxxxxxxx 22 30 
18 05CK005 ALKALI	CK oclowoommommomoocioncxxxxx 7 23 30 
19 .05C0002 PRAIRIE CK momoopoommxxxxxxxv:Xxxxxxxx 18 12 
20 05E4001 STURGEON R mmaxxxx.y.xxxxxxxxxxxvxxxxxx 30 0 30 
21 05E0001 VERMION R ----000000c00000000XXYxxxxxxxx 11 15 26 
22 05E0001 RIBSTONE CK ----00000000000000C000XXXXXXXX a 18 26 
23 0511001 BATTLE R ----XXXXXXXXXXXXXXXXXXXXXXXXX- 25 0 25 
24 05GA003 MONITER CK ----0000000000XXXXXXXXXXXXXXXX 16 10 26 
25 05CC005 EAGLE CK ----0000000000000000000XXXXXX- 6 19 25 
26 C5GC0C6 EAGLE CK ----0000000000000000000XXXXXX- 6 19 25 
27 05HA003 BEAR CK 00000000000000000003o0ommux 23 30 
28 05hA015 BRIDGE CK 000000o3000000006000000 xxxxxx- 6 23 29 
29 05HA062 PIAPOT CK 0000006[m00000000030000xxxxxx- 6 23 29 
30 05hA075 SKULL CK oc00000o000000000000000 xxxxxxx 7 23 30 
31 051-0036 SWIFTCURRENT CK 000001)00001)0000xxxxxxxxxxxoxx- 13 16 29 
32 05hGCO2 BRIGHTWATER	CK e0000000000000000000mmxxxx- 7 22 29 
33 05JA002 WOOD R 0000-030000000 pooxxxxxxxxxxxx- 12 16 28 
34 05.10003 NOTUKEU CK 0000-000000000000XXXXXXXXXXXX- 12 16 28 
35 05J1004 NOOSE JAW R 	0000000XXXXXXXXXXXXXXXX- 16 7 23 
36 05.38006 MOGSE JAW R	 	000o000X0XXxxxxxxxxxxxx- 15 23 
37 05J1005 WASCANA CK --00 	 XXXXXXOXXXXXXXXXXXXXXXX- 22 3 25 
38 05.11006 BOGGY CK ----,,,000m0000Xw:vax.rA000X- 12 11 23 

05JG004 QU'APPELLE R ----XXXXXXXXXXXXXXXXXXXXXXXX0- 24 25 
40 C5JHOO1 ARM R 	000000000xxxxxxxxxxxxXX- 14 9 
41 05JK004 JumPiNG DEER CK -XXXXXWXXXXXXXXXXXXXXXX;;;IXXX- 28 22 
42 05,11002 INDIANHEAD CI( -MMOXXXXXOXXXXXXXXXOXXXXXXX- 23 5 28 
43 C5JLCC5 PHEASANT 6( -000000XXXXOXXXXXXXXXXXXXXXXX- 21 7 28 
44 05JM015 CUTARM CK 	0000000000xxxxxxxxxxxx- 12 10 22 
45 05KA001 CARROT R -00000000000000ocxxxxxxxxxxxxx 13 16 29 
46 051(0003 CARROT R -oorponamayinny.xxxxxxxxxx:mx 15 14 29 
47 05KCOCI CARROT R -coommoricommxxxxxxxxxxxxxx 15 14 29 
48 0510002 PETAIGAN -monommocoouoxxxxxxxocoo poo- 21 28 
49 05KE002 TORCH R -commommoumaxxxxxxxxxx- 16 tz 28 
50 0511002 ETCMAMI R 	 oommonamxxxxxxxoxxx- 11 11 22 
51 051C001 RED DEER R 	ouloompooxxxxxxxxxxxx- 12 10 22 
52 0510004 RED DEER R	 	000mmooxxxommxxx- 11 11 22 
53 0510001 OVERFLOWING R 	ooxxxxxxxxxexxo 11 4 15 
54 051E001 SWAN R 	0000xxxxxxxxx000m0000- 9 13 22 
55 051E003 BIRCH R 	000000000XXXXXXXXXXOXX- 12 10 22 
56 051E004 WOODY R 	0000000000XXXXXXXXXXXX- 12 10 22 
57 051E005 ROARING R	 	000C000000000XXXXOXXXX- 8 14 22 
58 0511006 SWAN R 	00000000000000XXYXXXXXT 22. 
59 C5LFC01 STEEP ROCK	 	0000C0000XXX0XXXXXX0XX- 11 11 22 
60 0511002 BELL R	 	0000000000XXXXXXXXOXXO- 10 12 22 
61 051.G001 PINE R 	0000003000mmIxxxxxx- 12 10 22 
62 051GCO2 GARLAND R	 	000000000xxxoxxoxmax-. 11 11 22 
63 051J005 OCHER R 	000000000 XXX Xmxxxxxxx- 13 9 22 
64 051J007 TURTLE R 	0000m0000Xmomowmx- 12 10 22 
65 051J011 WILSON R 	0000030000xxxxxxxxxxxx- 12 10 22 
66 051-1012 VERMILIGN R 	0000000000XXxxxxxxxxxx- 12 10 22 
67 051,1015 .FISHING R 	0000000000XXXXOXXXXXXX- 11 11 22 
68 051-1016 FORK R	• 	0000C0000XXXXXXXXXXXXX- 13 9 22 
69 OM-1017 DRIFTING R --00-0000000000XXXXXXXXXXXXX- 13 12 25 
70 051.3019 MINK -000000000000000XXXXXXXXXXXXX- 13 15 28 
71 051JC22 EDWARDS CI( 	 0000000000XXXXXXXXXXXX- 12 10 22 
72 0511007 PINE CK --0-000 ------ --.---00XXXXXXXXXX- 10 6 16 
73 0511009 NEEPAWA CK	 	000000000000XXXXXXXXXX- 10 12 22 
74 0511013 WHITEMUD R 	 000000000000XXXXXXXX- 12 20 
75 05403001 YORKTON CK -X-XXX-0000030000XXXXXXXXXXXX- 16 10 26 
76 05MBOL/4 WHITESAND R .	000000D00GXX0X0XX0XXXX- 9 13 .22 
77 05140001 ASSINIBOINE R -------00000 ,0000XXXXXXX0XXXX- 11 11 22- 
78 05F1C002 STONY CK --00-00000000000XXXXOXXXXXXX- 11 14 25 
79 05140005 SHELL R -------0000000000XXXXXXOXXXXX- 11 11 22 
80 05110006 LITTLE BOGGY CK 	000C000000XXXXXXXXXXXX- 12 10 22 
81 0514E003 BIRDTAIL CK 	0000000000XXXXXXXXXXXX- 12 10 22
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TABLE 2-1 CONTINUED . 

STATION ID
•

YEARS 
1940	 .	1969

ACTUAL EXTENDED 
YEARS 	 YEAXS

TOTAL 
YEARS 

82 05MF001 MINNEDOSA R 	 000000000000XXXXXXXXXX- 10 12 22 
83 05MF008 ROLLING R , 	 oopoom000co poxxxxxxxx- a 14 22 
84 05KG001 ARROW P.	 	000000000030XXXXXXXXXX- 10 12 22 
85 05MG002 BOSSHILL CR 	 	 opuomocnooxxxxxxxxxx,. 10 12 22	. 
86 05140003 GOPHER CK 	 	 0000000001300XXXXXXXXXX- 10 12 
87 05VG004 OAK R -*	000000000000XXXXXXXXXX.. 10 12 22 
08 05M006 LITTLE SOURIS R ---------.----------00XXXXXXXX.- 

---------- 	 0000XXXXXX-
a 2 10 

89 05CH007 EPINETTE CK 6 4 10 
-- 	 	 000XXXXXXX- 90 05MJ004 STURGEON CK 1'

. 
3 10 

-	91 05146005 GIBSON CK 	 -000m0000moxxxxxxxxxx- to 12 22 
92 05U8011 YELLOUGRASS DITC .--------0000000000XXXXXXXXXXXXX 13 10 23 
93 051-:3014 JEWEL CIS -------0000000113000XX03XXXXXO- 8 14 22 
94 05NE1019 COULEE WEST -----------------000XXX00XXXX- 7 5 12 
95 05NE003 PIPESTONE CK 	 00000m000noxxxxxxxxx- 9 13 22 
96 05NFOO2 ANTLER 	 	 000000000XXXXXXONXXXXX- 12 10 22 
97 05NFOO7 GAINSBOROUGH -- ----- --------0XXXX000XXXXXX 10 4 14 
98 05NFOO8 GRAHAM CK ,----------------O0KY.00xxxxxx0 9 5 14 
99 05NG010 OAK CK -------------------DOXXXXXXXX- 8 2 10 

100 •05N0012 ELGIN CK 7 3 10 -----------------00XXXXXXXO- 
---------00000000C0XXXXXXXXXX- 101 050A006 WHi .:ZMUD CK 10 10 20 

102 0506C07 BADGER CK ---------0000000000XXXXWMX- 10 10 20 
103 050A008 PEMBINA 	 	 op0000 p000noxxxxxxxxxx- to 12 22 
104 0506009 WAKOPA 	 oomm0000 pooxxxxxxx- 7 13 20 
105 0500006 CRYSTAL CIL ----- -------- ------XXXX0XXXXX- -9 1 10 
106 0508010 LONG R -------000000000000xxXxxxxxxx- 10 12 22 
107 0508016 SNOWFLAKE CK 	 	 000000006000XXXXXXXX- e 12 20 
108 0508021 MOWORAY CK 	 	 0000000000000XXXXXXX- 7 13 20 
109 0500001 ROSEAU 11 	 XXXXXXXXXXXXXXXXXXXX- 20 0 20	. 
110 0500004 ROSEAU R 	 oommocoomeooxxxxxx- 6 14 20 
111 0500014 ROSEAU R --- 7 -- 	 000000000OODDXXXXXXX- 7 13 20 
112 050E004 RAT R 	 • 	 00000000000XXXXXXXXX- 9 11 20 
113 050F015 SHANNON CK 	 	 00000000000KXXXXXXKK- 9 11 20 
114 0500004 ELM CK 1 	 oxxxoxxxxx- 6 2 10 
115 C5C0005 ELM CK 2 ------ "7 	 0XXXXXXXXX- 9 1 10 
116 0500006 ELM CK 3 oxxxoxxxxx- 8 - 2 10 
117 050J002 COOKS CK 	 000000000XXXXXxXXXXX- 11 9 20 
118 050.1006 COOKS CK 	 -00000000000XXXXXXXXX- 9 11 20 
119 050J008 NETLEY CK 	 0000XXXXXXXXX- 9 4 13 
120 050,1009 NETLEY CK 	 000Xxxx0XXXX- 8 4 12 
121 05PH003 WHITEHOUTH R 	 0000000XXXXXXXXXXXXX- 13 7 20 
122 0556002 BROKENHEAD R 	 oom000xxxxxxxxxxxxo- 12 8 20 
123 0556004 BROKENHEAC R 	 000000000000XXXXXXXX- 8 12 20 
124 0558002 OSIER CK . 	 	 000XXX000XXX- 6 6 12 
125 C55C002 ICELANDIC R 	 00XXXXXXXXXX- 10 2 12 
126 0550003 FISHER R 	 oopoxxxxxxxx- e 4 12 
127 0550004 EAST FISHER R -0000XXXXXX- 6 4 10 
128 0660001 BEAVER R ----0000000000000000000XXXXXX- 6 19 25 
129 0660006 BEAVER R 0000000000000000XXXXXXXXXXXXXX 14 16 30 
130 07AF002 MCLEOD R 000000000000000XXXXXXXXXXXXXXX 15 15 30 
131 0740001 MCLEOD R oom000m0000m000xxxxxxxxx000 9 21 30 
132 07AGCO3 WOLF CK 000000000000000XXXXXXXXXXXXXXX 15 15 BO 
133 07EA001 PEMBINA R 000000000000000000XXXXXXXXXXO3 10 20 30 
134 0788002 PEMBINA R 000000000000000XXXXXXXXXXXXXXX 15 15 30 
135 0708003 LOBSTICK R 000000000000000XXXXXXXXXXXXXXX 15 15 30 
136 0700004 PADDLE R 	 . 0000000000000000000E000XXXXXXX 7 23 30 
137 078E1005 LITTLE PADDLE R ocu0000moocc000m000coxxxxxxx 7 23 30 
138 018C002 PEMBINA R ocoomm000000mooxxxxxxxxxxxx 12 18 	 . 30 
139 0781001 EAST PRAIRIE R 0000000000000000000XXXXXXXXXXX 11 19 30 
140 070E002 WEST PRAIRIE R . 0C00000000000000000xXXXXXXXXXX 11 19 30 
141 07E1.1001 SWAN R_ 0000000000000000000000XX0XXXXX 7. 23_ 30. 	 . 
142 07GE001 WAPITI R 	 000000XXYXXXXXX 9 6 15 
143 C7GH002 LITTLE SMOKY R ompoopoomp000mmooxxxxoxxxxx 9 21 30 
144 071-14003 HEART R ------ -----*-------0000YXXXXXX 7 4 11 
145 C7110001 NOTIKEWIN R 	 XXXXXKX- 7 0 7 
146 07JF002 BOYER R ---------------------7-XXXXXXX 7 0 7 
147 07.11003 PONTON R 	 KKXXXXX 7 0 7 
148 11AA026 SAGE CK KK--x-xxxx00XXXMCKKKKKXKKKKK- 24 2	' 26 
149 1148009 MIDDLE CK mocoomooxxxxxxxxxxxxxxxxxxx- 19 10 29 
150 11ABC75 LYONS CK XXXXXXXX00XXX0xxxxxxXXXx0XXXX- 25 4 29 
151 11A13C76 BATTLE CK xxxxxxxxxxxxxxxxxxxxxxxxxxxoo- 27 2 29 
152 1168082 LODGE CK oo--o-oomoxxxxxxxxxoxxxxxxxx- 17 9 26 
153 1149087 MIDDLE CK op000m00000m0000cooxxxxxxox- 7 22 29 
154 1168105 WOODPILE COULEE XXXXXXXX00XXXXXXXXXXXXXX0XXXX- 26 3 29 
155 11A8107 EAST CATTLE CK XXXXXXXX00XXXXXXXXXXXXXX0XXXX- 26 3 29 
156 1160001 WHITEWATER X-XXXXXXXXXXXXXXXXXXXXXXXXXXX- 28 0 28 
157 11AE002 POPLAR R W xxxxxxxxxxxxxoommomocconoo- 13 16 29 
158 116E003 POPLAR R E XXXX-KKXXXXXXXXXXXXXXXXXXXXXX- 28 0 28 
159 116E005 ROCK CK. XXXXXXXXXXXXXXXXXXXXXX0000X00- 23 6 29 
160 116E008 POPLAR R xxxxxxxxxxxoxxxxxxxxxxxxxxxxx- 28 1 29 
161 116E009 ROCK ck oop oopoom000000luxxxxxxxxoxx- 11 IS 29
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period, it has been assumed that the annual flood is contained in the 
existing record. Where the missing data seemed to constitute a period of 
high flow, no annual flood has been recorded for that year. 

Table 2-2 has been prepared to indicate for each study basin, the 
years for which annual flood data have been compiled. The "X" symbols 
denote the years for which measured data are available; and the total 
years of measured data are listed in the column headed "ACTUAL YEARS." 

2.2.3.1 The Seasonal Distribution of Flood Flows  

The seasonal distribution of flood flows was examined with the intention 
of considering the homogeneity of the flood series. In any frequency 
analysis, it is assumed that the data set being analysed is homogeneous, 
that is, it is representative of a single population. Previous work on 
prairie flood flow analyses has identified three distinct types of flood 
(Durrant 1959, p. 96). The three types are identified on the basis,of 
causal factors, the first type being the result of snowmelt, the second 
type being the result of snowmelt and rainfall combined and the third 
type being the result of rainfall. The examination of the seasonal dis-
tribution of flood flows was intended to provide a basis for some general 
conclusions regarding the relative importance of the three flood types. 
For each of the 161 study basins, the flood flow data series was examined 
and a tally of the flood events occurring in each month compiled. The 
pattern was generally consistent from basin to basin and may be illustrated 
by the combincd tally for all beg ins as reproduced in Table 2-3. Data in 
the table indicate that approximately 90% of the peaks included in the 
annual flood series occurred during the spring months from March to June 
with a definite peak in April. Floods are most likely to be of the first 
two types resulting from snowmelt, and snowmelt in combination with rain-
fall. The remaining 10% of the annual peaks were recorded during the 
summer and fall season from July to October. These events are most likely 
of the third type resulting from rainfall. Thus in the present studY ,no 
attempt has been made to separate out types of flood events. The inclusion 
of Table 2-3 is intended only to provide some indication of the relative 
importance of summer and fall peaks. In the present analysis, the records 
have been treated as if drawn from a single homogeneous population. 

2.2.4 Test of Serial Correlation in the Study Basin Data Series  

One of the assumptions basic to any frequency analysis is that the 
sample data are a series of independent events. Some hydrologic data 
series such as daily flows do not meet this assumption; however, other 
series in which the basic time interval is longer, as in the case of 
annual yields and annual flood peaks, are often assumed for analysis pur-
poses to satisfy the assumption of independent events. 

A simple measure of the degree of dependence between successive 
events in a sample data series is provided by serial correlation coeffi-
ents. In the present study ,serial correlation coefficients based on a 
lag of one year were computed for each of the 161 study basins for both 
the annual yield and the annual flood flow data. The serial correlation 
coefficients were then tested for significance. Results of the computations
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.7CIWIJE 2-2 

ANNUAL PEAK RECORDS *
ACTUAL EXT.ENDED TOTAL 

YEARS	YEARS	YEARS	YEARS 
1940	 1969 

1 05ABC21 WILLOW CK	- ----xXxxXXXXXXxXXXXXXXxxXXXXX- 25 0 25 
2 05AE002 LEE CK XxxXXxxxxxxXxXxxxxxxxxxxxxxxx- 29 0 29 
3 C5AECC5 ROLPH CK XxxXxxxxxxxxxxxxxxxxxxxxxxxxx- 29 0 29 
4 05AF010 MANYBERRIES CK xxxxxxxxxxxxxxxxxxxxxxxxxxxxxX 30 0 30 
5 05AH002 MACKAY CK 0C0000000.0000000xxxxx0xxxxxxXX 13 17 30 
6 05AH041 PEIGAN CK 00000000o00000000o0oxxxxxxxxxx 10 20 30 
7 058.1004 ELBOW R Xxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 30 0 30 
8 050J005 ELBOW R XXxXXxxxxxxxxxxxxxxxxxxxxxxxxX 30 0 30 
9 0581;001 FISN CK 0000000000060000xxxxxxxxxxxxxx 14 16 30 

10 05BLCO7 STINSON CK xxxxxxxxxxxxxxxxXxxxXxXxxxxx0- 28 1 29 
11 05C(1001 LITTLE	REP. DEER 	CO0000000xxxxxXxxX 9 9 18 
12 C5C8002 LITTLE RED DEER 000n000000000C00G0000000xxxxxX 6 24 30 
13 05CC001 BL1NDMAN R 0000000oom000 po00000xxxxxxxx 8 22 30 
14 C5CCCC7 MEDICINE R CC0000000000000oocooDoxxxxXXXX 9 22 30 
15 05CE002 KNEEHILLS CR C0000000OCE00000000XXXXxXXXXXX 11 19 30	' 
16 05CE005 ROSEBUD R 0C0000000000P000000omxxxxxxx 11 19. 30 
17 05CG002 BULLPOUND CK ----00000000000000DODOXxxxxxXX 8 18 26 
18 05CK005 ALKALI	CK 0000000000C000c0000C000xxxxxxX 7 23 30 
19 05E:6002 PRAIRIE	CK 	mocrA y.xxxxxxxxxxx 18 0 18.. 
20 05EA001 STURGEON R XxXXXxxxxxxxxxxxxxxxxxxxxxxx 30 0 30 
21 05EL001 VERMILMN R ---,00001)C000000000xxxxxxxxxxx 11 15 26 
22 051-0001 RIBSTONE cr. ----0000D0900000000rnoxxxxxxxx 8 18 26 
23 C5FE001 BATTLE R ----xxxxxxxxxxxxxxxxxxxxxxxxx- 25 0 25 
24 05CA003 MONITER CK ----000000nOn0xxxxxxxXXxxxxXxX 16 10 26 
25 C5GC005 EAGLE CK ----000000CCC000000000Xxxxxxx- 7 18 25 
26 05CCOC6 EAGLE CK ----Oo00000000-000ooco0oxxxxxx- 6 19 25 
27 C51-A•03 CK .BEAR 00000onnOCCOOn000000000xxxxxxX 7 23 30 
28 05HA015 BRIDGE CK 0000000000eGe0000000000xxxxxx- 6 23 29 
29 05)-A062 PIAPOT CK 00000000000C0000000E000xxxxxx- 6 23 29 
30 05HA075 SKULL CR C000000nn0e000000000000xxxxxXx 7 23 30 
31 05r0C36 SWIETCuRRENT CR 000000o0OCconoDxxxxxxxxxxx0xx- 13 16 29 
32 e5hGCO2 BRIGHTWATER	CK ----00000C00C00000cnx0xxxxxxx- B 17 25 
33 C5JACC2 WOOD R 7 ---xxxxxxxxxxxxxxxxxxxxxxxxx- 25 0 25 
34 05.13003 NUTUKED CK X---xxxxxxxxxxxxxxxxxxxxxxxxx- 26 0 26 
35 C5JF004 MOOSE JAW R ----Xxxxxxxxxxxxxxxxxxxxxxxxx- 25 0 25 
36 C5JE.006 MOCSE JAW R ----xxxxxxxxxxxxxxxxxxxxxxxxx- 25 0 25 
17 05Jr005 WASCANA CK 	 xxxxxxxxxxxxxxxxxxxxxxxx- 24 0 24 
38 05JF006 BOGGY Cr. 	Xxxxxx00XxxxxxxXxxxx000X- 19 -5 24 
39 05JC004 OU'APPELLE n ----xxxxxxxxxxxxxxxxXxXxxxxxn- 24 1 25 
40 05Jh001 ARM R ----000mocu1xxxxxxxxxxxxxxxx- 16 9 25 
41 v5JKOC4 JUMPING GEER cK -xxxxxxxXxxxxxxxxxxxxXxxxxxxx- 28 G. 
42 C5J1002 INDIANHEAD CK -xxxcoxxxxxoxxxxxxxxxoxxxxxxx- 24 4 28 
43 C5JLCO5 PHEASANT cK -00000nxxxxxxxxxxxxxxxxxxxxxx- 22 6 28 
44 05JMCI5 CUTARM CK -000--Cmiccr , o00xxxxxxxxxxxxx- 13 13 26 
45 05KA001 CARRuT R -00uCuan000000noxxxxxxxxxxxxxx 14 15 29 
46 05K6CO3 CA P Rot R -00000000000n00xxxxxxxxxxxxxxx 15 14 29 
47 C5KCOO1 CAFROT R -0DO000E0ocanooxxxxxxxxxxxxxxx 15 14 29 
48 C5K0002 PETAIGAN R -000000cDoC1ucoxxxxxxx0E00000- 7 21 28 
49 C5KE002 TORCH R ----0000000xxxxxxxxxxxxxxxxxX- 1B -7 25 
50 05L0032 EnmAmt R ----000000E00uoxxxxxxxxxxxxxx- 14 IL 25 
51 05LCOO1 RED DEER R ----000000cocoxxxxxxxxxxxxxXx- 15 to 25 
52 C5LCC04 RED DEER R ----000001!000000xxx,xxxxxxxxx- 13 12 25 
53 C510001 OVERFLOWING R ----OncEOCC00000xxXxxxxxxxxxx- 13 12 25 
54 0511001 ShAN R ----0000000xXXxxxxXXX00000000- 10 15 25 
55 C5LE003 BIRCH R ----0000000000xxxxxxxxxxxxxxx- 15 10 25 
56 C5LE004 NuoDY ----nuonomOnoxxxxxxxxxxxxxxx- 15 10 25 
57 C5LE005 ROARING R -000000000000000000xxxxxxxxxx- 10 18 28 
58 C5LEOC6 Swat P. ----E000GCECCMCGIOnnXXxxxxxx- 17 25 
59 051E001 STEEP ROCK R -0000000CDCOunxxxxxxxxxxxxoxx- 14 14 28 
be C51F002 BELL R -CUO0e0concE00xxxxxxxxxxx0xxx- 14 14 28 
61 C5LGO01 PINE R -000000000oonoxxxxxxxxxxxxxxx- 15 13 28 
62 05LGO02 GARLAND R -000Noto p 000000xxxxxxxXoxxxxxx- 14 14 28 
63 C5LJCC5 OCHER P. -0O090000xxxxxxxxxxxxxxxxxxxx- 20 28 
h4 051J007 TURTLE R -00du0000xxxxxxxxxxxxxxxxxxxx- 20 a 28 
t5 C5LJOI1 WILSON A -00000n00xxxxxxxxxxxxxxXxxxxx- 20 28 
66 CM-1012 VERMILION R -CODDoo0xxxxxxxxxxxxx-xxxxxxxx- 21 7 28 
67 C5LJ015 TISHING R ----0000xxxxxxxxxxxxx0xxxxxxx- 20 5	- 25 
68 C5LJ016 .FORK R -C10000c000C0C0xxxxxxxxxx)xxxx- 15 13 28 
65 051-1017 DRIFTING R -00000CERICC1J0oxxxxxxxxXxxxxxx- 15 13 28 
70 051-1019 MINK -000000000000ncoxxxxxxxxxxxxx- 13 15 28 
71 C5LJe22 ECHARns CK -000000e00cC000onxxxxxxxxxxxx- 12 16 28 
72 05LICC7 PINE CK -0107or00ocooc00000xxxxxxxxxx- 10 18 28 
73 0511C04 NEEPAWA CK 000000000000 11000000)xxxxxxxx- 10 19 29 
74 05LLOIJ WHITEMND R C0000000000000000000nxxxxxxxx- 8 21 29 
75 05me0C1 YGRKTON CK -XXXxxx0x0x0xxxxxxxxxxxxxxxxx- 25 3 28 
76 05m8004 WHITESAND R -00OnnOornC000OODxx0X0xx0xxXX- 19 28 
77 OiNCOO1 ASSINIBOINE R -1100xxxxxxxxxxxxxxxxxxxx0xxxx- 24 4 28 
78 05PC002 STCNY CK ----000ouoccOuNooxxxxoxxxxxxx- 11 14 25 
79 05m11005 SHELL R -000non0xxxxxxxxxxxxxxxoxxxxx- 20 a 28 
80 05m000t LITTLE BOGGY CK -000000PO00C00000xxxxxxxxxxxx7 12 16 28 
81 051,1003 BIRDTAIL CK -00000nn00000oxxxxxxxxxxxxxxx- 15 13 28

* ThE SYMBOL X INDICATES yEARS MTH ACTUAL MEASURED RECORDS AND THE SYMBOL 0 
INDICATES YEARS rcR WHICH RECORDS HAVE nFFN EXTENDED B y CORRELATION ANALYSIS 
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TOLE 2-2 CONTINUED	 ACTUAL EXTENDED TOTAL 
STATION ID
	

YEARS	YEARS	YEARS	YEARS 
1940	 1969 

82 05SF001 MINNEDOSA R - ----00000000000000fDXXXXxxXxxx- 10 15 25 
03 0514F008 RGLLING 0 ----00000000000000300xxxxXXXX- 8 17 25 
84 05MG001 ARROW R ---0000000000EI00000xxxXXxxxxxo 10 17 27 
85 0500002 BOSSHILL CK ---0000000000000000XXXXI:XXXXXO 10 LT 27 
86 0514.0003 GOPHER CK ----00(100,,=un000n0xxxx1XXXXX- 10 15 25 
87 05m•-004 OAK R ----00000000000000XXX1XXXXXX- 10 15 25 
86 05FE006 LITTLE SCURIS R ---020000000000000000XXXXXXXX- 8 18 26 
09 05M14007 EPINETTE CK 0000000000000C0000000nYxxxXx- 7 22 29 
90 05PJ004 STURGEON CK• 000000000000000000000XXXXXXXX- 8 21 29 
91 05NA005 GIBSON CX -000000000000000000XXXXXXXXXg- • 10 18 28 
92 05N8011 YELLUGRASS DITC 0000-000000000000XXXXXXxxx%XXX 13 16 29 
93 05N11014 JEWEL CK 0000-00000000000000XxOKNXxxxo- 8 20 28 
94 C5N0019 COULEE VEST ---00.00CC00003000gXX00XXXX- 7 19 26 
95 05NE003 P/PESTGNE CK ---0000000000000000M=X;;XXXX0 9 10 27 
96 05W,O02 ANTLER F. ---X10=xxXXxxxXXXY.7.xxoxxVotX- 23 1 26 
97 C51iFOO7 GAINSBOROUGH CK ---00000000000n0Xxgr.X000KXxXXX 11 16 27 
98 05NF000 GRAHAM Ca: ---ODOucc000000000xxg00xxxxXX3 9 18 27 
99 05N0010 OAK CK ----COM00000000000000xxxxxxxx- 8 18 26 

100 05A6012 ELGIN CK -00OOD000,300000000000xxXXXXKO- 7 21 28 
101 0506006 WHITEMUD CI( ---0000000C0000000CocXXXxxXxxx- 10 16 26 
102 05CACC7 BAu6iAl CK ---0000o0000a000000KrAkxxxxXx- 10 16 26 
103 050A000 PEMBINA ---000000017000000001UX=XXXX0 10 17 27 
104 05CA009 WAKOPA ---000000000000000u000xxxxxxx- 7 19 26 
105 05013006 CRYSTAL CK ---0000000000000000xxXx0xxxxx- 9 17 26 
106 0508010 LONG R ---0000000000000000X=m0=Ka 10 17 27 
107 0501.016 SNOWFLAKE CK 000000000000000000000;tXXXEKKX- a 21 29 
108 C5C8021 HOW8RAY CK C000000000000000000000XXXXXXX- 7 22 29 
109 0500001 ROSEAU R XXXXXXXXXXXXXXXKXKKXXXXXXXXKX- 29 0 29 

110 05E0004 ROSEAU R 000000.00000C0000000000XXXXXxr, 7 22 29 

111 0500014 ROSEAU R 0000O0M00000000000CO3XXXXxXx- 7 22 29 

112 050FC04 RAT R ---00000000000000000XXXYXXXXX- 9 17 26 

113 05CFC15 SHANNON CK 0C000000000000000000xxxnxxXX- 9 20 29 
114 0500004 ELM CK	1 C0000000000000000000m(Mxxxx- 8 21 29 
115 0500005 !ELM CK 2 G0000000000000000000xxxxxxxXX- 9 20 29 
116 0500006 ELM CK 3 00000000000000000000XXX0xXXXX- 8 21 29 
117 050J0C2 COOKS CK ---000000000000007.xxxxxxxxxxx- .12 14 26 
118 050J006 COCKS CK ---00000000000000000XXXXXXXXX- 9 17 26 
119 050.1008 NETLEY CK ---0000000000O000000XXXXXXXXX- 9 17 26 
120 -05CJC09 NCTL2Y CK ---00nOn0CC1cac0n0OKKKNxIAgX- 9 17 26 
121 05PH003 WHITEMOUTH R ---XXXXXXXXXXXXXXXXXXXXXXXXXX- 26 0 26 

, I 2 2 05SA002 AROKENHFA0 R .---xxxXxxxXxxxxXXXXXXXXXxKXK- 26 0 26 

123 05SA004 BROKENHEAO R ---00000000000000000XXXYXXXXX- 9 .17 26 

124 0550002 OSIER CK 	00000000000XX X XXOX X X- . 8 12 20 
125 05SC002 ICELANDIC R ---00000000C0000000XXXXXXXXXX- 10 16 26 
126 0550003 FISHER R ---00000000n00000000OKKxxxxxx- a 18 26 
127 0550004 EAST FISHER R 	000000000000xxxxxxxX- 8 12 20 

120 06A0001 BEAVER R 00000000000000000000XXXXXXXXX0 9 21 30 
129 061.0006 BEAVER R ----000000000000xxxxxxxxxxxXXX 14 12 26 
130 07AF002 MCLEOD F. 	000xxxxxxxxxxxxxxx 15 3 18 

.131 C7A0001 MCLEOD R 000000000000000000XXXXXXXXXX00 10 20 30 

132 074%0003 WOLF CK 	000XXXXXXXXXXXXXXX 15 3 18 
133 C701001 PEMBINA A 		0000XXXXXXXxXXXXO0 12 6 18 
134 0788002 PEMBINA R 	000XXXXXXXXXXXXXXX 15 3 18 
135 0780003 LEBSTICK R 000000000000000XXXXXXXXXXXXXXX 15 15 30 

136 0700004 PADDLE R 00002000000000000000000xxxxxxx 7 23 30 

137 07811005 LITTLE	PADCLE R 00000000000000000000000XxXXXXX 7 23 30 

138 0100002 PEMBINA R 000000000000000000XXXXXXXXXXXX 12 18 30 
139 070E001 EAST	PRAIRIE F. 	0000XXXXXXXXXXX 11 4 15 
140 078E002 WEST	PRAIRIE F. 0000000000000000000xxxxxxxxxxx 11 19 30 
141 078.1001 SkAN F. 	 KK-XXXXX 7 o 7 
142 07CE001 WAPITI	R 	 00XXXXXXXXX 9 2 11 
143 C7CHCO2 LITTLE' SMOKY R 0000000000C000000000XXXM3XXXXX 9 21 30 
144 •CTMA003 HEART R 	0000XXXXXXX 7 4 11 
145 C71,C001 NOTIKEWIN R 	 XXXXXXXXX 9 o 9 

.146 07JF002 BOYER R 	 KXXXXXXX 8 -	0 a 
147 07JF003 PONTON R 	 TKXXXXX 7 .	 0 7 
148 11AA026 SAGE CK XXXXXXXXXXxXXXXXXXXXXXXXXXXXX- 29 0 29 

149 114%8009 MIDDLE CK 000111)0n003xXxxxxxxxxxxxxxxxxX- 19 10 29 
150 Lipson LYONS CK XXXXXXXX00XXXOKKXXXXXXXX0KKKX- 25 4 29 
151 111%8076 BATTLE CK XXXXXXXXXXXXXXXXXXXXXXXXXXX00- 27 2 29 
152 IIABC82 LODGE CK 1000n0Qa0oncxxxxxxxxxxxxxxxxxx- 18 11 29 
153 11A8C87 MIDDLE CK 000000000000000000000xxXXXXxx- 8 21 29 

154 I168105- WOODPILE CCULEE XXXXXXXXDOXXXXXXXXXXXXXX0XXXX- 26 - 3 29 

155 JIAB1C7 EAST BATTLE CK XXXXXXXXODXXXXXXXXXXXXXX0XxXX- 26 3 29 
156 114%0001 WHITEhATER CI( X-XXXXXXXXXXXXXXXxXXXXXXXXXXX- 28 0 28 

157 114032 POPLAR R W xXxxxxxXxxxxx0000000000c00000- 13 16 29 

158 116E003 POPLAR R E XXXX-XXXXXXXXXXXXXXXXXXXXXXXX- 28 0 28 
159 11AE005 ROCK CK xxxXIKKXxxxxxxxxxxxxxx0000K00- 23- 6 29 
160 1141E000

. 
POPLAR R M XXXXXXXXXXxXXXXXXXXXXXXXXXXXX- 29 0 29 

161- 11AECO9 ROCK CK 00000000000000000.XXXXXXxXXOKK-. 11 18 29
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TABLE 2-3 - SEASONAL DISTRIBUTION OF RECORDED ANNUAL.FLOOD 
FLOW COMBINING RECORDS FOR ALL STUDY BASINS 

Month
Annual Flood Events 

Occurrences	% of Total 

March 412 17.5 
April 1033 44.0 
May 388 16.5 
June 284 12.1 

July 138 5.9 

August -	.	63 2.7 
September 22 0.9 
October 8 0.3 

TOTAL 2348 

Significance of Serial Correlation 
Coefficients (Lag = 1 year)  

No..Significant No. Significant 
at 5% Level	at 1% Level 

Data Series
	

No. of Records 
-Tested

TABLE 2-4 - SUMMARY OF. THE RESULTS OF THE SERIAL CORRELATION ANALYSIS 
- FOR THE ANNUAL YIELD AND ANNUAL FLOOD PEAK DATA SERIES 

(Lag = 1 year) 

Annual Yield .161 5 3 

Data 

Annual Flood 161 5 2

Flow Data 
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and significance tests are presented in summarized form in Table 2-4. In 
all cases, the serial correlation coefficients for a one year lag were 
weak. Of the 161 annual yield data series tested, only five records 
resulted in a significant serial correlation coefficient at the 5% signif-
icance level and only three were significant at the 1% significance 
level. Of the 161 annual flood flow data series tested, only five records 
resulted in significant correlation coefficients at the 5% significance 
level and only two were significant at the 1% significance level. On the 
basis of these results, the assumption was confirmed that both the annual 
yield data series and the annual flood flow data series for the study 
basins approximate the assumption of independent events. 

2.2.5 Extension of Available Records by Correlation and Regression  

The frequency analysis of any series of hydrologic data is based on 
the assumption that the past records represent a sample of random 
independent events drawn from a very large or infinite population. The 
available data series usually comprise relatively small samples; and the 
results of the analysis are sensitive to the chance inclusion in the 
sample of exceptionally large or small events. The best solution to this 
problem of variability in short records lies in the compilation of longer 
data series; however, the time consuming nature of hydrologic data collec-
tion usually precludes this solution and it remains for the individual 
researcher to make the most efficient use possible of the available data. 
An alternative solution to the problem is in the use of correlation and 
regression analysis to extend short records on the basis of their relation-
ships to other nearby stations for which longer records are available. 

In regional frequency analyses, where frequency curves from several 
stations are being compared, there is the added consideration of the 
comparability of curves based on short records of variable length. If 
a common base period can be defined, the time variability can be minimized 
and the effects of other factors more easily analysed (Dalrymple 1960, 
p. 33). Dalrymple (1960) described the use of extended records in a 
regional analysis of flood frequencies. His method does not employ the 
extended data directly in the analysis, but rather, uses them to adjust 
the order numbers assigned to the measured peaks with respect to a 
selected base period. The base period chosen is normally as long as 
possible and an attempt is made to extend and fill in all records for the 
full period. 

• Langbein (1960, p. 28) suggests several alternative approaches to 
streamflow record extension by correlation and regression. The simplest 
approach is that discussed above in which a short-term record is extended 
by correlation with a long-term record from a nearby station. Other 
approaches include correlation with long-term precipitation records and 
multiple correlation with both long-term streamflow and precipitation 
records. 

In the present study, it was considered desirable to employ comparable 
data sets. The actual data records available for the selected study 
basins are comparable neither in terms of length nor in terms of the time 
periods covered (see Tables 2-1 and 2-2 for available actual data records). 
In order to provide more comparable data series for the study basins, an
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attempt was made to extend short records and fill in missing records by 
correlation with the available long-term stations. It was intended that 
these record extensions would result in the full 30 year record, 1940- 
1969, for both annual yields and annual flood flows, for each of the study 
basins. Unfortunately, the limited number of long-term (30-year) records 
available precluded this aim; and instead, each of the station records of 
both annual yields and annual flood flows was extended as much as possible 
up to the full 30 year period. The extended data series provide the basic 
data sets employed in the frequency analyses for each of the study basins. 

Record extension in this study was accomplished by the use of simple 
linear regression analysis relating the short-term record or dependent 
variable, to the long-term record or independent variable. The regression 
equations calculated were based on either the original arithmetic data 
series or their logarithmic transformations, whichever provided the stron-
gest relationship. The long-term station employed in each case was chosen 
on the basis of proximity to the station for which the records were being 
extended, the length of record available, and the strength of the relation-
ship as indicated by the significance level of the correlation coefficient. 

The years for which records were extended have been indicated by the 
symbol in Tables 2-1 and 2-2. Unfortunately, only a small number of 

the study basins had long enough original records to serve as base stations 
in the record extension. It was therefore necessary to utilize correlations 
between widely separated stations. Both the long distances and the small 
number of suitable base stations would be expected to limit validity of 
the data extensions. These limitations were recognized and the esttmated 
data were not employed directly in the frequency analyses as discussed in 
the following section of this chapter; rather, the estimated events were 
utilized only in adjusting the plotting positions of the actual data. 

2.3 SINGLE STATION FREQUENCY ANALYSIS OF THE ANNUAL YIELD AND ANNUAL  
FLOOD FLOW DATA SERIES  

Frequency analysis techniques are a means of analysing the variability 
of a data sample for the purpose of estimating the population variability. 
All hydrologic data vary with time; however, this variation is not usually 
sufficiently regular to be considered as cyclic (Leopold 1959). In the 
absence of regular variations, it is not possible to employ past records 
as a basis for forecasting future events. It is, however, possible to 
employ such historical records as indications of the probabilities of 
occurrence of future events of given magnitudes. Frequency analysis 
techniques as applied in the present study are intended to evaluate the 
variability of the streamflow characteristics under consideration. In 
general terms, frequency analysis examines the relationship between the 
magnitude of a variant and its frequency or probability of occurrence 
(Riggs 1968, p. 1). This relationship is analysed by the fitting of a 
frequency curve to the sample data series. The frequency curve is fitted 
so as to estimate the frequency distribution of the population from which 
the sample has been drawn. 

Two basic assumptions underlie the application of frequency analysis 
to hydrologic data series. The first assumption requires that the data
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represent discrete independent random events, while the second assumption 
assumes time-stationarity of the processes. In the present research, the 
annual yield and annual flood flow data series were assumed to approximate 
random conditions. A test of the serial correlations with a lag of one 
year confirmed the validity of this assumption. Elimination of all basins 
for which natural flow conditions did not exist was intended to help in 
meeting the second assumption. No attempt has been made to evaluate 
natural changes in the basins which may upset this assumption. 

The literature dealing with the application of frequency techniques 
to hydrologic data is abundant but scattered through the journals of 
numerous disciplines. While it is beyond the scope of this report to 
deal with the subject in detail, the reader is referred to the work of 
Chow (1964a) and Riggs (1968) which contain a useful review and bibliog-
raphy on the subject. 

2.3.1 Methodology of Frequency Analysis  

The frequency analysis of the available annual yield and annual flood 
flow data series for each of the study basins has been based on the fit-
ting of a 2-parameter lognormal distribution by least squares regression 
techniques. These analyses resulted in the estimation of the selected 
dependent variables, the mean annual and 10-year events. The author tested 
several 2-parameter distributions and found that the 2-parameter log-
normal distribution resulted in the best fit for both the annual yield 
and annual flood flow data series for tho study basins. UQP nf thP least 
square regression technique to fit the frequency curves provided an 
objective method which was easily adapted to computer calculations and 
the use of extended data series. 

Prior to the actual curve fitting by regression analysis, the magni-
tudes of the events were transformed to logarithms and the probabilities 
of occurrence were transformed into a rectangular scaled reduced variate 
"Y" corresponding to a normal pxpbability scale. This latter transformation 
was made with the aid of a computer programme function FNUPR written by 
Cooper and Howells (1969). The equations which resulted from the regression 
analysis were of the form:

X = a + bY 

where: X is the logarithm to the base ten of the event magnitude, 
Y is the reduced variable corresponding to the normal probability 

scale, 
a and b are constants. 

These equations may be employed to estimate the magnitude of an 
event with any given probability of occurrence. In this study, the 
equations were utilized in the estimation of the magnitudes of the mean 
annual and 10-year events. 

Since the frequency analyses were based on the fitting of a straight 
line to the lognormal plot of the data, it was necessary only to calculate 
two points on the line in order to reproduce the entire distribution.
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One of the characteristics of the lognormal distribution is tha:t the 
magnitude of the event with the probability of occurrence of 0.5 or a 2- 
year return period is the mean of the distribution. This value is a more 
stable and dependable estimate of the population mean, than is the 
arithmetic mean (Benson 1960). In the present research this value was 
defined as the nmean annual event." The second value estimated for each 
of the frequency curves was the event with the return period of ten years 
or 0.1 probability of occurrence. 

In the present study, a computer programme was prepared to fit the 
2-parameter lognormal distribution to a sample data series, and to cal-
culate the mean annual and 10-year events. The major steps in the programme 
are as follows; 

I) A complete data series including both actual measured observations 
and those estimated by regression is read and sorted into descending 
order. Each event is assigned an order number, the largest event 
being 1. 

II) Plotting positions are assigned to all actual measured events by 
the formula:

T = (n - 1)  

where: T is the return period in years, 
n is the total number of events in the series, 
m is the order number of the event. 

From T the probability of occurrence P is estimated by the formula: 

P = 1/T. 

III) Magnitudes of the events are transformed by taking their logarithms 
to the base 10. The resulting values are the variates "X." 

IV) The probabilities of occurrence "P" are transformed into values of 
the reduced variate "Y" corresponding to a normal probability 
scale. 

The least . squares regression equation is calculated for the regression 
of Y on X. 

VI) The regression equation is utilized in the estimation of the mean 
annual and 10-year events which correspond to P values of 0.500 
and 0.100 and Y values of 0.00 and 1.28 respectively. 

Tables 2-5 and 2-6 are examples of the computer output resulting 
from the processing of the annual yield data series for basin number 4, 
Manyberries Creek. Table 2-5 resulted from the processing of the actual 
measure data only and Table 2-6 resulted from the processing of the data, 
including the extended records. The first two columns of the tables list 
the years and their associated annual yields ordered from smallest to'



= 21 - 

TABLE 2-5 
SAMPLE CUTPLT FOR FREQUENCY ANALYSIS EMPLOYING ACTUAL MEASURED DATA ONLY 

\ 
k 05AF010	MANYBERRIES CK	YIELD DATA LOG-NORMAL DISTN 

	

YR	DATA	P4	PROCC	TR	YNORPROB 

	

1961	456.0	13	0.071	1.08	-1.465 

	

1968	766.0	12	0.143	1.17	-1.068 

	

1962	1294.2	11	0.214	1.27	-0.792 

	

1963	3153.7	10	0.286	1.40	-0.566 

	

1964	3743.4	9	0.357	1.56	-0.366 

	

1959	6850.1	8	0.429	1.75	-0.180 

	

1966	8167.9	7	0.500	2.00	0.0 

	

1969	8330.0	6	0.571	2.33	C.180 

	

1960	8926.8	5	C.643	2.80	0.366 

	

1957	9055.9	4	0.714	3.50	0.566 

	

1958	10626.8	3	0.786	4.67	0.702 

	

1967	12036.1	2	0.857	7.00	1.068 

	

1965	17532.8	1	0.929	14.00	1.465 

N =	13	TOTM =	13 

LEAST SQUARES REGRESSION EQUATION TO FIT LOG-NORMAL PLOT IS 

X =	3.6666+	0.5368 Y 

R = 0.9340	SEY =	0.1837	SEB =	0.0619 

T =	8.667	F = 75.121 

VY =	0.2423	VX =	0.7333 

EVENT TR2 =	4640.5
	

EVENT TRIO =	22633.9	RATIO TR2/TR10 =	4.878 

TABLE 2-6 

SAMPLE OUTPUT FOR FREQUENCY ANALYSIS EMPLOYING ESTIMATED DATA 

4 C5AF010	MANYBERRIES CK	YIELD DATA LOG-NORMAL DISTN 

	

YR	DATA	P.	PRBCC	TR	YNORPROB 

	

1961	456.0	27	0.036	1.04	-1.803 

	

1568	786.0	26	0.071	1.08	-1.465 

	

1962	1294.2	24	0.143	1.17	-1.068 

	

1963	3153.7	22	0.214	1.27	-0.792 
i	1964	3741.4	19	0.321	1.47	-0.464 

	

1959	6850.1	14	0.500	2.00	C.0 

	

1966	8167.9	12	0.571	2.33	C.180 

	

1969	6330.0	11	0.607	2.55	0.272 

	

1960	8926.8	9	0.679	3.11	0.464 

	

1957	9055.9	8	0.714	3.50	0.566 

	

1958	10628.8	5	0.821	5.60	0.921 

	

1967	12036.1	4	0.857	7.00	1.068 

	

1965	17532.8	1	0.964	28.00	1.803 

• N =	13	TOTM =	27 

LEAST SQUARES REGRESSION EQUATION TO FIT LOG-NORMAL PLOT IS 

X =	3.67751.	0.4482 Y 

R = 0.5567	SE? =	0.1496	SEB =	0.0411' 

T = 10.903	F = 118.880 

VY =	0.2423
	

VX =	1.1041 

EVENT 1112 =	4759.2	EVENT TRIO =	17867.5	RATIO TR2/TRIO =	3.754



largest. The third column lists the order numbers assigned to the events 
with the largest being 1. Order numbers in Table 2-6 have been adjusted	, • 
on the basis of the extended records and are different from those in 
Table 2-5. The last three columns of the tables list the calculated prob-
abilities of occurrence, the return periods, and the reduced variables 
"Y", respectively, left to right. Under the table, the value "N" refers 
to the number of actual measured data points on which the regression is 
based; the value "TOTM" refers to the total number of years analysed 
including extended records. Note that the "TOTM" value in Table 2-6 is 
larger than N as a result of the inclusion of extended records. The 
values of "N" and "TOTM," the calculated regression equation and its 
statistics are presented, and the magnitudes of the mean annual and 10- 
year events are listed. In addition to the printed output, the programme 
recorded the regression equation and the calculated event magnitudes on 
punch cards. 

Figure 2-1 illustrates frequency plots of the annual yield data 
series for study basin number 4, Manyberries Creek. The upper graph is 
an illustration of the frequency analysis of the actual measured data 
only, while the lower graph is an illustration of the analysis with plot-
ting positions adjusted on the basis of extended records. Magnitudes of 
the events are plotted on the logarithmic ordinate scales; and the reduced 
variate Y is plotted on the abscissa scales. The abscissa scales are 
also graduated in terms of return period and probability. The linear 
regression for each of the plots has been estimated by the method of 
least squares on the transformed data. The adjustment of the probabilities 
of occurrence on the basis of extended records has resulted in a loweLing 
of the slope of the regression relationship and in an improved correlation 
coefficient. The use of extended data for basin number 4 resulted in a 
lower estimate of the 10-year annual yield and a slightly higher estimate 
of the mean annual yield. 

In the present study, the relatively short actual measured data series 
for many of the basins did not provide a strong basis for frequency analysis. 
However, record extension by correlation of regression with nearby long-
term stations, resulted in more complete data sets for most stations. For 
the purposes of the present research, these extended data series have been 
employed in the estimation of the dependent variables for each of the 
study basins. In all cases, extended data have been employed in adjust-
ing the plotting positions of the actual measured events; however, only 
the actual measured events have been employed in the frequency analysis 
by least squares regression. 

One of the difficulties inherent in the use of computerized calcula-
tions in the frequency analysis of hydrologic data series is that no 
visual presentation of the data is obtained. Where no visual plots are 
obtained, it is difficult to identify anomalies in the data. In the 
present study, as a check for anomalies in the records, and in order to 
evaluate the curve fitting procedure, the Calcomp Plotter of the University 
of Alberta Computing Centre was utilized to plot frequency graphs for 
each of the data sets analysed. Each of the resulting graphs was examined 
with the aim of identifying anomalous values which obviously did not belong 
in the same sample as the other observations in the series. In the very
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few cases where such points existed they were deleted from the data sets 
and the frequency analysis was repeated. 

The estimated magnitudes of the dependent variables resulting from 
the frequency analyses for each of the study basins were subsequently 
employed in the analyses of the hypothetical model (equation 1-1) as 
discussed in Chapter 4.



CHAPTER III 

THE INDEPENDENT VARIABLES: MEASURES OF CLIMATIC 

AND OTHER PHYSICAL GEOGRAPHIC PATTERNS 

3.1 INTRODUCTION  

In this Chapter, the selection and subsequent measurement of the 
independent variables is discussed. The independent variables selected 
for inclusion in the present study were measures of climatic and other 
physical geographic patterns for the study basins. Two criteria were 
considered in the selection of independent variables, the first relating 
to their theoretical relationships to the four selected dependent varia-
bles, and the second related to available data sc”rces. The theoretical 
relationships were considered in an attempt to avoid the establishment 
of spurious statistical relationships. The available data sources were 
considered important in that the relatively short time span and large 
study area involved in this project precluded the collection of data in 
the field. This latter consideration led the researcher to rely on 
available climatic data and existing topographic map coverage as basic 
data sources. 

Based on a consideration of both the theoretical relationships of 
the variables to streamflow and the available data sources, the indepen-
dent variables can best be discussed in two groups. The first group, 
the climatic meast/res, is closely related to the local moisture balance 
patterns; and therefore includes factors which control the water supply 
available for streamflow. Climatic conditions are variable both 
spatially and temporally and measures must be estimated on the basis of 
available long-term climatic records. The second group of independent 
variables, the measures •of other physical geographic patterns, included 
measures of drainage area, basin topography, channel pattern, surficial 
deposits and vegetation. These variables control the efficiency with 
which the available moisture supply is collected in channels and 
conveyed from the basin as streamflow. In this manner, these variables 
are closely related to the timing and to a lesser extent to the amount 
of streamflow. While the variables included in this second grouping are 
not totally time invariant, they are considerably more so than are the 
climatic patterns considered above. For the purpose of the present 
study, it was assumed that the measures representative of this second 
group of independent variables were time invariant with reference to the 
relatively short . periods of streamflow data being analysed. Under this 
assumption the data for this group of other physical geographic measures 
have been collected by measurement from available topographic maps. 

3.2 CLIMATIC PATTERNS  

3.2.1 Theoretical Relationships of Climatic Patterns to Streamflow  

Within the hydrologic cycle there are three important processes 
which are closely related to climatic patterns. These processes are 
precipitation, snowmelt and evapotranspiration. The precipitation 
process accounts for the major moisture input to the surface-division.of



- 26 - 

the hydrologic cycle. As such, precipitation is the primary cause.of 
all streamflow. The occurence of precipitation involves both spatial 
and temporal variations in form, amount and intensity. Consideration of 
this variability provided a basis for the selection of a set of precipi-
tation variables for inclusion in the present analyses. 

The snowmelt process involves the ripening of snow and subsequent 
release of stored moisture from the snowpack. The processes by which 
the snowpack gains heat, increases in density, and finally releases 
water are extremely complex (U.S. Army Corps of Engineers, 1956, 
p. 141). From a theoretical point of view, the best approach to this 
problem is through an analysis of the heat balance of the snowpack. 
Unfortunately, suitable data with respect to the radiation balance and 
the condition of the snowpack are not normally available; and the energy 
balance approach z:.; the estimation of snowmelt is not feasible. As an 
alternative, it is possible to employ the available air temperature and 
accumulated snowfall data to estimate various empirical indices of melt. 

The third hydrologic process which is dependent on climatic condi-
tions is evapotranspiration. The actual amount of moisture lost by 
evapotranspiration varies as a function of several factors including the 
available moisture supply, air temperature, humidity, wind conditions, 
vegetation type, solar radiation and season. The multivariate nature of 
the relationships involved has resulted in the development of several 
methods for the empirical estimation of potential and actual evapotrans-
piration based on available data. These empirical methods range from 
the formulae developed hy Penman (1951, r. 40) whirh rAgnirp apt-nil/ad 
data on radiation, wind and humidity, to the formulae developed by Turc 
(1953) and Thornthwaite (1948 and 1957) which are based on temperature 
and precipitation data only. 

3.2.2 Available Climatic Data  

The climatic data requirements in the present study were for esti-
mates of the normal climatic patterns of variables related to the 
precipitation, snowmelt and evapotranspiration processes. The basic 
climatic data employed in the compilation of climatic variables for each 
study basin were the published normals of temperature and precipitation 
(Canada, Department of Transport, Meteorological Branch, 1968a and b). 
In particular, monthly normal precipitation, monthly normal snowfall, 
monthly normal mean daily temperatures and monthly normal maximum daily 
temperatures were employed. These data were compiled for 174 climato-
logical stations within the study area. An examination of the locations 
of the study basins led to the identification of a need for climatic 
data from stations outside the study area particularly along the United 
States and foothill boundaries. For this reason, data were included for 
an additional 22 climatological stations, nine located in the foothills 
and mountains of Alberta and 13 in the United States near the border. 
Data for the United States stations were compiled from publications of 
the United States, Department of Commerce, Weather Bureau (1962a, b and 
c). Each of the 196 climatological stations is located on the map 
Figure 3-1 and identified in Table 3-1.
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TABLE 3-1 

CLImATOLOGICAL STATION IDENTIFICATION * 

STATICN
	

STATION
	

STATION 	 STATION 
NUMBER
	

STATION NAME
	

NUMBER
	

STATION NAME
	

NJMBER
	

STATION NAME
	

NUMRER
	

STATIC*1 NAME 

I. ALIx ROCKY MTN HOUSE 99 KLINTONEL 148 
'2 ATHABASCA 51 SEDGEWICK 100 LAO LA RONCE 149 
3 BEAVERLODGE COA 52 STUN 101 LEADER 150 
4 BERWYN 53 SLAVE LAKE 102 LERnss 151 

BROCKS 54 SPRINGDALE 103 LINTLAw 152 
6 BUFFALO HEAD PRAIRIE 55 STETTLER 104 LOON LAKE COA 153 
7 CALDWELL 56 SUFFIELD A 105 LOST RIVER 154 
a CALGARy A 57 TABER 106 LuMSIEN 155 
9 CALMAR 58 THORHILD 107 mACKLIN. 156 

10 CAmpSIE 59 THoasBy 108 MAPLE CREEK 157 
11 CAMRCSE 60 THREE HILLS 109 MELFORT 158 
12 CARDsTCN 61 THRNER VALLEY 110 mERRYFLAT 159 
13 CARwAy 62 VAUXHALL 111 MIDALE 160 
14 CORENATION 63 VERMILION A 112 MOOSE 	 JAW A 161 
15 EDMONTON INDUSTRIAL 64 VIKING 113 MOOSOMIN 162 
16 EDSON 65 WAGNER 114 MUENSTER 163 
17 ELK pcINT 66 wAsTINA HEMARUKA 115 muSKIKE SPRINGS 164 
18 ELMNORTH 67 wETASKIWIN 116 NAsHLyN 165 
19 Em8A8RAS A 68 wHITECouRT 117 NIpAwIN 166 
20 FAIRVIEW 69 ALsASK HARDENE 118 NoKomIS 167 
21 FoRT MACLEOD 70 ANERolD 119 NORTH 	 BATTLEFORD A 168 
22 FCRT mCmURRAY A 71 BEEcHy /20 OuTLUOK 169 
23 FORT VERMILION 72 BIGGAR 121 OXBOW 170 
24 GLEICHEN 73 BRoADviEw A 122 PENNANT 171 
25 GRAND PRAIRIE A 74 CARLYLE 123 PILGER 172 
26 GROUARD 75 CARON 124 PRINCE 173 
27 HANNA 76 CEYLON 125 PRINCE ALBERT A 174 
28 HIGH PRAIRIE 77 CHAPLIN 126 RABBIT LAKE 175 
29 HIGH RIVER 78 CHoICELAND 127 RP-4NA A 176 
30 HILLSDOWN 79 cumaERLAND HOUSE 128 REGINA CDA 177 
31 HuGI-ENDEN 80 OANIE A 129 RIDGFOALE 178 
32 IRON RIVER al rAvIDSON 130 RDADENE 179 
33 JENNER 82 DONouRN 131 RosETOWN 180 
34 KEG RIVER 83 ESTEVAN A 132 ROSTHERN 181 
35 LAC LA 8ICHE 84 FOAM LAKE 133 ST WALBURG 192 
36 LACCMBE 85 FORT Cu*APPELLE 134 SASKATOON A 183 
37 LETHBRIDGE A 86 FRANCIS 135 SASKATOON U OF S 184 
38 LuNOBREEK' 87 GARDEN HEAD 136 SCOTT CDA 185 
39 MANNYBERRIES 88 GRAVELBOURG 137 SEDLEY 186 
40 MEDICINE HAT 89 GRENFELL 138 svIRIrwocp 187 
41 NACO 90 HARRIS 139 STRASBOuRG 188 
42 CLDS 91 HUBBARD 140 SuTHERLAND 189 
43 PEAVINE 92 HUDSON BAY 141 SWIFT 	 CURRENT A 190 
44 PEKISKO 93 HuGHTON 142 TuGASKE 191 
45 PENHGLD A 94 INDIAN HEAD 143 TuRTLEFORD 192 
46 PINCHER CREEK 95 INSTOw 144 WASECA 193 
47 RANFURLy 96 RANSACK /45 wHITEWOOD 194 
48 RAYMOND 97 KINDERSLEy /46 WILLOW CREEK -195 
49 RED DEER 98 KIPLING 147 YELLOW GRASS 196

Ye:m;(3N A 
BIRTLE 
BnISSEVAIN 2 
BRANDON CIA 
CYPRESS RIVER 
DAUPHIN A 

GIViitLLE 
GREAT FALLS 
INDIAN sAy 
mELITA 
mINEDOSA 
moosoHoRN 
moRDEN CIA 
NERAwA A 
NINETTF 
PIERSON 
p oRTAGE LA PRAIRIE A 

rpt.t=1S.LA 
SEVEN SISTERS FALLS 

SPRAGUE 

THE PAS A 
wASKAIA 
WINNIPEG A 
ANTsRACITE 
BANFF 
BEAVER NINES 

r4IR1J4C: 

=SKIS - 
LAKE LOUISE 
NORDEGG 
BABB 
GLASGow 

F1=11 
BOTIINEAU 
CROSBY 
HANs3080 

Im=174 
PORTAL 
HALLOCK 
RnSEAU 
wARROAD 

• STATION NOS 1 TO 174 ARE LOCATED WITHIN THE STUDy AREA . 
STATION NOS 175 TO 183 ARE LOCATED OUTSIDE THE sTunr AREA IN THE FOOTHILLS AND MOUNTAINS OF ALBERTA 
STATICN NOS 184 TO 196 ARE LOCATED OuTSIDE THE STUDY AREA IN THE UNITED STATES 
FOR EXACT STATICN LOCATIONS SEE FIGURE 4-1 



- 29 - 

3.2.3 Interpolation of Climatic Data for the Study Basins  

The climatic normal data selected for use in the present research 
were the result of measurements at point observation sites. The stream-
flow characteristics being examined were estimated on a drainage basin 
basis. Before analysing the relationships between streamflow character-
istics and various climatic measures, it was necessary to interpolate 
estimates of the climatic normals for each of the study basins. In the 
present study the Thiessen Polygon method has been employed in the esti-
mation of basin climatic normals (Thiessen, 1911). This method involves 
the calculation of the weighted arithmetic average of the available 
point data. The weight for each climatological station is derived such 
that the station is considered to be representative nf a proportion of 
the total area, dependent on the spacing of the observation points. 

The Thiessen Polygon and Drainage Basin delimitations and the 
required area measurements were made on 1:250,000 scale topographic maps 
of the study basins. The drainage area delimited was that of gross 
drainage area as defined by the topographic divide between adjacent 
basins. Wherever map coverage was available, the topographic divide was 
first located on 1:50,000 scale maps and then transferred to the 
1:250,000 scale maps. The Thiessen Polygon procedures were employed in 
the estimation of monthly normals of mean daily temperatures, maximum 
daily temperatures, monthly precipitation, and monthly snowfall, for 
each of the 161 study basins. The resulting climatic normal data secs 
for each of the study basins formed the basis for the subsequent estima-
tion of climatic variables (see Section 3.2.4 following). 

3.2.4 The Selection and Calculation of Climatic Variables  

For the purpose of discussion the selection and measurement of 
climatic variables is considered under three headings, precipitation 
based variables, temperature based variables and composite variables. 

3.2.4.1 Precipitation Based Variables  

A summary of the selected precipitation based climatic variables 
and their methods of calculation is contained in Table 3-2. The 
selected variables are intended to provide indices of the variations in 
precipitation patterns with respect to amount, form, and seasonal 
pattern. A brief statement of the theoretical reasoning underlying the 
choice of the variables follows. 

The Mean Annual Precipitation, MAP, was selected as an index of the 
total water supply available annually within a basin. This variable is 
logically related to the annual yield of streamflow from an area. It 
might also be expected that this variable may represent a general index 
of total water supply as related to the potential magnitude of annual 
flood events.



Variable 
Abbreviation

Variable Name Calculation 

• MASP 

MWP 

MSP 

MWSP 

AlOYP 

WlOYP
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- TABLE 3-2 - SELECTED PRECIPITATION BASED-CLIMATIC VARIABLES 
.	(All Units are Inches) 

MAP 

MAS 

Mean Annual Precipitation 

ean Annual Snowfall 

Percentage of MAP as 

• Snowfall 

Mean Winter Precipitation 

Mean Spr.s ing Precipitation 

Mean Winter and Spring 

Precipitation 

Annual 10 year Precipi-

tation 

Winter 10 year Pre-

cipitation

Sum of the Basin Mean 
Monthly Precipitation 
totals for-12 months 

Sum of the Basin Mean 
Monthly Snowfall totals 

for 12 months 

MAS •ater equivalent 

expressed as a % of MAP 

Sum of the Basin Mean 
Monthly Precipitation 
totals•for the 5 months, 
November to March in.- 
clusive 

Sum of the Basin Mean 
Monthly Precipitation 
totals for the 3 months, 
April to June inclusive 

Sum of MWP and MSP 

Established ratio of 10 
year to the mean 300 day 
from November 1 precipi-• 

tation for nearest index 
station. Multiplied .the 
above ratio by the-sum 
of the. 10 Monthly Pre-
cipitation figures Nov-
ember to August and 
added September to 

October normals 

Established ratio of 10 
year to the mean 160 day 
precipitation from Nov-
ember. Multiply ratio 

by MWP
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The Mean Annual Snowfall, MAS, was selected on the basis of the 
fact that most streamflow on the plains is the result of snowmelt. 
Ideally, this measure requires the estimation of the water equivalent of 
the snowpack at the end of winter. Such data are not readily available 
and in the present analysis it has been necessary to assume a constant 
conversion factor of 0.1 in estimating the water equivalent of the 
annual snowfall. These data were expressed as two variables, the Mean 
Annual Snowfall in inches, and the MAS water equivalent as a percentage 
of the mean annual precipitation. This second snowfall measure has been 
abbreviated MASP, for Mean Annual Snowfall as a Percentage of MAP. 

Another measure of seasonal precipitation is that of the Mean  
Winter Precipitation, MWP. This variable compiled for the five month 
period from November to March was based on the consideration that the 
total winter precipitation is stored in a frozen state to await the 
spring melt period. 

The Mean Spring Precipitation, MSP, was estimated for the three 
months April to June. This variable was selected as an index of the 
amount of moisture which is available in spring to supplement the snow-
melt runoff. This additional moisture is an important factor during the 
spring period of high streamflow. 

The preceding two variables were combined to estimate another vari-
able, the Mean Winter-Spring Precipitation, MWSP. This variable was 
proposed as an index of the total moisture input to a basin during the 
season of high flows. 

In addition to the above measures of precipitation amount and 
seasonal distribution, two variables intended to provide measures of the 
year-to-year variability of precipitation patterns were included. The 
first of these, the Annual 10 Year Precipitation, AlOYP, was included to 
provide an index of the variability of the available moisture supply. 
Such a variable might be related both to the above average annual yields 
and the above average flood flows. The estimation of this variable was 
based on a limited number of precipitation frequency data which were 
available for only ten climatological stations within the study area. 
The index station closest to the study basin has been used in the 
precipitation frequency calculations for that basin. 

The second measure of precipitation variability was the Winter 10  
Year Precipitation, WlOYP. The estimation of ihis variable involved 
similar calculations to those employed in the estimation of the AlOYP 
above. 

3.2.4.2 Temperature Based Variables  

A summary of the selected temperature based climatic variables and 
their methods of calculation is contained in Table 3-3. Temperature 
patterns and their seasonal variations are primary controls over the 
processes of snowmelt and evapotranspiration. It is in this context 
that temperature based variables have been included in the present
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TABLE 3-3 - SELECTED TEMPERATURE BASED CLIMATIC VARIABLES . 

(All Units are Degrees Fahrenheit) 

Variable 
Abbreviation

Variable Name	Calculation 

MATR	Mean Annual Temperature	Basin Mean MOnthly TempL 

Range	 erature for warmest month 
minus the. Basin Mean 
Monthly Temperature for 

the coldest month 

MWT Mean Winter. Temperature Mean of the Basin Mean - 
Monthly Temperatures for 
the 5 months November to, 
March inclusive 

MJANT	Mean January Temperature	Basin Mean January Tem-

Below 32° F.	perature subtracted from 
32° F. 

MST	Mean Spring TeffikraLure	Mean of tho Basin . Mean 

Monthly Temperatures for - 
the 3 - months April to 
-June inclusive 

MJUNT
	

Mean June Temperature	Basin Mean June Tempera-
ture 

WMXT	Mean Winter Maximum	Mean of the Basin Mean 
Temperature	.	Monthly Maximum tempera-

tures for the 5 months' 
November_ to March in-

clusive 

JAMXT
	

Mean January Maximum
	

Basin Mean Monthly 
Temperature Below
	

Maximum Temperature 
32° F.
	

for January subtracted 
from 32° F.
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study. A brief statement of the theoretical considerations underlying 
the choice of the temperature variables follows. 

The first of the temperature based variables was the Mean Annual  
Temperature Range, MATR. This measure was intended as a general index 
of continentality and therefore of basin location. The higher the value 
of the annual temperature range the greater the seasonal contrast in 
temperature. This seasonal contrast in temperature represents a factor 
related to the winter snowfall accumulation and the summer rate of 
evapotranspiration. 

The next two variables, the Mean Winter Temperature, MWT, and the 
Mean January Temperature, WANT, were proposed as measures of the 
intensity of winter and therefore of the permaaency of the snowpack. 
The colder the winter temperatures, the more permanent the snowpack is 
likely to be, and the greater the potential for spring runoff. The 
second of these measures, the Mean January Temperature, was included to 
overcome the limitations of the Mean Winter Temperature, the value of 
which is affected by the uneven length of the winter season over the 
study area. In order to avoid the inclusion of zeros and negative 
numbers in the data, the MJANT has been subtracted from 32.0 F. 

The variables, Mean Spring Temperature, MST, and Mean June Tempera-
ture, MJUNT, were included to provide indices of the rapidity of the 
spring warming trend. Spring temperatures were expected to relate both 
to the rate of spring runoff from snowmelt and to the increase in evapo- 
tr—spir-tion. The Me-a June T-mper-ture m-aoure was 	 to over-
come the season length variations which might affect the Mean Spring 
Temperature Measure. 

The final two temperature based measures were the Winter Maximum  
Temperature, WMXT, and the January Maximum Temperature, JAMXT. These 
variables provided further measures of the intensity of winter condi-
tions. The maximum temperatures are particularly important in control-
ling the snowmelt process. A higher winter maximum temperature 
indicates a greater potential for melt to occur during winter. In the 
southwestern portion of the study area, a higher winter maximum might be 
associated with the occurrence of "chinook" conditions, which may result 
in the rapid sublimation or melt of a snowpack. The Mean January 
Maximum Temperature was intended to overcome the limitations imposed by 
variable season lengths. This variable was calculated by subtracting 
the Mean January Maximum Temperature from 32.0 F. in order to avoid 
zeros and negative numbers in the data. 

3.2.4.3 Composite Variables Based on Both Temperature and Precipi-
tation Data  

A third group of climatic variables for the study basins was 
derived by combining the available temperature and precipitation data. 
These composite variables were based on water balance calculations and 
included estimates of potential evapotranspiration, actual evapotrans-
piration, and annual water surplus. The estimation of these variables 
in the present research has been accomplished by the application of
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empirical formulae developed by Thornthwaite (1948) and Turc (1953). 
These two procedures are by no means the only available methods for 
estimation of water balance patterns; however, they have the advantage 
of entailing relatively simple calculations based on only temperature 
and precipitation data. The selected composite variables are summarized 
in Table 3-4. 

The Potential Evapotranspiration by Thornthwaite procedures, PE, 
was introduced as an index of general climatic conditions particularly 
summer temperature and sunshine patterns. It also represents the 
potential water loss from the basin by evapotranspiration where water 
supply is not limited. 

Two estimates of Actual Evapotranspiration have been included in 
the present study. The first such measure, THAET, was calculated 
according to Thornthwaite (1948) procedures. This method employs the 
mean monthly temperature and precipitation data and the station lati-
tude, and entails the calculation of a monthly water budget including 
estimates of precipitation, storage and potential evapotranspiration. A 
more recent modification of these procedures (rhornthwaite, 1957) has 
not been employed in the present study. This modified method involves 
provisions for water use at less than potential rates; however for 
prairie conditions it has been demonstrated by Holmes and Robertson 
(1959) that current precipitation from summer storms is used at or near 
potential rates. Also, the 1948 pr---,AurA s have been successfully 
employed for the study area by Laycock (1967). The Thornthwaite calcu-
lations in the present analysis were made employing a modification of a 
computer program written by Black (1966). A second estimate of actual 
evapotranspiration, TUAET, was made employing procedures developed by 
Turc (1953). These procedures are simpler than the Thornthwaite method 
and use only mean annual temperature and mean annual precipitation data. 
These two estimates of actual evapotranspiration were introduced in the 
present study as measures of the water loss by the evapotranspiration 
process. 

The final pair of climatic variables were estimates of annual mois-
ture surplus based on the actual evapotranspiration estimates discussed 
above and the mean annual precipitation. The first of these measures, 
the Mean Annual Water Surplus by Thornthwaite, THSUR, was estimated by 
subtracting the actual evapotranspiration estimate by Thornthwaite 
procedures from the Mean Annual Precipitation. The second water surplus 
variable, the Mean Annual Water Surplus by Turc, TUSUR, was calculated 
in the identical manner employing the actual evapotranspiration esti-
mated by Turc's procedures and the MAP. Both of these annual surplus 
measures were proposed as indices of the total available water supply. 

3.3 OTHER PHYSICAL GEOGRAPHIC PATTERNS  

The second major group of independent variables included in the 
present research has been classified under the general heading "Other 
Physical Geographic Patterns". This grouping includes measures of the 
physical characteristics of the study basins with the exception of the 
climatic variables.
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-TABLE 3-4 --SELECTED COMPOSITE CLIMATIC VARIABLES BASED 

ON BOTH PRECIPITATION AND TEMPERATURE DATA 


(All final units are Inches) 

Variable 

Abbreviation
,Calcu)ation Variable Name 

PE•	- Potential Evapo-	Potential Evapotranspiration 

transpiration	calculated by Thornthwaite 
(1948) procedures based on 
Basin Monthly TemperatUre 
Normals 

THAET	Thornthwaite Actual	Actual Evapotranspiration 
Evapotranspiration	calculated by Thornthwaite 

(1948) procedures based on . 

Basin Monthly Temperature 
and'Precipitation Normals 

TUAET	Turc Actual Evapo-	Actual Evapotranspiration 
transpiration	according to Turc's 

formula (1953): 

TUAET	 

(Pd0.9 +(P/L)2)/25.4 

L . 300 + 25t + 0.05t3 

where: 
P is mean annual ppt. 

in millimeters 

t is mean annual temp. 
in °C. 

THSUR	Thornthwaite	THAET subtracted from MAP - 

Surplus 

TUSUR	Turc Surplus	TUAET subtracted from MAP
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3.3.1 Theoretical Relationships to Streamflow Characteristics  

The physical geographic characteristics of a watershed are related to 
the efficiency with which the available moisture supply is collected in 
channels and conveyed from the basin as streamflow. In particular, the 
physical characteristics are related to the timing of streamflow, and 
have a less well-defined influence on the total volume of streamflow 
which is more directly the result of the climatic parameters. For the 
purpose of discussion of the theoretical relationships of the physical 
characteristics to streamflow, three groups of patterns have been 
considered: measures of drainage area; measures of topographic patterns; 
and measures of surficial geology, soil, vegetation and land-use. 

Drainage area is a measure which is of the utmost importance in any 
study of streamflow characteristics. In any st-,2y of the relationships 
of physical geographic patterns to streamflow, it is imperative that the 
effect of drainage basin size be accounted for before considering other 
factors. One of the most straightforward approaches to this problem is 
to divide the streamflow volume by the drainage area, thus converting 
the volume measure to an estimate of depth over the basin. Unfortu-
nately in many areas, particularly in a semi-arid glaciated plains 
region such as the present study area, it is not possible to accurately 
delimit the drainage area contributing to streamflow. The problem of 
defining drainage area as a hydrologic variable in the glaciated Cana-
dian Prairies has been discussed in some detail by Stichling and 
Blackwell (1958) and by Laycock (1959). Drainage in this region is 
characterized by larRe areas of internal drainage. This drainage is 
directed into local depressions which contain swamps or sloughs. This 
pattern is particularly pronounced in areas of hummocky dead ice morainic 
deposits. Many of the local depressions have no outlet except by 
evaporation, while others overflow and contribute to streamflow in some 
years. The net result of these patterns is that the drainage area 
contributing to streamflow is extremely variable both seasonally and 
from year to year as a function of the moisture supply conditions. 
There is no simple method of evaluating the area of a drainage basin 
which contributes to streamflow under given conditions. The best solu-
tion probably is the detailed field study of local patterns under vary-
ing conditions of moisture supply. Such an approach is impossible for 
a project such as the present study which involves a large number of 
basins over a large study area. Durrant and Blackwell (1959, p. 107) 
in their study of flood flows in the Southern Canadian Prairies prepared 
detailed drainage maps at a relatively large scale from aerial photo-
graphs. These maps were employed as a basis for estimating the drainage 
area contributing to the mean annual floods. A similar approach has 
been taken in the present study, and a measure of non-contributing 
drainage area has been included. 

The second group of physical patterns considered, topographic 
characteristics of drainage basins, is related to the efficiency with 
which the available moisture is collected in channels and conveyed as 
streamflow from the basin (Langbein and others, 1947, p. 128). In this 
context, topographic patterns are closely related to the concentration 
and timing of streamflow, and indirectly related to the total volume of
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streamflow. Where topography is such that the movement of available 
moisture toward channels is retarded, the result may be an increase in 
infiltration and in actual evapotranspiration. Many hydrologic text-
books contain a general discussion of the influence of topographic 
patterns on both the timing and volume of runoff (see for example, Ward, 
1967, p. 324 and 330ff.; and Wilson, 1969, p. 84). Laycock (1959) has 
provided a qualitative discussion of the effects of local topographic 
patterns on available water supplies in the Canadian Prairies. 

While the importance of landform and topographic patterns in the 
determination of the characteristics of streamflow is widely recognized, 
any analysis of these relationships requires the quantitative measure-
ment of these patterns. The pioneering work in this field was published 
by Horton in 1945 c-d updated by Strahler (1964). Many of the measures 
are not suitable for use in a study on the scale of the present research 
in which basin sizes range from 50 to 10,000 square miles. It is imper-
ative that straightfoiward, readily measured indices of topographic 
conditions be employed. Many such measures have been devised and are in 
evidence in the work of Benson (1962b and 1964); Karuks (1964); Thomas 
and Benson (1971) and many others. 

The third group of physical geographic patterns considered includes 
measures of surficial geology, soils, vegetation and landuse. These 
patterns share a common influence on streamflow in that they are related 
to variations in the infiltration capacity of the land surface. Unfor-
tunately auantitative data on these patterns are difficult to obtain 
particularly for a study on the scale of the present research. in the 
present analysis such measures have been limited to a single vegetation 
variable. 

3.3.2 Available Data Sources  

The types of variables which are likely to be most closely linked 
to the streamflow characteristics being analysed in the present study 
include measures of basin drainage areas, topography, surficial geology 
and soils, and prevailing vegetation and landuse patterns. While none 
of these conditions is completely time invariant, the assumption of time 
invariance has been made for the time span of the present research. 
This time span has a maximum limit of 30 years corresponding to the 
maximum period of hydrometric data compilation. This assumption was 
required so that estimates of physical characteristics could be made 
from available data sources and in particular from topographic maps 
which have been compiled at different times for different sections of 
the study area. 

In the present research, it was considered desirable to employ a 
data source which provided consistent data over the entire study area. 
Such a data source exists in the form of the National Topographic Series of 
Maps. The available topographic map coverage for the study area at 
scales of 1:50,000 and 1:250,000 is illustrated in Figure 3-2. The 
entire study area has been mapped at a scale of 1:25G 000. For most of 
the southern part of the study area, topographic map coverage is also 
available at a scale of 1:50,000. Some of the study basins extend south



NA11ONAL TOPOGRAPHK SYSTEM MAP COVERAGE 

OF THE STUDY AREA 

SCALES: 1:50,000 AND 1:250,000 

Both 1 . 50,000 and 1250,000 available 

Only 1:250,000 available 

vs// 

Miles

0 20 40 60 80 

0 40 80 120

Kilometres

PSS 

I	 IMO	 NM IM MIIIMMIN NM	 MN 

Figure. 3 . - 2



- 39 - 

of the United States-Canada border, and topographic map coverage for 
these areas is available at a scale of 1:250,000. Since 1:250,000 scale 
topographic maps were available for the entire study area and bordering 
regions, this scale of maps was chosen as the basic data source to be 
employed in the compilation of the physical variables. One of the major 
disadvantages of employing these maps was related to the evaluation of 
measures which were dependent on the interpolation of elevations from 
the contour lines. As a partial solution to this problem, it was 
decided to employ 1:50,000 scale topographic maps, wherever available, 
to increase the accuracy with which elevations could be estimated. 

3.3.3 The Selection and ComDilation of Other Physical Variables  

The selection of the other physical geographic variables to be 
included in the analyses of the present project was made on the basis of 
a consideration of their theoretical relationships to the streamflow 
characteristics under study, a review of the relevant literature 
concerning other similar studies, and a recognition of some of the prac-
tical problems of data compilation on the scale of the present investi-
gation. The consideration of the theoretical relationships of physical 
geographic patterns to the streamflow characteristics being studied led 
to the identification of three main groups of variables for inclusion in 
the analyses. These groups of variables were measures of drainage basin 
area with particular reference to the contributing portion of the basin; 
measures of topographic factors including slopes, elevation, basin shape, 
channel network and natural storage; and measures of surficial geology, 
soils, vegetation and landuse patterns. A review was made of the rele-
vant literature dealing with similar studies in other areas and the 
problems associated with the quantitative measurement of physical geogra-
phic patterns.* This literature review introduced the author to the great. 
number of different measurements of physical geographic patterns which 
have been employed with varying degrees of success in other similar 
studies. The experience of other researchers, the theoretical-relation-
ships to streamflow characteristics, and some consideration of the prac-
tical limitations of data collection from the available maps and on the 
scale of the present study, provided a basis for the selection of a set 
of physical geographic variables. 

*The literature review of other similar studies examined a large number 
of publications including: Benson (1959, 1962a and b, and 1964); Cole 
(1966); Collier and Nix (1967); Coulson and Gross (1967); Durrant and 
Blackwell (1959); Golding and Low (1960); Horton (1945); Howe, Slaymaker 
and Harding (1967); Karuks (1964); Kennard et al. (1963); Lull and 
Anderson (1967); Lull and Sopper (1966); Morisawa (1959a and b); Nash 
and Shaw (1966); Schneider (1965); Slaymaker and Jeffrey (1969); Solomon 
et al. (1968); Strahler (1964); Thomas and Benson (1971); and others.
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3.3.3.1 The Compilation of the Basic Physical Data from Topo-
graphic Maps  

A set of basic physical data was compiled for each of the 161 study 
basins. These data were obtained by measurement from the 1:250,000 
scale topographic maps of the study basins. The measures of physical 
patterns which were included in the basic data set for each basin, are 
listed in Table 3-5. The table summarizes the abbreviations attached to 
the measures, the measure names, and the methods of measurement. 

The 13 physical geographic measures which are summarized in Table 
3-5 form the basic physical data set as compiled from the 1:250,000 
scale maps for each of the 161 study basins. 

3.3.3.2 The Final Calculation of the Physical Variables  

The physical geographic variables for inclusion in the analysis of 
streamflow characteristics were calculated from the basic physical data 
sets, which were compiled for each of the study basins from the 
1:250,000 scale topographic maps. A summary of the variable abbrevia-
tions, the variable names and their methods of calculation is contained 
in Table 3-6. A brief consideration of the reasons for the selection of 
these measures is presented in the following pages. 

The first group of physical variables relates to the measurement of 
drainage basin area. The Topographic Drainage Area, TDA, was the 
simplest such measure and was compiled directly from the topographic 
maps. The Non-Contributing Drainage Area as a Percentage of TDA, NCDA, 
represented an attempt to introduce a measure of the relative area 
within a basin which is subject to internal drainage and does not 
normally contribute directly to streamflow. A variation on this varia-
ble is the Contributing Drainage Area, CDA, which was the difference 
between the TDA and the NCDA measures. This CDA measure was proposed as 
a substitute for TDA particularly when mean streamflow events are being 
analysed. 

The second group of physical variables included a large number of 
measures of basin topography. The selected variables included measures 
of basin shape, channel slope, basin elevation and relief, channel 
development, and natural storage. The first of the topographic varia-
bles was the Basin Length, BL, which was defined as the main channel 
length extended to the divide. This variable represented a very general 
measure of drainage area, a measure which was not affected by non-
contributing sections of the basin. The BL variable was combined with 
the TDA variable to estimate an index of Basin Shape, BS. There are 
several possible indices of basin shape referred to in the literature; 
however, the measure selected for the present study was chosen on the 
basis of its simple calculation and use of available data. The shape of 
a basin is theoretically related to the timing of streamflow. 

There are several possible methods for the evaluation of slope 
within a basin. In the present study the estimation of an average basin 
slope was ruled out because of the time-consuming measurements which
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Name of Measure 

for Measure
Method of Measurement 
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TABLE 375 - BASIC PHYSICAL MIA COMPILED FROM TOPOGRAPHIC MAPS OF THE STUDY BASINS 

	

TDA	Topographic-Drainage	Topographic drainage area was outlined and measured in 

Area***	 the calculation of Thiessen weights for climatic data 
interpolation (see Section 4.2.3.1). Whenever 
1:50,000 scale maps were available, the divide was lo-
cated on the larger scale maps and transferred to 

.1:250,000 scale 

	

NCDA	Non-contributing Drainage	Non-contributing drainage area was delimited on 

Area***	 1:250,000 scale maps to include all areas of internal 
drainage not contributing surface runoff to the stream 
under normal conditions. Such areas include swamp, 
lake and slough drainage not connected to the main 
stream 

	

MCL	Main Channel Length*	Measured length of longest channel from hydrometric 
station site to end of tributary 

	

MCLD	Mean Channel Length to	Same as MCL aboVe but extended upstream to the topo-

,the Divide*	 graphic basin divide 

	

TL	Total Tributary Length*	Measured total length of all tributaries(including 
intermittent streams) with connections to main channel 

	

ELG	Elevation of Gauge**	Kevation of gauge interpolated between neare t 
(Hydrometric Station)	contour lines
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Table 3-5, Continued 

Abbreviation 
for Measure

Name of MeaSure Method.of Measurement 

	

ELD	Elevation of Main Channel 
intersection with Divide** 

	

ELMX	Maximum Elevation within 
the Drainage Basin** 

	

ELIO	Elevation of point on Main 
Channel located 10% of MCLD 
above gauge** 

	

EL85	•	Elevation of point o • Main 
Channel located 85% of 
MCLD above gauge** 

	

..ALOS	Surface Area of Lakes 
the Stream*** 

	

ASOS	Surface Area of Swamps 
Adjacent to Streams*** 

Area of Forest Cover with-
in the Topographic Drainage 
Area***

Elevation of main channel intersection with divide 
interpolated between nearest contour lines 

Elevation of highest point in the basin 

Elevation of point 10% of length up Main Channel inter-
polated between nearest contour lines 

Elevation of point 85% of length up Main Channel inter-
polated between nearest contour lines 

Surface area of swamps located on or immediately adja-
cent to the streams and therefore part of the stream 
network 

Total area of forest cover in the basin 

on	Surface area of lakes located on streams and there.fore 
a part of the stream network 

* All length measurements were made in inches with_an_opsometer- 	These_measurements_were_subsequent1T-

converted to miles. 
** All elevation,measurements were mad.e in feet by interpolation between contour lines. 1:50,000 

scale maps were employed wherever sueh coverage was available. 
*** All area measuretents were made in square :.nches with'Bruning" Areagraph Charts. These Measure-7 

ments were subsequently converted to square miles.
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TABLE 3-6 - SUMMARY OF SELECTED INDEPENDENT VARIABLE. 

MEASURES OF OTHER PHYSICAL GEOGRAPHIC PATTERNS 

Variable
	

Calculation of Variable 

Abbre-
	

Variable Name
	

(For explanation of variable abbre-

viation
	

viation see Table 4-7 and column 1 

of this table) 

TDA
	

Topographic 
Drainage Area 

NCDA Non-contributing 
Drainage Area as 
% of TDA 

CDA
	

Contributing 
. Drainage Area 

BL
	

Basin Length 

BS
	

Basin Shape 

MCS
	

Main ChAnnel 

Slope 

BEL
	

Basin Elevation 

.	BR
	

Basin Relief 

DDTDA
	

Drainage Density 

based on TDA 

DDCDA	Drainage Density 
based on CDA

• Topographic Drainage Area expressed 
in square miles 

NCDA = ((NCDA/TDA) x 100.0) - 1.0 

TDA -.NCDA 

Equivalent to the Main Channel Length 

_to the Divide, MCLD 

BS	BL2/TDA 

Estimated nc c i n ne (I f th o rh;Innol 
between points located 10% and 85% 

of total BL Measured upstream from 
the hydrometric station 

MCS	(EL85-EL10)/(BL x 0.75) 

Mean of the elevations. at 10% and 

_ 85% of the total BL measured . from 

- the hydrometriC station 

BEL . (EL85-EL10)/2.0 

Total Basin Relief, the difference 

between the highest elevation,and 
the elevation of the hydrometric 
station • 

BR	ELMX - ELG 

DDTDA (MCL + TO/TDA 

DDCDA	(MCL + TL)/CDA
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Table 3-6 , Continued 

Calculation of Variable 
(For explanation of variable abbre-

viation see Table 4-7 and column 
1 of this table) 

Variable 
Abbre-
	

Variable Name 

viation

OFTDA	Average Length of	OFTDA - 1.0/(2.0 x DDTDA) 
Overland Flow 

based on TDA 

OFCDA	Averge Length of	OFCDA = 1.0/(2.0 x DDCDA) 
Overland Flow 

based on CDA 

ALTDA 

ALCDA

Surface Area of 

Lakes on Stream 
as % of TDA

ALTDA	((ALOS/TDA) x 100.0) + 1.0 

Surface Area of	ALCDA,. ((ALOS/CDA) x 100.0) + 1.0 
Lakes on Stream 

as % of CDA 

STDA
	

Surface Area .of
	

STDA = ((ASOS/TDA) x 100.0) + 1.0 
Swamp on Stream 

as %-TDA 

Surface Area of	SCDA	c ,(ASOS/CDA) x 100.0 	 1.0 
Swamp on Stream 
as % CDA 

SCDA 

SLTDA 

SLCDA

Surface Area of 
Lakes and Swamp 
on Stream as % 
IDA 

Surface Area of 
Lakes and Swamp 

on Stream as % 
CDA

SLTDA	((ALOS + ASOS)/TDA) x 
100.0) + 1.0 

SLCDA = MALOS + ASOS)/TDA) x 
100.0) + 1.0 

FTDA 	 (AF/TDA) x 100.0	1.0 
FTDA 	 Area of Forest 

as % TDA
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would have been required. AB an index of elope within a basin, a meas-
ure of the Main Channel Slope, MCS, as developed by Benson (1959) was 
adopted. This measure was expected to be closely related to the timing 
of runoff and thus to the magnitudes of flood flows. 

• Two simple measures of basin elevation and relief were included in 
the analyses. Basin Elevation, BEL, was estimated as the mean of the 
elevations at 10 percent and 05 percent of the channel length (the same 
points as employed in the estimate of channel slope) and provided an 
approximation to the mean elevation of the basin. This relatively crude 
index was proposed as an alternative to actually measuring the area-
elevation relationship for the entire basin. The proposed basin elevation 
index, BEL, was expected to relate in a general way to the precipitation 
patterns within the study area. Another measure, Basin Relief, BR, waa 
proposed to account for local oroeraphic effects on the precipitation 
pattern. This measure was estimated as the difference in elevation 
between the hydrometric station and the highest point in the basin. 

The degree to which the channel network is developed within a basin 
is related to the efficiency with which the available moisture is 
collected in streams. In the present analyses, two measures of network 
development were investigated, the drainage density and the length of 
overland flow. The Drainaee Density. which is the mean number of the 
streams occurring per square mile was calculated both for the topo-
graphic drainame area and for the contributine drainage area. The 
Average Lent,-th of Overland Flow was estimated to be equalto one half of 
the averaee distance between streams. This measure was also estimated 
both for the TDA and for the CDA. 

The final variables relating to basin topography were measures of 
the natural storage on or adjacent to the streams. These measures 
included the Percentaee Area of Lakes, the Percentage Area of Swamps, 
and the Percentage Area of Lakes and Susmrs. In each case, these meas-
ures were expresaed as percentages of both the topographic and the 
contributing drainage areas. A constant value of 1.0 was added to all 
percentages to avoid the .inclusion of. zeros in the data set. The meas-
ures of natural storage within a basin were considered to be particu-
larly relevant in view of their dampening effect on peak discharges. 

In addition to the physical variables relating to drainage area and 
topographic patterns, it was considered desirable to include some meas-
ures of surficial geologfe soils, vegetation, and landuse patterns. 
Unfortunately, data on these patterns are not readily available on the 
scale of the present study. A further problem relates to the quantita-
tive measurement of these conditions. For these reasons no attempt was 
made to include measures of surficial geology and soils in the present 
analyses. Landuse and vegetation data are also difficult to obtain on 
the scale of the present study, and only one such variable was included, 
the Percentage Forest Area in a Basin. This variable was estimated for 
the topographic drainage area. The forest area variable was proposed on 
the basis of the effect forest cover has on reducing the seasonal peaks 
in streamflow by increasing the infiltration capacity of a watershed.



- 46 - 

In all, data for 19 physical variables were compiled for, each of 
the 161 study basins. These variables were employed as independent 
variables in the analyses of the regional streamflow characteristics. 

3.4 SUMMARY  

In this chapter consideration has been given to the selection and 
measurement of the independent variables. The variables were selected 
on the basis of their theoretical relationships to the streamflow char-
acteristics under study and on the basis of available data sources. For 
the purposes of discussion, the independent variables have been consid-
ered in two groups, climatic measures and measures of other physical 
geographic variables. In all, 39 independent variables, 20 climatic 
measures, and 19 measures of other physical geographic patterns, have 
been estimated for each of the 161 study basins. These data are 
employed in the analyses of Chapter 4.



CHAPTER IV 

THE ANALYSES OF THE RELATIONSHIPS OF THE SELECTED STREAMFLOW 

CHARACTERISTICS TO THE INDEPENDENT VARIABLES 

4.1 INTRODUCTION  

In this chapter, the statistical analyses of the relationships of the 
selected streamflow characteristics to the measures of climatic and other 
physical geographic patterns are described. The analyses were undertaken 
from the approach of hydrologic system investigation utilizing the multi-
variate statistical techniques of multiple regression and factor analysis. 
The data set utilized included 4 dependent and 39 independent variables 
compiled for each of the 161 study basins. A complete list of all the 
variables and their abbreviations is presented in Table 4-1. These abbre-
viations are used interchangeably with the variable names in the discussion 
of the analyses which follows. 

4.2 METHODOLOGY OF ANALYSIS  

Statistical methods are widely used in hydrologic research in an 
attempt to synthesize the information contained in a mass of data, and to 
make the best possible use of past records in the understanding and pre-
diction of future events (Slivitzky 1966, p. 184). The complex nature of 
the interrelationships linking streamflow characteristics and the various 
measures of climatic and other physical geographic patterns are well 
suited to analysis by multivariatc statistical techniques. The basic 
technique employed in the present analysis has been multiple linear regres-
sion.

In the present study, two approaches to the analysis by multiple 
linear regression techniques were employed. In the first approach, step-
wise multiple linear regression analysis was utilized to relate each of 
the dependent variables to the full set of 39 independent variables. In 
the second approach, factor analytic methods were employed in the screen-
ing of the independent variables prior to the application of stepwise 
multiple linear regression. This screening procedure was necessary in 
order to eliminate redundant independent variables, and resulted in 
simpler, more easily interpreted regression models. 

4.2.1 Stepwise Multiple Linear Regression  

Stepwise multiple linear regression is a special case of multiple 
linear regression analysis. The basic regression model on which the 
technique is based entails the calculation of a prediction equation 
relating a dependent random variable to one or more independent deter-
ministic variables (Stammers 1966, p. 256). In addition to the regression 
equation, the analysis results in two measures of the strength of the 
relationship, the coefficient of multiple correlation and the standard 
error of the estimate. The theoretical considerations and mathematical 
calculations which underlie regression analyses are beyond the scope of 
the present discussion; however, the reader is referred to the work of
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TABLE 4-1 - ALPHABETICAL LISTING OF VARIABLE ABBREVIATIONS 


AND N.MES AS EMPLWED IN THE ANALYSES 

ALCDA	Area of Lakes % CDA 

ALTDA	Area of Lakes	TDA 

AlOYP	.Annual precipitation 10 Year Return Period 

BEL	 Basin Elevation-

BL	 Basin Length 

BR	 Basin Relief 

BS	 Basin Shape-

'CDR	 Contributing Drainage A',-ea 

DDCDA	Drainage Density Based or. CDA 

DDTDA	Drainage Density Based on TDA 

FR	 Flood IndexRatio 10 Year to the Mean 

FTDA	 Area of Forest as % of TDA 

JAMXT	Mean January Maximum Temperature below 32°F 

MAP -	Mean Annual Precipitation 

MAS	 Mean Annual Snowfall 

MASP	 Mean Annual Snawfall as % of MAP 

MATR	 Mean Annual Teperature Range 

MCS	 Main Cbannel SloPe 

v MF	 Mean Annual Flood 

MJANT	Mean January Ter;Terature below 32°F 

MP an -June Temperature 

MSP 	 Mean Lpring-Pre,ipitatinn 
MST	 Kean Spring Temperature 

FUP	 Mean Winter Precipitation 

MWSP	 Mean Winter . Spring Precipitation 

MWT	 Mean Winter Temperature 

‘/MY	 Mean AnnUal Yield 

vMlOYF	Annual Flood with 10 Year Return Period 

.1110YY	Annual Yield with 10 Year Return Period 

NCDA	 Non--contributing Drainage- Area . % of TDA 

OFCDA	Length of Overland .Flow Based on CDA 

OFTDA	Length of Overland Flow Based on TDA 

PE	 Potential Evapotranspiration 

SCDA	 Area of .Swamps as % of CDA 

STDA	Area of Swamps as % of TDA 

SLCDA	:Area of Swamps and Lakes . as % CDA 

SLTDA	Area of Swamps and Lakes as % TDA 

TDA	 Topographic Drainage Area 

THAET	Actual Evapotranspiration by Thornthwaite 

THSUR	Annual Water Surplus by Thornthwaite 

TUAET	Actual Evapotranspiration by Turc 

TUSUR	Annual Water Surplus by Turc 

WNXT	 Mean Winter Maximum Temperature 

WlOYP	Winter Precipitation with 10 Year Return 

Period. 

yR	 Yield Index-Ratio 10 Year to• the Mean 

V/	jLk% hL,. 

The prefix L added to any of these variable abbreviations indicates 

a transformation to a logarithm with base 10 has been made.
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Ezekiel and Fox (1959) and Solomon (1966) for a complete discussion of 
these aspects of the technique. 

The interpretation of a regression analysis for any data set is 
based on several assumptions regarding the nature of the input data. 
The most important of these assumptions relate to the sampling pro-
cedures and frequency distributions of the variables examined. In most 
regression analyses the aim is to develop relationships which are 
applicable beyond the confines of the data sample analysed. In order to 
ensure the applicability of the results to a particular population of 
events, it is necessary to ensure that the data analysed represent a 
random sample of observations drawn from the population of interest. 
When the observations fail to meet this requirement of random sampling, 
it is not reasonable to expect the results of the analysis to have 
general application to the overall population. The second assumption 
relating to the nature of the basic data requires that the frequency 
distributions of the variables approximate the normal distribution. The 
significance tests which are utilized in testing the reliability of a 
regression analysis are based on this assumption. When the assumption of 
normality is not met, the use of the standard significance tests is in 
jeopardy. 

Two further problems which are closely related to the selection of 
input data for a regression analysis are those of spurious correlations and 
multicollinearity among the independent variables. Both of these problems 
are closely related to the interpretation of the regression results. A 
spurious correlation is said to exist when a statistical correlation is 
found between two variables which are theoretically unrelated. It must 
be recognized that while the existence of such a relationship is indica-
tive of a statistical covariation between the variables, it in no way 
indicates a physical or causal relationship. Benson (1965) has discussed 
the problem of spurious correlation in hydrologic research with particular 
reference to the use of composite variables which are products, sums or 
ratios based on several measures which may be common to more than one 
variable. In order to avoid the misinterpretation of spurious correla-
tions, it is imperative that the input variables are selected on the 
basis of theoretical or intuitive relationships; otherwise, it is not 
possible to interpret the physical significance of any relationships 
which may result. 

/7	 The existence of multicollinearity among the independent variables 
in a regression analysis may lead to serious difficulties in the inter-
pretation of the regression results. Multicollinearity is the presence 
of linear interrelationships among variables in the independent variable 
set. When such intercorrelations exist, certain elements of information 
have been measured by more than one variable (Tennessee Valley Authority 
1966, p. 134). This problem of multicollinearity is common in hydrologic 
analysis because of the multivariate nature of the relationships involved. 
The intercorrelations among independent variables tend to result in 
unstable regression coefficients which make the interpretation of the 
functional relationships between the variables most difficult.
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In any research project utilizing statistical methods, it is impera-
tive that the researcher carefully evaluates the merits of his data with 
reference to the assumptions and limitations of the techniques employed. 
In' the case of regression analysis, the implications of the assumptions 
of random sampling and normal data, and the limitations with respect to 
spurious correlations and multicollinearity are of particular relevance. 
The random sampling assumption must be accounted for in the original 
research design. The problem of normally distributed variables may be 
attacked by the use of transformations. Many hydrologic variables have 
right skewed distributions that are limited to positive values. If the 
data for such variables are transformed to logarithms, the resulting 
frequency distributions will more closely approximate normality. The 
spurious correlation problem can best be approached through a theoretical 
formulation of the hypothetical model and a careful choice of input 
variables. The final problem, that of multicollinearity, requires the 
careful selection and screening of independent variables. In the present 
study the technique of factor analysis has been employed for the purpose 
of identifying the independent elements of information contained in the 
independent variable set. 

In the present research, the multiple regression analysis has been 
executed, utilizing the Stepwise Multiple Linear Regression Computer 
Program, BMDO2R, of the Biomedical Computer Program of the University of 
California (for program documentation refer to Dixon 1970, pp. 233-257). 
This program computes a sequence of least squares multiple linear regres-
sion equations in a stepwise fashion, one variable being added at each step. 

4.2.2 Factor Analysis  

The second multivariate statistical technique employed in the present 
research is factor analysis. Factor analysis is a technique which provides 
a means of collapsing a set of intercorrelated variables into a smaller 
number of independent dimensions or factors (King 1969, p. 165). It is 
beyond the scope of this discussion to consider the theoretical background 
and calculations involved in factor analysis; however, the reader is 
referred to the work of King (1969, pp. 165-193); Harmon (1967); and the 
Tennessee Valley Authority (1966, pp. 151-156) for a discussion of the 
mathematical methodologies involved. 

Factor analytic techniques have been employed for two rather differ-
ent purposes (Tennessee Valley Authority 1966, p. 151). In the first 
case, the aim is to discover the underlying factors which operate in 
determining the measurements of the variables and possibly to test 
hypotheses related to these underlying factors. The ultimatfaim in 
this application is to group variables and identify the unde;ying dimensions. 
The second purpose for which factor analysis has been emp1oY4),d is in the 
screening of an intercorrelated variable set in an effort to/identify the 
independent components of that set; and ultimately, to reduce the dimen-
sionality of the variable set"to a few components which may be represented 
by individual variables. The second approach is more amenable to the 
building of predictive models in that the variables selected by the 
screening process represent an economy of explanation. Examples of this 
approach applied to hydrologic problems are included in the work of the
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Tennessee Valley Authority (1966), Wallis (1965) and Wong (1963). The 
variable screening approach has been employed in the present research in 
an attempt to identify the variables which most closely represent independent 
measures of the basic dimensions of the original set of climatic and 
physical measures. These variables were subsequently employed in the step-
wise regression analyses of the streamflow characteristics. 

In the present study the factor analyses have been executed utilizing 
the Factor Analysis Computer Program, BMDX72, of the Biomedical Computer 
Programs of the University of California (for program documentation see 
Dixon 1970a, pp. 90-103). 

These analyses have utilized a principal component solution and a 
varimax factor rotation. This method results in a stable factor structure, 
which is characterized by a strong correspondence between factor dimensions 
and variables, leading to relatively easy factor identification (Wallis 
1965, p. 453; and Tennessee Valley Authority 1966, pp. 155-156). 

4.2.3 The Structure of the Analysis  

The analyses of the present study have been structured in two stages. 
The first stage entailed the analysis of the relationships of streamflow 
characteristics and climatic and other physical geographic patterns at 
the scale -of the entire study area. In this first stage, two approaches 
to the analysis have been undertaken, firstly a stepwise multiple regres-
sion analysis based en all of the independent variables; and secondly - , a 
stepwise multiPle regression analysis based on the indepeadent variables 
as selected by the screening technique of factor analysis. 

On the basis of the results of the first stage of the analysis, a 
second stage in which the study area was divided into hydrologic regions 
was undertaken. In these analyses, the stepwise multiple regression 
technique in combination with factor analytic variable screening was 
employed for each hydrologic region. The second stage of the analysis 
was undertaken in an effort to improve the relationships developed in the 
first stage and to evaluate the regional differences, if any, in the 
relationships. 

4.3 DATA PREPARATION  

Prior to the commencement of the analyses of the data compiled for 
the 161 study basins, consideration was given to the relationships of 
these data to the assumptions underlying the techniques to be employed. 
In particular, the random sampling and normality assumptions were considered. 

4.3.1 Sampling Limitations in the Present Study  

In order to ensure the applicability of the results of a statistical 
analysis, it is necessary to assume that the basic data set represents a 
random sample drawn from the population in question. The selection of 
study basins in the present research has been discussed in Chapter I. 
The population of basins considered in this study includes all basins 
located within the study area, having a drainage area of between 50 and
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10,000 square miles, and having natural streamflow conditions. .Unfortun-
ately, it was not possible to draw a random sample from all the basins 
which met the above three criteria. Rather, it was necessary to impose 
the criterion of available hydrometric records. The basins which were 
selected for analysis were all those which met the above criteria with 
respect to location, drainage area, and flow conditions, and for which 
,a minimum of 5 years of streamflow records were available. Prairie basins 
for which streamflow data have been collected are not randomly located 
throughout the study area; but rather, their distribution is closely 
related to settlement patterns with a much denser coverage in the southern 
areas. This means that the distribution of study basins available in the 
present research is also concentrated in the southern regions of the 
study area, and their selection for analysis cannot be assumed to repre-
sent a random sample drawn from the study area. Unfortunately, there is 
no alternative method of selecting a random sample in that streamflow 
data are non-existent for many basins. Therefore, the interpretation of 
the results of the ensuing analyses and their application in the predic-
tion of streamflow characteristics for ungauged basins must remain in 
doubt. The results must be interpreted carefully with regard to the 
distribution of the study basins as illustrated in Figure 1-1. 

4.3.2. Non-normality and Transformations of the Variables  

The significance tests utilized in evaluating the results of a 
multiple regression analysis are based on the assumption that the input 
data are normally distributed. Many of the variables employed in the 
present analysis have a limit and their distributions ate skewed.. 
Previous research of a similar nature has led to the conclusion that 
hydrological data can be made to approximate normality by means of 
logarithmic transformations (Benson 1962b and 1964 and Karuks 1964). 

In the present studSr ,histograms were plotted of the frequency 
distributions of each of the independent variables. The climatic vari-
ables Twith the exception of the Annual Surplus calculated by Thornthwaite 
procedures, TRSUR, were found to approximate a normal distribution. The 
histograms of the measures of the other physical geographic patterns and 
the TRSUR variable exhibited a right skewness and in most cases were limited 
to the left. These variables were transformed by taking their logarithms 
to the base 10. A similar transformation was applied to each of the 
dependent variables. These transformed variables replaced their corres-
ponding original measures in all of the subsequent analyses. 

4.3.3. Selection of Comparative Test Sample 

The limitations of the basic data set with respect to random samp-
ling and non-normality may introduce some bias into the significance tests 
of the results of the regression analysis. As a check on the predictive 
strength of the relationships resulting from the analyses, it was decided 
to retain a test sample from the original 161 study basins for use in 
evaluating the relationships. A random sample of 15 basins was selected 
from the original list of 161 study basins. The test sample was selected 
on the basis of random numbers with the proviso that no two spatially 
adjacent basins would be included in the sample. The 15 basins included
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in this test sample are listed in Table 4-2. The data compiled for these 
15 basins were not employed in the subsequent analyses, but rather were 
retained as an independent sample for the testing of the relationships 
developed in the analyses. 

TABLE 4-2 - BASINS IN TEST SAMPLE FOR 
COMPARISON OF ANALYSIS RESULTS 
(Not Employed in the Analyses) 

Basins 
Number

Basin Name Basins 
Number

Basin Name 

4 Manyberries Ck 78 Stony Ck 
7 Elbow R 82 Minnedosa R 

15 Kneehills Ck 108 Mowbray Ck 
25 Eagle Ck 118 Cooks Ck 
30 Skull Ck 133 Pembina R 
37 Wascana Ck 139 East Prairie R 
44 Cutarm Ck 159 Rock Ck 
52 Red Deer R

4.4 ANALYSIS STAGE 1: COMPLETE STUDY AREA 

In this initial stage of the analysis, the relationships of the 
selected streamflow characteristics to the various measures of climatic 
and other physical geographic patterns were examined on the scale of the 
complete study area. Two approaches to the building of statistical models 
were utilized, first, a stepwise multiple regression analysis including 
all of the independent variables, and secondly, a stepwise multiple 
regression analysis including only those independent variables selected 
after screening by factor analytic techniques. In the following sections, 
each of these approaches is discussed and a comparative summary of the 
resulting relationships is presented. 

4.4.1 Stepwise Multiple Regression Analyses: All Variables  

The first approach to the analysis of the data for the entire study 
area utilized the stepwise multiple linear regression technique to estimate 
a multiple regression equation for each of the four dependent variables. 
In each case the full set of 39 independent variables for the 146 study 
basins was entered in the analysis. The regression relationships were 
built up in a stepwise fashion, with the variable added at each step being 
that one which has the highest partial correlation with the dependent 
variable after the effects of variables already in the model have been 
accounted for.
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Table 4-3 is the simple correlation matrix for all of the variables. 
The regression equations which resulted from the stepwise regression 
analysis for each of the dependent variables are summarized in Tables 4-4, 
4-5, 4-6 and 4-7. Table 4-4 is discussed in detail below as an example 
of the format employed throughout this chapter in displaying the results 
of the stepwise regression analyses. 

4.4.1.1 Format of Regression Results  

All of the stepwise regression results in the present research are 
reported in a tabular form similar to Table 5-4. Each table is comprised 
of 7 columns containing the following information: 

Column (1) The step number in the regression analysis 
Column (2) The regression equation resulting at the given 

analysis step 
Column (3) The multiple correlation coefficient, R, 

corresponding to the regression equation at 
the given analysis step 

Column (4) Ttle coefficient of multiple determination, 
R', corresponding to the regression equation 
at the given analysis step 

Column (5) The value of the analysis of variance F 
statistic for the regression equation at the 
given analysis step 

Co l umn (6) Tha s i-andard errnr nf thP estimate associated 
with the given analysis step 

Column (7) The standard error of the estimate expressed 
as a percentage of the mean of the dependent 
variable. 

In Table 4-4 the dependent variable is the LRY. The first row of the 
table contains entries in Columns 2, 6 and 7 only. The entry in column 2 
reports the mean value of the dependent variable, while the entries in 
columns 6 and 7 report the standard deviation and the standard deviation 
expressed as a percentage of the mean, respectively. These values are 
included for comparison with the standard errors resulting for the regres-
sion steps. The second and subsequent rows of the table contain entries 
in all columns and include a complete set of statistics for each step in 
the regression analysis. 

In the tables of results, each step of the regression analysis has 
been reported until the addition of a variable fails to add at least 1% 

to the R2 value. Further steps in the analysis contributed little to the 
explained variance and often involved regression coefficients which were 
not significantly different from 0. For reference purposes the regression 
equation from the final step in each of the regression analyses has been 
assigned an equation number. 

In the interpretation of the results of the regression analyses, it 
is imperative that consideration be given to the underlying theoretical 
relationships. In these discussions, references to physical significance
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56 751 1 ..002 3.i77 0.192 11.970 -0.114 22.011 • 9.1.3 -0.174 0.415 
32 1.012 -2.495 0.121 0.4:7 . 0.174 .0.345 0.778 
75	 4.51r 1.001 -0.4z2 .0. ;05 -2..004 2.314 -0.139 -0.170 -0.916 

.4457 
32 II

1.170 0./29 
1.000

e.,2 
-9.111 7.h73

0.72 37 0.147 
-2.771

9.92s 
0.440 

.17	 " 2 47 1.210 0.4.5 2.0(0 -3.007 
1.0,0 0.1.1 7.705 -0.290 

1.001 0.4)1 -0.041 
44	 1,33,9 1.000 -0.002 

•,17 1.000
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TABLE 4-4 

• SU! .t:'.ARY OF STEMS: IVATICIT C162E05103 PESULTS FOR T H E FULL STUDY AREA 
-	 ALL VA:31,',:t.C. 4.::ALYSIS OF LHY 

(o.146)

4.14614	 .87769	 21.2 

1	 LI-Cf . 1.269 +1.159 LECA	 .729	 .532	 163.6	 .6040	 14.6 
(.C9)	 - 

2	 LFX . .1.074 . 3.557 L004 +0.571 LFICA	 .872	 .761	 227.6	 .4331	 10.4 

(.07)	 •	 (.05) 
3	 IMY	 1.316 .0.593 LCCA 40.45 LFTCA -0.201 MCA	 .838	 .723	 176.2	 .4091	 9.9 

(.05)	 (.00	 (.0?) 
4	 ICY . -0.106 +1.C. 54 LCC,A .0.453 LIMA -0.237 thC6A . 0.122 TUAET	 .895	 .801	 141.7	 .3932	 9.6 

(.06)	 (.05)	 (.C7)	 -	 (.64) 
5	 Ltrf . -0.538 .1.091 LCOA 40. 4 75 LF104 -0.241 L6003 .0.!45-, TUAlf -0.424 Luc-DA	 .	 .904	 .817	 125.3	 .3227	 9.2- 

(.06)	 (.05)	 (.C6)	 (.04)	 (.14) 

1 A t test h>s teen • c-41eyed to test the sichificance of each of the re,gression cee;ficionts. All regression coofficieni ere signifi-
cant at tho 12. level cxce;-.t ,-nere not...! by • cr ''.	 The • indicates the .4.oeff1cient is si;nificant at the 5t level on1y; and the 	 irwicates 
tLe coefficient is not significant at the 5: level. 

o ' , A11 r statistic> are Opificant at the lt level.

-TABLE 4-5 

• 60'2,ARY or SCEMSE V31TIPL5 fi0i.L551 c1 RESATS FOR 1VE Nu STUDY 02EA 

ALL VART32LE A . : 4,LYSIS 01' CM10YY 

(1:,146)

S 
Step	 Regression Equations i	 R	 R2	 F.'.	 S.E. 1.1n16YY 
NuZer 
(/)	 (2)	 (3)	 ( 4 )	 (t;)	 (6)	 (7) 

(1+-1)

1.:-I1340 . 4.733:3 

1	 LM10YY . 2.276 . 0.993 LEDA 
(.06) 

2	 LKIOYY . 2.166 .0.004 1CCA +0.323 LEM 
(.05)	 (.04) 

3	 1111007 . 2.357 40.56C LOA •0.244 LFTDA -0.220 LSCOA 
(.05)	 (.14)	 (.65) 

4	 1M1003 • 2.25 4 .0.925 LEDA +0.234 11107. -0.205 L505A -0.310 LOFCCA 
(.05)	 (.04)	 (.05)	 (.10) 

	

.67723	 14.3 

	

.811	 .658	 276.9	 .3975	 8.4 

	

.824	 .782	 255.9	 .3187	 6..7 

	

.900	 .810	 202.2	 .2930	 6.3 

	

.907	 .822	 162.9	 .2897	 6.1 

C±-2) 

1 A t test has been rr>alo y ed to test the sinnificant.e of each cf the reccessicn ecefficients. All regression coefficients are signifi-
cant at the lt level except . w',Cre noted by ' or ". lhe . indicates the coefficient is si;s:ficant at the 51 level only; and the " indicates, 
the coi4ficient is not signifirEnt at the El leiel. 

." All F statistics are si9nificant at the 15 level.
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Step 
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(1)

Regressicn Egattens1 
(2) (3)

6 2 

(1)
r .. * 
(5)

S.E. 
(&)

S.C.% of 

(7) 

* 	 3.29:62 .63375 16.2 

1 1111011. 	 1.571 	 *0.594 	 LCPA .719 .517 154.5 .3721 11.3 
(.06) 

2 111541 	 . 	 1.533 *0.711 	 LEDA -0.403 LOFTDA .747 .557 99.1 .3575 10.6 
(.05) (.11) 

3 1151011 	 = 	 1.417 	 +1.727 	 1.12A -0.429 LCITDA *0.417* LIHSUR .759 .577 64.5 .3509 10.7 
(.65) (.11) 	 (.17) 

4 LM101f . 2.163 +3•744 LCOA -0.495 	 1511:	 *1.291 L165SUR -0.149 5410YR .779 .607 54.4 .3333 10.3 
(.05) (.11) 	 - 	 (.3)) (.04)
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TABLE 4-6 

SU:VARY Cr STEFW!SE t'UL1101E TE1ESS1r3 FFSLOS FOR THF FULL STUDY AREA' 
ALL VAR1ACLE ,•- •. :SIS OF La 

(u=146) 

Step 
ho--15er 
(1)

Regression Eguat47051 

(2)

R 

(3)

82 

(4) (6)

.6(257)75,

of 

2I-(!)6 

1

ta . 2.65213 

Ltlf- 	 0.643 *0.212 LCOA .716 .512 151.1 .4400 16.5 
(.61) 

2 IMF . 0.547 *0.713 1CCA *0.295 LFT:A .795 .632 122.7 .2835 14.4 
(.C6) 	 • 	 (.:4) 

3 LMF . 0.509 =0.729 1571 	 LFT2A -0.4:5 LOFT:A .813 .651 92.4 .3692 13.9 
(.:5) 	 (.01) (.12) 

4 Lrf . 0.341 	 •0.795 LCi'f, • 0.124 LFT2A -9. 4 51 1590 +0.742 LTHSUR .829 .663 77.6 .3558 13.4 
(.06) 	 (.63i (.11) (.2)) 

5 LMF . 	 0.473 *D.562 LC0A 40.1 F 7 1FT2A 616i63 -0.741 CHSUR -C.375 LbS .540 .706 57.2 .3466 13.0 
(.(0) 	 (.65) (.12) (.21) (.13) 

118 - 	 0.953 *0.691 	 1.501 *0.1E4 LF7FA -0.7 4 2 111103 .1.0;7 LTHSn -0.335 LOS -0.021 . VSP .245 .718 59.1. .3403 12.6 
(.06) 	 (.65) (.14) (.24) (.13) 	 (.01) 

1 A t test !,3! Leen e%plop.A In test the sionificar . ce of etch of the renression coeffici .:,ts. All regression coefficients are signifi-
cant et the 11 le.cl evcc; .. t	re nottl ty	or	The	indicates the ecefficient ts significant at the 51 level only; and the	indicates 
the.coeffic;cnt is hot sl;nificat et the 5; level. 

All F statistics ace signi f icant at the 1% level.

TABLE 4-7

1 

(±- 14 ) 

I A t test has :teen c-oleied to test the signific•ce of each ef the retression ce.efficients. All regression coefficients are 
significant at t.!-e 1 ; l eoel oeeot eare noted by	or	The	indicates ihe coefficien.t is significant et the 5% level only; and 
the	indicatcs the ccefficicht is not significant at the 5: level. 

All F statistics are sivtificent At the 1I level. 
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suggest only that the signs of the regression coefficients correspond to 
physical expectations, rather than implying functional relationships. 

4.4.1.2 Summary of the All Variable Stepwise Regression Analyses  

The regression equations which resulted from the all variable stepwise 
regression analysis for each of the four dependent variables were subject to 
two limitations, spurious correlations and high standard errors. The 
spurious relationships limit the usefulness of the regression equations as 
physical models; and the relatively high standard errors limit their 
application in predicting streamflow characteristics for ungauged basins. 

In order to illustrate the spurious nature of the regression equations, 
the results of the all variable stepwise regression analysis for the 
dependent variable LMY as detailed in Table 4-4 are discussed. The first 
independent variable to enter the regression was LCDA and this measure 
accounts for 537. of the total variance in the dependent variable. In 
subsequent steps, an additional four independent variables were added 
to the regression equation (4-1). These variables contributed an addi-
tional 29% to the explained variance. All of the regression coefficients 
of the final equation (4-1) are significant at,the 1% level; however, 
the signs of some of these coefficients seem to contradict physical 
theory. The positive coefficient associated with the LCDA term is as 
expected with larger drainage areas being related to larger mean annual 
yields. The positive coefficient associated with the LFTDA is not as 
easily explained. On the bag is of physical theory, a negative relation-
ship between pel. 11Lage of forest area and mean annuai yield would be 
expected. The positive relationship in the present analysis is hypo-
thesized to be a somewhat spurious relationship reflecting the geographic 
distribution of forest within the study area. Forested area is more 
prevalent in the north and east of the study area in regions which have 
a greater moisture supply. Therefore in the present analysis, LFTDA 
may be entering the regression as a substitute for a moisture supply 
index and does not represent a moisture retention index as might be 
expected. The third term in the equation, LNCDA, has a negative 
coefficient which seems to reflect a physical relationship in that the 
non-contributing drainage area reflects a reduction in runoff. The 
positive coefficient associated with the fourth term, TUAET, seems to 
represent a spurious relationship. The actual evapotranspiration is a 
loss from available moisture and therefore is expected to have a negative 
relationship to annual yield. However in the relatively dry study area, 
the precipitation total is closely related to the evapotranspiration, 
and TUAET is higher in the areas with higher precipitation. Thus, TUAET 
may be representing an index of moisture supply in the equation. The 
final term in the equation is LOFCDA and has a negative coefficient. 
This relationship corresponds to physical theory in that greater distance 
of overland flow is associated with lower yields. Spurious relationships 
similar to those discussed above were also identified in the results of 
the all variable analyses for the other three dependent variables.
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The spurious nature of some of the relationships identified in these 
analyses can be attributed to the multicollinearity among the independent 
variables. In an effort to overcome this problem, the technique of factor 
analysis was proposed for the screening of the independent variables. 
This second approach to the analysis for the full study region is dis-
cussed below in Section 4.4.2. 

The second limitation associated with the results of the all variable 
analyses was the relatively high standard errors of the estimates. This 
problem has no immediate solution. However, it would seem that these 
errors must be attributed either to the original sample data or to some 
independent variables which have been omitted from the present analyses. 
This difficulty will be considered further in Section 4.5. 

4.4.2 Stepwise Multiple Regression Analysis in Combination with Factor  
Analytic Screening of Variables  

The second approach to the full study area analysis of the relation-
ships between the selected streamflow characteristics and the independent 
variables employed the stepwise multiple regression technique in combina-
tion with factor analytic screening of the independent variables. This 
second approach to the analysis was undertaken with the aim of overcoming 
the multicollinearity problem and developing more meaningful models of 
the relationships. 

The actual methodology employed in the screening of the independent 
variables was patterned after that utilized by the Tennessee Valley 
Authority (1966) and by Wallis (1965). The steps in the analysis are as 
follows:

1) Make a principal component factor analysis with varimax 
rotation on the complete set of 39 independent variables 
as compiled for the full sample of 146 basins 

2) Examine the rotated factor matrix which resulted from 
step 1; and select two defining variables for each 
factor which contributes a minimum of 1% to the cumu-
lative proportion of the total variance explained by 
the analysis. Generally, only variables with loadings 
greater than 0.900 are considered in the selection of 
defining variables; however, when no such loadings exist 
the highest available are selected 

3) Make a second principal components analysis with vari-
max rotation on the set of defining variables selected 
in step 2 above 

4) Examine the rotated factor matrix which resulted from 
step 3; and select one defining variable for each factor 
which contributes at least 1% to the cumulative pro-
portion of the total variance explained by the analysis
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5) Employ the variables selected in step 4, as indepen-
dent variables in a stepwise multiple regression analy-
sis for each of the four dependent variables. 

The results of this form of analysis applied to the data for the 
full study area are reported below. 

4.4.2.1 Screenin • of the Inde endent Variables b Factor 
Analytic Techniques  

A factor analysis by principal component solution with a varimax 
factor rotation was made on the full set of 39 independent variables for 
the 146 study basins. The initial correlation matrix for this analysis 
is the same as that of Table 4-3 with the omission of the first four 
variables, the dependent measures. The rotated factor matrix which 
resulted from this analysis has been reproduced as Table 4-8. Only those 
factors which add at least 1% to the cumulative proportion of the total 
variance have been included. The 11 factors included account for a total 
of 97% of the total variance in the original independent variable set. 

The'choice of defining variables for each of the factors has been 
made on the basis of two considerations. First, the magnitudes of the 
factor loadings have been considered; and second, the problems of data 
compilation and the ultimate use of the variables have been considered. 
As pointed out in the Tennessee Valley Authority report (1966) cited• 
enrjipr, a fnntor analysis does not intrinsically select the reduced set 
of orthogonal variables that can replace the original data set. Rather, 
factor analysis indicates if redundant variables are present, the number 
of dimensions, and the grouping of the variables. The final selection 
of variables must be made on the basis of a full consideration of the 
limitations of the data and their intended use. For this reason, some 
degree of subjectivity has been utilized along with the factor loadings 
in the ultimate selection of defining variables. 

In the first stage of the variable selection process the highest 
loadings on each factor were identified. In Table 4-8 all loadings above 
0.900 have been underlined; and in the cases of factors for which no 
loadings of this strength existed, the highest loadings have been indi-
cated. Having identified these highest loadings, one or two defining 
variables were selected for each factor. The defining variables selected 
for each factor have been identified by the arrow head symbol in the 
table. Wherever more than two high loadings were present on a single 
factor, the author selected the defining variables on the added considera-
tion of the available data and the expected relationships to the dependent 
variables. ,For the first factor, MAR was selected because of its high 
loading and simplicity of measurement, and AlOYP was selected on the basis 
of its anticipated relationship to the 10 year hydrologic events. For 
the second factor, WANT and JAMYT were chosen over MWT and WMXT on the 
basis of the consideration that the former pair of variables are not 
affected by season length and therefore have more general application 
over the study area. In the case of the third factor, LSCDA and LSLCDA 
were selected over their TDA based counterparts on the basis of the
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TABLE 4-8 

ROTATED FACTOR MATRIX RESULTING FROM THE FACTOR ANALYSIS 3F ALL INDEPENDENT VARIABLES FOR THE FULL STUDY AREA 

(N..:46) 

FACTOR 

1 .	2	3	4 
VARIARLE

5 6 7 e 9 10 11 

'	L7CA	-0.11705	-0.03183	0.28423	-0.13421 -0.14265 Q. n 1 7874 0.06721 -0.10175 0.00053 0.01797 79.05765 
7 15C34	-0.16068	.	-0.16951	-0.22254	-0.10291 0.08665 0. 1 0 4 (.,4 0.15021 -0.:21.9?4 0.06626 -0..07971 -2.06514 
..; LcnA. 	 -0.06541	-0.01760	0.30265	-0.09202 -0.15253 0.975914 0.05555 0.04895 -0.02132 0.32152 -0.03976 
d LHCS	0.08215	0.72815	-0.05165	0..47057 -0.19895 -0.36083 2.03787 0.19358 -0.12169 0.03836 0,577.51< 
5 LC(I..	-0.21174	0.73751	-0.07041	0.37473 -0.18311 0.05234 0.09046 -0.02063 -0.06592 0.07630 0.21393 
6 LCR	0.06600	0.31037	0.03843	0.44816 -0.14051 0.337.61 0.12666. 0.16E116 -0.15639 0.13176 0.32565 
7 LEL	-0.09755	-0.03348	0.77799	-0.01587 -0.14350 0.55077 0.07015 -0.05654 -0.00688 0,36786 -0.03333 
3 1.63 	 0.01166	-0.01919	0.10050	0.74963 -0.05895 0.27959	. 0.03579 0.03113 -0.01191 0.9.1.	14 0.02472 
9 LALTDA	-0.15125	-0.17861	0.20058	.	0.11625 -0.16910 0.06168 Q...1.714 -0.00237 -0.07636 0.01643 0.01533 

1) L02E34	-0.16239	-0.16597	0.17771	0.10651 -0.12017 0.77452 0,..97,7_244 -0.13916 -0.00463 0.02656 0.01059 
1.670A	0.13451	-0.09793	0.145.105'	-0.04555 -0.13409 0.20674 0.00573 0.03704 0.00076 0.03930 -0.01645 

;2 1.56.14	0.12006	-0.09321	0.54/714	-0.06003 -0.13032 0.71067 0.01147 0.05127 -0.00015 0.03103 -0.07353 
t3	1'i5774	0.03670	-0.11549.	0,,,	621	-0.01435 -0.13637 0.6110 0.12706 0.07007 0.01202 0.07917 0.00110 
; I,	LCLCCA	0.07329	-0.12475	0.-_064	-0.026" -0.17651 0.16505 .0.21000 -0.00406 0.01006 0.03572 -0.00202 
15 L5273A	-0.07835	0.25062	'	-0.01550	0.2.....'17 -0.10537 -0.06071 0.06566 0.70422 -0.0;337 0.06392 0.05186 
16	1.21:C4	-0.15306	0.24538	-0.07209	 0.920144 -0.09755 -0.07117 .C.06/02 -0.12002 -0.01112 0.07182 0.01765 
;;	107T34	0.06576	-0.26641	0.00361	-0!;."1.1L. 0.10037 0.03453 -0.04453 -0.225s6 0.06360 -0.06500 -L0.05513 
IE 1 408C74	9.1 49 87	-0.25573	0.75612	--c.2.4,,,.14 0.01565 0.01797. -0.07707 0.09830 0,01004 .-0.06231 -0.03746 

• 0;	IY71A	 1.55235	-0.26215	0.64783	0.00692 -0.26637. 0.10182 0.10553 0.17274 -0.06824 -0.03424 0.17283 
2: 	 r.:, ; ,	0.110704	-0.01386	0.16110	-0.11725 -0.51673 -0.02550 -0.05104 0.01355 .0.03711 -0.00694 -0.01235 
2i 	 !-Y,i 	 0.77/52	0.25170	0.03105	0.03753 -0.37731 0.06717 6.01202 0.05593 -0.43444 ,	0.92167 0.03831 
21" "..' . 72	0.17520	0.33964	-0.06483	0.25875 -0.48372' 0.05056 0.61133 0.01059 - 0., 1:,..7D2 4 0.03268 0.10034 
7.:', h8,1P 	 0.85149	-0.00622	.0.06254	0.01314 -0.14574 6.01494 -0.05185 0.10915 -0.35156 0.01555 0.06170 
:h MSP	 C.06123 	 0.28130	-0.11515	-0.05410 -0.03102 -0.12034 -0.06140 -0.02727 0.11190 -0.01745 0.00549 
3 !', 052	9. .).	.-7, . ,?	0.13340	-.0.04165 	 -0.02702 -0.07775 -C.07395 -0.05195 -	0.06081 -0.19514 -0.00306 0.03506  

7.1010	9,970204	. 0.01053	0.09150	-0.06763 -0.03452 -0.06800 -0.09447 -0.00129 0.01933 0.00552 0.02829 
;-, w:0yr	6.9103-3	-0.14548	-0.02973	0.04275 -0.16900 -0.00224 0.00198 0.10901 -0.40446 0.03103 0.107,22  

6:;7	0.07668	Q.,L5. 112	-0.13716	0.16487 0.03962 -6.07368 -0.12746 0.00016 -0.02653 -0.01360 -0.01776 
19 H.;:T	-0.05670	-9..7715<	0.16310	-0.15634 0.04612 0.05198 0.10136 -0.02555 0.03576 0.01793 -0.01156 
:.0 617	-0.26401	-0.12738	-0.23155	-0.10035 0.97:,9a -0.12641 -0.10218 -9.05001 0.08513 -0.01442 -0.06062 

r.471-	-0.10987	-0.66561	-0.17036	.-0.71110 0.50123 -0.15045 -0.09419 -0.01055 0.03234 -0.06771 -0.03306 
...2.1..Y.T	0.11611	0!."Y,51	-0.0d093	0.13250 -0.03945 -0.02151 -0.11103 0.65471 -0.02257 -0.00694 0.91145 
93 ..1.43 1 27	-0.0155, 0	- 42T222,10 1 	 0.11110	-0.10574 0,07942 0.01572 0.08629 -0.05633 0.03573 0.01477 -0.03145 
:I :, PE	-0.12330	-0.05384	-0.29146	-0.14534 0.850534 -0.19973 -0.13958 -0.06035 0.09656 '-0.03241 -0.03169 
35 TM46T	0.1_3076	-0.03526	0.17319	-0.12006 0.02001 0.00859 -0.02761 -0.00194 0.27617 0.01216 -0.03251 
. 5; T;:.AET	0.05034	'	0.31268	-0.06512	-0.06526 0.75082 -0.33334 -0.12990 -0.02094 0,08713 -0.00639 -0.06787 
37 ITdSUR	0.75976	-0.07840	0.08404	-0.06097 -0.16706 -0.10724 -0.10473 0.10760 -0.31412 -0.04207 -0.07611 

38 TUSUR	 0,2012.	 -0.16024	0.21689	-0.12012 -0.15717 0.30710 -0.01.716 0.02966 0.00525 -0.00684 -0.02314 
39 HATA	-0.12593	-0.88941	-0.01159	-0.27505 0.35994 -0.95004 0.03363 -0.02702 0.04351 -0.00325 -0.01500 

CUMULATIVE PROPORTION OF TOTAL VARIANCE 

0.27171	0.50758	0.68937	0.77035 0.02277 ().86637 0.90586 0.92722 0.94554 .	0.96101 0.97269

4 DEFINING VARIABLES SELECTED 6013 FURTHER ANALYSIS 
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greater confidence the writer has in the CDA based measures. Similar 
considerations led to the selection of defining variables for each factor. 

The third step in the variable screening process was to make a 
second factor analysis of the defining variables selected on the basis 
of Table 4-8. The rotated factor matrix resulting from this analysis 
has been reproduced as Table 4-9. This second factor analysis was 
employed to examine the stability of the factor structure before select-
ing the final set of variables for inclusion in the regression analyses. 

The highest factor loadings for each factor have been identified by 
underlining in Table 4-9. The actual selection of the final set of 
independent variables was made on the basis of considerations similar to 
those employed in the selection of defining variables from Table 4-8. For 
example, the MAP was selected over MlOYP in factor 3, on the basis of its 
ease of measurement; LALCDA was selected over LALTDA in factor 4, on 
the basis of the author's expressed confidence in the CDA based measure; 
and LSLCDA was selected over LSCDA in factor 5 on the basis of its pos-
sible wider application under more varied lake and swamp conditions in 
future studies. A list of the final selection of independent variables 
is presented in Table 4-10. 

TABLE 4-10 - FINAL SELECTION OF INDEPENDENT VARIABLES 
BASED ON FACTOR ANALYSIS SCREENING 

Factor	Selected	Factor	Selected 
Number	Variable	Number	Variable 

1 LCDA 7 ST 

2 LDDCDA 8 LNCDA 

3 MAP 9 JAMXT 

4 LALCDA 10 MASP 

5 LSLCDA 11 LMCS 

6

4.4.2.2 Stepwise Multiple Regression Analysis after Variable  
Screening  

The factor analytic screening of the original set of 39 independent 
variables resulted in the identification of 11 orthogonal factors, and the 
subsequent selection of a set of 11 independent variables. While these 
variables are not totally free of multicollinearity since their factor 
loadings were all somewhat less than 1.0, they do represent a set of 
variables which approximate the assumption of independence among the 
independent variables. These eleven variables were employed in a step-
wise multiple regression analysis for each of the four dependent variables. 
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TABLE 4-9

. 

ROTATED FACTOR MATRIX . RESULTING FROM THE FACTOR ANALYSIS OF THE SELECTED DEFINING VAR/ABLES 

(N.I46) 

1 
VAPi!,31.E.

*ACTOR 
2 3 4 5 6 7 .	8 9 10 11, 

I	L'2A	•0.27727 0.09777 -0.08019	- C.09267 0.22407 -0.10192 0.15001 0.12477 -0.04108 -0.00046 -0.10767 
2 , 1_0A	67- 282.05 0.04016 -0.09530 0.13257 -0.15257 0.09600 -0.11944 0.93970/ -0.12899 0.06901 -0.12078 
3	l. C. :v;	 0 - r■ -A 34 ,5 •7, 0.10502 -0.06137 -0.08376 0.22841 -0.11815 0.16901 -0.02675 -0.02635 -0.02036 -0.07405 
4 Lr :s	 - (-7:7; ., 51 . -0.37511 0.02520 '0.03464 -0.07949 -0.03750 0.20122 -0.24528 0.19429 -0,15351 0.746314 
;	Li-.1	0.1:1123 -0.17664 0.00440 0.05342 (..06592 -0.954054 0.07283 -0.09144 -0.02367 -0.03011 0.01963 
C.	1.%.LT3A	• 0.01119 -0.07438 -0.12513 o,9c333	. 0.13862 -0.0:315 0.13969 0.00733 -0.13848 -0.02328 0.01746 
7	 L ,, L 7.:A	0.07172 -0.09880 -0.11060 0.9475014 0.13107 -0.032'.2 0.10350 0.13655 -0.14554 -0.00839 0.00701 
8 LSCDA	0.25369 0.09328 0.13531 0.06401 0.00?:;;.2 -0.06143 0.19213 -0.11805 -0.11510 0.02173 -0.03957 
9	1.5.:08	0.71170 0.04062 0.10527 0,26451 0,925.41 -0.0520 0.18104 -0.06442 -0.13047 0.03688 70.01690 
!0	0: ., :03-0.18 . -0.937(,14 -0.13900 0.08653 -0.06265 -0.1070 0.0933.0 -0.01332 0.20604 70.06498 0.09061 
li	10'0	8	0.1062P 0t.:1-.2.3 0.11314 -0.09472 0.04671 0.09355 -0.9519 0.03238 -0.21040 0.06203 -0.10695 
12	',"ki : 	 - 0.093 0.14954 0.9'711;04 -0.08842 0.12323 0.00450 0.11625 -0.05576 -0;00304 0.02048 -0.01727 
13 MA:P	0.02671 -0.19271 0.07231 0.04774 -0.08037 -0.05434 0.48979 .-0.12257 0.29167 -0,764734 0.14230 
1 1 ,	Ai:::IP	-0.07371 0.09633 0.96649 -0.13239 0.07291 -0.00534 0.10298 -0.06639 0.01691 -0.06449 0.03289 
15 MiLT	0.05722 0.21229 -0.03127 0.15927 0.11992 -0.01742 -0.06730 0.05201 - (L._?!...ifi5 0.09013 -0.05432 
16 ST	-0.22330 0.06203 -0.17572 -0.10069 -0.16471 0.03523 -0.932544 0.06923 -0.10642 0.11092 -0.05919 

•	17	J,',:IY.T	0.01605 . 0.20469 0.01602	' 0.13903 0.09453 -0.00975 -0.10220 0.09062 -0.945544 0.03566 -0.06543 
la PE	70.20172 0.11692 -0.07044 -0.15927 -0.21700 0.05950 -0.91159 0.06895 -0.05136 0.12705 -0.04644 

CUMULATIVE PROPORTION OF TOTAL VARIANCE 

0.24262 0.46959 0.62705 0.72677 0.79576 0.34957 0.89984 0.93791	' 0.96156 0.97959 0.99496

•4 DEFINING VARIABLES SELECTED FOR INCLUSION IN 711 MULTIPLE REGRESSION.ANALYSES 
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The basic 15 x 15 simple correlation matrix has been reproduced in Table 
4-11; and the results of the regression analysis for each of the dependent 
variables have been summarized in the following sections. 

4.4.2.2.1. Summary of the Stepwise Regression Analysis, After  
Variable Screening, for LRY. A summary of the results of the stepwise 
multiple regression analysis, after variable screening by factor analysis, 
for the dependent variable LMY is presented in Table 4-12. The first 
variable to enter the regression was LCDA which accounts for 53% of the 
total variance in the dependent variable. The subsequent addition of 
four other independent variables accounted for an additional 25% of the 
variance. 

All of the regression coefficients in the final equation (5-6) are 
significant at the 1% level, and their signs seem to correspond to 
physical theory. The LCDA variable has a positive sign as anticipated 
in that larger drainage areas are associated with larger annual yields. 
The positive coefficient of the MAP term is in accordance with that 
variable's role as an index of available moisture supply. The negative 
effect of LNCDA is in accordance wlth the expected relationship. The 
LMCS has a positive coefficient which is indicative of the greater 
efficiency in the collection and transport of runoff in basins with 
higher slopes. The final term in the equation, LSLCDA, has a positive 
coefficient which demands some further explanation. The possibility of 
a spurious relationship is evident in that the area of lakes and swamps 
represents a measure of moisture storage, and therefore, might be 
expected to have a negative effect on runoff volume. However, this 
measure as defined in the present study included nnly thnse lakes and 
swamps adjacent to and part of the drainage network. In this respect 
these areas may indicate areas of highly efficient runoff collection in 
that moisture available in these areas is in fact already in the drainage 
network. On this basis it may be suggested that the positive relationship 
of LSLCDA to the LMY may have a physical basis and is not a spurious 
relationship. 

The statistical significance of the multiple regression relationship 
is confirmed by the highly significant F statistic. The R2 statistic 
indicates that 78% of the total variance in LMY is accounted for by the 
regression. This is only slightly less than the 82% accounted for by the 
corresponding equation 4-1 in the all variable analysis. The equation 
4-5 resulting after the variable screening process has the great advan-
tage that the signs of the regression coefficients conform to physical 
expectations. 

4.4.2.2.2 Summary of the Stepwise Regression Analysis, After Variable  
Screening, for LiAlOYY. A summary of the results of the stepwise multiple 
regression analysis, after variable screening, for the dependent variable 
Lt410YY is presented in Table 4-13. The fiist variable to enter the regres-
sion is again LCDA, which in this case, accounts for 66% of the variance 
in the dependent variable. The next four variables contribute an 
additional 15% to this explained variance.
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TABLE 4-11 

CORRELATION MATRIX FOR DEPENDENT VARIABLES AND SELECTED INDEPENDENT MEASURES FOR THE FULL STUDY AREA 


(N'-146) 

VARIABLE	. 1 2 5 6 7 

1	LMY 1. 0 0 0 0.919 0.922 0;671 -0.310 0.729 -0.090 0.212 

2 LM1OYY 1.000 0.849 -0.761 -0.267 0.811 -0.146 0.266 

3 LMF 1.000 0.819 -0.265 0.716 0.160 

4 LM1OYF 1.000 -0.127 0.719 -0.200 0.175 

5 LNODA 1.000 0.019 -0.413 

6 LCDA 1.000 -0.413 ,.302	• 

7 LMCS 1.000 0.083 

8 LBS 1.000 

VARIABLE 9 10 11 12 '13 14 15 

1	LMY 0.12C 0.584 -0.069 0.349 0.218 -e.488 -0.034 
2 LM10YY 0.159 C.584 -0.063 0.211 '0.216 -0.463 0.026 

3 LMF 0.059 0.466 -0.023 0.272 .0.187 -0.419 0.022 

LM1OYF 0.056 0.316 0.066 -00004 0.171 -0.339 -0.062 

5 LNCDA 0.247 -0.158 -0.086 -0.181 -0.279 0.229 0.239 

6 LCDA 0.192 0.484 -0.166 -0.046 0.074 -0.302 0.079 

7 LMCS -0.006 -0.149 0.533 --.0006 0.483 -0,269 -0.373 

8 LBS 0.122 0.198 0.257 . -0,017 0.152 -0.164 -0.006 

3 LALCDA 1.000 0.401 0.157 -0.1fl9 0..048 -0.194 0.262 

10 LSLCDA 1.000 -0.114 0,207 -0.022 -0.378 0.238 

11	LDDCDA 1.000 -04277 0.353 -0.149 -0.405 

12 MAP 1:,000 . 0.071 -0.273 0.033 

13 MASP • 1.000 -0.613 -0.450 

14 ST 1.000 0.192 

15 JAMXT 1..000
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2

ls FOP TIT. FULL STUDY AREA 
ANALYSIS OF Lrf AFTLP P,T;EPENDEN1 YARIAi'LC SCRFINING 

(N=146)

Step 

(1)

Pepossion -Equations
1	

- 

(2)

P. 

'	( 3 )
R2 

( 4 )
rt ... 
(5)

. S.E. 
(5)

S.,E.% 
of 11.W 

(7) 

Ufg .	4.14514 .87969 21.2 
1 LMY . 	 1.269 +1.159 LCDA .729 .532 163.6 .6040 14.6_ 

2 LMY . 	 41.1.? LCDA +0.119 MAP .824 .679 151.1 .0020 12.1 
(.03) 	 (.01) 

3 LKY . 	 -0.235 41.132 LCDA +0.131 	 !'.%P -0.433 LNCOA .854 .746 138.9 .4482 10.8 
(.07) 	 (.01) 	 (.07) 

4 LMY = -1.080 +1.301 LCDA +0.110 MAP -0.313 ITU:A +0.330 LMCS .875 .705 114.9 .4322 10.4 
(.07) 	 (.01) 	 (.0) 	 (.10) 

5 L1.11 	 -0.730 +1.133 LCDA +0.133 rAP	LNCDA +0.320 LN3S +0.250 LSLCDA .835 .782 100.7 .4176 10.1 
(.03) 	 . 	 (.01) 	 (.07) 	 (.09) 	 (.08) 

(4-5) 

1
A t test has been c-ployed to test the sinnificance of each of the regression ccefficients. All regression coefficients are sig-

nificant at the 1!: level o.cept where noted . by • or 0 *. Tr.t • indicates the coefficient is significant at the 5.Z level only; and the 
.= indicates the coefficient is net significant at the 55 level: 

..+ All r statistics are significant at the 10 level.

Table 4-13 
• - S=ARY CF 50E10151 MA1IP1F 9E30.ESS101 00901.15 FOR THE Fat STUDY APIA 

PaYSIS OF L010YY 0.0100 I30EPEN3E3i vA210.ur surrulD6 
(0-146) 	 . 

Step 

hu.ber 

(1)

Pegression [quations1 

(2)
.	R 

( 3 )
P2 

(4)
f.•. 
(5)

S.E.	T 

S.F. of rOWY 
(5) 	 (7) 

DT119.7 . 4.73958 .67723 14.3 

1 1111001 . 2.276 +0.933 LCDA .811 .658 276.9 .3975 8.4 
(.05) 

2 LM100Y • 2.544 +0.039 LCDA -0.359 LNCDA .859 .733 201.4 .3491 7.4 
(.05) 	 (.05) 

3 01000 + 	 1.631 	 +1.010 LCDA -0.312 15000 +0.048 b'AP .882 .778 166.1 .3223 6.8 
!	(.05)	(.05)	-	(.61) 

4 181090 .	1.346 40.919 LCDA 	 -0.287 	 1.,30A 40.011-100P +0.163 LLSCDA .891 .794 135.7 .3119 6.6 
(.05)	(.05)	(.01)	(.06) 

5 181099 . 1.337 +0.902 tC(14 -0.210 LNCOA +0.045 PAP +0.122 LSLCDA +0.212 alcs .899 : 607 117.3 .3026 6.4 
(.06)	(.05) 	(.01)	(.05)	(.07) (4-6).

- 
1 A t test has been erployed to test the significance of each of the regression cobfficients. All regression coefficients are 

significant at the 17; level except where noted by . or	The ' indicates the coefficient is significant at the 55 level only; and 
the	iodicates the coefficient is not significant at the 53 level. 

**. All F statistics are significant at the 1% level. 
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All of the regression coefficients are significant at the 1% level. 
The independent variables and the signs of their coefficients correspond 
with those of equation 5-6 as discussed in the preceding section (5.4.1.1). 
The physical bases for these relationships are similar to those discussed 
with respect to the LMY analysis in the preceding section. 

The regression equation
2
is highly significant on the F test of an 

analysis of variance. The R value of .807 indicates that 81% of the 
total variance in the dependent variable has been explained by the regres-
sion. This figure is only slightly lower than the 82% explained by the 
corresponding multiple regression equation (4-2) calculated without 
variable screening. The equation (4-6) developed in this section has the 
advantage of conforming to physical theory. 

4.4.2.2.3. Summary of the Stepwise Regression Analysis, After  
Variable Screening, for LMF. Table 4-14 contains the results of the 
stepwise multiple regression analysis, after variable screening, for the 
dependent variable LMF. The first variable to enter the regression ls 
the LCDA which explains 51% of the total variance in the dependent variable. 
The subsequent entry of five additional variables contributes a further 
21% to this explained variance. 

The regression coefficients for the first five dependent variables 
are significant at the 1% level, while that of the sixth variable, the 
JAMXT, is significant at the 5% level. The signs associated with each of 
tht cc rnpfficiPnts correspond to the relationships anticipated on the 
basis of physical theory. The LCDA and LNCDA terms with their positive 
and negative coefficients, respectively, indicate the relationship of 
drainage area to flood magnitude. The MAP term provides an index of 
moisture supply and is therefore positively related to the LMF. The 
LDDCDA is positively related to LIT, indicating that a denser drainage 
network has a greater flood potential. The LBS index has a negative 
coefficient which indicates that basins with an elongated shape have 
lower flood flows than do basins with more rotund shapes. The final 
variable in the equation, JAMXT, has a positive coefficient. This rela-
tionship might be anticipated in that the higher values of JAMXT, which 
is estimated in degrees below freezing, are related to areas with a more 
permanent snowpack. This more permanent snowpack provides a basis for 
larger spring floods. 

The analysis of variance F statistic indicates that the regression 
equation is highly significant. Unfortunately, the coefficient of multiple 
determination, B.2 , is 0.72 indicating that only 72% of the total variance 
of the dependent variable is accounted for by the regression. The 
standard error of the estimate is correspondingly large being 12.7% of 
the mean. In summary, the relationship expressed in equation 4-7 conforms 
to theoretical exp2ctations; however, its predictive value is limited by 
the low value of R and the high standard error of the estimate. 

4.4.2.2.4. Summary of Stepwise Regression Analysis, After Variable  
Screening, for LMlOYF. Table 4-15 summarizes the results of the stepwise 
multiple regression analysis, after variable screening by factor analysis,



Table 4-14 
, 51.11MPY or 5EE1015E E,ETI c LE PF0 , 155I1'; FESDLT5 152 11) 7 FULL STUDY APIA 

MLYSIS OF	 AFTER 1 :, GFE':LAT VARIAGLE SCREENING 
0 =140

Step
Atclber 

m .
Pegressicn Equatiens 

(2)

6 

(3)

62 

(4)
Ern 
(5)

S.E. 
(6)

S.E. 
of I• 
(7) 

DT .	 2.66213 .62276 23.6 

1 LEE .	 u.rda 40.812 unA .716 .512 151.1 .4400 16.5 
(.6/) 

2 LEF =	 -0.553 40.623 LEFA 40.558 %AP .778 .605 169.5 .3973 14.9 
(.00	 (.01)

. 

3 LFT .	 -0.156 40.6133 1136 40.:5E EA2 -0.772 LNEDA .610 ' .657 90.6 .3716 14.0 
(.65) .(.51) (.55) 

4 LEF	 . -0.4)7 40.E.E5 LEGA	 "'2 12.2 .0.244 LNEDA 40.437 EEccrA .827 .633 76.0 .3503 13.5 
(.05)	 (.01) (.25)	 (.13) 

5 LEF	 ..	 .0.735 +0.943 LEDA 40.073 EAP -0.272 LNEFA 40.591	 IOGEDA -0.476 LOS .644 .712 69.1 .3431 12.9 
(.06)	 (.01) (.06)	 (.13)	 (.13) 

6 LMF . .0.435 4 0.551	 anA 43.074 
(.06)	 (.01)

EAP -0.311	 OCCA 40.733 6E261A -0.528 1.55 
(.06)	 (.14)	 (.13)

40.013* 
(.01)

..12:1AT .851 .724 60.7, .3370 12.7

(4-7) 

16 t test has teen c:-ployed to test the significance of each of the regression coefficients. All regressien ccefficients are sig-

'nificant at tL I lrvel crceot 'ere cc by • or *.. The . in .:1icates the ccefficicnt is significant at the 5t level crily; and the ••• 

indicates the cs:Efieient is nst signifent at the 56 level. 

.."` All I statistics Are significant at the 16 level.

Table 4-15 - 51156A68 OF STIF::!SE MITTIFLE 16E;155:3N Fi5ITT5 FOP THE FUtl STUDY APIA 
A93EY51S OF t:11011 AfiLA	 VAPAAELE SEE:CEDING 

(6=146)

S.E.t of 

Pegression Equations1	 P
2	

F...	 s.E.	 "ft.1-cTIT 

( 2 )	 (3)	 (4)	 (5)	 (6)	 (7) 

Step 
Number 

(1)

unvir = 3.25262 

1	 1.111001 = 1.571 +0.694 LEDA 
(.05) 

2	 1.6101F • 1.5'25 40.724 LEDA 40.407 EteDcEA 
:	 (.05)	 (.12) 

3	 1111011 • 1.693 40.725 LEGA 40.354 tD0ED4 -0.125* LNEDA 
(.05)	 (.12)	 (.05) 

4	 LMIOF • 1.640 40.776 16E6 40.4E4 EopEcA -0.151 ENEUA -0.330* LOS 
(.06)	 (.12)	 •(.06)	 (.13)

	

.53375	 16.2 

	

.719	 .517	 154.4	 .3771	 11.3 

	

.743	 .553	 88.3	 .3555	 10.9 

	

.754	 .568	 62.3	 .3544	 10.8 

	

.766	 .587	 50.1	 .3478	 10.6 

(4-6) 

18 t test 0as teen employed to test the sionificance of each of the regressicr coefficients. All regression ccefficicrts are sig-

nificant at the It level except ... h ere rcted ty • CT The • indicates the: coefficicnt is significant at the 56 level only; and the 

,. indicates the coefficient is not significant at the SC level. 

i. * All r statistics are significant at the 16 level. 
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for the dependent variable LMlOYF. Tbe LCDA variable is again dominant, 
and is first to enter the regression explaining 52% of the tetal variance 
in the L110Y.F. The addition of three more variables contributed a 
further 7% to this explained variance. 

The first three regression coefficients in equation 5-9 are signif-
icant at the 1% level, while the fourth, which is associated with the LBS 
measure, is significant at the 5% level. The signs of all the coefficients 
conform to anticipated relationships which are the same as discussed for 
equation 4-7 in the preceding section. 

The analysis of variance F statistic confirms the significance of 
the regression equation at the 1% level. However, the low R 2 value 
indicates the limited usefulness of the relationship for predictive 
purposes. 

4.4.4. Summary of Results for the Full Study Area Analysis  

Two approaches to the analysis of the relationships of the selected 
streamflow characteristics to the various measures of climatic and other 
physical geographic patterns for the entire study area, have been dis-
cussed in the preceding sections of this chapter. The first approach 
involved the utilization of stepwise multiple regression analysis to 
examine the relationships of each of the dependent variables to the full 
set of independent measures; while the second approach employed factor 
analytic techniques in the screening of the independent variables prior 
1-e e r‘s gree s 4en an el ye4e 'For reeh ec *he de r: endent v e riab l ec. In order 
to facilitate a comparative summary of these two approaches to the 
analysis, Table 4-16 has been compiled, summarizing the results from 
the two sets of analyses. 

Several comparative observations may be made based on the data in 
the table. In the case of the all variable regression approach, there 
is a tendency for spurious relationships to be developed as indicated 
when regression coefficients have the opposite sign to that expected on 
the basis of physical theory. In the case of regression analysis after 
Variable screening, the signs of the regression coefficients corresponded 
to those expected on the basis of physical theory. The R 2 values, indi-
cating the proportion of the total variance in the dependent variable 
explained by the selected independent variables, were observed to be 
slightly higher for relationships developed by the first approach. The 
standard errors of the estimates were similar for the two approaches with 
those of the first approach being slightly lower in three out of the four 
cases examined. • 

The stated aims of the present study are twofold; first, to examine 
some of the physical relationships which underlie prairie streamflow 
patterns, and second, to develop statistical relationships for the pre-
diction of streamflow characteristics for ungauged streams. On the basis 
of the data in Table 4-16, it seems that the first aim is best served by 
the second approach to the analysis in that the relationships derived in 
this manner correspond more closely to physical expectations. The second
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TME 4-16	COMPARATIV .E SUMMARY OF ANALYSIS 
• RESULTS 'FOR THE FULL STUDY AREA 

(N = 146)	•

Dependent 
Variable

Approach	I:•Stepwise Multiple	Re-

gression All	Variables
Approach	II:	Stepwise Multiple Regression 
After Factor Analytic Variable Screening 

Reg.	Coef. S.E . 1:ec;.Coef. S.E. 
Equat No.of Conform to R2 % Equat No.of Conorm to

2 

No. Steps Theory Mean No. Steps Theory Mean 

LMY 4-1 No .82 02 4-5 5 Yes .78 10.1 

LM10YY 4-2 No .82. E.1 4-6. 5 Yes .81 6.4 

LMF 4-3 6 No 12.8 4-7. 6 Yes .72 12.7 

LMlOYF 4-4 No .61 10.3 . 4-8 4 Yes .59 10.6

0 
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aim, that of prediction, is slightly better served by the first approach 
to the analysis; however, this slight advantage is offset by the pos-
sibility of spurious 2 relationships. The relatively large standard errors 
and low values for R derived from all of the analyses limit the possible 
use of the regression equations for prediction purposes. This is 
particularly true when it is recognized that the dependent variables 
have been transformed to logarithmic units, and the process of converting 
these measures back to arithmetic values results in considerably larger 
percentage standard errors than are indicated by the logarithmic measures 
in the table. 

The limitations of the regression equations for predictive purposes 
must initially be attributed to either errors in variable measurements or 
to variables which have not been considered in the analysis. Several 
groups of possible variables including measures of precipitation intensity, 
soil infiltration rates, and landuse patterns, have not been included in 
the present analysis because of a lack of available data. While it was 
not considered feasible to add measures of these variables at this stage 
of the study, an alternative approach to increasing the strength of the 
regression relationships was proposed. This proposal involved the divi-
sion of the study area into regions of hydrologic similarity and the 
subsequent repetition of the multiple regression analyses on a regional 
basis. The division of the study area into hydrologic regions and the 
subsequent regression analyses are discussed in the following sections 
of this chapter. 

4.5 ANALYSIS STAGE II: ETDROLOGIC REGIONS  

In an effort to improve the predictive value of the regression equa-
tions resulting from the analyses, it was proposed to divide the study 
area into hydrologically similar regions. Such a division of the study 
area in order to improve the strength of relationships has been employed 
with some success in several similar studies in other areas. Examples of 
such an approach are included in the work of Durrant and Blackwell (1959), 
Dalrymple (1960), Benson (1964), Coulson (1967b), Solomon et al. (1963), 
and Canada, Department of Energy, Mines and Resources (1970). 

.	Regions of hydrologic similarity are delimited for the purpose of 
accounting for some of the regional variations in the relationships of 
streamflow characteristics to physical geographic patterns. There are 
several possible methods for the delimitation of such regions. Two such 
methods which have been employed in other studies are regionalization on 
the basis of residual plots, and regionalization on the basis of index-
ratios of selected hydrologic events. A third alternative approach 
involves the use of multi-variate techniques to delimit regions of 
similarity. Each of these three methods has been considered and tested 
in the present study. 

4.5.1 Regional Subdivision on the Basis of Residual Plots  

The residuals which result from the estimation of a regression 
equation for a given set of data may indicate some geographical pattern 
to these errors. Several other researchers working in different study
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areas have successfully employed the spatial distribution of residual 
errors as a basis for the subdivision of their study areas (see for example 
the work of Benson 1964; Solomon et al. 1968; and Canada, Department of 
Energy, Mines and Resources 1970). 

In the present study, the residuals which resulted from the stepwise 
multiple regression analyses after variable screening were considered as a 
possible basis for the subdivision of the study area. For each of the four 
dependent variables, a map was plotted to show the spatial distribution of 
the residuals from the regression analysis. The residuals plotted were 
expressed as percentages of the observed values of the dependent variables. 
The map which resulted from the plotting of the residuals for the LMY 
relationship (equation 4-5), has been reproduced as Figure 4-1. The 
pattern of residuals on this map is similar to those obtained for the. 
regression relationships of the other three dependent variables. 

The pattern of the residuals as plotted on Figure 4-1 does not reveal 
any obvious regional divisions. The only residual groupings which are 
observed are local clusters of only a few basins. These local patterns 
were considered to represent divisions on too small a scale for use in 
the present research. Such small divisions include so few of the study 
basins that meaningful statistical analyses would be impossible without 
the addition of more basins. On the basis of the residual plots for the 
four regression relationships which resulted from the stepwise multiple 
regression analyses after variable screening, the use of residual plots 
for the subdivision of the study area was ruled out. 

4.5.2 Regional Subdivision on the Basis of Index-Event Ratios  

The index-event method of regional subdivision has been widely 
employed in flood frequency studies by the United States Geological Survey; 
and the method has been outlined in detail by Dalrymple (1960). A similar 
method was employed by Blackwell and Durrant (1959) in their flood fre-
quency study for the southern prairies. In this method, regional subdivi-
sion is based on the ratio of some index-event to the mean event. The 
index-event is usually an event with a return period of 10 years. The 
index-ratio is a measure of the year to year variability in the magni-
tudes of the particular event being analysed. If the spatial distribution 
of index-ratios is such as to indicate regions of hydrologic similarity, 
the analyses for each area can be concentrated on explaining the mean 
magnitudes of events in terms of the physical basin characteristics. The 
estimated mean events in combination with regional index-ratios provide 
a basis for the estimation of the magnitudes of events with any required 
return period. 

In the present study, the ratios of the 10 year to the mean events 
were estimated for both annual yields and annual flood flows for each of 
the study basins. These ratios were then plotted on maps of the study 
area. The map of the index-ratios for the annual yield events has been 
reproduced as Figure 4-2. A similar pattern resulted from the plot of 
the index-ratios for annual flood flow events. On the basis of these 
maps, it was observed that the spatial pattern of index-ratios as plotted 
for the study basins did not lend itself to regional grouping except on
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a local scale. On the basis of these observed patterns, regional sub-
division based on index-ratios was ruled out for the present research. 

4.5.3 ReFelonal Subdivision by Multivariate Grouping Techniques 

In view of the failure of the residual plots and index-ratio plots to 
provide a basis for a meaningful subdivision of the study area, it was pro-
posed to employ a multivariate technique to subdivide the study area 
according to indices of climatic and hydrologic variability. As discussed 
in a previous section, the large scale regional variations in streamflow 
patterns tend to be closely related to climatic conditions which govern 
the available moisture supply, while smaller scale local variations in 
streamflow are more closely related to variations in other physical geo-
graphic patterns. Building on this premise, it was proposed to approach 
the regional subdivision problem from the point -)f view of the large 
scale climatic patterns which control the available moisture supply. 

The nuitivariate grouping technique utilized in the present study 
employed factor analytic methods in conjunction with an optimal grouping 
algorithm. A factor analysis with a principal components solution and 
varimax rotation was used in the identification of the most significant 
dimensions underlying the set of available climatic and hydrologic vari-
ables as compiled for the study basins. Factor scores were calculated 
for each observation on three factors. These factor scores were then 
employed as input to an optimal grouping computer program as developed 
by Semple et al. (n.d.). This grouping program has recently been employed 
in a study of microclimatie zonation in Northern Alberta (Mac:Ever 1970). 

The initial set of variables employed in the grouping analysis 
included all of the 20 climatic measures, and the index-event ratios for 
annual yields and annual flood flows as compiled for each of the study 
basins. All of the climatic measures were originally selected on the 
basis of their theoretical relationships to streamflow, and therefore, 
were considered to be potentially useful in the regional subdivision 
problem. The index-event ratios for the annual yields and annual flood 
flows are measures of the year to year variability in streamflow patterns, 
and therefore, were considered for inclusion in the grouping analysis of 
the study basins. 

The first step in the grouping procedure was to execute a factor 
analysis resulting in the rotated factor matrix which has been reproduced 
as Table 4-17. Only the first four factors have been reproduced in the 
table. From the . rotated factor matrix, the four factors may be identified 
in terms of their highest loadings. The first factor is an index of 
moisture availability. The second factor is an index of the intensity 
of winter temperatures. The third factor is an index of spring and 
summer temperature conditions; and the fourth factor is an index of the 
year to year variability in streamflow. 

In prepartion for basin grouping, the factor analytic procedure was 
extended a further step and factor scores were calculated for each observa-
tion on each of the first four factors. The individual factor scores for 
each observation and dimension were estimated by summing the products of



TABLE 4-17 

ROTATED FACTOR MATRIX FROM THE FACTOR ANALYSIS OF THE


CLIMATIC VARIABLES AND HYDROLOGIC INDEX EVENT RATIOS 


(N-146) 

1 
VAR I MILE

FACTOR 
2 3 4 

1	LYR	-0.27546 -0.02521 0.18370 0.85435 
2 LFR	-0.33616 -0.12292 0.10643 0.81333 
3 MAP	0.94427 6.00780 -0.01139 -0.26472 

4 MAS	0.77806 -0.25243 -0.53428 -0.02132 

5 MASP	0..20104 

6 MWP	0.87893

,	--Inn-,,- LieR4G:,-) 
0.10123

-0.77741 
-0.32611

...,	.1	l'	1	I_	1 

-0.03114- 

7 MSP	0.83273 -0.3532.8 0.08532 -0.12922 

8 MWSP	0.96352 -0.17102 -0.11021 -0.0966.8 

9 AlOYP	0.95616 -0.03363 -0.03332 -0.19055 

10 W1OYP	0.84298 0.14730 -0.35348 0.03566 

11 MIT	005767 -0.98876 -0.02008 0.05985 

12 MJANT	-0.04030 0.98681 0.10524 -0.06300 

13 MST	-0.17764 0.07635 0.90669 0.19970 

MJUNT	-0.03493 0.41826 0.86094 0.11045 

15 MIXT	-0.01039 -0.98157 -0.11705 0.04003 

JAMXT	0.00781 0.97717 -0.15449 -0.05215 

17 PE	-0.0497a 0.01649 0.93952. 0.19753 

18 THAET	0.87871 '	0.01553 0.09153 -0.33981 

19 TUAET	0.84284 -0.38643 •	0.28569 -0.16368 

20 LTHSUR	0.84937 0.10192 -0.29741 0.02062 

21 TUSUR	0.90234 0.16760 -0.13122 -0.28301 

22 MATR	-0.07010 0.88645 0.43708- 0.04208 

UNULATIVE PROPORTION OF TOTAL VARIANCE 

0.45531 0.71513	• .	0.'85424 0.91671
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the normalized raw input data and factor loadings for each variable. The 
factor scores as calculated for each of the study basins are listed in 
Table 4-18. 

The optimal grouping algorithm employed in the present analysis 
utilizes three sets of factor scores as a basis for the grouping of 
the observations into a set of optimal groups. This method employs the 
three factor scores for each observation to fix its location in three 
dimensional space. The distance between pairs of observations is then 
employed to estimate group centroids in a stepwise fashion. The optimal 
grouping is controlled by two criteria, the first defining the minimum 
explained variance to be associated with an acceptable group and the 
second defining the maximum total explained variance for all groups. The 
grouping calculations in the present study were made utilizing a computer 
program prepared by Semple et al. (n.d.) and modified by MacIver (1970). 

The optimal grouping algorithm was applied to the factor scores of 
the first three dimensions of the rotated factor matrix, Table 4-17. The 
limiting criteria were set at 1% for the minimum variance explained by an 
acceptable group and at 95% for the maximum variance explained by all 
groups. The calculations resulted in the identification of two groups 
which accounted for a total of only 19% of the total variance. Although 
the total variance explained by these groups is low, when they were 
plotted on a map of the study area, two well defined areal groupings were 
observed. 

The first group of basins included those in the eastern part of the 
study area and those in northern Alberta. This group included 83 basins. 
The centroid of the group had factor scores of 0.35, 0.65 and 0.15 for 
the first, second and third dimensions respectively. These factor scores 
may be interpreted to characterize the first group of basins as having 
above average moisture supply, relatively extreme winter conditions, and 
warmer spring and summer temperatures with higher PE. 

The second group of basins included those in the southwestern section 
of the study area. This group included 63 basins. The centroid of 
this second group had factor scores of -0.45, -0.88 and -0.19 for the 
three dimensions. Interpreting these scores the area might be charac-
terized as having below average moisture supply, less extreme winter 
conditions and slightly less extreme summer temperatures. The third 
factor, which relates to spring and summer temperatures, shows a much 
less pronounced differentiation between groups than do the first two. 

The map, Figure 4-3, was prepared to illustrate the grouping of the 
study basins. Each hydrometric station has been plotted to indicate the 
group to which it has been assigned and its distance from the group 
centroid. This distance is the distance relative to the three dimen-
sional plots employed in the grouping procedure. The general pattern of 
basin grouping as illustrated on the map is contradicted in three areas 
by seemingly anomalous stations. In order to smooth the tentative 
regional boundary each of the anomalous areas was examined in detail with 
the aim of explaining the assignment of basins to a particular group.
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TABLE 4 -18 

FACTOR SCORES . RESULT1NC FROM FACTOR ANALYSIS Or THE CLImATIC VARIABLES ANC mr7377010318 INDEX EVENT RATCOS 

0/.514 
NO, 

1 
2 
3 
5 
G • 
1 
5 

;0 
11 
;7 
13 
;4 
16 
17 
IS 
19 
27 
21 
12 
23 

25 
77 
73 
29 
3 1 
32 
3) 
34 
35 
35 
35 
39 
60 
41 
62 
43 
55 
56 
47 
43 
79 
50 
51 
53 
54 

•55 
55 
;7

FACTOR 

I 

1.15•0 
2.72512 
1.127,1 

-1.27765 
-C.,n:±7 

1.7677H 
1.0(:5'.7 
Z.61',,1 

t3..777`4 
7.74176 

-n.7713" 
.„3.557,1 

6.1.'521 

-1.,67 
-1.4,941 
-1.3117 
-,.7674, 

-1.44..11, 
- 1.11,I17 
-1.11171 
-0..77760 
..0.5:56 
-0.65236 

-1.15192 
0.54751 

-0.17,42 
0.,,,)5 

-0.701,1 
-0.4:e17 
-0.72,,:1 
-0.1:”25 
-C.247,5 
-0.2:123 
-0.2,732 
0.01119 

-0.60072 
-0.03437 
-0.47331 
-0.78237

1 

-7.,:lhql 
-2.415207 
-2.7104/ 
-1.1521371 
-3.61570 
-7.1.:9.?, 
-2.79366 
-1.•3•17.14 
-).55715 
-1.,1,22. 
-7.99217. 
-1.711:7 
-1.7n761 
-3.46716 
.-.2:1745 
-1.46103 
-0.517,14 

1.•'2.1.'6 
-0.16,61 
-0.'0)719 
-0.19219 
7.41591 

-3.3756, 
-0.75151 
-1.,,1.3,,1 
- 1.04:11.1 

0.16703 
-0.".h7" 
-1.143" 
-7.14367 
-0.,4755 
0.'0291 
0- 
0.21537 
0.767-71. 

C.45756 

1.70601 
1.749,7 

FACTOR 

2 

1 1', r. 1 

0.1591)2 

. '1'01”), 

.42,,71 

.2w.1,0 

.317:74 

.9171+7 
.66676 
.13731 
.41220. 
.2015,7 
.03203

FACTOR 

3 

-2.22,,51 
-1,33.'24 
..1.77771 
-0.2377, 

1.11677 
-1.61127 
-1.76565 
-2.27155 
-0.7■,,P. 
-21.'501" 
-0.596;3 
-0.60031 
-0.7rii2 
-0.3611'. 
it .1 ;7,10: 

-8.50136 
-C.1"..:17 

...3.7..616 
-0.74651 

8.0)315 
-0.3,6700 
-7.461.77 

1.1,1'01 
-0.3"0flin 

7 . ti q !,0, 
0.2776 
0.947,77 
0•77275 

6.52377 
C.:7 , , '+') 
0•6529) 

-2..1,611 
0.1,i`'0 

-6.73)174 
-0 . 7! 1 761 
-8. ; 5 290 
-6.79173 
-0.46777 
-0.73.277 
-1.7727,3 
-7.13,55 
-1.16602 
-0.52258 
-..1.24517 
-0.63007 
-2.17431

.	FACTOR 

A 

0•59946 
1-34374 
0.1.1()3. 

-7•11667 
0.77615 

-n.46227 
3.02424 
0.74244 

-j.6,”‘" 
0.76717 

-1.1,n77 
-0.71q7s 
-0.71536 
6.41912 
3.17795 

-0.1-7352 

-6.371,6 
-1.244,1' 
-0..,4265 

0.41,7,3 
'0.17273 

-1.15,76 
1.21397 

-3.92616 
0.0.4711 

-0.01177 
-7.11577 
..0.1,,,3 

0.177 
0.57270 

-c.27262 
6.17158 
6.240.,4 
2•1,24.: 
2.41777 

-0.11711 
-7.3,17.5 
-0.12010 
.-0.1712 

0.27220 
-0.57775 
-C.1',330 
-7.737154 
-0.14212 
-0.21709 
-0.47741

BASIN 
60. 

0 
59 
60 
67 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77. 
79 
eo 
8; 

33 

34 
85 

77. 

Si 

a 
-	89 

90 
I; 
92 
93 
54 
95 

9 
97 
98 
99 

100 
10; 
102 
103 

-704 
105 

101 

107 

339

FACTOR	. 

-0.51V,1 
-1..82111 

0.82.575 
-17.61676 

0."7,,2 
1.62112 
2.,!,,7,, 
C.^',16:1 
1.G6275 
1.71510 
1.15,.c5 
3.11.149 

0.9,223 
C.66-66 
0.11.736 
C.,21''fl 
1:.25611 
0779255 

-0.,5191 
-,..'.,-,. 
-C..5.75si 
-G. Ir;! ,I5 
-0.16327 

1.(7Q773 
0.7641 
0.77773 
2.57,19 
0.15662 
1 . 7 , ; , !-, 

-,2.,:77(-1 
-7.4257" 
-0.35559 
-0.477,C 

-0. 5595 i 
o.177.31 
3.2452 
0.6,!755 
1..340'1 
0.27451 

-1.13,15 
1.51270 
1.61701 

-1.05616 
.-0.01,770 

0.00920 
0.57531

(N - 116) 

FACTO,. 

2 

1.15.7 
1.5f,fl.-1 
1.5137 
0.902:*6 
2.5,..!..2 
0..:,,,,. 
0..:26:,2 
6.5999 
7.,1,7•,7 
7.64957 
6,.53260 
8.521nn 
c.73707 
7.6.)1I2 
0.415,1 
0.76297 
7.69.6'2 
6.97156 

1.5)7'z 

0.,65.0, 
7.775,.6 
0. :,',.,	)9 
0., 7 ;1 
7. 437-'.6 
C.Ic.:1,7 
O. 641')/ 
0.29976 
7.31,36- 
0.97,4	. 

-0.1,619 
0.21404 

-(,.C(Flg 
4.1■7.,4 
0.1,,•..c 
v.41371 
O. 35636 
0.12v,5 

.-7.,132,4 
-7.19'172 
-3.317,;6 
-2.3729 

.-3.29P,,1 
-,3.2,13i 

0.04.14N 
-0.i4745

FACTOR 
3 

-C.5197', 
-1.; , 4 9 7 
....7,,,,..' 
7., 4 35 4 
0. ,,F,8 71 
0•52 5 69 
0. 6 9575 

,:.;.:::2 
7.41279 

C.712 
1.57529 
0. 3 30"? 
7.712'n 
7.640.75 
3.62 c 1) 5 

- 1 . 17,•5 , 
-6.76712 

-7.077,3 
-0.6 . ,.,9 5 
0 ..:,) 3 0, 
C. ,. 9 “1 
C.	355e.e, 
:, .15770 
3.8354') 
1.4661) 
1.215 
1.01930 
1.217 6 1 
7..9429 

,77 0 44.7 7 
1.54,y4 

-2.0471 
0.1550 
4.5374i 
0. , 7', 05 
/.1148 r, 
1.11 , 7) 
1.27221 
1. 451 72 
1777177:, 
1.,.'777'2i 
1.41,36 
1.51401 
1.727',7 
1.73677

FACTOR 
I,	 • 

...6.(.C7H0 
-0.25640 
-C.0e,01 
-0.36,71 
-0.11,.) 
-0.13576 
-2.25563 

0.237"r-. 
1.13322 
0.92687 
0.6,C1, 
0.1414 

-7771425 
0.91fl: 

-0.:q651 

7.93272 
7.7774, 

-1.17515 
-7.,540 
-1.337-31 
- 0 . ,,,, 7,'i 
-C.C7,49 

1.172", 
2.31,'-3 

.-2.4007., 
7.45:177 

-2.69,110 
-11.4067" 

0.6';6712 
1.:1674 
1.111,;4 
2.,02f, 
1.74737. 
7.70169 

, /.7.068 
2.55295 

..1.,.0374:1 
775%757 

-7:7177 
-0.99363 

0. 1 u!., 1!", 
0.77216 

-(...33,32 
-8.5777n 
-0.16561 
-0.96431  

BASIN 
NO. 

110 
III 
112 
113 
114 
115 
16 
317 
115 

.173 

;27

FACTOR I 

0.549)1 
0.54715 
1.11477 
1.43757 
1.65126 
1.51270 
1.17563 

1.9,5/9 
1.77115 

21	 l. 2 7730 
22	-0,',,C.27 
23	-3.01000 
74	1.17278 
:7	 1.07,,9') 
23	1.76575 

1.19597 
125	-77.14613 
125	 71772681 
130	0.20691 
131	0.41W.2 

132	C. '3 , ) ,, 1 
135	 O. 41 B r! 7 

:13	 O.	 1 , ,, M7 t, 
36	7.2/.06 
37	0.1,794 
38	(3.15ow. 
40	C.;,742 
41'	-i771057, 
22	0.04034 
L3	 0.	 1 1 ',., 3 
44	7.77041 
45	-0.01'42 
1,6	-0."1)12 
47	-1.27',i2 
451	-1.,71,76 

11.5	-1.37591 
150	-7.47•477., 
15)	-7747996 
352	-1.4490 
153	-1.5011 
15.4	-2.70247 
155	-2.67,96 
153	-1.04563 
157	-1.15641 
15,5	-1.028,73 
160	-0.95066 
161	'-1.50351

FACTOR 

-0.141,4 
-0.15545 

0.51182 
0.1157.7 
0.16791 
0.12561 
0.17676 
0.59597 
1.716:2 
0.524'52 
0./■	. 7717 
0.33547 
0.33441 
3.17541 
17.^0',70 
(,.,..! 
'3.74742 
0.473,3 
0.65727 

-1.79359 
-1.31523 
-3.1131, 
- I . i s,02:'.7 
-O. 7.'.2';, 
-0.5,740 
-0,13''..(A 
-5.667'75 
0.22413 
0.176,4 

-(.7992.7 
1.11295 
0.';4,,,r, 
1.:7,7/ 
3.1239) 
2.71'.',0 

-1,3091 
-1.11663 
-0.73,374 
-1.12221 
,77243,3 
-1.15326 
-0.92615 
-0.75056 

-3.46067 
-0.05193 
-0.55157 
-0.40527 
-1.11735

FACTOR 

3 

1.73741 
1.74773 
0.74758 
1.67N1 
1.35126 
1.76611 
1.;.6799 
1.22697 
7.55900 
0.5'.,:17 
0.6:174,7 
1.27192 
1.25067 
0.55434 
0.07723, 

0.52040 
-0:/71,65 
-0.75750 
-C.71331 
-07791275 
-3.:14	 I 
- C.9 '",,,i 
-6.4,117. 
-0.17647 
-0.17403 
-0.507:0 
-77,3364 
-1.6,1',7 
-2.025)5 
-1.1179: 
-772733 
-2.3V.41 
-2.21,:815 
-2.54737 

0.53.109 
-0..6753 

0.17734 
-0.17965 
-0.31,.,71 
-0.15128 
0.4,972 
0.114.2.6 
0.9.1377 
1.373,3 
0.69251 
7763567 
0.93614

OncroR 

-1.23,57 
*1.27954 
-8.337217 
0.545,3 

- 0 . . 7 .. 6 • ; : 
-2.1634: 
2.22.431 

-0. 31 2C.0 
-0.67411  
-7.3,1,12 
.-1.0 
-1.0'5411 
.-0.25361 
- "...61,ii.) 
0.3"5 

-1.12751 
-1.52r19 
-1.59,1'0 
-1.r-/4',1 
-1.37402 
-1,.7.11, 
-6.111545 
..7.'757....3 
-1.155,S 
-i-:.17484 
-1.:5179 
-0.01791 
-0.65171 

0.7754.9 
31.31431 
0.25773 

-0.777,36 
0.52001 
4.1704d 
i.26222 

-2.56176 
-077144A 
-7716995 

1. ;3;1756 
1.0362) 

-	1.7,03 
0.2711) 

-0.69e59 
_0.64777 
-0.56593

CO



HYDROLOGIC REGIONS FOR THE STUDY AREA 
BASED ON A FACTOR ANALYSIS OF 

SELECTED HYDROLOGIC AND CLIMATIC MEASURES 
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The first anomaly to the basin grouping is in south central Manitoba 
where basins 102, 105 and 106 were assigned to Group 2, while all of the 
surrounding basins were assigned to Group 1. An examination of the 
climatic data for stations in this area revealed that this anomalous 
grouping resulted from lower precipitation estimates for these basins. 
These lower estimates were the result of a particular climatological 
station, Hansboro, North Dakota, Number 190, being included in the Thiessen 
calculations for the basins. This climatological station which is located 
in an area of lower precipitation to the southeast of Turtle Mountain, 
has a mean annual precipitation of 15.6 inches compared to over 18 inches 
for most of the surrounding stations. It is not possible on the basis of 
available data to indicate the true effect of this area of lower precipi-
tation on the basins in question. However, having explained the reasons 
for the anomaly, and recognizing that these three basins are not closely 
linked to the centroid of Group 2 as indicated by their distance statistics 
of over 1.8 (see Figure 4-3), it was decided to assign these basins to 
Group 1 for the purposes of analysis. 

The second anomaly to the grouping pattern is in south central Sas-
katchewan where basin 40 was assigned to Group 2 while nearby basins 38 
and 39 were assigned to Group 1. An examination of the basic climatic 
data for these stations revealed that the precipitation estimates for 
basin 40 were lower than for either 38 or 39. This lower precipitation 
can be attributed to the influence of a particular climatological station, 
Davidson, Saskatchewan, No. 81. This climatological station is located 
in a drier area to the nrirthw est of bas i n 40. After elmmi n4 ng I-he dis-
tance statistics from the centroids of their respective groups, 1.46 tor 
basin 40, 1.13 for basin 38, and 1.00 for basin 39, and on the basis of 
the single climatological station involved, it was decided to assign 
basin 40 to Group 1 for the purposes of analysis. 

A third anomalous area in the grouping pattern occurred in northern 
Alberta where basins 141 and 142 were assigned to Group 1. On examina-
tion of the climatic data for these basins it was found that basins 141 
and 142 were somewhat drier than were basins 140 and 143. After consid-
ering the distance statistics, 1.80 and 2.05 for basins 141 and 142 
respectively and 1.16 and 1.41 for basins 140 and 143 respectively, it 
was decided to assign basins 141 and 142 to Group 1 for the purposes of 
analysis. 

Having examined the anomalies in the spatial distribution of the 
basin grouping, a tentative boundary was drawn for the regions of hydro-
logic similarity (Figure 4-3). The first group, the eastern region, 
included 89 study basins; and the second group, the western region, 
included 57 basins. Although the grouping analysis accounted for only 
19% of the total variance in the factor scores for the three climatic 
factors, the regional grouping was utilized as a basis for further analyses 
of the relationships between streamflow characteristics and the various 
measures of physical geographic patterns. These relationships were 
analysed for each of the two regions employing the techniques of variable 
screening by factor analysis and stepwise multiple regression.
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4.5.4 Analysis for the Eastern Region 

The analysis of the relationships of each of the dependent variables 
to the various measures of climatic and other physical geographic patterns 
for the 89 study basins in the eastern region employed the same methods 
as were utilized in the full study area analysis of Section 4.4.3. The 
full set of independent variables was screened for multicollinearity by 
factor analytic techniques; and the resulting selection of independent 
variables was employed in the stepwise multiple regression analysis for 
each of the dependent variables. 

The full set of 39 independent variables for each of the 89 study 
basins in the eastern region was factor analysed resulting in the rotated 
factor matrix as presented in Table 4-19. Eighteen defining variables 
from Table 4-19 were selected and were factor analysed a second time. 
The resulting rotated factor matrix is reproduced as Table 4-20. This 
table served as the basis for the ultimate selection of a set of 10 
independent variables for the eastern region. These 10 variables were 
then employed in a stepwise multiple regression analysis for each of the . 
four dependent variables. 

The initial correlation matrix for all of the variables employed in 
the eastern region multiple regression analyses is reproduced in Table 
4-21; and the regression relationships developed are summarized in Tables 
4-22 to 4-25 inclusive. The results of the eastern region regression 
analysis for the dependent variable LMY are presented in Table 4-22. 
The final equation (4=9) eontains six in e e depadat variable	: wa-ea uvifibia= 
to explain 73% of the total variance in the dependent variables. The 
signs of the regression coefficients correspond to those anticipated on 
the basis of physical theory; and the equation is significant at the 1% 
level for an analysis of variance F test. The results of the eastern 
region analysis for the dependent variable LM10YY are presented in Table 
4-23. The final regression equation includes five independent variables 
which combine to explain 31% of the total variance in the dependent 
variable. The regression coefficients associated with the first four 
variables conform to Physical theory; however, the positive coefficient 
of the sixth term, the LALCDA, requires an explanation. This coefficient 
indicates that in basins with a higher percentage area of lakes, the 10 
year yield tends to be higher. This relationship may indicate that in 
high flow years some of the additional water may be derived from lake 
storage. The analysis of variance confirmed the significance of the 
regression equation (4-11) at the 1% level. The results of the eastern 
region regression analysis for the dependent variable LMF are displayed 
in Table 4-24. The resulting regression equation contains six independent 
variables and has an R2 value of 0.66. The regression coeffiCients for 
the first five terms are significant at the 1% level and have signs which 
conform to theoretical expectations. The sixth variable, LMCS, has a 
coefficient which is not significant at the 5% level and has a negative 
sign which is contrary to physical theory. In view of the lack of signif-
icance of the regression coefficient, it is not possible to give further 
consideration to the role of LMCS on the basis of the present data. The 
analysis of variance for equation 4-11 confirmed the significance of the 
relationship at the 1% level. The results for the analysis of the LMlOYF
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TABLE 4 -19. 

ROTATED FACTOR MATRIX RESULTING FROM 71)2 FACTOR ANALYSIS 07 ALL INDEPENDENT VARIABLES FOR THE EASTERN REGION 

FACTOR 
1	2	 3 

VARIAOLE
4 5

(N.131j)

6 7 m . 	 10 11	. 

I LTDA	0.30554	-0.14427	0.00468 -0.01483 0.20159 0.01407 -0.877754 -0.06867 0.01P46 -0.09359 -0.01157 
2 LOCOA -0.25243	-0.16988	0.06229 -0,04734 -0.03960 -0.18352 -0.05339 70.06510 -0.11055. -0.91s44 0.01544 
3 	 LCD .%	. 0.32484	-0.11838	0.01427 0.00544 0.30511 0.04730 -0.875,k44 -0.04015 0.12545 0.04967 -0.01534 
4 1.40S	-0.06169	0.11450	-0.50766 0.01055 0.15390 -0.054171 0.718219 0.710.294 0.10816 0.14317 -0.01493 
5 !BEL	-0.10533	-0.25214	-0.40869 -1.;4359 0.54611 -0.23651 -0.09806	' 0.40089 0.15220 .	0.10026 -0.06361 
0 LIR	0.10101	0.04241	-0.57169 -0.00313 0.16678 -C.17501 -0.27921 0.53493 0.16511 0.151/0 - 0.04911 
7 LEA 	 0.26536	-0.12142	-0.05451 0.02125 0.27150 0.01779. -0.31627 -0.0226P 0.40736 -0.02423 -0.01159 
3 LIS 	 0.04050	-0.01068	-0.30250 0.0e055 0.06725 0.01438 -0.74078 0.'7 7339 0.,?r17,,91 0.11762 -0.00528 
1 L957DA 0,15802	-0.16627	-0.26562 0.28266 0.76517 -(	4_2614 0.07773 0.04926 -0.01251 -0.04342 -0.01136 
10	171 L:3A	0.13411	-0.18552	-0.76444 0.23773 0.21060 -	cj-',1 0.0611 0.04110 -0.00704 - 0.19141 - 0.01431 
li	.7735	C.,, ...6	0.5860	0.04649. 0.10495 0.111119 0.0 -0.1/449 -0.01737 0.02556 0.10464 0.00210 
17	1.8EE0	0 0 0 . 0 :1 ! 3,1	0.04624	0.05233 0.10841 0.10167 0.07112 -0.11970 -0.02411 0. OZ. 12 1 0.07644 0.00712 
13 	 LSLT2A 	 C.55(.5 	 -0.00681	-0.01115 0.13163 0.14143 -0.13081 -0.14537 -0.01110 0.01143 0.07497 -0:00787 
! 1! 5552011	00.0. 5 .1 	 -0.02116	-0.01424 0.17529 0.13003 -0.16443 -0.13233 -0.00466 0.00353 -0.09709 -0.00132 
15	1.30720-0.00096	0.02033	-0!..2.5.1 -0.00922 0.15418 -0.06512 0.01045 0.05561 0.06005 .	0.14143 -0.02061 
:6	L0708191-0.06233	-0.02635	70.95'.I454 -0.06794 0.13114 -0.12112 0.04292 0.02571 0.06456 -0.12577 0.00319 
17 1011 7G4-0.0271 0	-0.02130	0.2)6190 .0.01072 -0.14100 0.05701 0.00127 -0.05400 -0.07456 -0.15494 0.02003 
1,3 LOECDA 	 0.03150	0.01859	cl_124 0.05262 -0.10923 .	0.14116 -0.95149 -0.05260 -0.06253 0.17554 0.01436 
7 '.	1 77 78	0.44788	0.42450	-0.10370 0.29215 0.10554 -0.37473 -0.05300 0.11415 -0.10711 0.21027 0.01320 CO 
20 ic,2	0.05603	0.70600	0.13721 -0.27044 -0.57676 .	0.12071 0.1546 -0.00109 -0.05171 -0.03516 0.13824 1.3 

21	30A7	0.03301	0..70004	-0.22067 -0.06053 0.20519 -0.57689 -0.02153 0.02710 - 0.00:10 005861 -0.26341 
22 0057	0.02804	0.30440	-0.33077 0.10543 7).f.,:,206 - 9.10730 ...14731 0.00573 0.02769 0.09523 -121.:..4 
23 r5,T 	 0-00415.	0,97_184	-0.03209 -0.04596 0.07063 0.01)264 0.07732 0-05605 0.02543 0.09670 -61.03055 
24 011 7	-0.22030	0.27005	0.07527 -0.74120 -0.7,1763 0.03595 0-22059 0.04619 -	-0.06415 -0.12658 0.07534 
75 N057	-0.14531	0.79643	0,03067 -0.15172 - 0.47095 0.0746 0.16642 '	0.05411) -0.02608 • -0.07571 0.02774. 
26 7,1037	0.02002	0.72534	0.04043 -0.31358 -0.46266 0.15187 0.14285. 0.1)1425 - 5.01001 -0.04409 0.15774 
27 0i017 -0.09666	00.013./304	-0.07295 0.07054 0.11878 -0.02671 0.07137 0.12311 0.05140 0.02250 -0.06790 
28 mw7 	 -0.10648	0.371.,14	0.01679 -0.!.116 -0.51466 0.1341)7 0.11891 -0.04034 - 0.01677 - 0.0.1130 - 0.00541 
29 M.01711	0.20537	-0.07371	0.07178 0:90-Y244 0.50776 -1.1007 -0.01566 -0.00445 9.11,,111 0.00649 -0-00683 
30 157	-0.25565	-0.10279 .	0.17634 -0.33240 -0.7)35 3.12116 0.15624 -0.07734 0.00811 0.02556 -0.14153 
31 1)20N1 -0.15223	-0.02152	0.23023 -0.06532 0.14187 0.21550 -0.04458 -0.03904 0.07916 -0.06073 
32 WIxi -0.07490	0.01157	0.90333 -0090156 -0.26254 0.11564 -0.01166 -0.00225 -0.00063 0.05054 0.00345 
33 JAMXT 	 C.10311	-0.00112	0.01533 0,9L.1094 0.24753 - 0.03188 C.04980 -0.04137 0.00950 -0.01116 -0.00037 

9 :I FE	-C.257/6	-0.03545	0.18056 
35 THAET	0.02424	0.52572	0.12242

-0.36046 
70.23670

-0,11c31,4 
-0.75428

0,12034	, 
1.10550

0.21631 
0.12610

-0.022.92 
-0.07306

-0.01378 
.-0.04371

0.01421 
-0.05378

-0.04306. 
0.20953 

36 711A2T -0-12104	0.36626	0.12551 -0.45585 -0.73523 0.14040 0.18167 -0.05387 -0.03856 -0.02558 0.05016 

37 -LTHSUR	0.12641	0.00575	0.09445 0-03546 0.07345 .	0.10611 0.05643 -0.08729 - 0.04644 1'.cs071 -0.00260 
33 TUSUR	0 - 15717	0.5C6313.	0.12614 0.07636 -0.49010 0.09185 0.0F:732 -0.09544 -0.05203 -0.03740 0.24109 
39 I-04TR	-0.00341	-0.11208	0.22039	. 0.55773 -0.41269 - 0.03427 0.32037 -0.00719 0,02529 0.04740 - 0.02180 

CUMULATIVE PROPORTION OF . TOTAL VARIANCE 

0.32622	0.50091	0.65627	. 0.75944 0.82683 0.87044 0.90714 0.93007 0.94611 0.96050 0.97083

. 4 DEFINING VARIABLES SELECTED FOR FURTHER ANALYSIS 
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TABLE 4-20 

ROTATED FACTOR MATRIX RESULTING FROM THE FACTOR ANALYSIS 07 THE SELECTED DEFiNING VARIABLES FOR THE EASTERN REGION 

V-39) 

FACTOR 
1	 2	 3 

VA:-11ASLF
4 5 6 7 <3 9 10 

1	 LTDA	 -0.91129	 0.06563	 -0..0,2759 -0.02706 -0.24602 -0.09134 0.09137 -0.00316 -0.1227S n.76303 
2 J::- DA	 -0.03502	 -0.04793	 -0.16765 0.05396 0.1926 0.12066 0.93077.4 -0.15814 -0.10415 -0.01716 

3	 ,_1';‘,A	 --,,,?.12q,.1	 0.08453	 -0.00924 -0.04766 -0.25626 -0.10620 -0.05051 0.02237 -0.10117 0.24751 
4 , L cS	 0.31205	 -0.39401	 0.16110 0.00065 0.0,300 -0.11303 -0.16002 -0.14109 0.7,74614 0.15(94 
5 LOS	 -0.15369	 -0.211)15	 0.03646 -0.00114 -0.03381 -0.947694 -n.11021 -0.00099 0.06912 0.06-0(1 
n ... : 17DA -0.01127	 -0.19739	 -0.00290 -0.24055 -0.12139 -0.01049 0.02925 -0.91001 0.0705? 0.19973 
7 LALC2l	 0.03113	 -0.23344	 -0.11005 -0.19441 -0.11'.41 -0.00577 0.16613 -0.,:0?06.4 0.04516 2.17115 co 

-0.0163) 8 LICDA	 -0.210C,2	 0.07369	 0.02267 -0.12094 -5.01279 -0.02779 -0.14271 -0.03443 0.02)450 
031000 -0.0101	 0.00195	 -0.00407 -0.13591 -0.02007-1 -0.01343 -0.(10927 -0.21929 -0.01405 0.12159 

10	 L1'303A	 3.60144	 -0.949'144	 0.02001 0.05016 0,1,53/7 -0.11P,,4 0.02500 -0.17736 0.13(,(3 0.15778 
II	 00300A -0.06467	 0.97703	 -0.01359 -0.06449 -0.02113 0.11972 -0.03097 0.10430 -0.12006 -0.102,59 
12	 ,, A:F	 -0.17945	 - c7.--ii.::-;	 0.96:,73 -0.14916 -0.00605 -0.35331 -0.11201 -0.15631 0.11819 0.6222M 
13 P ,P	 0.03114	 -0.00471	 0.90314 0.05454 -0.0503? 0.0011 -0.09001 0.15279 -0.00029 0.05750 
14 ,..13nP	 0.07133	 -0.01976	 0.91401 -0.04635 0.06253 -0.03726 -0.07144 0.02120 0.09696 0.09033 
I5	 .,1A5T	 -0.11137	 0.06356	 -0.02591 -a.91-,20 -0.17034 -0.0wA? -0.05751 -0.23591 0.01533 0.70251 
15 M.,UNT	 0.23359	 0.15533	 -0.07108 0.14295 0.10356 0.00123 0.00319 0.21426 -0.07296 -0.115024 
17 JA,-',YT	 0.33.532	 0.03780	 0,02331 -0.500294 -0.0855 -0.01373 5.00209 -0.17067 -0.0122 0.14070 
18 dE	 0.27047	 0.13731	 -0.07530 0.37232 0.21496 0.03614 0.02372 0.20463 -0.06539 -0.+0331- 

CUMULATIVE PROPORTION OF TOTAL VARIANCE 

0.29724	 0.45767	 0.63224 0.73602 0.81323 0.87489 0.91560 0.94313 0.96911 0.10486

4 DEFINING VARIABLES SELECTED FOR INCLUSION IN THE MULTIPLE REGRESSION ANALYSES FOR THE EASTERN REGION 



TABLE 4-21 

CORRELATION MATRIX FOR DEPENDENT VARIABLES AND SELECTED	INDEPENDENT VARIABLES FOR THE EASTERN REGION. 

(N::89) 

.VARIABLE	1	2	3	4	5.	6 

•1	LMY 1. 0000 0.916 0.908 0.715 -0.324 0.718 -u.110 

2 LM10YY 1.000 0.837 0.768 -0.294 0.920 -0.151 

LMF 1.000 0.994 -0.239 0.'09 -0.202 

4 LM1OYF 1.000 • -0.157 0,744 

5 LNCDA 10000 -0.073 -0.247 

6 LCDA 1.000 -0.367 

7 LMCS 1.000 

VARIABLE 8 9 10 11 12 13 14 

1	LMY 0.152 0.053 0.612 C.039 0.159 -0.390 -0.125 

2 LM1OYY 0.203 0.103 0.605 0.001 0.0 0 5 -0.474 00110 

3	IMF 0.082 -0.029. 0.422 0.072 0.1 4 5 -0.382 0,077 

4 LM1OYF 0.105 -0.025 C.295 0.071 0.023 -0.459 0.013 

5 LNCOA -0.232 0.291 -0.212 0.376 0.038 -0.055 

6 LCDA 0.246 0.006. 0..460 -0.117 -0.10 g -0.482 

7 LMCS 0.237 0.242 -0.062 0.543 6.185 -0.220 0.036 

8 !BS 1.000 0.070 .0.101 0.323 0.034 -0.226 G.084 

LALCDA 

10	LSLCDA

1.000 0.332 

1.000

0,403, 
-0.015

-0.249 
-0.0 3 1

-0.419 

-0.330
0.367 
0.255' 

11	LDDCDA 1.000 0.006 -0.353 -0.031 

12 MWP 1.000 -0.036 

13 MJUNT 1.000 -0.302 

114 JAMXT 1,000



TABLE 4-22 

SR8 OF STEMSE 1ULT1PLE 7:LGESSIO3 RESULTS VOR ME EASTERN REGION 
A:■ALY515 OF	LEI'	1S180	1::EPE112ENT	520EE:11110 

(N.89) 

Step
Rather 
(1)

Regression Equations I 
(2)

R 
(3)

R2 
(4)

F... 
(5)

S.E. 
(5)

S.E.S 
of-L0-7 

(7) 

IW . 4.18352 .76360 18.3 

1 LMY	1.604 +1.049 tCDA .718 .516 92.8 .5342 12.8 
(.11) 

2 LMY .	1.657 +0.810 LI.A +0.494 LSICDA -.785 .617 69.1 .4783 11.4 
(.11)	,	(.10 

3 LW • 0.661 .0.651 LW, +0.405 LStCOA +0.265 HO .819 .670 57.6 .4460 10.7 
(.10)	(.10) (.07) 

4 LPN . 1.110 40.650 1.(20 47. 4 37 LUCCA • 0.20 4 PW -0.234 . LUCIA .833 .693 47.4 .4329 10.3 
(. 1 0)	(.10) (.07)	(.0)) 

5 LMY	-	1.198 q. 3.C76	180.0 +0.425	L5 1..828. +0.232 IS:R -0.20 LNCDA +0.354* mcm .812 .709 40.4 .4243 10.1. 
(.10)	(.3) (.07)	(.03)	(.1';) 

6 LPN .	1.453 .0.944 1880 • 0.4 :-.5 I.SLCOA +9.2'a0 :1'..10 -0.307 10890 • 0.529	LCUCDA -0.473*	L8S .662 .726 36.2 .4142 9.9 
(.10)	(.09) (.07)	(.09)	(.16)	(.19)	14-01 

1 A. 1. test has Leen e7o1•ye0 to test the si:nificance of each cf the re g ression coefficients. All regression coefficients are sig-
nificant et the it level ecopt	ere r1,d ty • or **. The	in4icates the coefficient is significant at the 50 level only; aro the 
** indiu, tcs t i.o coefficient is eat significant at the 5: level. 

*** All F statistics are significant at the 16 level.

- TABLE 4-23 

•	 SIP2!ARY OF STFNISE MATIPIE P.E 0.:65SICN RESOLIS	FO) IllS	E0518P.N	186105 
MAIASIS OF LlilOYY 08180 INHPENDiNT VA0IABLE SCREENING 

(N.59) 

Step 
Nurber 
(1)

Regression EquationsI 
(2)

P 
( 3 )

R 2 

(4)
r•.• 
(5)

S.C. 
(6)

S.C.% 
of-CT,ITilf 

(7) 

.65213 13.8 
51011' . 4.73699 

1 I_MlOYY . 2.197 +1.033 LCCA .829 .686 190.5 .3673 7.8 
(.07) 

2 6141011 . 2.388 +0.570 LCCA +0.335 BUDA .866 .750 129.1 .3297 7.0 
,	(.08)	(.0)) 

3 1111011 . 1.574 +0.6'.., ? LCZA +0.331	LSLC0A . 0.170 MO .885 .783 102.1 .3093 6.5 
.	(.07)	(.07)	(.05) 

4 1111000	. 1.903 +0.597 i.CFA • 0.206 152C2A +0.132 MO -0.172 LNCDA .894 .800 83.7 .2959 6.3 
(.07)	(.07)	(.05)	(.05) 

5 1111081 . 1.740 +0.932 LC.,4 +0.720 LaCDA 40.1'..2 ra -0.223 LNCDA +0.322* LALCOA 301 .811 71.3 .2913 6.2
(.07)	 (.07)	 (.05)	 (.07)	 (.14)	

(4 -10) 

IA t test has been erployed'to test '.he sionificancc of each of the regression coefficients. All regression coefficients are sig-
nificact at the 16 level e...cc.c,t-w-,:re votec: ly	or	The • indicates the ceefficient is significant at tne 51 level only; and	• 
indicates the coefficient is cot significant at Oa 56 level. 

*** All F statistics art significant at the 15 level. 



TABLE 4-24 

Sti,.ARY 07 SIEPOS RUMPLE PFG8ESSICN RESULTS FOR THE 1ASTER1.RE6109 
ANALYSIS 07 L3F AFTER 1NHPEN0EN7 7P15•LE SCREEN;f:G 

(14.89) 

Step 
Nur-lier 

(1)
Regression	6,'4uations1 

(2) ( 3 )
R2 

(4)
F•o• 
(5)

S.E. 
(6)

S.F.% 
of 

(7) 

ur . 2.57950 - .58804 21.9 

1 LME . 0.722 40.795 LEDA ..708 .501 87.4 .4177 15.6 
(.09) 

2 INF . 0.153 +0.824 1513 40.10 X.:R .742 .551 ,52.8 .3986 14.9 
(.03)	(.05) 

3 LTSF . 0.099 . 0.	45 Ifn 10.123 :. .37 . 0.35 4 107:08 .759 .576 35.5 .3896 14.5 
(.08)	(.N5)	(.15) 

4 LLT .	0.052 40.911	(1r.)9	43.2 g 1	:-.1-,	4 0.513'LPI.U. A	-0. 4 31	1.65 .780 .608 32.6 .3767 14.1 
(.08)	(.11)	(.16)	(.16) 

5 tnr: . 0.577	4 0.537 LUA .0.12 171P . 40.503 Lr:crA	-0.553 LOS --0:224	LNCDA .803 .645. 30.2 .3506 13.5 
(.05)	(.56)	(.15)	.	(.15) (.09)  

6 LMF	.	0.927	40.150 LCOA.40.153 ;,.•;P	40.747	tr,:.r.A	-0.522 L3S -0.277	Pli0A -0.184 .. LI:CS .810 .556 26.1 .3573 13.3 (.0)	(.05)	(.19)	(.16) (.08)	(.13)	•
(4-11) 

1 t test has teen c7oloyed to test tTe signi f icance of each of the rc:ression coefficients.	All re'sressien coefficients are sig- . 
nificant at Oe 1	leeel except w'iere roto	• Cr	Ike • indicates the coefficient is si nificant at the 50 level only; and the 
indicates the coelficient is rot sionificant at the 5 S level. 

". All F statistics are significant at the 10 level.

TABLE 4-25 

50r.,.4,,,Y OF SIEMSE r2CTIPL5 RI:08E96107 RESULTS FrIl THE FASTUN REGION 
ANALYSIS OF LX1017 AFTER IN8F1EN ,:iN1 VARIACLE SCPEENING 

(N.69)

Steo 
Nucber	 Regression Equatioos1 
(1)	 (2)

•

R 
(3)

•

P2 

( 4 )
r .... 
(5)

S.E. 

.  .	(6)

S.E.% 
or IPTJTT 

(7) 

. unbYr. 3.23827	• .54429 16.8 

1 1133f1 ,	1.335 +0.774 LCDA .744 .553 10. 7.7 .3650 11.3 
(.07) 

2 151081	.'	1.396 . 0.794 LICA 40.331 . 1055159 .761 .579 50.0 .3575 . 11.0 
(.67.)	(.15) 

3 101017 .	1.552 +3.843 I_50A • 0. 4 52 103608 -0.332 . L6S .775 .601 42.6 .3500 10.8 
(.63)	(.15) (.19) 

4 . 151071	.	1.773 •0.047 LCOA . 3.511 LCDCDA -0.423 LOS -0.172 . L9608 .791 .626 35.2 .3406 10.5 
(.07)	(.15) (.15) (.07) 

5 mur . 1.750 40.905 LIDA . 0.533 LLIDCDA -0.53 LOS -0.197	LNCOA.	-0.118 •• LSLCDA . .798 .637 29.1 .3377 10.4 
(.03)	(.15) (.15) (.07)	(.05)

(4-12) 

1 A t test h3s leen enoloyed to test the sir.,nificance cf zach of the regression coefficients. All re)ression covfficients are sig-
nificant aL the 11 level except ,here noted Ly ." or The • indicates the coefficient is significant at .the 57 level only; and the •• 
indicates the coefficient is VA si:nificant at Vie 50 level. 

811 F statistics are signifi 'cant at the 1% level. 
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are contained in Table 4-25. The ginal equation . (4-13) contains five 
independent variables and has an R 4 value of 0.637. The regression coef-
ficients for the first four terms are significant at the 1% level and 
conform . to physical theory. The regression coefficient of the fifth 
term, LSLCDA, is not significant at the 5% level. The final regression 
equation is significant at the 1% level according to an analysis of 
variance. 

4.5.5 Analysis for the Western Region 

The methods employed in the analyses for the western region are the 
same as those utilized for the eastern region (Section 4.5.4) and for 
the full study area (Section 4.4.3). The factor analysis of the full 
set of 39 independent variables for each of the 57 study basins in the 
western region resulted in the rotated factor matrix, Table 4-26. A 
second factor analysis on the set of 17 defining variables resulted in 
the rotated factor matrix, Table 4-27. A final set of 8 independent 
variables was selected as the result of the screening of the independent 
variables. These measures were subsequently employed in a stepwise 
multiple regression analysis for each of the four dependent variables: 
The results of these analyses are summarized in Tables 4-29 to 4-32 
intlusive. 

Table 4-28 is the initial correlation matrix for the regression 
analyses for the western region. The results of the western region 
regression analysis for the dependent variable LW/ are displayed in Table 
4-29. The final equation has four independent variables which combine 
to account for 85% of the total variance in the dependent variable. The 

'first three regression coefficients are significant at the 1% level while . 
the fourth is significant at the 5% level; and the signs of the regression 
coefficients correspond to expectations based on physical theory. The F 
test of an analysis of variance indicated that the regression is signif-
icant at the 1% level. The regression results for the western region 
analysis of the dependent variable 11110YY are presented in Table 4-30. 
The final equation in this table contains three independent variables 
which combine to explain 80% of the variance in the de-pendent variable. 
All of the regression coefficients are significant at the IZ level and 
their signs correspond to physical theory. The F statistic confirms the 
significance of the regression at the 1% level. The regression results 
for the •estern region analysis of the dependent variable LliF are presented 
in Table 4-31. The final equation contains four independent variables, 
which combine to explain 77% of the total variance in the dependent vari-
able. The first three regression coefficients are significant at the 1% 
level while the fourth, that associated with the LALCDA term is not signif-
icant at the 5% level. The signs of all the coefficients correspond to 
those expected on the basis of physical theory; and, the regression is 
significant at the 1% level for the F test and the standard error of the 
estimate is 10.3% of the mean. The results of the western region regres-
sion analysis for the dependent variable LMlOYF are summarized in Table 
4-32. The final equation (5-17) contains three independent variables 
which explain only 53% of the total variance in the dependent variable. 
The LDDCDA and MST terms have regression coefficients which are not 
significant at the 5% level. - This regression analysis for the L'ellOYF
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7A3LE 4-26 
ROTATED FACTOR MATRIX RESULTING FROM THE FACTOR ANALYSIS OF ALL INDEPENDENT VARIABLES FOR THE WESTERN REGION 

FACTOR 
2 	 3 

VARIAOLE
4

(N',57) 

5 6 T 3 0 10 . 

1 LTDA	-0.03416	-0.26533	0.20606 - n .570194 0.16076 0.02464 -0.2104 7 -0.04354 0.02506 0.07064 
2 LNEDA	0.24418	0.1E7:1 0	0.50417 -0.10774 -0.00193 -0.05626 -0.42096 -0.0092/3 -0.10386 0.65:55.7 
3 LC0.1	-0.07c25	-0.28221	0.12343 -0.909 6 4.: 4 0.19039 0.02025 -0.13048 -0.05050 -0.01413 -0.04601 
4 LMCS	-C.I6725	0.06 2 17	-0.40222 0.31703 -0.07870 0.17074 0.58326 0.16497 0.19207 -r.101-7 
5 12:1 	•	0.0:577	-0.32856 0.1263'3 -0.0753;1 0.25952 0.76712 0.02766 0.11635 -0.14711 
6 L8R	_0.40171	-0.13587	-0.1q673 -0. „,44483 0.13761 0.49319 -0. 05135 0.2,930.44 -0.19215 
7 C5L 	 -c.060;5 	 -0.30652 	 0.20989 

185 	 -0.15:334 	 -0.26104	-0.11361
-0.21!3 f, 
-0.111475

0.164.3r? 
0. C'r;0.?

0.02651 
0.01906

-0.1 e;57 
-0.04405

-0.31177 
-0,297 	 74

0. 51“> 
-0.02117

2.0,241 
-0.09029 

9 L\LTDA 	 C.C37;9 	 -0.26493	0.12561 -0.19291 0,915214 0.02004 -0.11100 -0.544 -0.01766 -0.n1353 
10 I.,LEDA	 0.11231	-0.24983	0.16972 -0.21162 (5-5... 	,,i-,-(.-3,4 0.01084 -0.16557 -0.06775 -0.01724 0.41f,76 
11 	 LS - DA 	 -0.28606	-0.97909	0.03392 -0.18131 0.0623 0.06163 -0.13194 -0.07181 -0.00880 -0.04691 
12 LSC"A	-0.26171	-0.w1614 	 0.07107 -0.1(1476 0.05759 0.07075 -0-13241 -0.97727 -0.01277 -0.01;39 
13 L51127, -0.22273	0.02661 -0.20535 0.7571 0.26528 -0.10510 -9.06868 0.01112 -0.04700 
15 L5L0,A -0.19111	-0.92 , 264	0.07299 -0.20261 0.747,21 0.07147 -0.13151 -0, 0 ,17:13 0.01614 ('.21'15 
15 11,0757. -0.25554	0.011 So 0.09823 -0.04107 -0.22408 0.31678 -0.04152 -0.06509 
16 110674 	 0.11108 	 0.082'0 	 -4,91)234 0.1953 2 -0.15771. -0.00265 0.132;4 -0.5119 0.00444 0.14,74 
17 11-736	-0.02592	0.0,•0 7 -0.06798 0.00-91 -0.23111 -0.32459 0.(12400 0.05403 0.23103 
18 L026571 -0.09045	-0.10257	0.922274 

IFTIA 	 -0.6358,5	-0.53724	0.02152 
20 	 -c.q1,c14 	 -0.2:9 4 1	0.43t13

-0.20053 
-(1.17451 
-0.05843

0.121'45 
0.07047 

-0.02642

-0.00294 
0.16738 
0.01282

-0.11613 
0.10528 
0.11407

0.02122 
-0.03439 
-0.02709

-0.03020 
0.15317 
0.49)17

-0.09608 
-0.04676 co 

co 

21	1,-;;	 -0.08226 0.01106 -0.00764 0.12035 9.96;36 -0.090,12 0.01603 
22	,W,P	-0.54355	0.21770	-0.04563 0.06013 0.04402 0.13476 0.61731 -0.01575 0.06125 
23 1,2	-C.61123	-0.14276	-0.05021 -0.06690 0.0,20 -0.70802 0.24781 -0.0;1q35 0.12111 -C.01275 
2-, 'SP 	 -3':9'-1_±7	0.0:544	0.08446 0.42597 -0.09221 0.09414 0.2.0„216 -5.,136'.3 -0.07099 
25 1,1•ZR	-0.05358	-0.01104 -0.01124 -0.05479 0.05544 0.23274 -0.02797 0.00142 -0.049)9 
26 7,128?	-0.1 5416	0.01646 -0.0128 2 -0.07699 0.25234 0.15129 _0.02453 0.01011 
77 '410YD 	 -0.05075	-0.07053 -0.05765 -0.02225 -0.03562 0.25952 -0.00045 0.12102 -0.c:J209 
28 . 57 	 -0_411.<2	0.16602	-0.23022 0.15097 -0.15.51 -0.10227 0.923434 -0..02134 -0.00117 0.00761 

r'Jm'r1 	 5.44051	-0.20723	0.24978 -0.13711 0.10419 -0.01327 -0.81212 0.01132 -0.02914 0.01610 
33 "Si	0.687:1	0.24219	0.00010 0.06666 -4.0216 -3.9 c ':+ 9 < -6:-269--3 0.01676 -0.44433 0.02532 
31 H.J.N7	C.72,00	0.25401	0.02124 0.04079 -0.02174 -0.5370,. -0.3127 0.03619 -0.03816 0.nn.717 
32 W 1+.7	-0.3(638	0.12014	-0.26721 0.12670 -0.11755 -0.01659 0.847704 0.00509 -C.04875 -0.05710 
33 	 7.:161	C.301&9	-0.20130	0.26310 -0.11017 0.06,0131 -0.26266 -6:.5775 -0.02136 0.02012 0.^6114 
34 PE	0,5617	0.3 5 712	0.0001? 0.09 ,)57 -0.28.5(,2 .-y.4 -0.11639 0.02740 -0.04597 0.0,107 
35 TvAST	-0.36033	0.04740 -1.10351 -0.21265 0.06,,12 0.01629 -2.05746 0.00269 -0.03'11 
34 207<5-7	-0.21224	-0.07676 -1.01884 -0.06927 -0.13658 0.25714 -0.05367 0.03040 0.03494 
37 ITK ,̂ UR -0.194	-0.00017	-0.02876 0.07143 -0.05536 0.0900? 0.33513 0.21434 -0.01618 -0.0407 
35 71:n	-0.90681	-0.3 4 173	0.04879 -0.07043 -0.00302 0.15722 0.05767 -0.01591 -0.07632 -0.'7530 
39 'ATR	0.60512	0. 118738	0.17027 -0.04026 0.03120 -0.25213 -0.64463 0.01931 -0.03730 0.01920	• 

CUMULATIVE	 PROPORTION OF	 TOTAL:. VARIANCE 

0.46955	0.70128	0.79232 0.24357 0.33149 0.90836 0.93017 0.94765 0.96071	' 0.97131

4 DEFINING VARIABLES SELSETED FOR FURTHER ANALYSIS 
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TA3LE 4-27 

ROTATED FACT0R MATRIX RESULTING - FROM THE FACTOR ANALYSIS OF THE SELECTED DEFINING VARIABLES FOR THE WESTERN REGION 

(M,-, 57) 

FACTOR 
1	2	3 

VARIABLE
4 5 6 7 8. 

1 LTOA	-0.20751	0.07233	0.27262 0.36403 -0.21172 0.13983 0.12880 -0.20161. .0.00560 
2 LNCDA	0.10704	-0.23893	0.31116 9.10643 -0.01858 -0.02400 0.826911 -0.35344 -0.02589 

. 3 LCDA	-0.20941	0.10635	0.23007 0.687804 -0.23950 0.15907 -0.00719 -0.11563 0.01133 
4 138	-0.06233	C.40723	-0.11°37 0.37691 0.07137 0.12717 -0.27740 0.43298 0.01248 
5 LOS	-C.19500	0.10925	-0.08235 0.21648 -0.12416 0.937164 -0.01973 0.01463 0.01580 
6 LALTDA -,0.16233	0.00620	0.13653 0.17020 0.05755 -0.02753	• -0.12432 -0.01355 CO 
7 LALCDA -0.15716	-0.01636	0.15371 0.18262 -0.Q14021 0.03529 0.05836 -0.176.00 -0.01981 
8 LSCDA	-0.8_7912	0.34035	0.09461	• 0.21135 -0.12874 0.14038 -0.06584 -0.12782 0..04653 
9 LSLCDA -022,470A.64	0.29266	0.03320 0.22383 -0.11709 0.14752 -0.04035 -0.13241	• 0.02638 
10 LDDC0A	0.86-801	.	-0.94-7-94 -0.11605 0.15705 0.05550 -0.09145 0.14523 -0.0641 
11	LOFCDA -0.08725	0.06591 0-'1°734 -0.11391 -0.03143 0.:14367• -0.14398 •	0.00886 
12 MAP	-0.24643	0.79354	0.12117 0.07399 0.07022 0:06567 -007099 0.25689 0.45069 
13 A1CYP	-0.16467	0.00511	0.09991 0.02145 0.08076 0.05572 -0.06434 0.29743 0.46585 
14 MWT	0.13867	6.22477	-0.15634 -0.17007 0.19894 •	0.01148 -0.11766 0.892514 .0.08953 
15 MST	0.12424	-0.95934.4	-0.01756 -0.05457 0.00979 -0.04172 0.07563 -0.15976 0.13518 
16 IdmXT	0.12312	0.26558	-0.189("1 -0.14544 0.15314 -0.00973 -0.18752 0.86436 -0.00231 
17 FE	C.22734	-0.94502	-0.02725 -0.09264 0.08522 -0.05607 0.09378 -0.06362 0.11918 

CUMULATIVE PROPCRTION OF TOTAL VARIANCE 

0.32916	0.62370	0.73394 0.80592 0.87118 0.90928	. 0.94486 0.96804 0.98591

DEFINING VARIABLES SELECTED FOR INCLUSION IN TK MULTIPLE REGRESSION ANALYSES FOR THE WESTERN REGION 



TABLE 4 -28 

CORULATION MATRIX FOR DEPENDENT VARIABLES AND SELECTED 

(N=57) 

VARIABLE	1	2	3

INDEPENDENT VARI 'ABLES	FOR THE WESTERN REGION 

4	5	6 

1	LNY 1.000 0.933• 0.941 0.675 -0.311 0.755 

2 LM1OYF 1.000 0.365	• 0.771 -0.246	• 0.792 

3 LNF 1.000 0.,749 -0.308 0.732 

4 LM1OYF 1.000 -0.057 0.693 

5 LNCDA 1.000 0.149 

6	LC:DA 1.000 

VARIABLE 7 9 10
1 1 I

n 

1	LMY 
2 LM1OYF

0.327 
0.387

.0.201 
0.248

0.564 
0.566

-0.240 
-0.25a

0,050 -0.552 
-0.458 

LMF 0.304 0.184 0.527 -0.196 0..025 -0.466 

4 LM1OYF 0.308 0.229 0.403 -0.146 -0.167 -C.235 

5 LNCDA. -0.096 0.183, -0.099 -0.423 -0.535 0.357 

6 LCDA 

7 LDS 
- 8 LALCDA

0.406 
1.000

0.484 
0.247 
1.000

0.542 
0.416 
0.511

-0.448 
0.054 

-0.360

-0.333 
.-0.020 
-0.433

.-0.175 

.-0.185 
G.003 

9 LSLCDA 1.000 -0.251 -0.271 -2.391 

10 LDDCDA' 1.000 0.342 0.076 

11	MWT 1.000 -0.333 

12 MST 1.000
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Regression Equations1 
(2) 

Ui7 . 4.087/4 

1	•:.7f . :0.795 4 1.307 ECM 
(.15) 

2	EMY = 1.125 41.419 ECOA -0.822 1.7;;;OP. 
(.12)	• (.13) 

3	LMY	9.208 41.2)4 I.COA	LNCMA -0.105 MST 
( .1 2)	(.12)	(.03) 

LI47( . 8.502 41.407 LCIA	LTEA -9.161 MST -0.522 . LALEDA 
(.11)	(.11)	(.03)	(.27) 

Step 
NuTer 

(1)

1.04009	25.4 

	

.755	.570	73.1	.6677	16.8 

	

.869	.755	83.0	.5248	12.8 

	

.913	.833	88.2	.4367	10.7 

	

.920	.847	72.0	.4220	10.3 

- 1 A t test has Leen ersloed to.ti,st the signiflcance of each of the regression m . fficients. All regressien_ccefficionts ere sig-
.

• 

nifichnt et the	le,e1	,here c.otA I.	or **. The • indicates the ccefficiont is significant at the 5% level only; end the 
.* indicates the coefficient is not sinificent at the 5 f level. 

All r statistics are significant ot the 1% level;

TABLE 4-30 

• WMF.Y OF SlEPWISE MaTIPLF POTRE5S12N PESUTS FOP THE l:ESTERN FEGIOR 
PtALYSIS OF Mori 4.FTER	V4011,8tE. SCELESING	. 

(s.57)

(4-14) 

1 A t test 5ss teen eriployed to test the significance of hee l) ef the reoresson coefficients. All res..ressicri coefficients are 
significant at tha It level except u!ierE, r),:q cd by . or	The ' inciicates the coefficient is significant at the 55 level only; and 
the	indicates the coefficient is not significant at the 55 level. 

." All F ststistics are significant at the 15 level.

TABLE 4-29 

St2KvAF.7 DF STEPI.MSF tULT ill '52EStTti POSULTS FOP IA WESTERN REGIOU 
ANALYSIS OF I.MY AFTER IOEST0ARI:A.E SC.U[ViG 

(N.57)

2 Ft	F... 
( 3 )	(4) 	 (5) 

(4-13)

S.E. 
(6)

S.E.% 
of-Oif 

(7) 

Pcgressicn Equations 1 R	R2 

(2)	 (3)	(4)

S.F. % 
S;E. of f--1-7..717 
(6)	(7) 

Step 
Re4hber 
(1)

F... 
(5) 

[141-6fT . 4.74375 

1	1810YY . 2.352 40.550 LCDA 
(.10) 

2	L.MlOYY . 2.548 41.016 IXDA -0.4TO INCOA 
(.00	(.09) 

3	LM10YY . 6.469 40.906 LOA -0.379 LSCOA -0.079 MST 
(.08)	(.0S)	-	(.02)

.72058	15.2 

	

.792	.627	92.6	.4439	, 9.4 

	

..874	.763	66.9	.3572 .	7.5 

	

.895	.801	71.2	.3303	7.0
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•	 TABLE	 -31 

- 58:0tARY OF 53E71.SE !tULT!RLE RE65510N RESULTS 107. THE WE51E93 REGION 
ANALYSIS OF 12::	:00E8EIDENi l'ARIA:SLE SCRE:NftG 

(N.57)

I	 : 

Step 2 S.E.1 
Nu,ber Regression Equation5 1 0 R F .== S.E. of UtT 

( 1 ) .• (2) (3) (4) (. .) JO (?). 
tkr . 2.63495 -.1.5975 26.2. 

1 1.1W= 	 0.513 4 3.843 L5:33 .732 .535 63.4 .4743 18.0 
(.11) 

2 LMf = . 0.734 	 .0.913 1.804 -0.536 LNCOA .645 .713 67.2 .3761 14.3 
(.08) ' 	 (.09) 

3 11T . 	 4.440 4 0.0S5 LNCOA -0.075 !1ST .866 .750 53.1 .3543 13.4 
(.03) (.09) 	 (.03) 

4 = 	 4.179 	 . 0.53; .1MF 1804	LNCOA	-0.072	!'...S1 IALCOA .876 .767 42.9 .3452 13.1 
(.09) (.03) 	 (.03) 	 (.22)

(4-15) 

1
A t test has been cf7ole: .-ed to test the sionf f icance of Care of the re:trots:en coefficients.	All recress i en coefficients are sig-

• nificant at the 14 level exceht «here noted by • or	The	indicates ic ,J coefficient is significant at the 5; level only; and the 
indicates the coefficient is not sfgnificant at the 50 level. 

". All F statistics are significant at the IX level.

.TABLE 4-32 

SL!.T.ARY OF StERISE !ll'LT1Ptf 7.E04E55I0 PE8ULT5 fn 18: LISTERN REGION 
ANALYSIS Of 101511 . 0 1 704 10EE7.E700N1 YARIA31E SCREENING 

(t=57)
; 

Step ,
 

U •x7.5er	 Regression Equations
1	 R 	 R2 	 F=== 	 S.C. 	 -alcir 

(1) 	 (2) 	 	 a 	 ( 4 ) 	 (ft) 	 COO_  
Ploa . 3.37760 	 .50997 	 15.1  

1	1.M10YF . 1.897 .0.553 I.CCA 	 .693 	 .480 	 53.7 	 .3711 	 11.0	 1 i 

	

(.0S)	 ! 
t 

2	1141041 • 1.791 4 0.505 LEDA 40.673" LUOCCIA 	 .717 	 .514 	 28.5 	 .3621 	 . 10.7 

	

: (.09)	(.35)	 i 

3	1111001 . 3.302 +0.17? 1E54 40.672 . * LODCOA -9.93o .. MST 	 .726 	 .527 	 19.7 	 .3505 	 10.7 

	

(.09)	(.35)	 (.03) 

1
A t test has beon u7:locce to test the sicrAficance of each of the resression coefficients. All resreosion 0eafficients are sig-

nificant at the tOted ee.eeht wbere Loted L) , • or ". Th'e	indicates the coefficient is Significant at the 50 level only; and the 

ihdicates the coe f ficient is not si:;nificant at the 50 level. 

*.• All F statistics are significant at the 18 level.

4 

(4-15) 
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indicates that it is not possible to develop a meaningful equation for 
this variable in the western region on the basis of the available inde-
pendent variables. 

4.6 COMPARISON OF REGRESSION RESULTS FOR THE FULL STUDY AREA AND BY REGION  

The results of the multiple regression analyses after variable screen-
ing, for the full study area and for the eastern and western regions, have 
been summarized in Table 4-33. On the basis of the data summarized in 
this table, it must be concluded that the twofold subdivision of the study 
area by multivariate grouping has not resulted either in substantially 
increased values of RL , or in a reduction in the standard errors of the 
estimates. From these observations, it is concluded that the regional 
grouping at the present scale has not been successful in improving the 
predictive value of the regression relationships. The relatively large 
errors must therefore be attributed to factors which are operative on a 
more local scale than the twofold regional division which has been 
employed in the present analyses. In an effort to further account for 
some of these local variations, it was proposed to attempt to further 
subdivide the study area. 

4.7 FURTHER ATTEMPTS TO SUBDIVIDE THE STUDY AREA  

Three further attempts were made to establish subdivisions of the 
full study area such that the predictive power of the regression rela-
tionships would be improved. The first method employed utilized the 
muitivariate grouping technique as described in Section 4.5.3 in an 
attempt to further subdivide both the eastern and western regions. . In 
each case two further groups were identified; however, when mapped, these. 
groups did not have spatial continuity and it was not possible to esta-
blish meaningful subdivisions for either the eastern or western regions. 

A second attempt to improve the regression relationships for each 
region involved the subjective modification of the regional boundaries. 
The ten study basins in Northern Alberta which were grouped in the 
eastern region were deleted from that region. In the western region, 
seven study basins in southwestern Alberta which drained areas of foot-
hills and mountains were removed from the grouping. These modified 
groups were then subjected to a full analysis by factor analytic and 
multiple regression techniques. The resulting relationships were not 
appreciably improved over those of the previous analyses. 

A third attempt at the establishment of more meaningful regional 
subdivisions involved a complete regrouping of the full set of study 
basins. This regrouping was based on a re-examination of the original 
multivariate grouping analysis, as described in Section 4.5.3. A further 
consideration of the original factor matrix, Table 4-17, led to a proposal 
to repeat the grouping analysis on the basis of the first two and fourth 
factors, rather than the first three factors as had been previously 
employed. The fourth factor represented a measure of hydrologic vari-
ability, and it was expected, might lead to a better grouping for analysis 
purposes. The application of the optimal grouping algorithm resulted in 
the definition of two groups which when plotted grouped spatially, but



TABLE 4-33 - COMPARATIVE SUMMARY OF MULTIPLE 
REGRESSION RESULTS AFTER VARIABLE SCREENING 

FOR THE FULL STUDY AREA AND FOR THE 
EASTERN AND WESTERN REGIONS 

Dependent 
Variable Region Equat 

No.
No. of 
Steps

R2 S.E. as "4 of 
Mean Log Units 

Full study area 5-6 3 0.782 10.1 
Eastern Region 5-10 6 0.726 9.9 
Western Region 5-14 4 0.847 10.3 

LMIOYY Full study area 5-7 5 0.807 6.4 
Eastern Region 5-11 5 0.811 6.2 
Western Region 5-15 3 0.801 7.0 

LMF Full study area 5-8 6 0.724 12.7 
Eastern Region 5-12 6 0.656 13.1 
Western Region 5-16 4 0.767 13.1 

LMIOYF Full study area 5-9 4 0.587 10.6 
Eastern Region 5-13 5 0.637 10.4 
Western Region 5-17 3 0.527 10.7
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were not very different from the original eastem and western regions. 
The groups resulting from this analysis were not employed in further 
regression analyses. 

All attempts to further subdivide the study area into meaningful 
hydrologic regions were unsuccessful. This difficulty in regional delimi-
tation led to a general conclusion with regard to variations in prairie 
hydrologic patterns. On the basis of the data employed in the present 
study, it would seem that local variations are dominant in the definition 
of prairie hydrologic patterns. It was not possible to improve the 
relationships on the basis of regional subdivision. Seemingly, the 
alternatives to this approach must involve a more detailed examination 
of local patterns. 

4.8 TEST OF REGR7 qSION RELATIONSHIPS FOR THE COMPARATIVE TEST SAMPLE  

Earlier in this chapter (Section 4.3.3), the selection of a random 
sample of 15 study basins was discussed. These basins were not included 
in the analyses, and therefore represent an independent sample for the 
testing of the regression results. Such an independent sample for test-
ing the regression results was considered useful, in that the significance 
tests which are normally employed with regression analysis are based on 
the assumptions of random sampling and normally distributed variates. 
Although logarithmic transformations were applied to several of the 
variables (Section 4.3.2), it was not expected that the normality assump-
tion would be totally satisfied. It was also recognized that the random 
sampling assumption Had not been met by the input data (Section 4.3.1). 
Therefore as a check on the stability of the regression relationships, it 
was proposed to test the performance of these relationships on a sample 
of data for which the dependent variables had been previously measured. 

Three regression relationships for each of the dependent variables 
were considered. These relationships resulted from the full study area 
analyses by multiple regression after variable screening, the western 
region analyses and the eastern region analyses. For each of the depen-
dent variables the regression equations were employed to estimate the 
value of the dependent variables for basins in the sample. In the case 
of the relationships from the full study area analyses, all of the 15 
study basins in the sample were considered, while for the eastern and 
western regions, only those basins lying within each area as delimited 
on Figure 4-3 were considered. The residuals for each application of 
the equations have been expressed as percentages of the observed values. 
These data are reported in Table 4-34 and provide a basis for a further 
consideration of the predictive value of the relationships. 

The percentage residuals from the test sample applications of the 
regression equations are listed in Table 4-34. Each column of the table 
contains the results for a particular equation. The figures which have 
been entered in the table for each of the test basins for each equation 
are the percentage residuals estimated in arithmetic units and the percentage 
residuals estimated in logarithmic units. The latter group of figures 
have been enclosed in parentheses in the table. The last four rows in the 
table contain the means and standard deviations of the percentage residuals 

for each of the equations.
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TABLE 4-34 
PERCENTAGE PESIR!J r LS PESULTM FROM APPLICATICN OF RECUSSION 
EQUATIONS TO CC:;PAIlAIIVE TEST SAMPLE OF DASINS* 

Dependent Variable	LMY 8ep,Jident Variable tTh rjYY Oeoenent VaHaale LMF Leprndent Varia-Ole	IL:110TE 

Pasin [(Tat Equat Squat Equa.t Equat Eau4t Equat [coat	Equat Equat	Eq , :at	Equat 

No. 4-5 4-9 4-13 4-6 4-10 4-14 4-7 4-11 	 4-15 4-8 	 4-12	4-16 
Full E.	Re- v.r. 	 - Full E.7e- V.Re- Full E.Re-	W.'),e- Full 	 [-Re- 	 W.Re-
Study 5-ion gion Study Oar! aicn Stody gion	siun Etudy	gicn	gion 

Area (9.9)*k (10.3)** Area (5.2)** (7.0)** Area (13.1)**(i3.1)** Arca	(i0.4)**(10.7)** 

(10.1)** (6.4)** (12.7)** .00.6)** 

4 -50.1 -24.4 4 	 3.2 436.8 -57.6 -24.5 +16.9	-16.2 

(-8.2) (-3.2) (40.3) (43.2) (-14.7) (-4.8) (+2.0)	(-2.4) 

7 - 0.5 -10.9 -18.7 -23.9 427.8 + 3.2 -33.9	-37.3 

(-0.0) (-1.0) (-1.7) (-2.2) (+3.2) (+0.4) (-4.8)	(-5.5) 

15 +57.5 4162.8 +70.1 +109.3 + 4.2 +41.7 -27.7	-30.2 

(44.6) (+9.7) (44.8) (-6.6) (-0.6) (45.2) (-3.7)	(-4.7) 

25 -37.6 -29,1 416.9 439.8 -15.4 -33.3 -47.4	-35.3 

(-5.1) (-3.7) (41.1) (43.2) (-2.7) (-6.6) (-7.3)	(-4.9) 

: 30 -46.4 -62.1 491.9 +74.9 -84.3 -71.5 -52.5	- 8.2 

(-7.8) (-12.2) (+7.7) (+6.6) (-33.3) (-22.5) (-10.9)	(-1.3) 

37 -12.4 -52.9 457.6 434.2 + 8.3 431.6 +51.5	+116.4 

(-1.3) (-7.5) (+4.1) (+2.6) (41.3) (45.5) (+5.3)	(410.1) 

44 -38.4 -19.3 +88.8 470.7 +34.2 +49.5 +195.2	+229.9 

(-5.5) (-2.6) (+6.8) (+5.7) (+5.6) (+7.6) (+17.4)	(419.2) 

52 +	7.2 -11.3 + 5.5 +55.3 499.1 +78,4 +75.9	493.0 

(+0.5) (-0,9) T+0.4) . (43.2) (+8.7) (47,3) (46:3)	(+7.7) 

78 -17.2 431.3 .	27.6- -15.8 4133.3 +180.0 +88.0	474.0 

(-2.5) (+3.6) (-3.4) (-1.8) (421.9) (+26.6) (+10.7)	(+9.6) 

82 -47.1 -41.8 -27.8 417.9 +37.7 443.8 493.7	+80.8  

108

(6.8) 

+259.8

(-4.9) 

4207.5

(-2.8) 

+30.3

(41.4) 

-	5.9

(45.0) 

4125.1

(+5.7) 

+181.6

(49.0)	(48.0) 

483.1	+78.5

i 
, 

(+20.2) (+17,3) (42.9) (-0.6) (+27.5) (+27.4) (+10.3)	(49.8) 

113. -21.6 -17.3 + 3.3 -	3.3 -15.7 -17.5 -41.6	-31.3 

(-2.5) (-1.9) (+0.3) (-0.3) (-2.5) (-2.3) (-6.8)	(-4.8) 

133 + 8.9 + 9.4 - 0.6 -19.3 -39.2 -23.8 -48.0	-30.7 

(+0.7) (+0.7) (40.0) (-1.6) (-5.9) (-3.2) (-7.0)	(-3.9) 

! 
139 -60.1 i-53.2 -37.6 -42.2 -43.6 -32.3 -22.4	-18.8 

(-7.7) (-6.4) (-3.8) (-4.4) (-7.4) (-5.0) (-3.0)	(-4.4) 

159 -51.3 -	5.1 +32.2 495.1 -29.8 -	5.6 +63.0	+19.7  

(-7.8) (-0.6) (+2.8) (+6.6) (-5.7) (-0.9) (+6.5)	(42.4)
 

, 
! 

Dean % 

Arith- 
metic

-2.6 +5.4 +5.8 419.2 +13.9 +44.7 416.3 465.8	-16.3 426.9	478.5	-19.7 

S.D. 81.5 85.2 72.8 .	41.9 38.0 52.5 74.1 80.5	34.9 73.6	81.4	20.3 

Dean 

% Log -1.9 -0.4 -1.5 +1.3 +0.7 +1.3 +0.1 +9.0	-4.6 +1.7	16.9	-2.8 

S.D. 1.2 8.0 6.5 3.5 3.2 4.9 14.2 12.0	8.8 8.5	8.0	2.7

*Figures in the body of the table are the percentage different:es between tbe observed and predicted mag-
nitudes cf the da;-,ea .ieet varables. These differarcts have teen cAp resscd as p ercentasas of the ohsarved 
rmgnitudas. The percenta e s in parentheses are Lased on logarithmic units, 1,hi1e those 1,ithaut parentheses 
are based on arizbetic units. 

** Standard Erra:- of Estimate of the reression equation Expressed as a Tercentage of the man value 
of the dependent. variF.bles. 
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On the basis of the results summarized in Table 4-34, it . is possible 
to make several observations and to draw conclusions regarding the vali-
dity of the regression equations developed in the present research. On 
comparison of the percentage residuals for the test sample based on log-
arithmic units with the standard errors of the estimates for the regres-
sion equations, it may be concluded that the regression relationships 
are stable. That is, the errors which resulted from the application of 
the equations to the independent test sample of basins were similar in 
magnitude to those expected on the basis of the standard errors of esti-
mate which resulted from the analyses for the full set of 146 study basins. 
This stability of the relationships lends credibility to the statistical 
significance of the regression equations. 

The percentage residuals based on arithmetic units have been included 
in the table to illustrate the magnitudes of residual errors which are 
involved in the prediction of the actual magnitudes of streamflow events. 
The skewed nature of the distribution of these errors is evident in the 
larger magnitudes associated with the positive residuals than with the 
negative residuals. While the percentage errors are somewhat larger than 
might be considered desirable for prediction purposes, the regression 
relationships developed in this research are useful models for the esti-
mation of streamflow characteristics on a regional basis. The relation-
ships are stable, conform to physical theory, and are based on readily 
available data. 

The earlier conclusion, that the division of the study area into 
hydrologic region Q (HA 7""°' rec 1 4 n a significant impLuvement in the 
predictive stength of the regression relationships, is confirmed on the 
basis of the results summarized in Table 4-34.



CHAPTER V 

SUMMARY, CONCLUSIONS AND SUGGESTIONS 
FOR FURTHER RESEARCH 

5.1 INTRODUCTION  

In this final chapter, the methodology and findings of the present 
research are summarized, conclusions are drawn, and several suggestions 
for future research are introduced. 

5.2 SUMMARY OF THE PRESENT RESEARCH  

In recent years, the needs for planning and management of water 
resources have grown rapidly. Many more streamflow data are required; and 
it is to this need that the present study has been directed. The ultimate 
aim of this research has been to develop predictive relationships for.the 
estimation of streamflow characteristics for ungauged basins in the plains 
area of the Canadian Prairie Provinces. A second aim of the study has been 
to add to our understanding of plains' hydrologic patterns through the 
identification of climatic and other physical geographic variables which 
are related to streamflow chatacteristics. 

The multivariate nature of the relationships involved, led to the 
adoption of a systems approach to the present study. The multivariate 
statistical techniques of multiple correlation and reression analysis and 
factor analysis have been empluyed ih Lhe regional analyses of tho hypo-
thetical model whiCh is of the form: 

STREAVSLq4 CHARACTERISTICS = (CLIMATIC PATTERNS AND OTHER 
PHYSICAL GEOGRAPHIC PATTERNS)	5-1) 

A group of 161 study basins was selected for analysis. Each of these 
basins met defined criteria with regard to basin location, size of drainage 
area, available streamflow data, and natural flow conditions. 

It was beyond the scope of the present research to analyse all possi-
ble streamflow characteristics; rather four characteristics, the mean 
annual yield, the mean 10 year yield, the mean annual flood, and the mean 
10 year flood were selected for analysis. These characteristics were 
chosen because of their potential usefulness in the planning process. The 
actual estimation of the dependent variables for each of the study basins 
was based upon frequency analyses of the available annual yield and annual 
flood flow data series. The frequency analyses of the annual yield and 
annual flood flow data series for each of the study basins involved the 
fitting of a least squares regression line to the data series as plotted on 
lognormal probability paper. A group of 39 independent variables, various 
measures of climatic and other physical geographic patterns, was compiled 
for each of the study basins. Each variable was selected on the basis of 
two considerations. The first consideration related to its theoretical 
relationships to the dependent variables, and the second related to the 
available data sources and the problems of data compilation. The first 
group of independent variables included 20 measures of climatic patterns. 
Each of these measures was related to one of the three most important
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climate cOntrolled processes in the hydrologic cycle, precipitation, snow-- 
melt and evapotranspiration. For the purposes of.the present study, the 
basic climatic data set was comprised of published climatic normals of 
temperature and precipitation based on the 30 year period 1930-1960. The 
second group of independent variables included 19 measures of other physi-
cal geographic patterns. Each of these measures was related to one of 
three hydrologically significant groups of variables which were classified 
as measures of drainage area, measures of basin topography, and measures of 
surficial geology, soils, vegetation and landuse. All of the chosen vari-
ables were measured from.1:250,000 scale topographic maps of the study 
basins. The full set of four dependent variables and 39 independent. 
variables was compiled for each of the 161 study basins. These data were 
subsequently employed in the statistical analyses of the hypothetical 
model. 

The statistical analyses of the hypothetical model involved two 
stages, the first entailing an examination of the model for the entire 
study area, and the second involving its examination on the scale of 
hydrologic regions. In the first stage of the analyses two approaches 
were utilized for the estimation of statistical models. The first method 
involved the use of stepwise multiple regression techniques in the 
analyses of the relationships of each of the dependent variables to the 
full set of 39 independent variables. The second method utilized the 
technique of factor analysis to screen the independent variable set for 
multicollinearity. This screening served as a basis for the selection 
of a set of independent variables for inclusion in the stepwise multiple 
regression analysis for each of the dependent variables. The second 
approach to the full study area analysis resulted in a more satisfactory 
set of regression models. The resulting equations were statistically 
significant, and the signs of the regression coefficients conformed to 
physical theory. Although a very slight loss in explanatory power was 
observed relative to the first approach, the gain in physical significance 
resulted in this second group of relationships being judged to be superior 
in the context of the present study. 

All of the relationships resulting from the full study area stage of 
the analyses had relatively large standard errors of estimation. The 
magnitudes of these errors, particularly in view of the fact that they were 
measured in logarithmic units, limited the usefulness of the relationships 
for predictive purposes. In an attempt to improve the predictive power of 
the relationships, the second stage of the analyses was underCaken. This 
stage entailed the subdivision of the study area into regions of hydrologic 
similarity in order to account for some of the regional variations in 
streamflow patterns and to improve on the predictive strength of the equa-
tions resulting from the analyses. Attempts to subdivide the study area, 
on the basis of plots of regression residuals and on the basis of plots of 
hydrologic index-event ratios, were not successful as local variations 
dominated and obscured any possible regional divisions. The use of a 
multivariate optimal grouping technique based on factor scores resulting 
from a factor analysis of the climatic variables and the hydrologic index-
ratios, provided a twofold grouping of the study basins. The grouping 
resulted in a well-defined spatial division of the study area. However, 
the regtession equations which resulted from analyses on a regional basis
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while conforming to physical theory did not result in any appreciable 
improvement in the predictive potential of the relationships. Further 
attempts at subdividing the study area to improve the regression relation-
ships were also unsuccessful. 

The predictive performance of the regression equations was tested by 
their application to data for the test sample of 15 basins. On the basis 
of these calculations, it was concluded that the regression relationships 
were stable and applied equally as well to the test sample as to the orig-
inal data. 

5.3 CONCLUSIONS  

The twofold aims of the present research were firstly, to develop 
predictive relationships for the estimation of streamflow characteristics 
in ungauged areas of the prairie, and secondly, to add to our overall 
knowledge of prairie hydrologic patterns through the identification of 
climatic and other physical geographic patterns which are closely related 
to streamflow characteristics. With respect to the first of these aims, a 
limited degree of success has been achieved in the present study. The 
stability of the relationships has been demonstrated by their application 
to the independent test sample of 15 basins. However, the standard errors 
of the estimates associated with the regression equations are relatively 
large. It is suggested that care must be taken in the use of these rela-
tionships for the prediction of streamflow characteristics for ungauged 
basins within the study area. With the aim of improving the predictive 

nc thm rcgroccinn ra1af4n-nch4pc , if ic pncci1l1P fn c/Iggin Rt sPVP:rAT 

extensions of the present research. These suggestions for further research 
are outlined in the following section of this chapter. 

The present analyses have been successful with respect to the second 
aim of the study, to add to our overall knowledge of prairie hydrologic 
patterns through the identification of climatic and other physical 
geographic patterns which are closely related to streamflow characteris-
tics. In order to illustrate this conclusion, the results of the full 
study area stepwise multiple regression analyses, after factor analytic 
screening of the independent variables, are considered. 

The use of factor analytic techniques in the screening of the inde-
pendent variable sets led to the development of more meaningful regression 
equations. In the case of the full study area analyses by these techniques 
(Section 4.4.3), the original set of 39 independent variables was collapsed 
to a group of nine variables which were relatively free of multicollinearity, 
and therefore approximated the assumption of independence. The stepwise 
multiple regression analysis for each of the dependent variables, employing 
this set of nine independent variables, resulted in significant regression 
equations in which the signs of the regression coefficients conformed to 
physical theory. The relationships were found to be stable when applied 
to an independent test sample of 15 basins. 

Of particular interest, in the present study, is the consistently 
strong influence of the drainage area measures in the regression models. 
In all cases, the single most important variable is the LCDA measure. This
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is, of course, not unexpected in that larger contributing drainage areas 
are expected to produce larger streamflow events. However, a second drain-
age area measure the LMCDA, was also found to be significant in the 
regression models. This variable exhibited a negative effect on the magni-
tudes of streamflow events. Although this variable is a measure of the 
difference between the TDA and the CDA. measures, its significance in the 
equations would suggest that it provides an index of the non-contributing 
area which may have been included in the CDA measure as a result of meas-
urement errors. It is suggested that the true meaning of this variable may 
be that in cases where some non-contributing drainage areas have been 
delimited by the relatively crude measures of the present study, there may 
be further non-contributing areas which are in proportion to the measured 
NCDA percentage. At any rate, the importance of drainage area measures has 
been confirmed, and it would seem that a possible direction for further 
investigations has been established (Spence 1972). 

- Another observation of particular significance in the present study 
related to the spatial distribution of residuals from the regression anal-
yses. When the residuals from the various multiple regression analyses 
were mapped, the resulting patterns were local in nature and did not reveal 
any large scale regional patterns. This observation leads the author to 
suggest that local variations in prairie hydrologic patterns are the domi-
nant factor in limiting the predictive value of the regression relation-
ships. The importance of these local variations has been confirmed by the 
failure of the regional subdivision of the second stage of the analysis to 
result in significant improvements in the predictive Strength of the 
regression relationships. 

In addition to establishing statistical relationships, two methodolog-
ical conclusions have been reached. The first conclusion is that the 
lognormal distribution is the most appropriate 2-perameter distribution 
for use in the frequency analyses of both the annual yield and annual flood 
flow data series for prairie streams. The lognormal distribution was 
selected over the normal, Gumbel and log-Gumbel distributions on the basis 
of its empirical fit to the available data series. This conclusion is an 
empirical confirmation of the use of this distribution which previously has 
been widely employed in engineering hydrology for plains' streams (for 
examples of the use of the lognormal distribution in hydrological studies 
for the plains see Ansley 1959; and Neill et al., 1970). 

The second methodological conclusion is that factor analytic screening 
of the independent variables prior to regression analysis results in more 
meaningful regression models. The models developed by this technique 
conform to physical theory while sacrificing only a small degree of expla-
nation relative to the all variable regression approach. 

5.4 SUGGESTIONS FOR FURTHER RESEARCH  

In the present analyses, only a limited degree of success has been 
achieved in the development of statistical models for the prediction of 
streamflow characteristics for ungauged plains' basins. On the basis of 
these results it is possible to make several suggestions for the extension 
of the present research with the aim of improving the relationships. Of
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particular relevance to further research is the observed importance of 
local deviations as exemplified in the results of the regression analyses 
of the present study. It is proposed that extensions to the present 
research should concentrate on an examination of local scale patterns which 
may be related to these local variations. 

The dependent variables in the present research, the selected stream-
flow characteristics, have been estimated by frequency analyses of the 
available streamflow data series. The number of streamflow data available 
can only be increased by continued data collection over time. Therefore 
with respect to the dependent variables, it is not possible to rely on 
further data collection at this time; but rather, efforts to improve the 
relationships must concentrate on making better use of the available 
records. In this regard, it is suggested that a review of the reliability 
of the available streamflou data be considered. In the present research 
the published streamflow data and gauging station descriptions have been 
accepted as a basis for basin selection. In view of the numerous local 
anomalies which have been noted in the analyses, it is suggested that the 
streamflow data for anomalous basins be reviewed with the aim of detecting 
any inconsistencies or human influences such as diversions or storage 
developments which have not been previously identified. Such unrecognized 
limitations in the original data set may have resulted in some of the 
prediction errors in the present analyses. 

The first group of independent variables employed in the study, the 
climatic measures, were based on 30 year climatic normals of temperature 
and precipitation. These data were employed for ease of data compilation 
and on the assumption that the year to year variations in hydrologic condi-
tions would be accounted for in the frequency analyses of the streamflow 
data. In view of the limited success of the present analysis, it is 
proposed that consideration should be given to the year to year variations 
in climatic patterns. Such considerations might be based on frequency 
analyses of several years of climatic data. This approach to developing 
climatic variables may be of particular relevance in the semi-arid sections 
of the study area in which the annual variations in water balance patterns 
are relatively pronounced. 

The second group of independent variables, the measures of other phys-
ical geographic patterns, should also be re-examined with a view to 
explaining some of the local hydrologic anomalies. The drainage area 
measures employed in the present study are far from ideal, in that a high 
degree of subjectivity exists in their measurement. However, these meas-
ures have proven to be highly significant in the present study and it would 
seem reasonable to suggest that further refinement in the methods of drain-
age area delimitation might result in a reduction of the errors in the 
analyses. Another group of. physical measures which may hold the key to 
some of the local anomalies includes measures of surficial geology, soils, 
and landuse patterns. All of these variables which are operative on a 
local scale have been omitted from the present study because of a lack of 
suitable data sources. However, any extension to the present study should 
include efforts to provide at least some indices of these factors which 
are closely related to infiltration rates and capacities.
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The present study has resulted in the successful development of 
meaningful models of prairie hydrologic patterns. The relationships are 
statistically significant, stable when applied to independent data, and 
in agreement with physical theory. Unfortunately, the magnitudes of the 
standard errors of estimates associated with the regression equations are 
relatively large and limit the predictive usefulness of the models. 
Several extensions to the present research have been proposed with the 
aim of improving the predictive strength of these relationships. At the 
present time, the relationships developed in this study provide a basis for 
the preliminary estimation of streamflow patterns for ungauged areas. Care 
must be exercised in the interpretation of these estimates and it is antic-
ipated that further research along the lines suggested above will result in 
more accurate and useful relationships.
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